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Notation

e, E – Italic letters are used for scalars.

x – Lower case bold letters are denoting vectors.

All vectors are column vectors except for regression vectors, which are denoted

as uk,i.

The operator E[·] stands for mathematical expectation of the subject.

y∗ denotes the complex conjugate transpose of y.
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Part I

Introduction





1. BACKGROUNDANDMOTIVATION

Learning and adaptation over networks is a topic that has been researched in several

fields. These fields include, but are not limited to - mathematics [1], computer

science [2, 3], economics [4], biology [5], sociology [6, 7], psychology [8]. The

topic has evolved rapidly in the past decade and is still receiving attention with

the emergence of systems and applications that utilize networks to learn, estimate

or organize [9–12]. Classical systems and learning theories in the past have

focused on stand-alone systems or learners with success, but recent progress and

discoveries in biological sciences, animal behaviour studies and neuroscience of

the brain have reshaped the approach in tackling these problems [12].

These findings have revealed how complex systems with self-organizing,

adaptation and dynamic behaviour rely on the coordination and cooperation of

simpler units in a decentralized manner [13–16]. The units themselves are unable

to solve the problems or their performance in solving these problems is greatly

poorer in comparison to a network of cooperating units [17]. The interaction

between units or agents enables them to share information, creating a system

that is more resilient to failure and is able to adapt and learn according to the

situation [12, 13, 15, 17]. Several examples of biological networks can be found

in the nature that exhibit this kind of sophisticated behaviour of agents with

limited abilities [18–20]. Groups of fishes are able to navigate the environment

and react to surroundings in a organized manner in a decentralized way. This

allows the fishes to respond collectively to predators and other threats [21–23].

Another example is bee swarms which are able to find a way to a new hive

only relying on a small number of informed bees [24–26]. Birds that migrate to

warmer areas and travel in V formation collectively by cooperating [27, 28].

These discoveries have lead to finding ways to implement these behaviours

in solving problems in other disciplines, such as computer science, signal

processing, telecommunication, robotics etc. [29–31]. The common goal among

these disciplines is to develop theories and tools that enable the design of

networks that mimic the sophisticated behaviour and learning processing abilities

of the biological networks [32–34]. This avoids using centralized processing

units and keeps interaction local among agents in networks [35–37]. Another

advantage of these approaches is the simplicity of the agents and low complexity

of the tasks needed to be carried out by each agent [18–20].
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In the context of this PhD thesis, the work that is of interest is related to

research and development of these networks and algorithms to solve problems

related to communication systems and signal processing in radio networks. This

include optimization, adaptation and learning problems that need to be solved

in an efficient and distributed manner using a network of agents with localized

interaction. These problems arise in several applications and can be addressed in

several ways to either improve the performance, robustness, resilience, privacy

and security of the system [38]. Applications include systems that deal with

various fields which employ radio networks or wireless sensor networks, such as

agriculture, military, environmental studies, etc [39–41].

The motivation behind this work stems from the current situation of increased

wireless data traffic which has had an exponential growth due to the increase

of wireless devices and their usage [42]. Applications and systems in smart

cities and IoT (Internet-of-Things) benefit from decentralized and self-organizing

behaviour [43]. These applications are also meant to work in constrained

conditions such as having limited amount of energy, which also has motivated to

focus on energy-efficiency (EE) in distributed processing [44–46].

More specifically, the focus and interest is on radio networks of agents that

cooperate to solve some kind of estimation problem in a distributed manner.

Applications that come under consideration include cognitive radio (CR), wireless

sensor networks (WSNs) and in a broader sense applications involved with

distributed estimation and processing.

Cognitive radio systems are shown to benefit from distributed estimation [47].

CR is a concept that has been developed to combat the scarceness of available

spectrum resources [48]. This allows to use the already licensed spectrum when

the licensed user (primary user) is not utilizing the spectrum and allows secondary

users to use the spectrum in the meantime. In this case, the secondary users

have to monitor and estimate whether the primary user is transmitting or not. If

the secondary users cooperate, the estimation process can be enhanced and the

detection success of the primary user activity is increased [49–52].

Although this work is primarily for radio networks, it is not limited only to

the radio networks and can be adapted to solving similar problems in other fields

and application.

1.1. Problem statement and research questions

As the learning and adaptation field is evolving rapidly, there are many

unresearched problems and approaches to consider tackling these problems [12].

This PhD work mainly focuses on the development of algorithms for distributed

estimation and further analysis of the algorithms’ performances. The current

state-of-the-art algorithms in distributed estimation that are able to learn and

adapt in real-time and that have shown good results are known as diffusion

algorithms [53–57]. These algorithms have been studied in various situations,
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such as under changing topologies and in the presence of link failure [58, 59],

under imperfect node to node communication [60,61] and in other situations and

conditions [62, 63].

One of the problems related to the current state-of-the-art diffusion algorithm

is selecting appropriate communication weights in the network which has to be

based on some qualitative measurement to indicate, which nodes are better at

solving the problem in the given application [57]. The work in this PhD started

with analysing and proposing a method to estimate the secondary parameter

required for the calculations of the weights [Paper A].

The research lead to the conclusion that the diffusion algorithm’s performance

relies on the accuracy of the secondary parameter estimation [Paper C]. This

triggered interest in devising an algorithm whose performance does not heavily

rely on the secondary parameter estimation accuracy and led to studying leader

selection algorithms. In addition, the leader selection algorithms are specifically

suitable for application where there is a need for selecting the best performing

node. The currently available works on leader selection algorithms are introduced

in Subsection 2.3.5; these are not fully distributed or are unable to adapt in

real-time. This led to proposing the distributed leader selection (DLS) algorithm

which is fully distributed, adapts and selects the leader node in real-time, and

does not heavily rely on the secondary parameter estimation accuracy [Paper B,

Paper C]. In addition, the DLS algorithm is able to retain its performance under

inaccurate secondary parameter estimation. The theoretical contributions were

further extended by moving towards practical realization of the algorithms by

evaluating the computational complexity both from algorithmic and hardware

view point and proposing a method to improve the energy-efficiency of the DLS

algorithm [Paper D].

In more detail this PhD thesis 1) proposes a SNR weighed diffusion algorithm,

2) proposes a novel fully distributed leader selection algorithm, 3) analyses

the theoretical performance of the DLS algorithm and the diffusion algorithm,

4) analyses the computational complexity and energy consumption of the DLS

algorithm and the diffusion algorithm and 5) proposes an energy-efficient

distributed leader selection algorithm.

The research questions raised and answered in this PhD thesis are:

1. Can we estimate the weights for the diffusion algorithm in a blind manner

with no a priori information?

2. Is it possible to implement a fully distributed leader selection algorithm?

3. What is the performance of the DLS algorithm and how does it compare

to the state-of-the-art solutions?

4. What are the computational complexities of the DLS algorithm and the

diffusion algorithm?
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5. What is the energy consumption of the DLS algorithm and the diffusion

algorithm?

6. How can we reduce the energy consumption for the DLS algorithm?

1.2. Contributions of the thesis

To summarize the previous section, the main contributions of the thesis are as

follows:

A A novel method for secondary parameter calculation in the diffusion

algorithm based on the SNR estimates using the MDL subspace

algorithm. The algorithm for calculating the SNR estimates and

infusing them in the diffusion algorithm weight calculations. The

method is shown to outperform the equally weighed network and

non-cooperating network.

B A novel, robust and fully distributed leader selection algorithm

that does not require any a priori information of the network or

architecture in place. The algorithm from Paper A is shown to be

used as a basis for the leader selection algorithm. The robustness to

the secondary parameter accuracy is described. Results show that

the algorithm is able to outperform the equally weighed network

and non-cooperating network.

C ALMS-based implementation of the fully distributed leader selection

algorithm and analysis of the analytical performance of algorithm

in comparison to the diffusion algorithm. The analysis shows that

the leader selection algorithm is outperformed in most cases by

the diffusion algorithm, but in the presence of a node in a more

favourable situation the algorithm has similar performance and even

outperforms the diffusion algorithm.

D The theoretical complexities, the computational and communication

energy consumption are estimated for the distributed leader selection

algorithm and the diffusion algorithm. The results show that

the leader selection algorithm is less complex and consumes less

computational energy than the diffusion algorithm. However, the

communication energy consumptionmakes the computational energy

differences marginal for both algorithms. A novel energy-efficient

distributed leader selection algorithm is developed; it is less complex

and is able to decrease the energy consumption of the network

by 32 − 53% and can extend the network lifetime by 14 − 46%
compared to the DLS algorithm and the diffusion algorithm. The
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results are simulated considering real hardware models (MSP430

and RLS10).

1.3. Thesis outline

The rest of this thesis is structured as follows:

Chapter 2: Learning and adaptation over networks. In this chapter the

theoretical background and the algorithms that have been used in the learning

and adaptation over networks are presented with the relevant state-of-the-art

references. The algorithms are presented starting with the non-cooperating

network and moving on to fully distributed algorithms. The weight calculations

for the algorithms are included as a separate subsection. The chapter includes the

contributions of the thesis author to the state-of-the-art theoretical background

and the chapter ends with a summary.

Chapter 3: Overview of publications. An overview of the conference and

journal articles, which are included in Part II of the thesis, is given in this chapter.

Chapter 4: Conclusions. This chapter provides the conclusions and the

research questions that were raised in the beginning of the thesis are answered.

Themain claims of the thesis are presented and the possible futurework is provided.

Part II: Included Publications. Part II of the thesis includes the publications

that thesis is based on.
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2. LEARNINGANDADAPTATIONOVERNETWORKS

This chapter describes the approaches that have been used in the learning and

adaptation over networks in the signal processing field and radio networks. The

state-of-the-art is presented and then extended by the contributions made in this

thesis to the field giving a clear understanding of the impact of the work done.

In radio networks we refer to the agents or units in cooperation as nodes. First,

the non-cooperating network is described where the nodes work by themselves

without any communication with other nodes. The non-cooperating network is

a good baseline to understand how a single node works outside of cooperation.

Second, an overview of the different approaches with cooperation among nodes

is given, which includes centralized and decentralized approaches. Third, the

decentralized approaches known as the distributed stochastic-gradient solutions

are introduced, which includes algorithms such as incremental, consensus,

diffusion and distributed leader selection. The classification and the outline

of this chapter can be seen in Figure 2.1. The self-loops of nodes in figures

showing the topologies in the following sections have been omitted for clarity.

A subsection is dedicated to the weight calculations for the algorithms. This

chapter’s organization and line of thought (i.e. starting from the non-cooperating

network and moving on to distributed algorithms) is inspired by the book titled

”Adaptation, Learning, and Optimization Over Networks” by Ali H. Sayed [12].

For the nodes to be able to learn and adapt to the situation, the nodes employ

learning algorithms. Stochastic gradient decent algorithms have been used for the

learning and adaptation [12]; the algorithms that are discussed in this thesis are

based on these algorithms. The algorithms are usually employed as an adaptive

filter at each node. For the emergence of a collective sophisticated behaviour, the

nodes need to interact with each other. In doing so, the nodes form a network

which means there are certain rules to the communication and the formation

of the topology of the formed network. In this topology the nodes either

share information locally or relay it forward to other nodes or to a centralized

processing unit. The nodes or the centralized unit process the information

and either distribute the information across the network or the information is

forwarded to some other system. The information can be used either by the nodes

to make decisions locally or by the centralized unit to make a global decision for

the entire network [64].
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Figure 2.1 Classification of different communication strategies used in estimation.

In this thesis the main interest is in fully distributed solutions which are without

any centralized processing unit or predefined architecture and the informations is

only shared locally. The problems of not fully distributed solutions are outlined

and the restrictions associated with the algorithms are presented. Among other

benefits the main advantages of fully distributed algorithms include robustness to

failures, lower energy consumption and reduced processing complexity [17, 35].

2.1. Non-cooperating network

A non-cooperating network includes nodes which work on their own to solve the

task which is based on estimating a source or a signal. The task is the same for all

the nodes in the network. The nodes collect measurements of the source or of the

signal and proceed to estimate based on this. A network of K nodes employing

an adaptive filter to learn and adapt the signal source is shown in Figure 2.2. The

nodes have access to streaming information dk(i) and uk,i at each iteration i.
Each iteration usually refers to a span of time and can be viewed as a discrete

time process. The process can be described as:

dk(i) = uk,iwo + vk(i), (2.1)

where dk(i) is the measurement at node k, uk,i is the row regression vector, wo

is the unknown column vector and vk(i) is zero-mean white random noise with

power σ2
v,k.

The quantities vk(i) and uk,i are assumed to be independent for all k values

and uk,i has a positive-definite covariance matrix, Ru,k = E u∗
k,iuk,i > 0.
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Figure 2.2 An example of a non-cooperating network with K = 12 nodes. The absence

of edges between the nodes reflects that the nodes do not cooperate.

The task for the nodes is to estimate wo by minimizing the global cost

function Jk(w).

Jk(w) = E | dk(i) − uk,iw |2 . (2.2)

In this approach the nodes employ the LMS adaptive filters. The nodes can

employ some other filter types such as exponential averaging or RLS (recursive

least squares) [65]. The LMS adaptation is given as:

wk,i = wk,i−1 + µku∗
k,i[dk(i) − uk,iwk,i−1], (2.3)

where µk is a constant positive step-size and 0 < µk < 2
λmax(Ru,k) .

The step-size µk can be implemented with a decreasing value, but this inhibits

the nodes to learn and adapt because when the step-size is zero the nodes are

no longer able to track the source or signal. The nodes estimate and after a

certain number of iterations achieve a MSD (mean squared deviation) steady

state performance that is dependent on the conditions the node is at. If the

nodes share the same conditions, all the nodes achieve at the same steady state

performances; however, this is usually not the case [66]. The nodes in better

conditions achieve better performance and the nodes in poorer conditions result

in poorer performance than the better performing nodes. The advantage of

the non-cooperating approach is that the nodes are able to conserve resources

which would be spent on communication; however, as will be shown in the next

subsections the gains from cooperation usually outweigh the costs of resources

spent.
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Figure 2.3 Centralized strategy. A network with K = 12 nodes and a fusion centre

(FC). Nodes 5 and 7 act as transit nodes for node 3 and 11.

2.2. Centralized strategy

Centralized solutions solve the estimation problem by employing a central

processing unit that is sometimes referred to as a ”fusion centre” (FC) [12]. The

FC is connected to all of the nodes either directly or through other nodes (Figure

2.3). This enables the FC to receive the information from all the nodes in the

network, see Figure 2.3. The FC processes all of the information and forms a

decision or estimate based on this and either passes it on to some other system as

input or the information is fed back to the nodes in the network [67]. Centralized

solutions have been developed and expanded in several works and have shown

good performance in comparion to non-cooperating network as well as able to

match the performance of the diffusion algorithms [57]. However, this method

has several drawbacks.

Having a FC simplifies the exchange of information in the network as it is all

passed on to one location; however, for larger networks the amount of energy

required to communicate or pass the information to the centre node is not suitable

for energy-constrained application [39,65]. Processing all the information at one

location also requires a node that has high processing power [39]. This means that

the central node itself would also need a large amount of energy to receive and

process all the information. The FC poses also a single point of failure problem

as in the event of the failure of the FC the whole network is rendered useless,

furthermore, in information sensitive applications the centralized solutions might

not be suitable because of privacy and security considerations [12]. Based on the

LMS single agent network (2.3) the centralized solution is given as:

wi = wi−1 + µk

(
1
K

K∑
k=1

u∗
k,i[dk(i) − uk,iwk,i−1]

)
(2.4)
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The central node processes the information from all theK nodes in the network

and averages their estimates. The centralized solution is able to outperform the

non-cooperating network on the network level [57]. However, all nodes might

not benefit from the cooperation and additional weighing of the estimates would

improve the network performance, which will be discussed in subsection 2.3.4.

2.3. Distributed estimation

In this section and the following subsections we delve into the distributed

estimation algorithms from the perspective of radio networks, although the

algorithms are not limited to radio networks and can be implemented in other

types of networks [30, 31]. Distributed estimation is a method to enhance the

performance of the learning and adaptation process in networks. Since the

nodes are solving a common task or problem, their efforts can be combined

by cooperation [13]. This cooperation among the nodes allows the network of

nodes to exhibit sophisticated behaviour. The performance or the behaviour

itself might be impossible to achieve using a single node. For example, if

the task is to estimate the position of an object or track it, a single node is

unable to accomplish this [68]. While cooperating the nodes communicate; the

manner of communication depends on the application and the goal that is being

accomplished.

Different methods and algorithms have been proposed for distributed

estimation. These approaches include strategies such as incremental, consensus,

diffusion and leader selection [12]. Some of these algorithms are more restricted

and require some kind of architecture or a priori knowledge of the network. The

advantages and drawbacks of the algorithms are introduced in Subsections 2.3.1,

2.3.2, 2.3.3, 2.3.5.

In addition to the different algorithms and their performances, there are

several other aspects required to be assessed and considered. It is important

to define what information to share between the nodes and how frequently

this should be done. The information shared can be in different forms. The

nodes can share their estimates, measurement data or decisions [13]. Sharing

more information and more frequently might lead to better performance and

accuracy, but sharing information with other nodes is especially costly in resource

constrained situations, for example with limited energy availability [69].

The nodes form a graph and the communication is restricted to the paths

defined therein. Together they form a topology. The connection can be undirected

or directed i.e. information can pass through both ways of the connection or

only in one defined way. The topology might be dynamic or static depending on

whether the nodes move or are deployed stationary [69]. If required, the nodes

should also be able to adapt, which means that if the situation or the input of

the network is changed the network will adapt to it and the nodes are able to

continue learning this new situation. It is also important to note that the links
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between nodes can become unavailable or disconnected leading to changes in the

topology and information flow. Nodes might also fail or become unavailable.

The restriction for distributed estimation is that the topology of the network

should be strongly connected formeaningful information exchange [12]. Although

there exists research on diffusion algorithms in weakly connected networks, it is

usually assumed that the network is strongly connected [70].

2.3.1. Incremental strategy

Incremental strategies share and combine information across the network by

defining a cyclic path in the network (Figure 2.4) [71]. The incremental strategies

have been studied in numerous works [71–79]. The cyclic path visits each node in

certain succession. The nodes receive the information and combine the received

information with its own information and pass it on to a designated neighbour in

the cyclic path. Each node receives the wk−1,i from the previous node k − 1 and

performs the update until the cycle is complete in the network:

wk,i = wk−1,i + µk

K

(
u∗

k,i[dk(i) − uk,iwk,i−1]
)

(2.5)

When all the nodes in the network have been cycled through the estimate is

the same as the estimate in the centralized solution i.e. Eq. (2.4). The difference

is that the estimate is calculated and the processing is done in a distributed

manner which negates the need for a FC and the constraints related to it.

However, the incremental solution has several drawbacks [12]. Firstly,

defining a cyclic route that cycles through then all the nodes in the network

requires solving an NP-Hard (Non-deterministic Polynomial-time Hardness)

problem [80]. Secondly, once the cyclic path is defined, any kind of link failure,

 

2 

 

 

 

 7 

 

8 

 

 

 

5 

 

6 

 

4 

 

 

9 

 

3 

 

10 

11 

12 
1 

Figure 2.4 Incremental strategy. A cyclic path has been formed through the network

that passes all the nodes in the network.
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node failure or any topology change will lead to failure of the incremental

strategy as the information flow is interrupted [81]. Thirdly, the information

sharing in the network is limited as the nodes only receive from one fixed node

and share their information with one other defined node in the cyclic path and to

reach the final estimate the network has to go through K steps to reach the final

estimate which is only available at the node that finished the cycle [12]. The first

and the third drawback make the incremental strategy not fully distributed and

pose restrictions in the implementations of the algorithm.

2.3.2. Consensus strategy

In contrast to the incremental strategy, in the consensus strategy no cyclic path

is required and the communication is not limited to only two neighbours [82].

Further, at each iteration the nodes communicate and estimate without waiting.

Neighbours are free to share information among all their neighbours in their

vicinity, which means that the nodes processes information that is only available

from the neighbouring nodes. Nodes in the vicinity of the node k and that node

itself form the neighbourhood Nk. Being connected to several nodes enables

consensus strategies to be robust to link failures as well as adapt to topology

changes [83]. The consensus strategy consists of two steps, see Algorithm (1)

and below.

Algorithm 1 Consensus

1: for each time instant i > 0:
2: each node k = 1, 2, ..., K performs the update:

3: ψk,i−1 =
∑

l∈Nk

αl,kwl,i−1

4: wk,i = ψk,i−1 + µku∗
k,i[dk(i) − uk,iwk,i−1]

5: end

The first step consists of the convex combination of the estimates from the

node itself and the nodes from the neighbourhood Nk. αl,k is the combination

coefficient between nodes l and k and is calculated based on the selected weighing

algorithm which will be discussed in Subsection 2.3.4 and is shown in Figure

2.5. The weights αl,k form the A matrix where zero entries signify that the

connection between nodes does not exist and non-zero entries signify the weight

that is used to weigh the information exchange (Table 2.1). The second step is

the LMS adaptation step at each node.

The consensus strategies originally relied on the use of two time-scales

and decreasing step-sizes [56]. One time-scale is used for the collection of

measurements across the nodes and the second one is used for iterating the

collected information to achieve consensus. However, this approach is unsuitable

to use in real-time applications where the network has to learn and adapt over
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Figure 2.5 Neighbourhood Nk of node k.

time based on measurement data that is continuously streamed [56]. Single

time-scale consensus strategies are able to perform well, but they have stability

issues under infinitesimally small step-sizes [56].

2.3.3. Diffusion strategy

Diffusion strategies were specifically developed as distributed solution for being

able to respond in real-time to continuous streaming of information over single

time-scale [57] and were originally proposed in [84]. The diffusion algorithms are

an improvement over the consensus algorithms as they are able to outperform the

consensus strategies as well as remain stable while having an exact computational

complexity [56]. Diffusion algorithms are the state-of-the-art algorithms in the

context of distributed estimation and have shown good performance as well as

robustness [12, 53].

There are different variations of the distributed diffusion strategy. The two

most known are the Combine-then-Adapt (CTA) and the Adapt-then-Combine

Table 2.1 An example weight matrix A with K = 4 nodes.

αl,k 1 2 3 4

1 α1,1 α1,2 0 0

2 α2,1 α2,2 α2,3 α2,4

3 0 α3,2 α3,3 α3,4

4 0 α4,2 α4,3 α4,4
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(ATC) algorithms [85]. Similarly to the single time-scale consensus strategy, the

CTA algorithm can be divided into two steps, see Algorithm (2). The first step

is the combination step, where the estimates from different nodes are combined

using convex combination. The second step is the local LMS adaptations step

where each node calculates the estimate for the next iteration. The difference

between consensus and CTA diffusion lies in the second step where the gradient

vector is evaluated based on the diffused value ψk,i−1 instead of the wk,i−1.

Algorithm 2 CTA Diffusion

1: for each time instant i > 0:
2: each node k = 1, 2, ..., K performs the update:

3: ψk,i−1 =
∑

l∈Nk

αl,kwl,i−1

4: wk,i = ψk,i−1 + µku∗
k,i[dk(i) − uk,iψk,i−1]

5: end

The ATC algorithm is given Algorithm 3 [86]. Each of the nodes at first does

the LMS adaptation step and continues by sharing the calculated estimates with

its neighbourhood Nk. The nodes receive estimates from their neighbours and in

the second step the estimates are combined using convex combination. It has

been studied and shown that the ATC diffusion network outperforms the CTA

diffusion network [56] and thus, the ATC diffusion network is more often used

in the literature as per examples in [87–89].

Algorithm 3 ATC Diffusion

1: for each time instant i > 0:
2: each node k = 1, 2, ..., K performs the update:

3: ψk,i = wk,i−1 + µku∗
k,i[dk(i) − uk,iwk,i−1]

4: wk,i =
∑

l∈Nk

αl,kψl,i

5: end

In Algorithms 2 and 3 the nodes share only their estimates with neighbouring

nodes. Another option is to extend the cooperation in the diffusion network by

exchanging measurements between nodes in addition to the shared estimates [54].

Additional weighing matrix C is required which will include values cl,k that are

the measurement combination coefficients between node l and k. The ATC and

CTA diffusion algorithms with measurement exchange are given in Algorithms 4

and 5, respectively.

The measurement exchanges can improve the performance of the diffusion

algorithm, but will increase the number of radio communications per iteration

in the network [54]. The increased information exchanges might introduce

additional interference along with increased energy consumption and reduce the

lifetime of the network [90].
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Algorithm 4 CTA Diffusion with measurement exchange

1: for each time instant i > 0:
2: each node k = 1, 2, ..., K performs the update:

3: ψk,i−1 =
∑

l∈Nk

αl,kwl,i−1

4: wk,i = ψk,i−1 + µk
∑

l∈Nk

cl,ku∗
k,i[dk(i) − uk,iψk,i−1]

5: end

Algorithm 5 ATC Diffusion with measurement exchange

1: for each time instant i > 0:
2: each node k = 1, 2, ..., K performs the update:

3: ψk,i = wk,i−1 + µk
∑

l∈Nk

cl,ku∗
k,i[dk(i) − uk,iwk,i−1]

4: wk,i =
∑

l∈Nk

αl,k(i)ψl,i

5: end

2.3.4. Weight calculation

Nodes in the cooperating network are able to communicatate with nodes in its

neibourhood Nk. The nodes are operating under different conditions due to the

noise profiles and channel gains, which means the performance from node to

node differs. Employing the consensus or diffusion algorithms, one has to select

how to calculate the weights αl,k in the A matrix and also in the case of sharing

measurements the weights cl,k in the C matrix. There are several methods and

approaches to calculating these weights, such as Metropolis, uniform, relative

degree, etc. [54, 55, 83]. The weights and combination rules are not limited to

only distributed algorithms and can be also applied to centralized solutions [12].

The most common combination rules are given in Table 2.2 [12, 55, 56].

Using weights during cooperation improves the network performance;

however, on the node level the cooperating process is not beneficial for some of

the nodes as their performance will degrade [91]. This problem can be mitigated

and the network performance can be further improved by adding additional

information to the weights in the form of a secondary parameter [54]. The

secondary parameter should be selected according to the application and to the

situation to reflect the quality of the estimate of the node. This way, higher

weights are assigned to estimates from nodes in better conditions and lower

weights to nodes which are in worse conditions.

In radio networks and particulalry in the CR spectrum sensing application, the

noise power σ2
v,k or the signal-to-noise ratio of the received primary user signal

can be used as a secondary parameter [Paper A]. These secondary parameters are

not usually known beforehand and have to be estimated. Different secondary

parameter estimation methods are given in these examples [66,92]. Examples of
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using additional information in the calculation of combination rules can be found

in [12]. In [Paper A] the author of this thesis explored using the MDL subspace

algorithm to estimate the SNR values at the different nodes. Two examples based

on the noise powers at different nodes and the relative degree rule (2.6) and

relative degree-variance rule (2.7) are given as:

αl,k =


σ−2

v,l∑
l∈Nk

σ−2
v,l

, if l ∈ Nk

0, if l /∈ Nk,

(2.6)

αl,k =


nlσ

−2
v,l∑

l∈Nk

nlσ
−2
v,l

, if l ∈ Nk

0, if l /∈ Nk,

(2.7)

where αl,k is the weight calculated at node k for neighbouring node l, σ2
v,k is the

noise power at the node k, Nk is the neighbourhood of node k and nk is the size

of the neighbourhood.

Since the weights are directly calculated based on the secondary parameter, the

estimation accuracy contributes into the accuracy of the weights. If the estimation

is inaccurate the performance of the network degrades [Paper C]. Therefore,

acquiring reliable or accurate combination weights might be problematic if the

secondary parameter estimation is unreliable.

2.3.5. Distributed leader selection

Leader selection is a method that has been used widely in different applications

in networks [93–95]. The basic concept is that a node in the network is selected

Table 2.2 Different combinations rules for calculating weights [54, 55, 83]

Name Rule

Uniform 1
nk

Laplacian 1
nmax

Maximum Degree 1
N

Metropolis 1
max(nk,nl)

Relative degree nl∑
l∈Nk

nk

Relative degree-variance
σ−2

v,l∑
l∈Nk

σ−2
v,l
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to fulfill some task in the network. The other nodes will either listen to this

node or follow its lead, becoming follower nodes [96]. There are several works

on algorithms employing leader selection in networks that work in a distributed

manner; however, they are not fully distributed and they rely on different

constraints or a priori knowledge [93, 95–100]. For example, in [95, 99, 100]

the leader is selected from predefined suitable nodes. These predefined nodes

have additional information or better sensors compared to the followers in the

network. There are also works [97] that require the nodes to know the topology

or to be able to estimate the paths in the network that lead to the leader node.

These works can not be directly compared to the algorithms previously outlined

in Subsections 2.3.2, 2.3.3 as they have prerequisites and conditions that make

them more susceptible to failures and they are unable to learn and adapt to

changing conditions.

Therefore, the author developed an algorithm for leader selection that is able

to select a leader node in the network in a fully distributed manner and learn

and adapt in real-time to streaming information. The proposed algorithm is

comparable with cooperating algorithms present in previous Subsections 2.3.1,

2.3.2, 2.3.3. The DLS algorithm has been proposed in our paper [Paper B]

and further analysed in [Paper C]. The LMS-based distributed leader selection

algorithm is given in Algorithm 6.

Algorithm 6 Distributed leader selection

1: for each time instant i > 0:
2: each node k = 1, 2, ..., K performs the update:

3: wk,i = wk,i−1 + µku∗
k,i[dk(i) − uk,iwk,i−1]

4: if αk(i − 1) ≥ max
k∈Nk

(αk(i − 1))
5: ek,i = wk,i

6: αk(i) = (1 − µk)αk(i − 1) + µkσ−2
v,k

7: else

8: ck = argmax
k∈Nk

(αk(i − 1))

9: ek,i = eck,i

10: αk(i) = (1 − µk)αck
(i − 1) + µkσ−2

v,k

11: end

12: end

The node k exchanges information with other nodes from its neighbourhood

Nk. The estimate ek,i and the corresponding weight αk(i) that is assigned to

the estimate are shared between the nodes. In contrast to the other cooperating

algorithms the estimates are weighed instead of the communication paths or

nodes. The nodes compare and choose the estimate that has the highest weight

in their neighbourhood Nk and if the estimate belongs to the node k it becomes

the leader node. Otherwise the node becomes a follower node and starts to
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Figure 2.6 The leader in the network has been selected as node 9 and all the other

nodes are following its lead and the network attains the performance of node 9.

follow their best neighbour ck. The node ck is the local leader for node k in

the neighbourhood Nk and the estimates from the leader node are distributed

along with the corresponding weight. In this manner local leaders emerge in

different neighbourhoods and after certain number of iterations a global leader is

chosen. A secondary parameter is needed to compute the weights similarly to the

combination rules that are used in diffusion algorithms to combine the estimates.

An example of a network with a leader selected can be seen in Figure 2.6.

The proposedDLS algorithm, while not always able to outperform the diffusion

algorithms, has several interesting properties [Paper C]. The performance of the

algorithm is more easily deducted as the performance of the network is the

same as that of the best performing node in the network [Paper B, Paper C].

The algorithm is simpler and more robust in terms of the secondary parameter

estimation accuracy [Paper C]. The algorithm is less complex in terms of

computational complexity as well in terms of operations required, especially

in applications with longer filter lengths and more densely connected networks

[Paper D]. Furthermore, an energy-efficient implementation of the algorithm is

possible while reducing the complexity and retaining the performance of the DLS

algorithm [Paper D].

2.4. Chapter summary

In this chapter the algorithms for learning and adaptation over networks in the

signal processing field were presented. The weight calculations and the author’s

contributions were included. The summary of the chapter is given as:

33



1. Centralized solutions and distributed solutions are able to obtain identical

performance, but distributed solutions are more robust and adaptive.

Therefore, in this thesis the focus is on distributed algorithms.

2. Different models for distributed estimation were introduced – incremental,

consensus, diffusion and leader selection. Incremental and consensus

solutions are outperformed by the diffusion algorithm. Incremental

solutions suffer from NP-hard problem and consensus strategies have

stability issues. The current state-of-the-art algorithm is the diffusion

algorithm which is used in this thesis as the reference to evaluate the

performance of the DLS algorithm.

3. Distributed algorithms as well as centralized solutions can obtain better

performance by using secondary parameter estimation to estimate the

quality of estimates at different nodes and use weights to weigh the

estimates accordingly. Obtaining accurate weight estimates is important

to ensure good performance of the diffusion algorithm, which might be

problematic in practical applications. In [Paper A] the SNR estimated

weights based on MDL subspace algorithm are introduced as a possible

method.

4. The DLS algorithm is able to outperform the non-cooperating network as

well as the diffusion network using equal weights. In [Paper B] the DLS

algorithm is introduced.

5. DLS algorithm is able to obtain similar performance in certain conditions,

but overall is outperformed by the diffusion algorithmwith optimal weights.

In [Paper C] the performance of the DLS algorithm is compared to the

diffusion algorithm.

6. The DLS algorithm is more robust to weight inaccuracies and is a less

complex algorithm in terms of computations and required energy. In [Paper

D] The DLS algorithm is modified to reduce to energy consumption and

complexity.
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3. OVERVIEWOF PUBLICATIONS

This chapter gives an overview of the publications; the work presented therein

provides answers to the research questions raised in Section 1.1.

A In this paper, the performance of an adaptive network of nodes that

use the signal to noise ratio (SNR) estimates of the received signal

as the basis to improve the performance of the network is analysed.

The signal to noise estimates are used to calculate the diffusion

algorithms’ weights. The communication is weighed according to

these estimates, giving nodes with lower SNR smaller weights and

larger weights to nodes with higher SNR. The SNR estimates are

acquired by using the MDL subspace algorithm. The signal and

noise subspace can be estimated by using the MDL information

criterion on the calculated eigenvalues of the sample covariance

matrix of the received signal. The algorithm uses ATC diffusion

strategy and it is shown that the proposed SNR weighted diffusion

algorithm is able to outperform the non-cooperating network as well

as the equally weighed diffusion algorithm.

B In this paper, a simple and robust algorithm for distributed leader

selection is proposed. The leader selection algorithm is able to

work in a fully distributed manner. The leader selection is based on

a secondary parameter and the performance of the network is not

heavily connected to the estimate accuracy. The secondary parameter

calculation is based on the SNR estimate of the received signal which

is estimated using the MDL subspace algorithm. The proposed

algorithm is able to outperform both the non-cooperating network

and the diffusion network with equally weighed communication.

C This work investigates the distributed leader selection algorithm

in an LMS-based adaptive network. The algorithm is modified

to use an LMS adaptive filter. The analytical MSD performance

of the algorithm is derived. Simulation results are compared to

that of diffusion algorithms using relative variance rule and relative

degree variance rule. The analytical results show that the diffusion

algorithm outperforms the proposed distributed leader selection
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algorithm in most cases; however, in the presence of a significantly

better node, the performance is comparable that of the diffusion

algorithms. Moreover, the simulation results show that in the case

of a significantly better node in the network, the distributed leader

selection is able to outperform the diffusion algorithm.

D In this paper, the distributed leader selection algorithm and

the diffusion algorithm are analysed from the point of view of

computational complexity and energy-efficiency. The analysis shows

that the distributed leader selection algorithm is less complex and

more energy-efficient than the diffusion algorithm. Furthermore, in

applications with densely connected networks and long filter lengths,

the computational operations required by the algorithms makes the

distributed leader selection algorithm more suitable. However,

factoring in the radio communication energy consumption, the

differences between the algorithms are marginal. A novel energy-

efficient distributed leader selection algorithm is introduced that

retains the performance of the algorithm and reduces both the radio

communication and the computational energy consumptions. In

the simulations the algorithms are mapped to widely used wireless

sensor network hardware architectures (MSP430 and RSL10). The

proposed algorithm is able to decrease the energy consumption of

the network by 32 − 53% and can extend its lifetime by 14 − 46%
in comparison to the diffusion algorithm and the distributed leader

selection algorithm.
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4. CONCLUSIONS

This PhD thesis focused on the analysis and development of algorithms for

distributed estimation and adaptation and learning over networks. The thesis was

divided into two parts. The first part introduced the motivation, background,

literature and the theoretical basis as well as the contributions of the author and

the contributions of the publications. The second part included the publications

that the thesis consists of and which the conclusions and claims are based on. The

thesis proposed a blind secondary parameter estimation based on MDL subspace

algorithm which allows to estimate the SNR of the primary signal, incorporate it

into the diffusion algorithm weight calculation, and improve its performance over

the equally weighed diffusion algorithm. During the thesis a novel distributed

leader selection algorithm was proposed and its performance was analysed

and compared to the state-of-the-art diffusion algorithm’s performance. The

distributed leader selection algorithm was modified to improve the algorithm’s

EE and to enable the network to extend its lifetime. Research questions were

formulated in Section 1.1 and the answers are given below:

1. Can we estimate the weights for the diffusion algorithm in a blind manner

with no a priori information?

Answer: Yes, by using the MDL subspace algorithm we are able to

estimate the SNR at different nodes and base the weight calculation on

this. This was investigated in [Paper A].

2. Is it possible to implement a fully distributed leader selection algorithm?

Answer: Yes, by locally choosing the best performing node in the

neighbourhood and sharing its estimate with its corresponding weight, the

network will distribute the best performing node’s information across the

network. The DLS algorithm was proposed in [Paper B].

3. What is the performance of the DLS algorithm and how does it compare

to the state-of-the-art solutions?

Answer: The DLS algorithm is able to outperform the non-cooperating and

equally weighed diffusion algorithm. However, the theoretical performance

shows that the diffusion algorithm with optimal weights will outperform the

DLS algorithm, and the DLS algorithm will achieve similar performance

if there is a node in the network with significantly better conditions. The
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DLS algorithm is more robust to weight inaccuracies and is able to achieve

similar performance or even outperform the diffusion algorithm. The

comparison of the diffusion and DLS algorithm is given in [Paper C].

4. What are the computational complexities of the DLS algorithm and the

diffusion algorithm?

Answer: The diffusion algorithm is more complex than the DLS algorithm.

The complexity of the diffusion algorithm increases at a larger rate with

longer filter lengths and larger neighbourhoods compared to the DLS

algorithm. The analysis and the formulation were done in [Paper D].

5. What is the energy consumption of the DLS algorithm and the diffusion

algorithm?

Answer: The DLS algorithms consumes less computational energy than

the diffusion algorithm. The communication energy consumed by both

algorithms is identical. These results were presented in [Paper D].

6. How can we reduce the energy consumption for the DLS algorithm?

Answer: Comparison of the computational and the communication

energy shows that the computational energy consumption is marginal in

comparison to the communication energy consumption. Therefore, the

largest gain is obtained by reducing the communication energy. The

communication energy is reduced by identifying the redundant connections

in the topology that can be disconnected to save energy without losing in

estimation performance. In this thesis the energy-efficient DLS algorithm

(EEDLS) was proposed in [Paper D].

Based on the publications and the research questions, the main claims of

thesis are as follows:

• A novel method for secondary parameter calculation in the diffusion

algorithm based on the SNR estimates of the MDL subspace algorithm

which is able to improve the performance of the diffusion algorithm using

equal weights.

• A novel fully distributed leader selection algorithm for distributed

estimation.

– The DLS algorithm is more robust to secondary parameter estimation

than the diffusion algorithm.

– The DLS is able to perform similarly or even outperform the diffusion

algorithm in the presence of a node that is in a more favourable

condition.

– The DLS is less complex and consumes less computational energy

than the diffusion algorithm.
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• A novel energy-efficient distributed leader selection algorithm that is able

to decrease the energy consumption of the network by 32 − 53% and can

extend the network lifetime by 14 − 46%.

4.1. Future work

The current work on the DLS algorithm allows several directions to extend the

work. First, the DLS algorithm could be analysed in a dynamic topology and

under link failures, i.e., to what extent would these affect the leader selection

process and the learning and adaptation performance in the network?

Secondly, the performance of the DLS algorithm and the diffusion algorithm

performance with imperfect secondary parameter estimation could be investigated

more thoroughly. If some or all the nodes have access to inaccurate information

about the quality of their estimates, how much would this affect the MSD

performance of the algorithms in comparison?

Thirdly, the energy-efficient distributed leader selection (EEDLS) algorithm

could be further extended to adapt to the situation and switch from power saving

mode to normal mode according to the changing conditions in the network. For

example, what is the impact of accuracy of selecting the leader node if the

topology in the network has been decreased in the power saving mode?
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ABSTRACT

Algorithms for Learning and Adaptation Over Networks –

Distributed Leader Selection

Learning and adaptation over networks is a rapidly evolving topic with many

possible applications and fields. There are several unanswered and unresearched

aspects of these algorithms and their applications. In particular, analysing the

performance and developing algorithms for distributed estimation are essential

for future smart and self-organizing networks. Indeed, enabling complex and

sophisticated behaviour through cooperation of simpler units in the network

allows to accomplish more demanding tasks that are unattainable to single units

and current solutions.

Estimating fromdifferent sensors andcooperating to achievebetter performance

is a challenging task when taking into account the limitations and constraints

presented by applications. The algorithms should enable the networks to learn

and adapt to different situations under constraints, such as limited bandwidth,

limited battery capacity, physical and communication restrictions, security etc. In

this thesis the motivation for and the background to the learning and adaptation

are presented and an overview of different methods for distributed estimation as

well as the author’s contributions to the existing work are given.

This PhD thesis proposes 1) an improvement to the existing diffusion

algorithm weight calculation as well as 2) a novel algorithm for distributed

leader selection (DLS). The method using MDL (minimum description length)

subspace algorithm to estimate the SNR (signal to noise ratio) of the estimated

signal allows the weight calculation to incorporate the values and improve the

performance of the diffusion algorithm in comparison to the equally weighed

diffusion algorithm.

The proposed DLS algorithm is able to select the best performing node as

the leader node in a fully distributed manner and achieve its performance across

the network. The algorithm outperforms both the equally weighed diffusion

algorithm and the non-cooperating network. The theoretical and simulation

results show that the DLS algorithm is also able to attain similar performance than

that of the diffusion algorithm using optimal weights under certain conditions

and overall is less complex and more robust compared to the diffusion algorithm.
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The thesis also analyses the energy consumption and computational complexity

of the diffusion algorithm and the DLS algorithm. The DLS algorithm is modified

to improve its energy efficiency. The proposed energy-efficient distributed leader

selection algorithm is able to reduce the energy consumption of the network by

32 − 53% and extend its lifetime by 14 − 46%.
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KOKKUVÕTE

Õppimisalgoritmid hajutatud võrkude tarbeks – juhtsõlme

hajus valimine

Võrkudes toimuv õppimine ja adapteerumine on kiirelt arenev teadusala, mille

tulemused on rakendatavad paljudes eri valdkondades. Samas ei ole õppimisal-

goritmid ning nende rakendusted tänaseni piisavalt läbi uuritud. Näiteks vajab

jätkuvat tööd parameetrite hindamine hajusas süsteemis. Hajusad õppimisalgo-

ritmid on hädavajalikud tuleviku tarkade ja iseorganiseeruvate võrkude loomisel,

sest nad võimaldavad luua kompleksseid ja intelligentseid käitumismustreid

lihtsamate võrguelementide abil. Lisaks võimaldavad iseorganiseeruvad võrgud

lahendada ka ülesandeid, mis poleks võimalikud üksikutel võrguelementidel.

Eri sensorite sisendite kombineerimine ning koostöö võrguelementide vahel

osutub keerulisemaks ülesandeks, kui arvesse võtta praktilised piirangud. Välja

töötatud algoritmid peaksid võimaldama võrkudel õppida ning adapteeruda

erinevates olukordades ning piirangute olemasolul. Piirangd võivad tuleneda

näiteks etteantud ribalaiusest, energia tarbimisest, kommunikatsioonist või

turvalisusest. Lisaks autori panusele on töös esitatud ülevaade õppimise ja

adapteerumise valdkonna taustast ja ülevaade hajutatud hindamise algoritmidest.

Doktoritöös esitletakse täiendust hetkel eksisteeriva difusiooni algoritmi

kaalude arvutamisele ningkauudset algoritmi juhtsõlmehajusalt valimiseks. MDL

alamruumi meetodil põhinev SNR hindamise algoritm võimaldab huvipakkuva

signaali signaali ja müra suhte väärtused ühildada kaalude arvutamisega ja

parandada difusiooni algoritmi toimimist võrreldes ühtlaste kaaludega difusiooni

algoritmiga.

Doktoritöös välja pakutud algoritm suudab leida kogu võrgu parima parameetri

hinnangu saavutava võrguelemendi täiesti hajusal viisil. Algoritm saavutab

paremad tulemused võrreldes koostööd mitte tegevatest võrguelementidest

koosneva võrguga ning ühtlaste kaaludega difusioonivõrguga. Teoreetilised

tulemused näitavad, et välja töötatud algoritmi tulemus on teatud tingimustel

ligilähedane optimaalsete kaaludega difusiooni algoritmiga. Võrreldes difusiooni

algoritmiga on juhtsõlme hajusalt valimise algoritm lihtsam ning robustsem.

Doktoritöös analüüsitakse ka juhtsõlme hajusalt valimise algoritmi ning

difusiooni algoritmi arvutuslikku keerukust ning energia tarbimist. Analüüside

põhjal on juhtsõlme hajusalt valimise algoritmi modifitseeritud, et vähendada
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selle energiatarvet ning muuta algoritm energiaefektiivsemaks. Välja töötatud en-

ergiaefektiivse juhtsõlme hajutatult valimise algoritmi energiatarve on vähenenud

32 − 53% ning võrgu eluiga on pikenenud 14 − 46% võrra võrreldes juhtsõlme

hajusalt valimise algoritmiga ja difusiooni algoritmiga.
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Abstract—Recent studies of self-organizing adaptation in na-
ture, have indicated that similar concepts can be implemented
in modern network systems. There have been studies that show
how to use self-organizing multi agent adaptive networks for
signal estimation, detection and network optimization. A possible
application for signal detection based adaptive networks can be
implemented in cognitive radio where a number of secondary
users need to detect the presence of the primary user activity. In
this work we analyse the performance of an adaptive network
of nodes with a static topology that estimates the signal to noise
ratio (SNR) of the received signal in each node and weighs the
communication according to the estimates. The nodes compute
the autocorrelation function of the primary signal for further
cognitive radio detection application.

I. INTRODUCTION

Cognitive radio networks allow to use the spectrum more
efficiently, compared to the traditional systems based on spec-
trum licensing [1], by allowing secondary users to transmit
when the primary user at that frequency band is not transmit-
ting. In order to improve the performance of sensing the pri-
mary signal adaptive network algorithms have been proposed
to enhance the detection probability [2]. This is achieved by
exchanging estimation information between secondary users
that communicate with each other. Each secondary user com-
putes its own estimate and improves it by comparing and
adding estimation results from other users. The communication
follows certain rules and a certain topology [3].

In many works the estimation problem is solved using a
central node referred to as ”fusion centre” that is connected to
all of the nodes and receives all the estimates that the nodes
compute. The common estimate computed by the fusion centre
is then fed back to all the nodes in the network [4]. This
method would require a node that has high processing power
and connections with all of the nodes. However, in practi-
cal applications a method with low-complexity processing is
desirable and the fusion centre would pose a single point of
failure problem. In case of failure of the fusion centre the
whole network is rendered useless. Therefore, decentralized
solutions have been proposed such as consensus strategies,
incremental strategies and diffusion strategies [5], [3].

Incremental strategies define a cyclic path through the nodes
and data is optimized over this path. However, the incremental
strategy suffers from NP-hard problem and is receptive to link

and node failures [3]. There have been works on consensus
strategies that relied on the use of two time-scales which are
unsuitable to use in real-time applications where measurement
data continuously streams [5]. Consensus strategies that rely
on single time-scale are able to perform well under certain
conditions, but tend to suffer from instability. It is also shown
that diffusion strategies with constant step size converge better
than consensus strategies [5]. Therefore, we will in this paper
focus on diffusion strategies.

Diffusion strategies allow the nodes to cooperate and dif-
fuse information in real-time. There have been proposed
two schemes for diffusion - Adapt-then-combine (ATC) and
Combine-then-Adapt (CTA). Diffusion methods are robust to
link and node failures and are able to continue learning even
when the cost function changes with time [3]. Although using
a diffusion strategy in a distributed adaptive network can
enhance the performance of the adaptive network compared to
a network with no cooperation between nodes, it shown that on
the single node level the better performing nodes do not benefit
from the cooperation [6]. In order to improve the performance
the estimates that are communicated between nodes should be
weighed according to some secondary parameter [6].

In this paper we propose to use the estimate of the signal to
noise ratio (SNR) of the primary signal at the secondary user
as a secondary parameter to weigh the communication between
nodes. The performance of estimating the autocorrelation
function of the primary signal in an adaptive network using
an ATC diffusion strategy with SNR weighed communication
between nodes will be presented. Estimating the autocorre-
lation function of the primary signal is useful for detection
applications in cognitive radio [7]. We are going to compare
the performance of the proposed algorithm with a cooperating
network using equal combination weights and with a non-
cooperating network.

In this paper italic letters are used for scalars (e, E), lower
case bold letters are denoting vectors (x) and capital bold
letters are denoting matrices (G). (∗) denotes the Hermitian
transpose of the subject, for example (G∗) denotes the Her-
mitian transpose of the matrix (G). Operator E[·] stands for
mathematical expectation of the subject.

The remainder of the paper is organized as follows. Section
2 states the problem and presents the theoretical basis of the
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cooperating network with equal combination weights. Section
3 of the paper describes the method of estimating the SNR
of the primary signal and the proposed algorithm of weighing
the communication between nodes. In Section 4 we present the
results of our simulation study. The final section concludes the
paper and summarizes the results of the simulations.

II. PROBLEM STATEMENT

Assume that there is a primary signal s(n) and a network of
secondary users, who can communicate with each other. We
will view the collective of the secondary users as a network
of nodes. The communication of the nodes is possible within
a certain range so that each node is connected to a subset
of nodes. We assume that the topology of the network is
strongly connected [6]. The communication between the nodes
is lossless and noiseless. The nodes are identical in terms of
processing power and physical attributes.

Complex amplitude of the signal received from the primary
user at a location of k–th secondary user is given by

yk(n) = βks(n) + vk(n), (1)

where βk is the random channel amplification of the k–th
channel with Gaussian distribution. vk(n) is the additive white
Gaussian noise (AWGN) at the location of k–th network node.
The channel amplification βk and noise vk(n) are independent
of the signal s(n).

Each node in the network estimates the autocorrelation
function of the primary signal, l–th lag of which is given by

rk = E[yk(n)y∗
k(n− l)] (2)

= E[(βks(n) + vk(n))

· (βks∗(n− l) + v∗
k(n− l)]

= β2
kE[s(n)s∗(n− l)] + E[vk(n)v∗

k(n− l)].

Normalizing the autocorrelation function with the zero lag
element we arrive at

rk =

{
1, l = 0

β2
kE[s(n)s∗(n−l)]+E[vk(n)v

∗
k(n−l)]

β2
k
E[s(n)s∗(n)]+E[vk(n)v∗

k
(n)]

, l > 0.
(3)

The estimate in each node k is computed at each iteration
using exponential averaging

rk(n) = (1− µ)rk(n− 1) + µyk(n)y∗
k(n− l), (4)

where µ is a constant step size and 0 < µ < 1.

Each node in the network computes its own normalized
autocorrelation function estimate at every iteration. The nodes
will also receive the normalized autocorrelation function es-
timates from the adjacent nodes in the network that are
connected with the node. The weights of the communication
paths are calculated based on the number adjacent nodes that
are connected (5) and the weights of the communications form
a combination matrix W. The equation (5) results in that the

autocorrelation function estimates are weighed at each node
equally which also results in a doubly stochastic combination
matrix [6]. The combination weight wf,k between the nodes
f and k is given by:

wf,k =
pf,k∑K
k=1 pf,k

, (5)

where∑K
k=1 pf,k is the number of connected adjacent nodes,

pf,k =

{
1, if a connection between the nodes f and k is present
0, if a connection between the nodes f and k is not present,

K is the number of nodes in the network,
and f signifies the node that assigns the combination

weights. For example, w2,7 holds the combination weight
between node 2 and node 7.

At each node the estimates are then combined according
to (6). Thus, the average estimate r̄k(n) at iteration n is
calculated as follows:

r̄k(n) =
K∑
k=1

rk(n) · wf,k. (6)

Substituting the average estimate (6) into the adaptive
algorithm (4) we arrive at

rk(n) = (1− µ)r̄k(n− 1) + µyk(n)y∗
k(n− l). (7)

Equation (7) expresses the adaptive algorithm at node k. At
each iteration each node will thus compute their estimate based
on the previous averaged estimate r̄k(n−1) and communicate
and receive the computed estimate rk(n) to and from their
adjacent nodes to compute the new averaged estimate r̄k(n)
(6). The algorithm is expressed as follows:

Algorithm 1: Adaptive algorithm with equal combination
weights
for each time instant n ≥ 0:
each node k = 1, 2, . . . , K performs the update:

rk(n) = (1− µ)r̄k(n− 1) + µyk(n)y∗
k(n− l)

wf,k =
pf,k∑K
k=1 pf,k

r̄k(n) =
K∑
k=1

rk(n) · wf,k

end

III. PROPOSED ALGORITHM

In order to improve the performance of the network a
second local parameter is introduced to the network. Each node
estimates the signal to noise ratio of the received signal and
communicates the value in real-time to the adjacent nodes that
are connected to it.
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The SNR estimate is computed by calculating the sample
covariance matrix of the received signal, computing the eigen-
values of the covariance matrix and determining the subspace
of the signal and noise [8].

The k–th user sample covariance matrix R̂k can be com-
puted as follows:

R̂k =
1

j

j∑
m=1

yk(m)y∗
k(m), (8)

where
j is the number of recent observation vectors
m is the length of yk(m).

Assume that the eigenvalues of the m×m sample covariance
matrix bi are ranked in descending order b1 ≥ b2 ≥ b3 ≥ ... ≥
bm. The signal subspace is determined by using Minimum
Description Length (MDL) criterion [8] which is defined as

MDLk(N) = − log

 ∏m
i=N+1 b

1
(m−N)

i
1

m−N
∑m
i=N+1 bi

(m−N)j

+
1

2
N(2m−N) log j,

(9)

where
N ∈ [0, 1, 2, 3, 4, ...,m− 1].

The signal subspace dimension at a location of k–th sec-
ondary user is N that minimizes (9). Hence:

hk = argmin
N

MDLk(N). (10)

From the signal subspace hk we are able to estimate the
power of the noise and the signal at the location of k–th
secondary user (11), (12).

σ2
N =

1

m− hk

m∑
i=hk+1

bi, (11)

Pk =

hk∑
i=1

(
bi − σ2

N

)
. (12)

Hence the signal to noise ratio estimate at the k–th sec-
ondary user is computed as:

SNRk =

(
Pk
mσ2

N

)
. (13)

The nodes will take into account the SNR estimate and
weight the communication based on the values. The weights
are calculated as a linear combinations of the SNR estimates
(13) using the rule given in (5). This way we ensure that the
information from nodes with lower signal to noise ratio have
lower weights and information from nodes with higher signal
to noise ratio have larger weights. At the k–th secondary user
the weights in the combination matrix add up to 1 row-and

column-wise retaining the doubly stochastic properties of the
combination matrix as it was for the cooperating network with
equal combination weights. Thus, the combination weights are
computed as:

wf,k =
pf,k · SNRk∑K
k=1 pf,k · SNRk

. (14)

The weighed estimate r̂k(n) at iteration n is given as:

r̂k(n) =

K∑
k=1

rk(n) · wf,k. (15)

Substituting the (15) into (4) we will arrive at

rk(n) = (1− µ)r̂k(n− 1) + µyk(n)y∗
k(n− l). (16)

To conclude: At each iteration a node will estimate the SNR
of the received signal and compute their estimate based on the
previous weighed estimate r̂k(n−1). The node communicates
and receives the computed estimate rk(n) and the SNR esti-
mation SNRk to and from their adjacent nodes to compute the
new weighed estimate r̂k(n) (16). The algorithm is expressed
as follows:

Algorithm 2: Adaptive algorithm with SNR combination
weights
for each time instant n ≥ 0:
each node k = 1, 2, . . . , K performs the update:

rk(n) = (1− µ)r̄k(n− 1) + µyk(n)y∗
k(n− l)

wf,k =
pf,k · SNRk∑K
k=1 pf,k · SNRk

r̄k(n) =

K∑
k=1

rk(n) · wf,k

end

IV. SIMULATION RESULTS

Let us assume a network of 9 nodes with a static topology
which is shown in Fig. 1.

Fig. 1. Topology of the adaptive network
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TABLE I
TABLE OF CONNECTIONS

pf,k k

1 2 3 4 5 6 7 8 9

1 1 1 0 1 0 0 0 0 0
2 1 1 1 0 1 0 0 0 0
3 0 1 1 0 0 1 0 0 0
4 1 0 0 1 1 0 1 0 0

f 5 0 1 0 1 1 1 0 1 0
6 0 0 1 0 1 1 0 0 1
7 0 0 0 1 0 0 1 1 0
8 0 0 0 0 1 0 1 1 1
9 0 0 0 0 0 1 0 1 1

From the topology it is seen that all of the nodes share their
estimate with themselves and communicate with their adjacent
neighbours. The communication between the nodes, when it
exists, is full duplex. The table of connections is expressed
in Table I. The value ”1” reflects a connection between nodes
and the value ”0” reflects the absence of a connection between
nodes (5). The f and k values signify the connections between
certain nodes. For example, p2,7 shows if there is a connection
between node 2 and node 7.

In order to compare the performance of the algorithm,
the performance of the non-cooperating network is given
in comparison. Assume the same condition and the same
topology without any connection between adjacent nodes.
The non-cooperating network is shown in Fig. 2. A small
constant step size µ = 0.01 is selected for the simulations.
For simplicity, it is assumed that the noise power level at each
node is δ2v = 1 and the primary signal power is Pk = 1.
At each node the channel amplification βk is generated and
is assumed to be slow fading during the observation interval.
Since the noise power level at each node is constant the SNR
estimates reflect the channel attenuation at each node, hence
for observation purposes the channel attenuations are selected
decreasingly from Node 1 to Node 9. The results are averaged
over 100 independent observations.

Fig. 3 expresses the mean squared error (MSE) convergence
averaged over all of the autocorrelation values and across all

Fig. 2. Topology of the non-cooperating network
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Fig. 3. Network convergence MSE

nodes, where βk ∈ {2.25 + 2.25i; 2 + 2i; 1.75 + 1.75i; 1.5 +
1.5i; 1.25+1.25i; 1+1i; 0.75+0.75i; 0.5+0.5i; 0.25+0.25i}.
The learning curves of the non-cooperating network, the
cooperating network and the proposed algorithm convergences
are presented in the figure.

It can be deducted that proposed the algorithm outperforms
the non-cooperating and the cooperating network using equally
weighed communication.

In Fig. 4 and in Fig. 5 we present the learning curves
for node 6 and node 7 respectively. It is shown in Fig. 4
that the performance of the node 6 in the non-cooperating
adaptive network outperforms the cooperating network with
equal combination weights. This is due to the fact that the
nodes in question have adjacent nodes whose signal to noise
ratios are poorer than the observed node and averaged across
the nodes the performance degrades. In Fig. 5 it is shown
that the cooperating network with equal combination weights
at node 7 is able to outperform the non-cooperating network.
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Fig. 4. Convergence at node 6
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Fig. 5. Convergence at node 7
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Fig. 6. Network convergence MSE with Rayleigh fading

Nodes 7-9 have the lowest signal to noise ratio and benefit
from averaging the estimations with their adjacent nodes.
Dependent on the channel attenuation βk the cooperating
network with equal combination nodes will result in better
estimates for the nodes that have adjacent nodes with better
than average signal to noise ratio and worse estimates for
nodes that have adjacent nodes with worse signal to noise
ratio than average. The performance of the SNR weighed
combination algorithm does not suffer from this problem and
is able to outperform the non-cooperating and the cooperating
network with equal combination weights.

Fig. 6 expresses the mean squared error (MSE) convergence
averaged over all of the autocorrelation values and across all
nodes where the channel amplification βk values are randomly
generated Rayleigh fading values. Weighing the communica-
tion with SNR estimates has improved the cooperating network
performance and thus the proposed algorithm outperforms the
non-cooperating network and the cooperating network with
equal combination weights.

V. CONCLUSION

In this paper we have investigated the performance of
estimating the autocorrelation function of the primary signal
in an adaptive cooperating network using combination weights
that base on the linear combinations of the SNR values
estimated by the network nodes. As an example we used a
static topology with 9 nodes and the nodes computed their
estimates using the exponential averaging. The results were
compared to an identical network with non-cooperating nodes
and to an identical cooperating network using equal combina-
tion weights. It is shown that the estimation performance of
the nodes in cooperating network is dependent on signal to
noise ratios of the node and its adjacent nodes. Nodes with
better signal to noise ratio performed worse than the non-
cooperating nodes and nodes with worse signal to noise ratio
performed better than the non-cooperating nodes. The SNR
weighed algorithm is shown to improve the performance of
the cooperating network by giving a higher level of confidence
to estimations from nodes with higher signal to noise ratio
conditions. Overall the algorithm improves the performance
of the network on average and achieves better performance at
a node level compared to the cooperating network using equal
combination weights.
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Abstract—This paper presents a simple and robust algorithm
for determining a leader node in a cooperative network based on
MDL (Minimum Description Length) subspace algorithm. The
algorithm aims to improve the performance of the cooperating
network in a spectrum sensing problem for cognitive radio. The
outline of the communication and selection process is described
and the SNR (signal to noise ratio) estimation algorithm is given.
Simulation results show that the algorithm outperforms the non-
cooperating network and a cooperating diffusion network with
uniform combination weights.

I. INTRODUCTION

With emergence of high data rate communication systems

the need for more efficient usage of the frequency spectrum

is increasing. An innovative method of more efficient usage

of already allocated spectrum is cognitive radio [1]. Cognitive

radio is a concept that allows non-licensed users (secondary

users) to utilize the radio spectrum when the licensed user

(primary user) is not transmitting. In this setting the there

arises the problem of detecting the primary user activity. In

order to improve the performance of the detection effort it has

been proposed that the secondary users should cooperate and

share their estimates in an adaptive and learning manner [2].

Many cooperating strategies and algorithms have been pro-

posed in the past [3], [4]. Strategies such as incremental and

centralized that rely on certain topology or network architec-

ture which make them less flexible in terms of cognitive radio

situations [3], [5]. It has been shown that fully distributed

networks such as diffusion networks are a more suited for the

cognitive radio problem [3].

Each node in the cooperating network is able to communi-

cation with a set of nodes, but are not in close proximity, hence

operating in different situation in terms of performance due to

the noise profiles and channel gains. Using the cooperative

network with uniform weights the overall performance of

the network is improved, but on the single node level the

best performing nodes sacrifice their performance and the

cooperating process is not beneficial for them [3], [5]. Methods

This research was supported by the European Regional Development Fund,
the Information Technology Foundation for Education and the HITSA project
for the development and research of the laboratory for the telecommunication
services curriculum at Institute of Radio and Telecommunication Engineering,
Tallinn University of Technology.

for determining and weighing the nodes accordingly to their

conditions have been proposed [6]–[8]. Diffusion networks

have been shown to perform well they require additional

information for non-equal combination weights which is not

usually available to network in real-time [3]. While there are

works on methods of introducing secondary information to the

network they require certain prerequisites and the performance

of the network is heavily reliant on the secondary parameter

[9]. Therefore, acquiring reliable or accurate combination

weights poses a problem.

We propose an algorithm that works in a fully distributed

manner and the performance of the network does not heavily

rely on combination weights. Each of the nodes determines the

best performing neighbour, learns its estimates and distributes

them. In this manner each of the nodes in the network would

in time achieve the performance of the best performing node.

A secondary parameter is introduced to determine the best

performing however the accuracy of the secondary parameter

estimate is not heavily connected to the performance of the

algorithm. Thus, we propose a simple and robust algorithm

that uses a secondary parameter to determine the best per-

forming node and cooperate based on this. It is shown that

the algorithm is able to outperform the diffusion algorithm

with uniform combination weights and the non-cooperating

network.

In this paper italic letters are used for scalars (e, E), lower

case bold letters are denoting vectors (x) and capital bold

letters are denoting matrices (G). All vectors are assumed

to be column vectors and for convenience are presented as

the transpose of the row vector. (y∗) denotes the complex

conjugate of (y) and (GH ) is the hermitian transpose of the

matrix (G). Operator E[·] stands for mathematical expectation

of the subject.

The remainder of the paper is organized as follows. In

section 2 the problem formulation is given. Section 3 of

the paper describes the proposed algorithm of communication

leader selection and the MDL subspace algorithm is intro-

duced. Section 4 of the paper describes the performance of

the proposed algorithm. In Section 5 we present the results

of our simulations. The final section concludes the paper and

summarizes the results of the paper.



II. PROBLEM STATEMENT

Assume that there is a primary user signal s(n) and a

network of K secondary users, who are sensing the primary

user activity. We will view the collective of the secondary

users as a network of nodes. The nodes communicate with

each other and the communication of the nodes is possible

within a certain range so that each node is connected to a

subset of nodes. We assume that the topology of the network

is strongly connected [3]. The communication between the

nodes is modelled as lossless and noiseless. The nodes are

identical in terms of processing power and physical attributes.

Complex amplitude of the signal received from the primary

user at a location of k–th secondary user is given by

yk(n) = βks(n) + vk(n), (1)

where βk is the random channel amplification of the k–th

channel with Gaussian distribution. vk(n) is the additive white

Gaussian noise (AWGN) at the location of k–th network node.

The channel amplification βk and noise vk(n) are independent

of the signal s(n).
Each node in the network estimates the autocorrelation

function of the primary user signal y(n), the l–th lag of the

autocorrelation function is given as

rk(l) = E[yk(n)y
∗
k(n− l)] (2)

= E[(βks(n) + vk(n))

· (βks
∗(n− l) + v∗k(n− l)]

= β2
kE[s(n)s∗(n− l)] + E[vk(n)v

∗
k(n− l)].

Normalizing the autocorrelation function with the zero lag

element we arrive at

rk(l) =

{
1, l = 0

β2
kE[s(n)s∗(n−l)]+E[vk(n)v

∗
k(n−l)]

β2
k
E[s(n)s∗(n)]+E[vk(n)v∗

k
(n)]

, l > 0.
(3)

In practice, we of course use the estimate of the autocorrela-

tion function. Thus we can write the estimate of the normalized

autocorrelation function at the l–th lag as

rk(l) =

∑N−1
n=0 yk(n)y

∗
k(n− l)∑N−1

n=0 yk(n)y∗k(n)
. (4)

The estimated normalized autocorrelation function vector

can be written as

rk(i) = [rk(0), rk(1), rk(2), rk(3), ..., rk(L− 1)]T . (5)

The averaged estimate at each node k is computed at each

iteration using exponential averaging:

wk(i) = (1− μ)wk(i− 1) + μrk(i), (6)

where μ is a constant step size and 0 < μ < 1.

This outlines the single agent network where every node

works independently. In the cooperative network the nodes will

also receive the normalized autocorrelation function estimates

from the adjacent nodes in the network that are connected with

the node.

III. PROPOSED ALGORITHM

Each of the node in the cooperating network has different

situation in terms of performance due to the noise profiles and

channel gains. For the cooperative network with equal weights

the overall performance of the network is improved, but on

the single node level the best performing nodes sacrifice their

performance and the cooperating process is not beneficial for

them [3]. If the nodes would cooperate in such manner that

they would determine the best node to listen to the network

would achieve the performance of the best performing node

in the network. Thus our idea is to introduce a secondary

parameter to select the best performing node. Each node

estimates the signal to noise ratio of the received primary user

signal yk.

The signal to noise ratio (SNR) of the received signal yk

is computed using the Minimum Description Length (MDL)

subspace algorithm [10]–[12]. By calculating the sample co-

variance matrix of the received signal yk, computing the

eigenvalues of the covariance matrix and determining the

subspace of the signal and noise we can obtain the SNR

estimate at the k–th secondary user.

The k–th user sample covariance matrix R̂k can be com-

puted as follows:

R̂k =
1

j

j∑
i=1

yk(i)y
H
k (i), (7)

where j is the number of recent observation vectors and i is

the time instance of when yk(i) is received.

Ranking the eigenvalues of the n × n sample covariance

matrix bt in descending order b1 ≥ b2 ≥ b3 ≥ ... ≥ bn. The

signal subspace is determined by using MDL criterion which

is defined as

MDLk(N) = − log

⎡
⎣ ∏n

t=N+1 b
1

(n−N)

t
1

n−N

∑m
t=N+1 bt

⎤
⎦
(m−N)j

+
1

2
N(2n−N) log j,

(8)

where N ∈ [0, 1, 2, 3, 4, ..., n− 1].

The signal subspace dimension at a location of k–th sec-

ondary user is N that minimizes (8). Hence,

hk = argmin
N

MDLk(N). (9)

From the signal subspace hk we are able to estimate the

power of the noise at k–th secondary user:



σ2
N =

1

m− hk

m∑
t=hk+1

bt. (10)

The estimate of the power of the signal at the location of

k–th secondary user is given as

Pk =

hk∑
t=1

(
bt − σ2

N

)
. (11)

Hence, the signal to noise ratio estimate at the k–th sec-

ondary user is computed as

SNRk =

(
Pk

σ2
k

)
, (12)

where the Pk = β2
kP is the power of the signal at node k, P

is the primary signal power, βk is the channel gain for node

k and σ2
k is the noise power.

The estimated signal to noise value is exponentially aver-

aged over time and is defined as the weight at node k:

αk(i) = (1− μ)αk(i− 1) + μSNRk. (13)

The nodes will proceed to exchange autocorrelation esti-

mates between nodes together with the corresponding weight

αk(i) that is assigned to the estimate at iteration i. This ensures

that each of the nodes distributes the best information across

the network that is available to them. The algorithm at a node

level is explained as following:

At each iteration the each of the nodes determines whether

their weight is the largest of the neighbouring nodes:

αk(i− 1) ≥ max
1<k<K

(αk(i− 1) · pf,k), (14)

where αk(i − 1) is the calculated weight given in (13) and

pf,k ∈ [0, 1] signifies whether there is a connection between

the nodes or not.

If this statement holds true the node will use its own

adaptation result as the best available information. The best

available information at node k is given as

ek(i) = wk(i). (15)

The node will also calculate a new weight value based on

the estimated SNR value:

αk(i) = (1− μ)αk(i− 1) + μSNRk. (16)

If the statement in (14) is false and the weight at node k is

smaller than any of the weights from adjacent nodes the node

will determine the best neighbouring source of information

from the adjacent nodes. This corresponds to the neighbouring

node with the largest weight in the comparison which is given

as

ck = argmax
k

(αk(i− 1) · pf,k) (17)

and use the neighbours estimate instead:

ek(i) = eck(i). (18)

At the end of iteration each of the nodes will use their SNR

estimate to calculate the weight for the next iteration. This

ensures that if the signal to noise ratio of the nodes change

the node with the best information will have their information

distributed during the next iteration.

αk(i) = (1− μ)αck(i− 1) + μSNRk. (19)

Algorithm 1: Leader selection in cooperative network

for each time instant i > 0:

each node k = 1, 2, . . . , K performs the update:

wk(i) = (1− μ)wk(i− 1) + μrk(i)

if
αk(i− 1) ≥ max

1<k<K
(αk(i− 1) · pf,k)

ek(i) = wk(i)

αk(i) = (1− μ)αk(i− 1) + μSNRk

else

ck = argmax
k

(αk(i− 1) · pf,k)

ek(i) = eck(i)

αk(i) = (1− μ)αck(i− 1) + μSNRk

end
end

IV. PERFORMANCE

The MSE (mean squared error) performance of a node in

this setting is given as

MSEk =

I∑
i=1

[wk(i)− q(i)]2, (20)

where q(i) is the normalized autocorrelation function vector

of the primary user signal s(n):

q(i) = [q(0), q(1), q(2), q(3), ..., q(L− 1)]T . (21)

The normalized autocorrelation function at the l–th lag of

the primary user signal s(n) can be written as

q(l) =

∑N−1
n=0 s(n)s∗(n− l)∑N−1

n=0 s(n)s∗(n)
. (22)



The steady state MSE performance of the algorithm is easily

deductible. Each of the nodes achieves the MSE performance

of the best performing node and if we would average the

performance across nodes the global MSE performance would

be that of the best performing node:

MSE = min
k

MSEk . (23)

The gain of the algorithm in comparison to the non-

cooperating network largely depends on the situation of in-

dividual nodes. If the nodes are in similar conditions in aspect

to noise and channel gains the gain is marginal. However, if

one or some of the nodes are in more favourable situation than

others, the gain per node is the difference between the nodes

in worse conditions and the best performing node.

In practice of course we are not aware of the MSE

performance of different nodes and a secondary parameter

is required to select the leader node. The accuracy of the

secondary parameter estimate will only affect the algorithm if

the estimate accuracy is poorer than the difference between

different nodes. In this work we use the MDL subspace

algorithm to estimate the signal to noise ratio of the primary

signal. The performance of the MDL subspace algorithm will

be left for future work, but the simulations have shown that

the accuracy of the estimate is enough to determine the leader

node in this setting.

V. SIMULATION RESULTS

Let us assume a network of nodes that share their esti-

mate with themselves and communicate with their adjacent

neighbours. The communication between the nodes, when it

exists, is full duplex. The topology of the network is static

and the number of nodes in the network is 9 and the topology

is shown on Fig. 1 [13]. A small constant step size μ = 0.01
is selected for the simulations. The noise power level δ2k at

each node is modelled as AWGN and the primary user signal

power is P = 1. The channel amplification βk for each node

is generated and the channel is modelled as a slow Rayleigh

Fig. 1. Topology of the network
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fading channel. The results are averaged over 100 independent

trials.

Fig. 2 shows the MSE convergences for different nodes in

the non-cooperating scenario and for the proposed algorithm.

It is seen that the performance of individual nodes for the

proposed algorithm is that of the best performing node in

the steady state and thus, the steady state performance of

individual nodes in the proposed algorithm is identical. The

gains in this particular scenario are straightforward, each of the

nodes has gained in performance as the difference between the

best performing node and their performance.

Fig. 3 illustrates that the nodes in the leader selection

algorithm converge at different speed which is due to the

distribution of the best performing nodes. The magenta lines

show the MSE performance of individual nodes in the non-

cooperating network. The blue lines show the MSE perfor-

mance of individuals nodes in a network that switches from

the non-cooperating scenario to the leader selection scenario at

�

�

�

�

�

�

�

�

�

Fig. 3. Switch from non-cooperating to leader selection network
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iteration 1000. From the zoomed in section in Fig. 3 it is seen

that nodes in different neighbourhoods will converge into local

leaders and over many iterations all of the nodes will follow

the global leader node. The speed of which the nodes select

the global leader node depends on the topology and amount

of nodes in the network. In this particular topology where the

amount of nodes is 9 the convergence to a global leader is

within 4 iterations which is the longest communication path

in the network.

Fig. 4 shows the mean squared error (MSE) convergence

averaged over all of the autocorrelation values and across all

nodes. The algorithm simulation results are compared to that

of the non-cooperating network, a network with ATC coopera-

tion with equal weights, a network with ATC cooperation with

SNR based weights [13], [14]. It can be seen that the leader

selection algorithm outperforms the algorithms in comparison

on the network level.

VI. CONCLUSION

In this paper we presented a simple and robust method

for determining a leader node in a cooperating network. We

introduced a secondary parameter based on MDL subspace

algorithm to estimate the signal to noise ratio of the nodes in

the network. The qualitative estimate was used to determine

the best performing node in the network. It was shown that the

network followed the leader node in a distributed matter and

the network achieved the performance of the best performing

node across all nodes. The results were compared to a network

with non-cooperating nodes, a cooperating network with ATC

diffusion using equal combination weights and a cooperating

network with ATC diffusion using SNR weighed combination

weights. It is shown that the proposed algorithm outperforms

the networks in comparison on the network level and on the

single node level.
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[2] T. Yücek and H. Arslan, “A survey of spectrum sensing algorithms
for cognitive radio applications,” Communications Surveys & Tutorials,
IEEE, vol. 11, no. 1, pp. 116–130, 2009.

[3] A. H. Sayed, “Adaptation, learning, and optimization over networks,”
Foundations and Trends in Machine Learning, vol. 7, no. 4–5, pp. 311–
801, 2014.

[4] I. F. Akyildiz, B. F. Lo, and R. Balakrishnan, “Cooperative spectrum
sensing in cognitive radio networks: A survey,” Physical communication,
vol. 4, no. 1, pp. 40–62, 2011.

[5] A. H. Sayed, S.-Y. Tu, J. Chen, X. Zhao, and Z. J. Towfic, “Diffusion
strategies for adaptation and learning over networks: an examination of
distributed strategies and network behavior,” Signal Processing Maga-
zine, IEEE, vol. 30, no. 3, pp. 155–171, 2013.

[6] V. Blondel, J. M. Hendrickx, A. Olshevsky, J. Tsitsiklis et al., “Con-
vergence in multiagent coordination, consensus, and flocking,” in IEEE
Conference on Decision and Control, vol. 44, no. 3. IEEE; 1998, 2005,
p. 2996.

[7] L. Xiao and S. Boyd, “Fast linear iterations for distributed averaging,”
Systems & Control Letters, vol. 53, no. 1, pp. 65–78, 2004.

[8] C. G. Lopes and A. H. Sayed, “Diffusion least-mean squares over
adaptive networks: Formulation and performance analysis,” IEEE Trans-
actions on Signal Processing, vol. 56, no. 7, pp. 3122–3136, 2008.

[9] S.-Y. Tu and A. H. Sayed, “Optimal combination rules for adaptation
and learning over networks,” in Computational Advances in Multi-Sensor
Adaptive Processing (CAMSAP), 2011 4th IEEE International Workshop
on. IEEE, 2011, pp. 317–320.

[10] M. Wax and T. Kailath, “Detection of signals by information theoretic
criteria,” Acoustics, Speech and Signal Processing, IEEE Transactions
on, vol. 33, no. 2, pp. 387–392, 1985.

[11] H. L. Van Trees, Detection, estimation, and modulation theory, optimum
array processing. John Wiley & Sons, 2004.

[12] D. Sui and L. Ge, “On the blind snr estimation for if signals,” in
First International Conference on Innovative Computing, Information
and Control-Volume I (ICICIC’06), vol. 2. IEEE, 2006, pp. 374–378.

[13] S. Ulp and T. Trump, “Distributed adaptive network with SNR weighed
communication,” in Digital Information, Networking, and Wireless Com-
munications (DINWC), 2015 Third International Conference on. IEEE,
2015, pp. 83–87.

[14] J. Chen and A. H. Sayed, “Diffusion adaptation strategies for distributed
optimization and learning over networks,” Signal Processing, IEEE
Transactions on, vol. 60, no. 8, pp. 4289–4305, 2012.



72



Paper C – LMS-Based Leader Selection for Distributed

Estimation

©2017 IEEE. Reprinted, with permission, from S. Ulp, Y. Le Moullec, and M. M.

Alam, LMS-based leader selection for distributed estimation, IEEE International

Symposium on Signal Processing and Information Technology (ISSPIT), 2017

December.

73



74



LMS-Based Leader Selection for Distributed
Estimation

Sander Ulp, Yannick Le Moullec, and Muhammad Mahtab Alam
Thomas Johann Seebeck Department of Electronics

Tallinn University of Technology
Tallinn, Estonia

Email: sander.ulp@ttu.ee, yannick.lemoullec@ttu.ee, muhammad.alam@ttu.ee

Abstract—In this paper we investigate the distributed leader
selection algorithm in a LMS-based (least mean squares)
adaptive network. We introduce the modified algorithm and
express the MSD (mean squared deviation) performance of
the algorithm. The outline of the communication and setting
of the problem is given and the LMS-based distributed leader
selection algorithm is described. We compare the analytical
performance of the algorithm to the diffusion algorithms and
illustrate that the leader selection has robust performance
compared to the diffusion algorithms. Simulation results show
that the diffusion algorithms outperform the leader selection
algorithm in most cases. However and interestingly, the results
also show that leader selection attains the same or even
better network performance than the diffusion algorithms in
a scenario where one of the nodes is in better conditions (e.g.
lower noise power) than the other nodes in the network.

I. INTRODUCTION

Estimation over distributed networks is a method to
enhance the performance of nodes that cooperate to solve
a common task or problem. Different methods and algo-
rithms have been proposed for estimation over distributed
networks. These approaches include strategies such as cen-
tralized, diffusion, consensus and incremental [1]. Many of
these methods, however, require some kind of architecture
or a priori knowledge of the network.

It has been shown that diffusion algorithms achieve
good steady state MSD performance in distributed networks
and they do not require any predefined architecture [2],
therefore we focus our interest on diffusion algorithms. It
has been also shown that the ATC (adapt and then combine)
diffusion network outperforms the CTA (combine and then
adapt) diffusion network and thus, we consider the ATC
diffusion network in this work [2]. The performance of
these diffusion algorithms rely on the calculation of the
communication weights which are based on a secondary
parameter, for example noise powers at the nodes [1].

There are several methods for calculating the weights
for the communication and the in depth analysis of the
performance of different weights have been derived [3],
[4]. By assuming that the noise powers are not uniform
across the network the relative variance and relative degree
variance weight calculation methods have been shown to

achieve good performance [4] and will be considered in
this paper. The secondary parameters are in most of the
cases not known beforehand and have to be estimated [1],
which directly impacts the weight calculation and there-
fore influences the performance of the diffusion network.
Distributed leader selection offers an interesting alternative
to the diffusion algorithms as it is more robust to the
secondary parameter estimation [5].

There are many works on leader selection, however, they
rely on different constraints or a priori knowledge [6]–
[11]. In [8]–[11] works the leaders are known beforehand
and have extra information or better sensors compared to
the followers in the network. Some works also require the
nodes to know the topology beforehand or estimate the
paths to the leader [6], [12]. Therefore, for the comparison
with the diffusion algorithms to be fair we are interested
in a fully distributed leader selection solution that is able
to adapt and learn in real-time.

The purpose of this work is to investigate the MSD
performance of the modified version of our previously
proposed distributed leader selection algorithm [5]. The
algorithm is modified and implemented using LMS to have
fair comparison with the diffusion algorithms proposed in
[4]. We expected that the diffusion algorithms are able
to outperform the distributed leader selection theoretically.
However, the simulation results show that there are sit-
uations where the distributed leader selection is able to
achieve similar or even better network performance. We
analyse the scenarios in which the distributed leader se-
lection performance is able to perform equally or better
compete with diffusion strategies.

In this paper, italic letters are used for scalars (e, E),
lower case bold letters are denoting vectors (x). All vectors
are column vectors except for regression vectors, which are
denoted as uk,i. The operator E[·] stands for mathematical
expectation of the subject and (y∗) denotes the complex
conjugate of (y).

The remainder of the paper is organized as follows. In
Section 2 we introduce the problem setting. Section 3 gives
an overview of the LMS-based leader selection algorithm.
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Section 4 describes the performance of the algorithm, the
comparison to the diffusion algorithms and presents the
simulation results. The final section concludes the paper
and summarizes the results of the paper.

II. PROBLEM FORMULATION

Assume that there are K nodes. Each of the nodes have
access to dk(i) and uk,i at each time instant i.

dk(i) = uk,iw
0 + vk(i) (1)

where dk(i) is the measurement at node k, uk,i is the row
regression vector, w0 is the unknown column vector and
vk(i) is zero-mean white random noise with power σ2

v,k.
The nodes estimate the w0 to minimize the cost function:

Jk(w) = E | dk(i)− uk,iw |2 (2)

Each of the nodes employs the LMS algorithm for adapta-
tion:

wk,i = wk,i−1 + µku
∗
k,i[dk(i)− uk,iwk,i−1] (3)

where µk is a positive step-size 0 < µk < 1.

This outlines the non-cooperating network where every
node works independently. To improve the performance of
the nodes at the network level, the nodes can cooperate by
exchanging information between themselves.

The network performance can be further improved by
assigning weights based on the situation of nodes which
is related to some secondary parameter. The noise power
σ2
v,k can be used as a secondary parameter to calculate

the weights. We assume that noise powers are known a
priori to the nodes for simplicity and for the sake of a fair
comparison to the diffusion algorithms in the performance
evaluation section. In practice, the noise powers are not
usually known and have to be estimated. There are works
on estimating noise powers at different nodes [4], [13].
We have also covered a possible solution in our last work
which is based on the MDL (minimum description lenght)
subspace algorithm [5].

III. LMS-BASED DISTRIBUTED LEADER SELECTION

The goal of the distributed leader selection algorithm
is to determine the leader node in a network of nodes
in a distributed manner. Whether the noise powers are
known or estimated, the nodes are able to use the secondary
parameter information to determine which of the nodes is
the best performing node and follow its lead. We have
previously outlined the algorithm for the distributed leader
selection [5]. In this paper, we look at the distributed leader
selection algorithm using a LMS-based adaptive network,
see Algorithm 1.

The nodes exchange wk,i estimates between themselves,
together with the corresponding weight αk(i) that is as-
signed to the estimate at iteration i. The weights are
calculated based on the noise powers; the algorithm is given
as follows:

Each of the nodes k performs the LMS adaptation of
wk,i at each iteration i as can be seen on Line 3. The
nodes exchange their results of the adaptation and the
corresponding weight with nodes that they are connected
in the neighbourhood. The nodes proceed to determine
whether their weight is the largest of the neighbouring
nodes (Line 4). If this statement holds true, the node uses its
own LMS adaptation result as the best available information
(Line 5). The node also calculates adaptively a new weight
value for the next iteration based on the noise power (Line
6).

Algorithm 1 LMS-Based Distributed Leader selection

1 for each time instant i > 0:
2 for each node k = 1, 2, . . . , K performs the

update:
3 wk,i = wk,i−1 + µku

∗
k,i[dk(i)− uk,iwk,i−1]

4 if αk(i− 1) ≥ max
1<k<K

(αk(i− 1) · pf,k)
5 ek,i = wk,i

6 αk(i) = (1− µ)αk(i− 1) + µσ−2v,k

7 else
8 ck = argmax

k
(αk(i− 1) · pf,k)

9 ek,i = eck,i
10 αk(i) = (1− µ)αck(i− 1) + µσ−2v,k

11 end
12 end

If the statement on Line 4 is false and the weight at node
k is smaller than any of the weights from connected nodes
then the node determines the best neighbouring source of
information (Line 8). This corresponds to the neighbouring
node ck with the largest weight αk(i− 1). The node uses
the LMS adaptation result from the best neighbour as can
be seen on Line 9. The node will calculate the next iteration
weight based on the their own noise power and the weight
that corresponds to the best neighbour, as can be seen
on Line 10. This ensures that if the noise powers of the
nodes change the node with the best information has its
information distributed during the next iterations.

IV. PERFORMANCE EVALUATION

The LMS-based distributed leader selection algorithm
performance can be obtained from the single node per-
formance from the non-cooperative network. All of the
nodes in the cooperating network have different MSD
performance due to their respective noise powers σ2

v,k. The
MSD performance of the non-cooperating node (denoted
as ncoop) employing LMS is given as [1]:
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MSDncoop,k =
µM

2
σ2
v,k (4)

where M is the length of the adaptive filter, µ is the step
size of the LMS algorithm, σ2

v,k is the noise power at
node k.

The performance of the non-cooperating LMS network
is given as [1]:

MSDncoop =
µM

2

(
1

N

N∑
k=1

σ2
v,k

)
(5)

If we employ the leader selection algorithm, the network
achieves the best performing nodes MSD performance. In
this setting this is the node with the lowest noise power. We
can express the network MSD performance of the leader
selection algorithm (denoted as ls) as:

MSDls = min
k

MSDncoop,k (6)

It is important to note that the network MSD performance
of the leader selection algorithm is equal to the individual
node performance. Thus, we can express the network and
node performance of the leader selection algorithm as:

MSDls = MSDls,k =
µM

2
min
k
σ2
v,k (7)

A. Comparison of algorithms

The analytical MSD performance of the diffusion net-
work (denoted as coop) as well as the node performance
with optimal weights is given as [1]:

MSDcoop = MSDcoop,k =
µM

2

(
N∑

k=1

1

σ2
v,k

)−1
(8)

If we compare the MSD network performance of the
diffusion network with optimal weights (7) and the per-
formance of the leader selection algorithm (8) we can see
that the leader selection does not outperform the diffusion
network. To demonstrate this we write:

µM

2
min
k
σ2
v,k ≥

µM

2

(
N∑

k=1

1

σ2
v,k

)−1
(9)

which we can write as:

min
k
σ2
v,k ≥

(
N∑

k=1

1

σ2
v,k

)−1
(10)

To further elaborate, if we rewrite (10) and define the node
with the lowest noise power as p:

p = argmin
k

σ2
v,k (11)

(
1

σ2
v,p

)−1
≥

 1

σ2
v,p

+
N∑

k=1,k 6=p

1

σ2
v,k

−1 (12)

We see that the both equation sides include the term
that includes the lowest noise power. From this we can
see that the performance difference between the diffusion
network and the leader selection algorithm is related to
the sum term. We can conclude that the diffusion network
outperforms the leader selection algorithm and we can
write:

MSDcoop ≤ MSDls (13)

Let us consider the case where one of the nodes is in a
more favourable situation and has significantly lower noise
power compare to the other nodes in the network:

N∑
k=1,k 6=p

1

σ2
v,k

� 1

σ2
v,p

(14)

In this scenario we see that the performance of the coop-
erating network largely depends on the node with lowest
noise power:

MSDcoop ≈
µM

2

(
1

σ2
v,p

)−1
(15)

The resulting equation is the equation for the performance
of the distributed leader selection algorithm (7) and we can
write that under these conditions:

MSDcoop ≈ MSDls (16)

To summarize, the diffusion network outperforms the
leader selection algorithm in most cases and in the presence
of a node in more favorable conditions the performance
difference between the two algorithms is marginal. It is
important to note that the above results (13,16) hold for
optimal combinational weights for the diffusion network
and are valid if all the nodes obtain the same performance.
However, simulations results show that it is not the case and
there is variation among the performance of the nodes in the
diffusion network as can be seen in [13], [14]. Furthermore,
it is also important to note that the combination weight
optimality heavily relies on the estimation accuracy of the
secondary parameter. Inaccuracies of the estimation leads
to the degradation of the diffusion network performance
in comparison to the leader selection as the inaccuracy of
the secondary parameter does not affect the performance
to such large extent. Taking this into account the leader
selection becomes an interesting alternative and in the next
subsection we explore these scenarios in simulations.
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Fig. 1: Topology of the network.
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Fig. 2: Noise powers at nodes.

B. Simulation results

Let us assume a strongly connected network of nodes
with randomly generated topology and the amount of nodes
in the generated network is K = 21 (Fig. 1).

The nodes share their estimates based on the connections
and it is assumed that the nodes have a self-loop which
allows them to communicate with themselves. The commu-
nication between the nodes is full duplex and is modelled as
lossless and noiseless. A constant step size µ = 0.01 is se-
lected for all the nodes in the simulations. The noise power
levels are randomly generated between σ2

v,k = [−5 −30]
dB and are modelled as AWGN (additive white Gaussian
noise) for each node. The regression vector power Pu = 1
is constant at each node. The results are averaged over 100
independent trials.

We examine two scenarios in our simulations. In the first
scenario, the distribution of the noise powers can be seen
on Fig. 2a. In the second scenario there is one node that
has noticeably lower noise power than the other nodes in
the network, as can be seen in Fig. 2b.

For the diffusion network we use the ATC algorithm
and for the weight calculation the relative-variance rule
and the relative-degree-variance rule [4]. We compare the
network level MSD performance of the non-cooperating,
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Fig. 3: Network MSD performances in both scenarios for
the non-cooperating, the relative variance rule, the relative
degree variance and the leader selection.
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Fig. 4: Steady state performances at individual nodes in
both scenarios for the relative variance rule, the relative
degree variance and the leader selection.

the diffusion algorithms and the leader selection algorithm
(Fig. 3). In the first scenario, the diffusion network al-
gorithms’ performances are close to each other and have
better performance than the other algorithms, including the
leader selection algorithm (Fig. 3a). However, for the other
scenario the leader selection algorithm is able to achieve
better network performance than the diffusion algorithms
as can be seen in Fig. 3b.

The results can be explained by observing the MSD
steady state performance of the individual nodes (Fig. 4). In
the first scenario the diffusion network nodes’ performances
are closer to each other, but for the second scenario there
are larger variations among different nodes’ performances,
as can be seen in Fig. 4a and Fig. 4b. In the first scenario
the steady state performance of the nodes in the leader
selection algorithm is poorer than the performances of the
nodes of the diffusion algorithms. In the second scenario
we see that some of the nodes of the diffusion algorithms
are unable to achieve better performance than the leader
nodes performance in the leader selection algorithm. This
results in a better MSD network performance for the leader
selection algorithm.
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V. CONCLUSION

In this paper, we investigated the distributed leader
selection algorithm in a LMS-based adaptive network. The
algorithm analytical MSD performance was given and the
performance was compared to the diffusion algorithm per-
formance with optimal weights. The analytical performance
shows that the diffusion networks are able to achieve better
performance than the leader selection algorithm. It is shown
that the leader selection achieves similar performance under
the condition where one of the nodes is in significantly
better conditions. For the simulations, the relative variance
and relative degree variance diffusion algorithms were
compared to the leader selection algorithm. The diffusion
algorithms were able to achieve better performance than
the leader selection in most cases. However, in the presence
of one node with significantly better conditions, the leader
selection algorithm is able to obtain similar or even better
network performance than the algorithms in comparison.
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ABSTRACT In the context of green communication and energy-efficiency in wireless communication, this
paper investigates distributed estimation algorithms in an energy-constrained wireless sensor network and
proposes an energy-efficient distributed leader selection algorithm. The existing state-of-the-art diffusion
algorithm and the recently introduced distributed leader selection algorithm are investigated. To evaluate the
energy consumption of the algorithms, their respective algorithmic complexity, and number of operations
and information exchanges are derived and compared. The obtained values are used as a basis to estimate the
execution time and energy consumption of the algorithms. We propose and introduce the energy-efficient
distributed leader selection algorithmwhich retains the performance of the existing leader selection algorithm
while reducing the complexity and energy consumption. For the simulations, the algorithms are mapped to
widely used wireless sensor network hardware architectures (MSP430 and RSL10). The numerical results
show that the proposed algorithm is able to decrease the energy consumption of the network by 32%–53%
and can extend the network lifetime by 14%–46% as compared with the diffusion and the distributed leader
selection algorithms.

INDEX TERMS Energy-efficiency, distributed estimation, wireless sensor networks, distributed leader
selection, diffusion.

I. INTRODUCTION
Recently, data traffic has had an exponential growth due to
the rapid increase of the usage of wireless devices. With new
applications on the horizon in the field of Internet-of-Things
(IoT), the amount of energy consumed by wireless applica-
tions and systems is on the rise. This has put a lot of focus on
energy-efficiency (EE) and green communication (GC) sys-
tems to reduce the amount of energy consumed [1], [2]. EE in
wireless sensor networks (WSN) is an important topic that has
received a lot attention due to the numerous applications that
WSNs have in IoT [1]–[4]. Many recent works have aimed
at reducing the amount of energy consumed by optimizing
protocols and clustering on the physical and the network
levels [5]–[7]. Similarly, hardware such as microcontrollers
(MCUs) and radio modules are being optimized for low-
power systems and applications [8]. The above approaches
are especially important when theWSN is energy-constrained

and the nodes have limited battery capacity to work with.
In this work we focus on distributed estimation as one of
the applications of WSNs and on the energy-efficiency of the
underlying algorithms.

The idea behind distributed estimation is to solve a com-
mon task or to estimate some process in a network and by
means of cooperation to enhance the performance of the
network and of the nodes. Distributed estimation is a popular
research topic in various interdisciplinary fields, such as agri-
culture, military, environmental studies and signal processing
[9], [10]. We are interested in fully distributed solutions
without any centralized processing unit. The benefits of fully
distributed estimation include low energy consumption, low
processing complexity and robustness [10].

Methods proposed for solving distributed estimation prob-
lems include incremental, consensus, diffusion and leader
selection algorithms [10]–[12]. Incremental algorithms suffer
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from a NP hard problem as a cyclic route through the network
has to be defined for the algorithm to work [10]. Consensus
algorithms are outperformed by diffusion algorithms and
also have stability issues under infinitesimally small step-
sizes [11]. Therefore, in this work we focus on the diffu-
sion algorithm and the distributed leader selection algorithm.
Diffusion algorithms have shown good performance as well
as robustness [10], [13]. Distributed leader selection (DLS)
has been proposed in our earlier work [12]. DLS, while not
always able to outperform the diffusion algorithms, has the
benefits of being simpler and more robust in terms of the
secondary parameter estimation accuracy [14].

When considering a massive number of devices communi-
cating in a distributed fashion in an energy-constrained situa-
tion, it is critical to have an extended lifetime for the network
and thus, as a first step, we want to estimate the energy cost of
the diffusion algorithm and of the DLS algorithm. The energy
costs of the algorithms are obtained by using high-level esti-
mation and are based on the number of operations required for
the algorithms to run. Thus, we investigate the complexity of
the aforementioned algorithms, as well as the required num-
ber of operations for both of the algorithms. It has been shown
that by using high-level estimation it is possible to get accu-
rate andmeaningful estimations of the energy consumption of
the algorithms [15]–[17]. The estimates are a good basis for
knowing how the algorithms scale on real hardware architec-
tures. We are also interested in further improving the energy-
efficiency of the DLS algorithm. We analyse the energy cost
of the DLS algorithm and propose a novel method to reduce
its energy consumption. The resulting proposed energy-
efficient distributed leader selection (EEDLS) algorithm is
described and compared to the diffusion algorithm and the
DLS algorithm. The results are verified by simulations. For
the simulations, the algorithms are mapped onto widely used
WSN hardware architectures (MSP430 and RSL10).

To summarize, the purpose of this work is to investigate and
compare the diffusion algorithm and the DLS algorithm from
the perspective of energy cost of the computations and radio
communication, and propose a novel method to improve the
energy-efficiency of the DLS algorithm.

The research contributions are detailed as follows:
• The analysis and comparison of the diffusion algo-
rithm’s and DLS algorithm’s complexities and number
of operations required. Previous works have outlined
the number of operations required for the diffusion
algorithm [11]; this work extends this by including the
additional operations and complexity for the weight
calculations and comparing it to the complexity and
operations of the DLS algorithm. In addition, the impact
of the size of the neighbourhood and of the LMS filter
length on the number of operations required are explic-
itly considered.

• A novel method for reducing the energy consump-
tion of the DLS algorithm by reducing the compu-
tations and radio communication. There exist works
on reducing the energy consumption of the diffu-

sion algorithm by modifying either the algorithm, the
communication frequency, or the topology [18]–[21].
However, in these works additional complexity is intro-
duced [18], [19] or the performance of the diffusion
algorithm degrades [20], [21]. We propose a novel EE
method for reducing the energy consumption of the
DLS algorithm. In contrast to existing works, the pro-
posed EEDLS algorithm is able to reduce the amount of
required radio communications to the minimum and to
reduce the complexity while retaining the performance
of the DLS algorithm.

• A numerical simulation study of the computational and
radio communication energy consumption of the diffu-
sion, DLS, and the proposed EEDLS algorithms con-
sidering the MSP430 MCU and the RSL10 radio mod-
ule. Previous works have focused on the diffusion algo-
rithm’s analytical side [22], [23] and, to the authors’ best
knowledge, there are no works that explore the physical
energy requirements of the diffusion algorithms and
that estimate the energy consumption on real hardware
models. Simulation results of the EEDLS algorithm
show that the network energy consumption is reduced by
32 − 53% and the network lifetime is extended by
14 − 46% as compared to the DLS algorithm and dif-
fusion algorithm.

The remainder of the paper is organized as follows.
In Section II we outline the diffusion algorithm and the DLS
algorithm, as well as describe the problem setting. Section III
gives an overview of the computational and radio communi-
cation energy consumption estimation and the network life-
time estimation. The complexity and number of operations
required for the diffusion algorithm and DLS algorithm are
given and compared. The computational impact of the neigh-
bourhood and of the LMS adaptive filter length are described.
The proposed EEDLS algorithm is introduced in Section IV.
Section V presents the simulation setting and the numerical
results for the diffusion, DLS, and EEDLS algorithms for
different topologies. Section VI concludes the paper.

In this paper, italic letters are used for scalars (e,E) and
lower case bold letters denote vectors (x). All vectors are
column vectors, except for the regression vector uk,i. The
operator E[·] stands for mathematical expectation of the sub-
ject and (y∗) denotes the complex conjugate transpose of (y).

II. ENERGY-CONSTRAINED DISTRIBUTED ESTIMATION
In this section, we introduce the problem setting and outline
the diffusion and DLS algorithm for the readers’ better under-
standing of the analysis of the algorithms presented later on
in Section III.

A. GENERAL MODEL
Assume that there are K nodes that are estimating a com-
mon parameter, signal source, or information about some
target or object. Each of the nodes have access to dk (i) and

VOLUME 7, 2019 4411



S. Ulp et al.: Energy-Efficient Distributed Leader Selection Algorithm for Energy-Constrained Wireless Sensor Networks

uk,i at each time instant i:

dk (i) = uk,iwo
+ vk (i), (1)

where dk (i) is the measurement at node k , uk,i is the row
regression vector,wo is the unknown column vector and vk (i)
is zero-mean white random noise with power σ 2

v,k .
vk (i) and uk,i are assumed to be independent for all k

values. The uk,i has a positive-definite covariance matrix,
Ru,k = E u∗k,iuk,i > 0. The nodes estimatewo by minimizing
the global cost function:

Jk (w) = E | dk (i)− uk,iw |2 . (2)

Each of the nodes employs the LMS algorithm for adaptation:

wk,i = wk,i−1 + µku∗k,i[dk (i)− uk,iwk,i−1], (3)

where µk is a constant positive step-size such that, 0 < µk <
2

λmax (Ru,k )
.

In this manner the nodes in the network are working inde-
pendently by employing a LMS filter locally to the data. The
performance of the individual nodes and that of the network
can be improved if the nodes cooperate and communicate
in some manner [10]. As noted earlier, we are looking at
fully distributed algorithms and we focus on the diffusion
algorithm and the DLS algorithm as they have been shown
to have good performance [14].

The K nodes form a WSN. Each of the nodes is able to
communicate with a subset of nodes and with itself, which
forms the node k-s neighbourhood Nk . In addition, the nodes
are energy-constrained which means that the energy available
to the nodes is limited; the nodes have a certain amount of
battery capacity C . During its lifetime, a node can carry out a
certain amount of communications to its neighbours as well
as a certain amount of computations, which is reflected by the
amount of iterations the node can carry out before running out
of energy and dying. The topology of the network is assumed
to be strongly connected and the connections between the
nodes are lossless and noiseless. The nodes are identical
with respect to processing power and physical attributes. The
nodes do not possess any a priori knowledge about other
nodes and the network topology.

B. DIFFUSION
We outline the diffusion algorithm in this subsection. In the
following two variants of the diffusion algorithm, each of
the nodes calculate the estimates using an LMS filter. The
estimates are shared with the node’s neighbours from the
neighbourhood Nk . The nodes combine the estimates using
weights αl,k (i) which form the Amatrix [24]. Since there are
limitations to the energy available to the nodes, we do not
consider exchanging the measurements between the nodes,
i.e. the matrix for measurement weights is C = I and the
measurements are only available to the node itself. Sharing
the measurements can improve the performance of the dif-
fusion algorithm, but will double the amount of information

exchanges per iteration [24]. The combination step and adap-
tation step can be performed in different order, resulting in
the ATC (adapt and then combine) and the CTA (combine
and then adapt) variants of the diffusion algorithm which are
given as Algorithms 1 and 2, respectively. The algorithms
have identical computational complexity [11], but it has been
shown that the ATC algorithm attains better performance and
therefore, later on we consider the ATC algorithm [24].

Algorithm 1 ATC Diffusion
1: for each time instant i > 0:
2: each node k = 1, 2, ...,K performs the update:
3: ψk,i = wk,i−1 + µku∗k,i[dk (i)− uk,iwk,i−1]
4: wk,i =

∑
l∈Nk

αl,k (i)ψ l,i

5: end

Algorithm 2 CTA Diffusion
1: for each time instant i > 0:
2: each node k = 1, 2, ...,K performs the update:
3: ψk,i−1 =

∑
l∈Nk

αl,k (i)wl,i−1

4: wk,i = ψk,i−1 + µku
∗
k,i[dk (i)− uk,iψk,i−1]

5: end

There exist several methods for calculating the weights
αl,k (i) in the A matrix, such as Metropolis, uniform, rel-
ative degree etc. [24]–[26]. The network performance can
be further improved by assigning weights based on the
situation of the nodes, which is related to some sec-
ondary parameter [10]. The noise power σ 2

v,k can be
used as a secondary parameter to calculate the weights.
In practice, the noise powers are not usually known and
have to be estimated. Works on estimating noise powers
at different nodes are available in e.g. [12], [27], [28].
In this work, we assume that the nodes have a priori
knowledge of their noise powers as the calculations for the
secondary parameter estimation would be identical for the
diffusion algorithm and DLS algorithm. The relative variance
rule and relative degree-variance rule weight calculations
for the diffusion algorithms have shown good and similar
performance and are given in (5) and (5) [27].

αl,k (i) =


σ−2v,l∑

l∈Nk
σ−2v,l

, if l ∈ Nk

0, if l /∈ Nk ,

(4)

αl,k (i) =


nlσ
−2
v,l∑

l∈Nk
nlσ
−2
v,l
, if l ∈ Nk

0, if l /∈ Nk ,

(5)

where αl,k (i) is the weight calculated at node k for neighbour-
ing node l, i is the current iteration, σ 2

v,k is the noise power
at node k , Nk is the neighbourhood of node k and nk is the
number of neighbours of the node plus the node itself.

The diffusion algorithm including the weight calculation
based on the relative variance rule is given as Algorithm 3.
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Algorithm 3 Diffusion Algorithm
1: for each time instant i > 0:
2: each node k = 1, 2, ...,K performs the update:
3: ψk,i = wk,i−1 + µku∗k,i[dk (i)− uk,iwk,i−1]
4: for each l ∈ Nk

5: αl,k (i) =
σ−2v,l∑

l∈Nk
σ−2v,l

6: end
7: wk,i =

∑
l∈Nk

αl,k (i)ψ l,i

8: end

C. DISTRIBUTED LEADER SELECTION
In contrast to the diffusion algorithms, the nodes in the DLS
algorithm determine a leader node in the network. The DLS
has been previously introduced in [12] and [14]. The nodes
only have access to the information from the neighbours from
the neighbourhoodNk and select the node which corresponds
to the best performing neighbour ck . The estimates from this
node are used and distributed along with the corresponding
weight (Algorithm 4). In this manner, the nodes converge
to local leaders in their neighbourhood and then to a global
leader. A secondary parameter is required to select the leader.
Whether this secondary parameter is known or estimated,
the nodes are able to use its information to determinewhich of
the nodes is the best performing one and follow its lead. In this
work, as for the diffusion algorithm, the secondary parameter
is the noise power at a node and is assumed to be known by
the node (see Subsection II-B).

The nodes exchange the estimate ek,i between themselves,
together with the corresponding weight αk (i) that is assigned
to the estimate at iteration i. Unlike the diffusion algorithm
where the communication paths are weighted, the weights
of the DLS algorithm correspond to the nodes themselves.
The nodes compare their weight to that of their neighbouring
nodes in Nk and if they have the highest weight, they become
the leader node (Algorithm 4 line 4). Otherwise they become
follower nodes, in which case they listen to their best neigh-
bour ck (Algorithm 4 line 8). ek,i is the estimation result that
is used by the node.

III. ENERGY CONSUMPTION ESTIMATION
In this section, the energy consumption models and estima-
tion method are described. The complexity and the required
number of operations for the diffusion algorithm and DLS
algorithm are derived.

A. NETWORK ENERGY CONSUMPTION
We estimate the energy consumed by a sensor node by fol-
lowing the model proposed and used in [29] and [30]. The
energy E consumed by each sensor is given as:

E
V
= Iata + Il tl + It tt + Ir tr +

∑
Ictc, (6)

where V is the voltage of the power supply. Ia and ta are the
current drawn and execution time of the MCU (Microproces-
sor Control Unit) in the active mode. Il and tl are the current
drawn and execution time of theMCU in the low powermode.
It , Ir , tr and tr are the currents drawn and execution times
of the radio in transmit and receive modes, respectively. Ic
and tc are the currents drawn and execution time of other
components.

Since we are interested in the comparison and the per-
formance of the algorithms, we simplify the formula by
focusing only on the active, transmit and receive modes. The
energy consumption for the low power mode and for the other
components are assumed to be the same for both algorithms.
We also have to take into account that the computational
times, transmit and receive times for each node are unique
due to the topology and how many neighbours the node
communicates with (see Subsection II-A). We note that if the
amount of neighbours change during estimation, the value
changes according to the iteration i. We then can write for
node k at iteration i:

Ek (i)
V
= Iata,k (i)+ It tt,k (i)+ Ir tr,k (i) (7)

and the energy consumption for node k at iteration i:

Ek (i) = V (Iata,k (i)+ Ir tr,k (i)+ It tt,k (i))

= Ecomp,k (i)+ Eradio,k (i). (8)

Node k uses Ek (i) energy per iteration i. Eradio,k (i) is the com-
munication energy consumption of node k and the computa-
tional energy consumed by node k at iteration i is Ecomp,k (i).
The energy consumed by the network in one iteration i is
given as:

Enetwork (i) =
K∑
k=1

Ek (i). (9)

The energy consumed by the network during the observa-
tion period iobs is given as:

Eobs =
iobs∑
i=1

Enetwork (i). (10)

Algorithm 4 Distributed Leader Selection
1: for each time instant i > 0:
2: each node k = 1, 2, ...,K performs the update:
3: wk,i = wk,i−1 + µku∗k,i[dk (i)− uk,iwk,i−1]
4: if αk (i− 1) ≥ max

k∈Nk
(αk (i− 1))

5: ek,i = wk,i
6: αk (i) = (1− µk )αk (i− 1)+ µkσ

−2
v,k

7: else
8: ck = argmax

k∈Nk
(αk (i− 1))

9: ek,i = eck ,i
10: αk (i) = (1− µk )αck (i− 1)+ µkσ

−2
v,k

11: end
12: end
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B. COMPUTATIONAL ENERGY CONSUMPTION
The computational energy consumption of the algorithms
can be calculated through the complexity and the number of
operations. From these values we can deduct the execution
time needed for the computations and the energy consumed.
It has been shown that calculating the energy consumption
based on the number of operations can be used as a good
benchmark [31]. We also note that the current drawn by the
MCU is considered constant during different operations [29].
Therefore, the computational energy consumption from node
to node differs in the execution time, which in turn is depen-
dent on the number of operations the node has to carry out.

The complexities for the diffusion algorithm (Subsec-
tion II-B) and DLS algorithm (Subsection II-C) per node
are given in Tables 1, 2 and 3. The complexities of the
LMS and diffusion step have been derived in earlier works,
but the complexity for calculating the weights had not been
included [11].M is the size of the LMSfilter and nk is the size
of the neighbourhood. To further reduce the computational
complexity, the relative variance method is used since the
relative degree-variance method would introduce additional
complexity due to additional multiplications in the weight
calculations (4), (5). For the DLS, the complexities of the
leader node and of a follower node are given separately as the
nodes have different complexities, see Tables 2 and 3. We can

TABLE 1. Diffusion algorithm complexity.

TABLE 2. DLS (leader node) algorithm complexity.

TABLE 3. DLS (follower node) algorithm complexity.

see that the complexity of the node employing the diffusion
algorithm is higher than that of the node employing the DLS
algorithm, which makes the latter less complex.

The computational energy required for one iteration i at
node k can be calculated as:

Ecomp,k (i) = IcVtc,k (i), (11)

where tc,k (i) is the execution time for node k at iteration
i in seconds, V is the supply voltage and Ic is the current
consumed by the MCU in a second.

The execution time for the operations at node k at iteration
i is given as:

tc,k (i) = f (#Om,k (i)Cm + #Od,k (i)Cd
+ #Oa,k (i)Ca + #Oc,k (i)Cc), (12)

where f is the frequency of the MCU, #Om,k (i), #Od,k (i),
#Oa,k (i), #Oc,k (i) are the number of multiplications,
divisions, additions and comparisons, respectively, and
Cm,Cd ,Ca,Cc are the number of clock cycles required for
multiplication, division, addition and comparisons, respec-
tively.

The multiplications, divisions, additions, comparisons and
vector exchanges for the diffusion algorithm and the DLS
algorithm are given in Table 4. We can see that the number
of operations required for the diffusion algorithm increase
substantially in comparison to the DLS algorithm when the
filter sizeM increases (Fig. 1a) or when the neighbourhood of
the node increases (Fig. 1b). Therefore, for applications with
larger filter lengths and more connected networks, the DLS
algorithm would be preferred.

TABLE 4. Operations for diffusion and DLS.

To further illustrate this point, the amount of operations
required for one node in the diffusion network and the DLS
network are given in an example (Fig. 1c). While the filter
length M is the same for all the nodes, the number of neigh-
bours nk is different from node to node and nodes with larger
numbers of neighbours require more operations. We can see
that the number of operations for the diffusion algorithm’s
nodes depend more on the topology and will vary to a larger
degree than for the DLS algorithm nodes.

C. RADIO COMMUNICATION ENERGY CONSUMPTION
The radio communication energy consumed Eradio,k (i) by
node k at iteration i is given as:

Eradio,k (i) = V (Ir tr,k (i)+ It tt,k (i)), (13)

4414 VOLUME 7, 2019



S. Ulp et al.: Energy-Efficient Distributed Leader Selection Algorithm for Energy-Constrained Wireless Sensor Networks

FIGURE 1. (a) Number of operations based on the length of the LMS filter. (b) Number of operations based on the number of nodes in the
neighbourhood. (c) Number of operations per node of the diffusion algorithm and the DLS algorithm.

where Ir and It are the currents drawn by the receiver and
transmitter, respectively, and tr,k (i) and tt,k (i) are the com-
munication periods for the receiver and transmitter at node k
at iteration i, respectively.

Each of the nodes communicates with each of its neigh-
bours once per iteration. Nodes with more connections con-
sume more energy. The vector exchanges per iteration are
given as nk in Table 4. It is important to note that the value
nk includes the self-loop i.e. the vector exchange with the
node itself. Since the node does not consume energy com-
municating with itself, the amount of radio communications
required is nk − 1. We can write the energy consumed by
each communication path as V (Ir tr + It tt ) and write the
communication energy consumed at node k at iteration i as:

Eradio,k (i) = (nk (i)− 1)V (Ir tr + It tt ), (14)

where nk (i)− 1 is the number of neighbours for node k .
We can further write that the network radio consumption

can be given as:

Eradio(i) =

(
K∑
k=1

(nk (i)− 1)

)
V (Ir tr + It tt )

= (N (i)− K )V (Ir tr + It tt ), (15)

whereN (i)−K is the amount of connections without the self-
loops in the network at iteration i.

D. NETWORK LIFETIME
The network lifetime can be computed by taking into account
the computational and the communication energy consump-
tions. We refer to the method proposed in [32]. Each node is
assumed to have the same battery capacity C . The lifetime
for a sensor node k can be computed as:

Ltk =
C

Ik
, (16)

where C is the battery capacity in mAh, Ltk is the lifetime of
the node k , Ik is average current consumption.

Since we are also interested in the amount of iterations
the nodes are able to carry out before running out of battery

energy and dying, we modify the formula as:

LIk =
C

Ek
(17)

where LIk is the lifetime of the node k in number of iterations
and Ek is the average energy consumed by node k .

IV. ENERGY-EFFICIENT DISTRIBUTED LEADER SELECTION
In this section, the proposed EEDLS algorithm is introduced.
The algorithm is based on the DLS algorithm introduced in
Subsection II-C.

A. PROPOSED ALGORITHM
The goal of the proposed EEDLS is to reduce the energy
consumed by the nodes in the DLS algorithm. Under the
assumption that the energy saving mode duration has been
selected appropriately so that during this duration the leader
node does not change, we can reduce the amount of connec-
tions and computations. In this manner we are able to use the
energy more efficiently and extend the lifetime of the net-
work. The basis of this energy reduction is the vector cwhich
contains the neighbours of all the nodes that they follow, see
Algorithm 4. Based on this vector we are able to reduce the
amount of connections and the traffic required in the network
andmodify the topology to reduce the communication energy
consumption. Since the nodes only use the information from
the best performing neighbour, communication to the other
nodes is redundant and connections only remain between the
nodes which are used to spread the information across the
network.

Working under the assumption that during the energy sav-
ing mode the leader node does not change, we can determine
the leader in the network and then discontinue its selec-
tion. Based on this, we are able to reduce the number of
computations. In addition, since the computations from the
follower nodes are not required and only computations from
the leader node are required, we can reduce the computational
complexity of the algorithm as well. These reductions do not
impact theMSD (mean squared deviation) performance of the
EEDLS algorithm, which can be seen in Fig. 2a. Therefore,
the MSD performance of the EEDLS algorithm and DLS
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FIGURE 2. (a) MSD network performance of the non-cooperating
algorithm, DLS algorithm and the EEDLS algorithm. (b) The EEDLS
algorithms leader selection mode (red) and energy saving mode (green).

algorithm are identical; for reference, the performance of the
DLS algorithms has been shown previously in [12] and [14].

In order to obtain the vector c, the network has to run and
select the leader, which can be accomplished after a certain
number of iterations. The amount of iterations required for
this depends on the topology of the network and the amount
of nodes. The maximum amount of iterations for the leader
selection is ils = K − 1 which is the longest path in the
network with K nodes if all the nodes in the network are in
serial connections. This is the maximum amount of iterations
required for the leader node to be selected for the worst
case scenario network. In other cases, the leader would be
selected in lesser amount of iterations. For example, in the star
topology the leader node would be selected in one iteration.

The information about the amount of nodes in the net-
work might not be available beforehand, but during the
leader selection time this can be communicated or estimated
between the nodes. In this work, we assume that the nodes
are able to communicate it across the network.

During the leader selection mode, the algorithm performs
as the DLS algorithm (Fig. 2b (red)). After the leader has

been determined, the network enters the energy saving mode
where redundant connections are disabled and the computa-
tional complexity is decreased (Fig. 2b (green)). The leader
node continues the adaptation step (Algorithm 5) and the
follower nodes follow the leader nodes estimations. The fol-
lower nodes relay the information from the leader across the
network (Algorithm 6) and the leader continues its estimation
until the observation period ends.

Algorithm 5 EEDLS (Leader Node)
1: for each time instant i > ils:
2: wk,i = wk,i−1 + µku∗k,i[dk (i)− uk,iwk,i−1]
3: ek,i = wk,i
4: end

Algorithm 6 EEDLS (Follower Node)
1: for each time instant i > ils:
2: ek,i = eck ,i
3: end

B. COMPUTATIONAL ENERGY REDUCTION
The complexity of the computations in the nodes is reduced
after ils iterations and is given in Table 5. Before (ils + 1)
iterations, the complexity of the algorithm is that of the
DLS algorithm as given in Tables 2 and 3. The leader node
resumes the LMS adaptation step and the follower nodes only
receive and send information to other nodes. The number
of operations required is given in Table 6. The size of the
neighbourhood nk does no longer affect the amount opera-
tions required for one iteration and the length of the filter M
only impacts the amount of operations required for the leader
node.

TABLE 5. The EEDLS algorithm’s leader and follower node complexities in
the energy saving mode.

TABLE 6. The EEDLS algorithm’s operations for the leader and follower
node in the energy saving mode.
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C. RADIO COMMUNICATION ENERGY REDUCTION
We switch off the communication that is redundant for the
DLS algorithm (Algorithm 5, 6). The selection of the com-
munication paths is determined by the vector c which holds
the connections that are required to maintain the performance
of the algorithm.

The resulting amount of connections might not decrease
for every node; the amount of vector exchanges for one node
is given in Table 6. Theminimumnumber of vector exchanges
is 2 when the node is communicating to one node and to itself.
The minimum number of radio communications required
is 1 as the node does not need radio communication for the
vector exchange with itself. If all the connections of a node
are needed for the network connectivity or to maintain the
performance of the algorithm, then the resulting amount of
vector exchanges is nk and radio communications nk − 1.
Therefore, the radio communications for one node depend
on the topology of the network, as can be seen from the
example in Fig. 3. Overall, the amount of radio communi-
cations in the network is reduced to the minimum amount of
communications possible to retain the connectivity which is
NEEDLS = K − 1.

NEEDLS =
K∑
k=1

(nk (ils + 1)− 1) = K − 1, (18)

where nk (ils + 1)− 1 is the amount of neighbours for node k
in the energy saving mode.

FIGURE 3. (a) Topology of the network. (b) The EEDLS algorithm topology
with reduced connections.

The communication energy consumed by the network after
ils iterations can be computed as:

Eradio(ils + 1) = (K − 1)V (Ir tr + It tt ). (19)

The network radio communication energy savings during
the energy saving mode of the reduced topology can be
expressed through (15) as:

E1radio = ((N (i)− K )− (K − 1))V (Ir tr + It tt )

= (N (i)− 2K + 1)V (Ir tr + It tt ). (20)

V. SIMULATION RESULTS
In this section we present the simulation setup and the numer-
ical results obtained from the simulations for the diffusion,
DLS, and EEDLS algorithms.

A. SIMULATION SETUP
For the simulations different sensor networks were randomly
generated with different number of nodes and connections,
which are given in Table 9. All of the generated networks
are strongly connected. We take a closer look at the network
with K = 33 nodes and N = 93 connections which can be
seen in Fig. 3a. The networks employ the diffusion algorithm,
the DLS algorithm and the EEDLS algorithm (which were
introduced in Subsections II-B, II-C and IV-A respectively).
The EEDLS topology can be seen from Fig. 3b where the
redundant connections have been disconnected. Each of the
nodes in the networks employ a TIMSP430 family micropro-
cessor [33]. The TIMSP430 has been selected as it is a widely
used low-power MCU in WSNs as can be seen from recent
examples in the literature [34]–[36]. The ON Semiconduc-
tor RSL10 Ultra-Low-PowerMulti-protocol Bluetooth Radio
SOC (system on a chip) [37] has been selected as the radio
module.

TABLE 7. Simulation parameters.

The parameters for the simulations are given in Table 7.
The radio communication current values are used as IRx and
ITx at supply voltageU = 3V [37]. Communication times for
sending and receiving are given as TRx and TTx [38]. For the
computational current, the value Ic is used [38]. The battery
capacity for each of the nodes is C . The clock frequency of
the MCU is given as f [33]. The LMS filter length for the
simulations is selected asM = 8 and the step size is selected
for all nodes as µ = 0.01.

B. COMPUTATIONAL ENERGY CONSUMPTION
The required clock cycles based on the MSP430 architecture
for each of the operations are given in Table 8 [33], [39].
We see that the largest number of clock cycles are required for
the division operation [39], which makes the diffusion algo-
rithm computationally heavy as the weight calculations for
the algorithm require nk division for each iteration (Table 4).

TABLE 8. MSP430 clock cycles for different operations.
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FIGURE 4. (a) Computational energy consumption at different nodes for
the diffusion algorithm, DLS algorithm and EEDLS algorithm. (b) Network
computational energy consumption for the diffusion algorithm, DLS
algorithm and EEDLS algorithm.

We can see from Fig. 4a that the computational energy
consumption for the diffusion algorithm varies from node to
node as the computational amount is impacted by the amount
of neighbours nk of node k . The DLS computations vary to a
lesser degree from node to node. The EEDLS algorithm in the
energy saving mode attains the lowest energy consumption,
requiring only the leader node to carry out operations on
the MCU. From Fig. 4b we can see that the DLS algorithm
consumes 68% less computational energy than the diffusion
algorithm on the network level for this example. The EEDLS
algorithm is further able to reduce the network computational
energy by 98% as compared to the diffusion algorithm.

C. RADIO COMMUNICATION ENERGY CONSUMPTION
The radio energy consumption for the DLS algorithm and the
diffusion algorithm are identical as the amounts of commu-
nication and vector exchanges are identical. From Fig. 5a we
can see that the EEDLS algorithm is able to reduce the radio
communication energy for each node compared to the DLS
algorithm and the diffusion algorithm. The amount of radio
communication energy reduced by the EEDLS algorithm

FIGURE 5. (a) Radio communication energy consumption at different
nodes for the diffusion algorithm, DLS algorithm and EEDLS algorithm.
(b) Network radio communication energy consumption for the diffusion
algorithm, DLS algorithm and EEDLS algorithm.

depends on the topology as the amount of radio communi-
cations at node k can remain unchanged if the connections
are required for the other nodes to retain connectivity to the
network (Table 6). The overall network radio communication
energy consumption is reduced by 47% (Fig. 5b) as the
number of connections in the network has been reduced.

D. OVERALL REDUCED ENERGY CONSUMPTION
In addition to the earlier example (K = 33 nodes and
N = 93 connections) we analyse the results for the two
larger randomly generated sensor networks with K = 206
and K = 510, which can be seen in Table 9. We compare
the different topologies employing different algorithms based
on the values given in the table. The averaged values have
been calculated by averaging the results over 1000 iterations.
The network energy has been calculated by (9). The network
lifetime in number of iterations has been calculated by con-
sidering the first node that runs out of energy and dies based
on (17). The average lifetime in iterations is calculated over
all the nodes in the network.
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TABLE 9. Results for different topologies.

We see that the diffusion algorithm’s average computa-
tional energy consumption is the highest and that the DLS
algorithm consumes 68% less energy in the worst case and
74% less in the best case as compared to the diffusion algo-
rithm. The EEDLS algorithm is improved on top of this and
is able to further reduce the amount of computational energy
required. Compared to the diffusion algorithm the reduction
is 98% in the best case and 87% in the worst case. From the
average radio communication energy consumption, we see
that the DLS algorithm and the diffusion algorithm con-
sume the same amount of energy, as expected. The EEDLS
algorithm is able to reduce the radio communication energy
consumption by 32% in the worst case and 52% in the best
case.

The average energy consumption numbers are quite sim-
ilar to the radio communication energy consumption values
as the impact of the computational energy consumption is
marginal in the overall energy consumption. The DLS algo-
rithm consumes less energy than the diffusion algorithm, but
only by a slight margin and it can be said that there is no
advantage between the two algorithms if we consider both
the computational energy consumption and the radio commu-
nication energy consumption. Given the above, the EEDLS
algorithm is able to reduce the average energy consumption
per iteration by 32% in the worst case and by 53% in the
best case. The network energy consumption values show the
same improvements for the EEDLS algorithm compared to
the other algorithms.

The average node lifetime and the network lifetime dif-
ference between the DLS and the diffusion algorithm are
similar with marginal improvements for the DLS algorithm.
The EEDLS algorithm is able to improve the network lifetime
in the worst case by 14% and in the best case by 46%.
As noted before, if the topology includes nodes that have
multiple connections which cannot be disconnected and are
needed to retain the performance or the connectivity of some
the nodes in the network, the lifetime of these nodes is not
improved as much as the other nodes’ lifetime in the network.
This is evident from the average node lifetime as it improves
under the EEDLS algorithm in the worst case by 52% and in
the best case by 70%.

Overall, the EEDLS algorithm notably improves the
energy-efficiency of the network in every aspect and in some
areas by quite large margins. Comparing different network

sizes illustrates that the EEDLS algorithm is able to improve
the energy-efficiency of all the networks and for larger net-
works with more connections the improvements are greater.

VI. CONCLUSION
In this work, we started by investigating the computational
complexity of the diffusion algorithm and the DLS algorithm.
We found that the DLS algorithm is less complex in terms of
computations. Furthermore, the DLS algorithm requires less
operations and is preferred in applications where the network
is more densely connected or longer adaptive filter lengths are
required. In addition, we analysed the energy consumption for
both of the algorithms taking into account energy-constrained
conditions.Whereas the computational efficiency is better for
the DLS algorithm in comparison to the diffusion algorithm,
the radio communication energy consumption for both algo-
rithmsmakes the computational energy savings negligible. To
further reduce the overall energy consumption we proposed
EEDLS, a new energy-efficient distributed leader selection
algorithm, which reduces the amount of computations and
radio communication in the network while retaining the per-
formance of the DLS algorithm. In the simulation section
we demonstrated the energy consumption and illustrated the
energy savings of the proposed EEDLS algorithm on the TI
MSP430 microcontroller family architecture and on the On
Semiconductor RSL10 Bluetooth radio module. We are able
to reduce the network energy consumption compared to the
diffusion algorithm and the DLS algorithm by 32% in the
worst case and 53% in the best case. We are able to extend
the network lifetime by 14% in the worst case and 46% in the
best case compared to the diffusion and the DLS algorithm.
The increase of the average lifetime of a node is 52% in the
worst case and 70% in the best case.
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