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ABSTRACT

In the thesis, the theory of optimum currency a€xSA) is considered, primarily in
respect with economic integration in the euro akéain properties of OCA, the most relevant
or “catch-all” property being synchronization ofdmess cycles, are discussed. Other objects
of examination are costs and benefits of adoptingp@mon currency, specialization and
endogeneity theories, and post-crisis studiesudiod studies on adjustment mechanisms.
Empirical literature on the business cycle synclazation and the determinants of business
cycle synchronization is being considered in detaik it is and will probably remain in the
foreseen future the key issue for the euro area.

In the empirical part of the thesis, the focusnglee business cycle synchronization in
eight Central and Eastern European countries, na@eéch Republic, Estonia, Hungary,
Latvia, Lithuania, Poland, Slovakia, and Slovemiattoined European Union in 2004. These
countries have been chosen as they have beendstadsecompared to the old members of the
European Union. Input data include quarterly dateeal GDP and unemployment rates. Period
examined is 1996 — 2013. Studied period is dividéal five sub-periods. To assess the degree
of synchronization Pearson correlation is used.dédrending technique is used Hodrick-
Prescaott filter, moving window method is employedraick changes of synchronization in time.
The main conclusions are the following. There icammon CEE business cycle, the degree
of synchronization varies over time, but theresagas of convergence with the euro area. The

determinants of different behaviour of businesdeas/oeed to be additionally examined.

Key words: Optimum currency areas theory, monetary integnatlusiness cycle
synchronization, euro area, Central and Easterof&an countries



1. INTRODUCTION

Having existed for fourteen years, the euro areatrmsically unfinished economic
experiment. This experiment is particularly int¢ireg as the underlying economic theory of
the optimum currency areas is evolving togetheh wie euro area. The recent global financial
crisis has revealed that differences between cesnttike differences in economic and
institutional structures, consumption patterns|, ire@me, financial exposure, etc. are of more
importance than it was previously assumed. Asymmstriocks caused by desynchronized
economies are one of the main threats to the sasidity of the euro area. Besides, a symmetric
negative shock being transmitted to national levelslifferent ways could be a source of
troubles as well. That is why real convergenceiaadrance mechanisms are subjects to much
discussion over the last years.

The aim of this thesis is twofold. First, to coresidhe theory of the optimum currency
areas (OCA) in its evolution over time, sheddinmedight on the recent research in the field
of alternative stabilization instruments, and seltpnto take a closer look at synchronization
of economic activities in Europe, the degree ofchyanization, trends, and determinants of
synchronization. In the empirical part, we will éecon the Central and Eastern European
countries’ business cycles. We confirm the resofitKolasa (2013) and Stanisic (2013) that
there is no CEE business cycle, but the convergeneards the euro area has a positive trend.

When Mundell (1961) coined the teroptimum currency areaadopting a single
currency in Europe was considered a hypothetiqgaisible but unlikely scenario of the future
development. Schematically simple at the beginrtimgtheory is being significantly expanded
and corroborated with some empirical studies dutivggnext decades. Different researches
give their contribution to the OCA theory, suggegtvarious OCA properties as well as relative
costs and benefits of pegging the exchange rategebe countries. The basic properties are
labour and production factor mobility, openness afidersification of the economy.
Theoretically discovered preconditions for a cucsermrea to be effective are considered
unfeasible practically, and a conclusion is madsd thsystem of floating exchange rates is

preferable.



By 1990s, notwithstanding the big volume of literat on the topic, there is @CA-
testenabling to assess the degree of readiness &ufrspean countries to enter a monetary
union. At that time, numerous attempts to systezeatind integrate theoretical and empirical
studies are made. Similarity of economic shoeka catch-all propertyis being suggested.
Openness and flexibility of wages and prices ase abnsidered of high importance. The costs
and benefits are revised. The main cost of entaisggle currency area — a sacrifice of an
independent monetary policy — is no longer considevery significant as expansionary
monetary policy is now thought to be ineffectivalaven detrimental in the long run; while
benefits are numerous, the main of them being asae usefulness of money, reduced costs
and riskiness of investments, low trade barrigemdparent financial market, and increased
credibility.

However, a serious weakness of the euro arealissgmmetry of economies of the
member-states, which, however, can be compensatédebinsurance mechanisms, mainly
through the integrated capital market and expti@hsfers across the countries. It remains
unclear whether further economic integration véid to more specialized and consequently to
more vulnerable economies, or business cyclesb@dbme more synchronized. At this time,
goals and objectives of the euro area are beimguiated. The primary goals are price stability,
low budget deficit and real convergence.

By now, the euro is adopted and the euro arearmmgeently enlarging. Furthermore,
the euro area has survived the world financialriscannot be said that the crisis passed with
no negative consequences, but the worst appremsnaiere not fulfilled — the euro area did
not fall apart. The crisis has demonstrated thadeurconditions of limited adjustment
mechanisms — no “emergency exit” — there is a grolbdf effective anti-crisis management on
the one hand and erosion of trust in the sustdihabf the euro area on the other.

One of the most relevant issues concerning eurmeweork is the problem of
sustainable development of the euro area and ilisyalo counteract negative disturbances,
both symmetric and asymmetric. We are in the ttemsperiod when adjustment mechanisms
and stabilization tools are not yet fully developébhder these conditions, convergence of
business cycles is particularly important. There awo sets of questions concerning the
examining of the business cycles. The first onenéthodologicalj.e. how to measure the
economic activities and how to measure synchroozaif the economic activities across the

countries. The second one is connected with theradriving business cycles synchronization.



The rest of the thesis is organized as followschapter 2, we introduce the theory of
the optimum currency areas and trace its evoludong with classical approach, we discuss
a dynamic onej.e. ex postapproach, and its two paradigms: endogeneity efabtimum
currency area properties and Krugman’s speciatindiypothesis. Besides, we consider some
post-crisis studies, discussing main lessons ofréeent crisis and necessary adjustment
mechanisms.

In chapter 3, we make a review of studies on bgsirey/cle synchronization and
determinants of business cycle synchronizationidiim into the second and the third chapters
is conventional, as sometimes it is hard to dragvlthe between theoretical and empirical
studies. Sometimes we will corroborate theory refgrto an empirical study or we may recall
the theory making a review of empirical studies.

In chapter 4, using the most recent data on owpdt unemployment, we consider
business cycle synchronization in eight CentralBastern European (CEE) countries with the
euro area. We perform correlation analysis of cyaenponents and discuss the results
obtained. Observed data comprise years 1996 — 20#i3his period is divided into sub-periods
to trace the development of co-movements in econantivities. Besides, the method of
moving window is used to make the trends in synaization more visible. The empirical
analysis performed confirms major results of enspirstudies discussed in chapter 3. We show
that there is no common CEE business cycle; tleatiéflgree of synchronization with the euro
area varies considerably across the periods; atdgttendency towards more synchronization
with the euro area and with each other can be exbtic

Finally, in chapter 5, we briefly conclude all alkodiscussed and speak about
perspectives. We would recommend considering teadEefinancial integration as the most
likely determinants of business cycle synchronaratin the CEE countries and along with
determinants of business cycle synchronizationcavesider adjustment mechanisms suitable

for the euro area to be the most challenging pathtore studies.



2. THEORETICAL STUDIES

In this chapter, we will review the theory of thgtiomum currency areas in its evolution
from 1960s until nowadays. We will consider two eggethes to the topic: static and dynamic
or ex anteandex post In other words, we will consider basic propertéshe OCA, costs and
benefits of adopting a common currenog, we will consider the questions that are miaet®re
entering a currency area; and we will examine thegsses that may take plateera common
currency is adopted. Besides, we will review thedara amendments to the theory, dealing
mostly with alternative insurance mechanisms, dhegigo replace lost independent monetary

policy instruments.

2.1.The theory of the optimum currency areas

Robert Mundell is considered a father of the theamirghe optimum currency areas.
However, fixed and floating rate regimes were wydeiscussed during 1950s by different
scientist before the publication of the Mundelksrsnal article (1961). We will examine the

evolution of the theory gradually, starting theiesw from the properties of the OCA.

2.1.1. The original theory

In his well-known article, Mundell (1961) examirteg problem of a common currency
in the context of internal and external balancé® main objects of critique are fixed exchange
rates as well as rigid wages and price levels,girng terms of trade from fulfilling adjustment
role. As the most plausible solution, Mundell caiess not a system of national currencies but
regional currencies with flexible exchange rate. Mundellwiahat in a two-country world a
problem of demand shift from one country to anottaar easily be solved by appreciation or
depreciation of the currencies. It would corredhitbe unemployment and the inflation as well
as the external balance. If a demand shift occuttsmthe borders of a country, the Central
Bank can either relieve the unemployment or rasirdlation, but both cannot be escaped.



Thus, according to Mundell (1961, 661) an optimwmrency area as a region with
“internal factor mobility and external factor immbily”. It is noteworthy that optimality of a
single currency area is defined by exogenous labodrproduction factor mobility. Later on
Mongelli (2002) defines an optimum currency aretha®ptimal geographic domain of a single
currency, or of several currencies, which excharages are fixed. A single currency and
currencies with pegged exchange rate have beenaredhp lot in the literature. Meade (1957)
speaking about adjustment of payments in the coonfé¥estern Europe, argues that the main
reason why the system works for England and Watesvéll not work for the Europe as a
whole is that United Kingdom has got single commoarrency and banking system. Mundell
(1961) points out the same idea: there will alwlagsnajor differences between interregional
and international adjustments. Cesarano (2012}krb#t we cannot put equals sign between a
common currency and currencies with fixed exchaiages as borders matter in the sense of
availability of information and its impact on agsrtehaviour and resources allocation.

Summing up, the classical approach to the probleesingle currency area jper se
an empirical problem of defining the geographicadders of the area with a single currency
and its prerequisite properties. Later on, the astlof the fundamental report “One Market,
One Money” (EC 1990) have faced the necessity @ihithg the optimum economic and
monetary competences of the OCA. This paper willliseussed in section 2.2.

2.1.2. Two approaches

The discussion about a single currency arose ogrthends of the economic integration
in Western Europe. The theoretical developmentsewrghtly connected with empirical
studies. A conflict in approaches was present ftoenvery beginning. Meade (1957) argued
that the conditions for a single currency in WestEeurope did not exist, thus, staying in the
frameworks of exogenous properties of a commoreoaayr area. Meade saw flexible exchange
rate as the worst option except the others. lopaerion, full unemployment was of much more
importance for Europe than free trade. Being flexikxchange rate advocate, Meade notes,
however, that it can be misused if the nationalegoments start to manipulate it in order to
obtain some benefits. Scitovsky (1958) claimed ghadbmmon currency stimulates the capital
integration (cited by Mundell, 1961). Later, Mund@l973) arrived at the similar standpoint.
He saw a monetary union to be itself a solutioaggmmetric shocks. This approach was later



on evolved into the endogeneity theory of the optiourrency area. We will discuss the issue
in subsection 2.3.2.

These two approaches can be opposed in termsehtmizon. While original approach
is static and more suitable for assessing the meadiof the countries to adopt a common
currency, the endogeneity theory focuses on lomgefiects of monetary integration and
further developments of a common currency areagaes 2012). Besides, the endogeneity
theory can be opposed to Krugman specializatioarthas we will see in section 2.3. In the
next two subsections we will examine propertieaaommon currency area and costs and
benefits of joining a currency area for a singlardoy discussed by different researchers of the
OCA theory.

2.1.3. Properties of the OCA

The very first phase of the OCA theory evolutiorvexs studies on properties, or
prerequisites, or characteristics, or criteria obirency area. Among the pioneers of the theory
in the first place should be named McKinnon (1963nen (1994), Ishiyama (1975), and
Corden (1972). Besides the pioneering ideas, wWecatisider some later amendments to the
theory. Although the studies were mostly theorétitae underlying problem was purely
practical — whether Western European countriesldlayshould not adopt a common currency.
Instruments were needed to assess the degree dihess to integrate and the costs of
concomitant adjustments. Below we will consider @€A properties widely discussed by

different authors.

2.1.3.1. Price and wage flexibility

Price and wage flexibility is perhaps the most int@iat property at all. EC report (1990,
30) calls it “a necessary condition of success’ta@kding to Mongelli (2002, 6), price and wage
flexibility together with the similarity of shocksre the most relevant properties: “a group of
countries sharing similar shocks and enjoying fiéiy in nominal prices and wages would
form a feasible currency area.” Almost every autbmmsiders this property a very important

one. However, it is a property hard to obtain iagpice.
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2.1.3.2. Factor mobility

Mundell (1961) considered factor mobility to be thasic property of an optimum
currency area. If the internal mobility is insuf@nt, then the economy cannot be stabilized and
inflation and unemployment will persist. Howevestbbur mobility is rather desirable then
achievable property: “the human race tends to titeerammobile, and prefers to trade rather
than migrate” (Mundell 1973, 116). Meade (1957 np®but that labour mobility is practically
unachievable across the Europe. Even if it werkst&Ea the costs of migration are rather high.
Moreover, these costs reduce private returns oasinvents and have overall negative effect
on welfare (Bertola 1994).

Fleming (1971, 472) criticized Mundell, saying thatdistinction must be drawn
between labour mobility and capital mobility. Hefided capital mobility as “a high elasticity
of substitution, for holders, between assets inamumtry and assets in another, and, for debtors,
between liabilities in one country and liabilitiss another”. Being altogether very sceptical
about unifying Europe, Fleming sees mobility of itaprather as disequilibrating factor,
making later a reservation that the mobility ofitalps as likely to aggravate as to mitigate the
costs of adopting a common currency. McKinnon (396&ices that besides interregional
mobility factor mobility among industries should tensidered.

An important consideration concerning factor — @adticularly labour — mobility is
uncertainty of the microeconomic environment. lbh d¢s a serious obstacle for the labour
mobility. Tavlas (1993) referring to an earlier papf Bertola (1989) “Factor Flexibility,
Uncertainty and Exchange Rate Regime”, pointsimattthe more uncertain is the environment,
the less mobile is the labour force. An importaintg here is that labour mobility unlike capital
mobility is not effective in the very short run.

2.1.3.3. Financial market integration

Financial market integration can be considered asishion in case of temporary
adverse shocks, a mechanism of risk sharing. Otteedirst to mention it was Mundell (1973).
Tower and Willet (1976) consider financial capitabbility as a factor facilitating adjustments
and point out that an important distinction shobédmade between financing and adjusting.
They note that “high capital mobility would not rainate the need for explicit adjustment
policies under all circumstances, as is indicatgdhle problems of depressed regions within

11



countries” (Tower and Willet 1976, 81). Financiategration is considered a counterbalance
for heterogeneity of the member states of a cuyranea.

In an integrated stock market an insurance systerksathrough diversifying income
sources. The risk of a negative shock in one cgustshared by all countries (De Grauwe
2007). However, such a scheme does not providegitnooverage for poor people. It should
be noticed that insurance mechanisms do not sutestitdjustments; these mechanisms just

give an extra time to implement adjustments.

2.1.3.4. Economic openness

Economic openness mainly refers to the trade iategr. The concept was elaborated
by McKinnon (1963). It is considered to be onelwd basic properties by Tower and Willet
(1976). Comparing fixed and floating exchange ratesy argue that in very open economies
exchange illusion disappears, thus, the absoluw@radge of floating rates in adjusting to
external and internal disturbances decreases \pethreess and become negative in very open
economies (Tower and Willet 1976, 72).

The openness of the economy can be assessed bgtithéradable and non-tradable
goodes; ratio of exports and imports over GDP caa bk used. According to McKinnon (1963),
this criterion should go in tandem with factor nldpito assure the optimality of a currency
area. Mongelli (2002) points out that the highez ttegree of openness, the more rapidly
changes in international prices are transmittethéodomestic economy and the smaller the
potential for money illusion by wage earners. Laagel diversified economies are generally
less open compared to smaller ones. Most authoe dlgat openness is likely to increase in a

currency area (De Grauwe and Mongelli 2011).

2.1.3.5. Diversification

Diversification in production and consumption dimsimes the shocks specific to any
particular sector (Kenen 1994). The diversificatinay be in contradiction with the previous
property — openness of economy. Tower and Will&7€l 73), for instance, note: “open
economies tend to be smaller and less diversifieds .not clear whether the economies within
a monetary union will become more diversified orenspecialized (see section 2.3).

12



2.1.3.6. Similarities of inflation rates

Similarities of inflation rates refers to stabiliof economy. According to Ishiyama
(1975) similarities in inflation is the determingmoperty for a currency area. Vaubel (1976)
adheres to the same opinion. He considers thergiftes in inflation preferences the main
obstacle for the Europe to modify a currency area.

It should be kept in mind that some inflation diffietials could originate from catching-
up process of emerging countries known as Balaasai8lson effect referring to the regularity
of positive correlation between productivity grovethd inflation rate (Balassa 1964). Hence, if
Balassa-Samuelson effect is present, inflatiorebffitials across the countries are the result of
equilibrating mechanism. However, not all differeadn inflation rates are a part of this
mechanism. Similarities of inflation rates could een as a desired outcome, not as a
precondition. Tavlas (1993) refers to that asntetinconsistency issue. This point is directly
related to the reputation and credibility issue&igh inflation country is getting direct benefits

by joining a monetary union with low inflation cduies.

2.1.3.7. Real exchange rate variability

The need for real exchange rate variability is adgand clearly measurable criterion.
Vaubel (1976, 18) points out that “the larger a rhencountry's need for real exchange-rate
changewis-a-visthe other member countries, the less stable wiltddomestic equilibrium
price level if the average Community price leveképt constant and if the national member
currencies are replaced by a Community curreneyexchange rates are fixed)”. The converse
Is also true. Thus, if this need of a potential raenwas historically small, then the country is

obviously a good candidate for a monetary union.

2.1.3.8. Fiscal and political integration

While integration of financial market is a privatesurance mechanism, fiscal
integration is a public insurance mechanism ofdf@aming of income in the case of asymmetric
shocks. It requires a deep political integratiod ancommon budget. In case of asymmetric
shocks, a transfer of income from a country witlsifpee demand shock to a country with
negative one could be a solution of the problemweiceer, it should be used along with

13



adjustment mechanisms (wage adjustments and nybilite European government (given it
exists) can redistribute income increasing its dpenin the country with negative shock
through pensions, unemployment benefits. The maibhlem here is moral hazard.

European budget amounts for less than 2% of EU @DRs, this mechanism is not
available in the euro area. Another possible instegamechanism is through increasing or
decreasing government debt. No moral hazard n@strimition of income among the countries
come along, but its use is restricted by high govemt debts (De Grauwe 2007). Political
issues concerning differences in labour markeituigins and legal systems, preferences of
member states toward growth, inflation and unempleyt are of great importance for a
sustainable monetary union (De Grauwe 2007).

Preferences about inflation and unemployment shioeildomogeneous in order to have
a well-functioning monetary union. Otherwise, tlosts of a monetary union will be increased.
Differences in labour market institutions — cengdl or decentralized labour unions — could
be a problem. The more labour market institutiafferd the more costly it is for the countries
to form a monetary union. Differences in legal eyss refer mostly to Anglo-Saxon legal
tradition and financing mainly through equity markeand to the continental tradition with
prevailing financing through banking system. Instreate increase is transmitted into
consumption and investment spending very diffeyeatiross EU. These differences will
probably continue to exist for some time makinigatder to make adjustments.

In Europe prevailed functional integration, e.g.st&rting point was economic
integration (Mongelli 2002), see Figure 1. Nobodn tell if it will lead to full-fledged political

integration, and if it will, when it will happen.
POLITICAL INTEGRATION

ECONOMIC INTEGRATION MONETARY INTEGRATION

El starting point

Figure 1. Functional integration process in Europe
Source: Mongelli 2002.

14



Fiscal and political integration were mentioneddifyerent researchers form the very
incipience of the OCA theory. Political will to egrate was always considered to be extremely
relevant. Nevertheless, fiscal and political intggm are being considered as practical not
purely theoretical options. “There is now realisnd aacceptance of the need for changes in

governance and the strengthening of institutiopsifts out Mongelli (2013, 6).

2.1.3.9. Similarity of shocks

Similarity of shocks, or synchronization of busimeycles, or degree of goods market
integration came out relatively recently. It is @taxproperty combining different economic
characteristics. Mongelli (2002) calls it “a “catal” property capturing the interaction
between several OCA properties”.

Besides similarity of shocks not less importarthis similarity in responses to shocks.
It could be a problem that even symmetric shockslevcequire different responses due to the
differences in structures, preferences, and trackrds across the countries (Mongelli 2002).
Besides, symmetric shocks can be transmitted inasymmetric way due to structural
differences and this applies for bdtéxible countriesandrigid countries(De Grauwe 2007).
Shocks need to be similar for the very simple rea3tie effectiveness of the ECB policy in
regard of individual countries depends on whetheirtbusiness cycles are synchronized and
the shocks are symmetric or asymmetric. Stabibmafor an individual country cannot be
achieved if its economy is not synchronized with st of a currency union.

It is worth mentioning right away that deep finaientegration may eliminate the pre-
requisition of the similarity of shocks. The effeaf asymmetric shocks can be diminished
through the insurance mechanisms diversifying ire@ources and adjusting portfolios by
borrowing and lending on international market (Drave 2007). Financial integration and its

impact on business cycles’ co-movements is discusssubsection 3.3.2.

2.1.3.10.Summary

The main problem of the pioneering studies of th@ACtheory is that discussed
properties do not form clear unifying frameworkoperties are indeterminate, they are of
different nature, difficult to measure and evaluagginst each other. Different authors rank

properties differently; there is no general agregnms the quantitative importance of each
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OCA property (Tower and Willet 1976). Tavlas (199®jnts out that criteria are difficult to
measure unambiguously and cannot be formally wethhgainst each other. Mongelli (2002)
notes that empirical content is insufficient, somneperties still need to be analysed and there
are problems of inconclusiveness and inconsistency.

Later on De Grauwe and Mongelli (2011) pick up ¢htke most relevant properties.
They call it OCA ratingand analyse it along three dimensions: (1) ecoaapenness or
integration, (2) income correlation and symmetrysbibcks, and (3) product and labour
flexibility. They show that there are close intdraigs between all these factors, e.g. costs of an
asymmetry in income can be compensated by the ikeoéintegration or by higher flexibility
etc.; and leaning on the endogeneity approachdbeglude that “endogeneities in integration,
symmetry and flexibility reinforce each other amead-up the process into the OCA-space”
(De Grauwe and Mongelli 2011, 6). In 2013Mongallspeaking about the same properties,

flexibility (now it is rather financial flexibilitymplied), openness, and income correlation.

2.1.4.Costs and benefits

The next step in the development of the OCA theay the discussion about the costs
and benefits of the OCA in the 1970-80s. The disicunsis now more practical, as the monetary
integration is already in the air. There are evemenvariety and ambiguity concerning costs
and benefits then the properties of an optimumetiay area. Ishiyama (1975) opposes this
phase to the original studies as another paradigincalls it a usefulness of OCA approach.
The significant contributions have been made byd€or(1972), Ishiyama (1975), Tower and
Willet (1976), Mundell (1973), and Vaubel (1990)e rauwe (2007) has also made very
thorough analysis of the costs and benefits of QKA. Corden (1972) considers monetary
integration in the context as an interim stageutifdconomic integration from custom union to

fiscal union and — eventually — to political intagion.

2.1.4.1. Costs

According to classical macroeconomic theory, twoy kabilization instruments
available for a government are monetary policyfaswhl policy. Joining a single currency area,
a country relinquishes direct control over its omonetary policy. Monetary policy, which

works through changes in the money supply and dwing interest rate, and fiscal policy,
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which works through changes in government spendimd) taxes, can be used to offset the
negative effects of disturbances to output and eympént. Temporary fiscal expansion results
in a rise of output and it causes the currencypfreciate. A temporary increase in the money
supply, which does not affect the long-run expeetethange rate, causes a depreciation of the
currency and arise in output. A lower exchange ratluces relative wages and prices, restoring
a country’s competitiveness, and reduces the iatermal debt, denominated in the domestic
currency, partially shifting the burden of the skaéa the country’s partners. Monetary policy
can also stimulate depressed economy (and cool dmerheated economy) by lowering
(raising) interest rate.

A commitment to fix the exchange rate — or to adeingle currency — forces the
central bank to give up its ability to influence tbconomy through monetary policy (Krugman
and Obstfeld 2003). Under a fixed exchange ratetrakebank monetary policy tools are
powerless to affect the economy’s money suppiytooutput (Krugman and Obstfeld 2003,
494). It can be illustrated by an example. If canbank wants to increase money supply in
order to increase output, it will buy domestic &ssEowever, to maintain fixed exchange rate
on its initial level, central bank has to sell itgeign assets, thus decreasing money supply.
Hence, the economy equilibrium remains at itsahjioint with no increment in output.

The relation between exchange rate, capital fl@amd, monetary policy is described by
Mundell-Fleming model, also called Mundell-Flemitijemma and impossible trinity. It
proves that it is impossible to maintain simultamgp a fixed exchange rate, free capital
movements, and an independent monetary policy. Gmdyf them can be obtained at the same
time. Absence of the monetary policy tool couldplaeticularly noticeable if wages and prices
are rigid and labour mobility is limited. In thadse, countries that form a monetary union will
find it harder to adjust to asymmetric demand skdbln countries that have maintained their
own national money and that can devalue or revifleie currency (De Grauwe 2007). One of
the reasons explaining it is that monetary polmyis are as a rule easier to exercise, while
fiscal policy is a subject to lengthy legislativeliderations (Krugman and Obstfeld 2003).

Most of pioneering authors believed that indepehdeonetary policy was powerful
stabilization tool and adjustment through the tiéxiexchange rate was in short-run the optimal
adjustment mechanism. Later it turned out tofihe tuning fallacynot effective and even
detrimental in long-run (Mongelli 2002). It can bete itself a source of asymmetric shocks

(EC 1990). However, adjusting through depreciatagpreciating) domestic currency could be
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effective in some cases. There are empirical edesnpporting this point of view (De Grauwe
2007, Belgium case).

Nevertheless, a modern approach to the issue tend®lieve in inefficiency of
monetary policy in raising aggregate demand (Deu®ea2007). Low effectiveness of
monetary policy results from the fact that this hreeusm operates with considerable time lags.
Besides, expansionary monetary policy can be misdse purely political purposes, for
instance, to create a boom before elections. Thalkdclead to an inflation biag,e. high

inflation but no average gain in output.

Another argument is the vertical long-run Phillijgsirve and natural rate of
unemployment. It actually means that higher inflattdo not lead to lower unemployment. De
Grauwe (2007, 55) argues that:

[..] when countries join a monetary union, theyeead lose an instrument of policy that allows
them to better absorb temporary (asymmetric) shddksvever, this loss may not always be
perceived to be very costly because countriesatiitely use such stabilization policies also
pay a price in terms of a higher long-term raten@iation.

It has become clear that due to the fact that wagetiations take place in terms of real
wages rather than nominal wages. Hence, Phillipgecueeds to be augmented by the inflation,
finally turning into vertical Phillips curve and ibg replaced by the concept of natural rate of
unemployment. Consequently, the only thing the gyolnakers can choose is the rate of
inflation.

It should be mentioned that fiscal policy is moffe@ive under a fixed exchange rate.
Fiscal expansion aimed at increasing output moxekasnge rate down. To retrieve exchange
rate to its initial level, fiscal expansion hadbaccompanied with increase of money supply,
thus pushing output even further. Besides, in agtaog union governments can finance budget
deficits by borrowing in the common market at mémeourable rate than it would be in
domestic market.

In addition to renunciation of independent monetanjicy, Ishiyama (1975) names
another two drawbacks of joining a currency ar@at Ft is an uncertainty concerning national
fiscal policy in a currency union. There is a candbat it may become rather limited. Secondly,
it is a possible deterioration of regional econ@itie to “Verdoorn’s law”. This law was
named after Petrus Verdoorn and developed by Nask#laldor (1975). Verdoorn's law
describes the relationship between output and ptoadty. In a nutshell, according to this law,
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wages grow more slowly than output, consequently productivity in fast growing regions is
higher than in slow growing regions. This is whystfgrowers attract increasingly more
investments and slow-growers may become even nemeesgised.

There is an opposite apprehension as well, thigrdrices in growth rates could lead to
a trade account deficit for a faster growing coynfiortunately, there is little evidence that it
is true. On the contrary, there is evidence thettg@owers experience real appreciation and not
depreciation. Paul Krugman (1989) pointed out apigoal regularity that he named “the 45-
degree rule”, under which fast-growing countriesefaigh income elasticities for their export
and low income elasticities for their import, tHusving no need to secular real depreciation.
The second counterargument is the one we have onedtiabove — the flows of capital to fast
growing countries.

The need of a common fiscal policy is being activdiscussed in recent years. The
economic convergence is one of the objectiveseétiro area (EC 1990). What about the main
cost of joining a common currency area — “a narrowenu of policy instruments available to
national governments” (Mongelli 2002, 5), it seetasbe insignificant in long run. More
scientists (Tavlas 1993, Handler 2013) point oat there are fewer costs then it was believed
at the dawn of the OCA theory. However, the rederancial crisis has revealed the lack of
adjustment mechanisms available in the euro ar@a.igsue will be discussed in section 2.4.

2.1.4.2. Benefits

There is no consensus about the benefits from adppt single currency. Mundell
(1973) names six benefits: insurance or risk pgglinventory or a reduction in the costs of
financial management, internalization or reservelipg, intermediation referring to fixed
exchanged rates, information saving, and innovatlehiyama (1975, 364) criticizes the
majority of these benefits, saying that they araglve and await further research”. He argues
that the main benefits are: increased value of moglenination of speculative capital flows,
saving on exchange reserves, risk pooling (withestjon mark; it “waits for further research”),
and accelerating fiscal integration (although lahia makes a remark that it is probably
unrealizable in the foreseeable future). In EC re(®90) the benefits of a common currency
(compared to floating exchange rate) are enumeestddllows.
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— Impacts on the efficiency and growth: a common ency will eliminate (1)
nominal exchange rate variability, (2) uncertain{®) transaction costs of
exchanging currencies; (4) will reduce the risksekthe investments and (5) that
could have a substantial growth effect. And a sohawague impact — (6) single
market measures will secure additional economi@athges.

— Impacts on the price stability: European Bank Igelved to (7) secure price stability,
what is (8) advantageous itself to resources dilmecand is believed to be achieved
at minimum transitional costs.

— Impacts on public finance: (9) enhanced disciptiner excessive budgetary deficits
Is expected to be ensured as well as (10) increastciency of public expenditures
due to the competitive pressure.

— Impacts on the international financial system: (&%¥ transaction costs, (12) more
euro-dominant financial issues, (13) smaller néedeserves, and (14) seigniorage

gains on foreign holdings of euro notes.

Benefits of a common currency compared to fixecharge rate are (1) elimination of
transaction costs, (2) transparency of price¢8homy of scale due to more efficient financial
market, (4) credibility, (5) visibilityi.e. symbolic significance of a common currency, and (6
external benefits.

Tavlas (1993) points out the eliminating exchargge risk as the main argumemnbs
a monetary union as it favours trade and investsadiite second one is a role of money as a
unit of account. The other benefits are eliminabbneed for reserves and improved allocation
efficiency. Mongelli (2002) summarizes the main é&i#éis of adopting a common currency as
follows: (1) increased usefulness of money, (2xpiearance of exchange rate uncertainty, (3)
increase in inter-regional trade and foreign invesits, (4) broader and more transparent
financial market, and (5) increased credibility #edt function of the strength of the
commitment to a single currency.

De Grauwe and Mongelli (2011) in addition to abowventioned name the following
benefits referring to the endogeneity of the OCIAe Tirst bloc of benefits is: (6) reducing trade
costs, including currency hedging; (7) reducingoinfation costs; (8) enhancing of price
transparency and discouraging price discriminatibimese benefits contribute to reducing

market segmentation and fostering competition. @wn (9) future long-term relationships
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together with intensified foreign direct investnmgrand (10) deeper political integration will
be promoted reciprocal trade, economic and finametagration and synchronized business
cycles among the member-states. Besides, a comurncy promotes (11) convergence in

social conventions.

Table 1. A schematic presentation of costs andflierd alternative exchange rate regimes.

Financial
autarky Free float EMU
Microeconomic efficiency low medium high
Macroeconomic stability:
(&) Inthe presence of shocks
Asymmetric shocks low high low
Symmetric shocks medium low high
Exchange rate instability high low high
(b) Resulting from policy discipline
Monetary credibility medium d%opuen;éﬁnt high
Fiscal discipline dCeOpuenrfEiye-nt medium medium
External influence low low high

Source: EC (1990)

As one can see from Table 1, the only weaknesh@fHBMU is an exposure to
asymmetric shocks, which leads to low macroeconataigility. We will return to the question
of adverse shocks in section 2.3 and in chaptdedling with empirical studies on business
cycle synchronization. The assessment of costbanefits as well as properties of a currency
area was a good starting point of integration psscelowever, by the time when the euro was

about to be adopted, there was still no simple Q€A writes Mongelli (2002).

2.2.The “new” OCA theory

In 1990s, the interest towards the optimum currear@a theory has revived, and the
topic has become one of the most important issuitei context of the international monetary

policy. The reasons for that were monetary intéegnain Europe and developments in
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macroeconomic theory (Tavlas 1993). By 199@ theory was inapplicable to the euro area
being establishedt was not suitable “to identify the economic metisans that actually deliver
the final benefits and costs” (EC 1990). Practicalere was no unified theory of monetary
unions, and attempts were made to structure aridreize previous studies.

One of them is the EC report “One Market, One MoreyEvaluation of the Potential
Benefits and Costs of Forming an Economic and Mawydtinion”(1990). Some issues covered
by the report are already discussed in previousexilons or will be discussed later (2.1.4
Costs and benefits, 2.3.2 Endogeneity of the OGt&ra). Below are listed some of the main
points of this paper. The report argues that thm petential cost of the monetary union — the
loss of monetary and exchange rate policy — shoolde exaggerated. Though, some costs of
transitional period (disinflation, reducing budgleficit) could be notable. Referring to model
simulations, report notes that the euro area coeapir other regimes “would have been able
to absorb the major economic shocks of the lastdeaades with less disturbance in terms of
the rate of inflation and, to some extent also, ldweel of real activity” (EC 1990, 11).
Furthermore, financial flows are believed to abssrbnomic shocks.

The report has in view three classical objectiviesconomic policies: microeconomic
efficiency, macroeconomic stability, and equityvaetn regions. However, an objective of the
highest priority is price stability; it is emphastzthough that a necessary condition of success
is price and wage flexibility. Equity between reaggoimplies long-term convergence of
economic performance. Economic growth and adjustirghocks are also of high importance.
Still, asymmetric shocks are believed to diminishaaresult of changes in the industrial
structures and wage bargaining. Price and wag#bflixis believed to be not just a theoretical
possibility and is considered a necessary conddfsuccess.

Besides theoretical issues, further conditionssioecessful functioning of EMU are
enumerated in the report. Here they are:

— An effective economic policy coordination via Courd Ministers for Economics and

Finance and European Bank;

— Low levels of national budget deficits in the alseof precise centralized control,
— Flexible labour costs;
— Synergies between national development and stabdiz efforts and the Community's

policies needed for the catch-up process of the-@aveloped countries and regions.
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Many reviews of the pioneering literature were mad&990s and 2000s; among the
profound ones are those made by Tavlas (1993) and @005). We will name the main
contributions of the “new” theory following Tavl#$993).

— An independent monetary policy effectiveness ishdioiin a long run.

— The only thing a country retaining its national remcy can choose is the preferred
inflation rate.

— Costs of transitional period can include increasenemployment for high inflationary
countries.

— Factor mobility could be reduced due to flexibilifywages.

— Short-term exchange rate volatility does not impedéde flows.

Summing up, the “new” OCA theory stands on the gedeity platform. According to
it, the OCA properties do not have to be fulfilledfore adopting a common currency. The
convergence is believed to take place after a sayreinion is established. However, the
economies of member states should converge withéasonable time to ensure sustainability
of the union. In the bottom line, we have low ititia and low budget deficits as main targets;
and fewer costs and more benefits of a currenayrutdowever, a currency area without being

supported by political steps is likely to gainléttredibility (Mongelli 2002).

2.3.Dynamic approach. Two paradigms

Once a currency union is established, it is chitic@valuate its prospects and viability.
While the classical optimum-currency-area approdakes a snapshot” and tries to assess
properties, costs and benefits of an OCA at a giwvement of time, dynamic approach is
looking to the future in order to predict what withppen after adopting a common currency.
We can also name these approacheanteandex posiapproaches.

Two basic scenarios are possible for future devetogs in a currency area. The first
one is known as Krugman specialization hypotheasisthe second one is the hypothesis of the
endogeneity of the OCA. While Krugman’s hypothdss strong theoretical underpinning,

endogeneity theory seems to have more empiricdeeces.
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2.3.1. Specialization theory

As was discussed in subsection 2.1.4, benefitsnabretary union (e.g. elimination of
transaction costs, increased transparency of pandscredibility, secured price stability) are
supposed to lead to increased inter-regional trAdeording to classical Ricardian theory of
comparative advantage, increased trade will résuicreased specialization. One of the main
contemporary proponents of the specialization theoPaul Krugman. Among other authors
whose studies support specialization theory coalddmed Kalemli-Ozcaet al. (2001), Ricci
(1999), Wolfmayr-Schnitzer (1999).

The logic of the contemporary specialization thaste following. There is a tendency
for clustering in many industries. The main reafwrihat is the economy of scale. When trade
and transaction barriers become lower, this tengdbagins to dominate and industries become
more geographically concentrated. Thus, deepegratien — understood as a reduction in the
costs of doing business across the space — leadsgemgraphic concentration of industry
(Krugman and Venable, 1996).

Besides the economies of scale, there is anothanmamt for benefit of this hypothesis,
I.e.financial integration leads to a better risk sh@mhat makes specialization more attractive.
The empirical evidence for this argument was preditty Kalemli-Ozcaret al. (2001). We
will consider this argument in section 3.3.2 in twntext of determinants of business cycle
synchronization.

Geographic concentration and high level of spe@sibn mean that the member
countries may become more vulnerable to idiosyrceitocks and less correlated in income.
Thus, overall effect of integration on the econa@méindividual member countries is negative.
In this context, high level of economic integratioray mean that the countries that were
initially in the OCA zone will leave it once thevid of integration is higher, from point 1 to
point 2 in Figure 2.
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Figure 2. Increase in specialization and corretatimincome
Source: De Grauwe and Mongelli 2011

In the article “Lessons of Massachusetts” (1993)dfhan is very categorical. Drawing
parallels with the US economy, he predicts thatrttege integrated is the euro area, the less
diversified are its regions, thus becoming moragtdble to industry-specific shocks. That is,
stabilization problems at the regional level arevitable. Krugman also points out that
specialization can bring along large divergendemng-term growth rates.

Later on, Krugman and Venable (1996) are less upcomising and see some
alternatives. They show that the production in Beris not as localized as in the US. Looking
forward, they see three different scenarios of peam integration. It is possible that
notwithstanding low trade costs, cultural and laaggubarriers will remain insurmountable, the
segmentation of markets will persist and nothinllj mappen. It is also possible that the degree
of integration will be high but not high enoughdisange the geography of production. The
third possibility is that the agglomeration willgi@en and will bring with it cost savings, what
is obviously a positive thing. However, the codtthe adjustment period could be rather high.
Krugman and Venable (1996, 967) point out that heamuntry will lose its presence in one of
the industries, and workers in this industry willitially be hurt by integration and

specialization”. A rise of unemployment is also gibke.
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While Krugman and Venable (1996) speak about atcgdinat may win or lose from
the integration, De Grauwe (2007, 26) argues tmatregional concentration is likely to occur
but national borders will be relevant no more.

The fact that economic integration can lead to eatration and agglomeration effects cannot be
disputed. At the same time, however, it is alse that as market integration between countries
proceeds, national borders become less and lesstenp as factors that decide the location of
economic activities. As a result, it becomes mond aore likely that concentration and
agglomeration effects will be blind to the existers borders.

There is one empirical argument against Krugmagmthesis, namely, that growing
role of services that induces decline in the regliconcentration of the economic activities (De
Grauwe and Mongelli 2011).

Thus far, the question is open. It is not clear tivbeintegration in the euro area leads
to synchronization or rather to the specializatiod concomitant asymmetry. We will examine
empirical studies in chapter 3. If specializatigzpbthesis has to be materialized in the EU,
when will it happen? That is the question of impade. If specialization theory overcomes the
endogeneity theory then the consequences coulcetoendntal for the euro area. However,
even if regional concentration will take place e teuro area, other channels like financial
market integration, price and wage flexibility, asuctural reforms could smooth or even
completely absorb the negative impacts of idiosgticrshocks. We will discuss adjustment

mechanisms in subsection 2.4.2.

2.3.2Endogeneity of the OCA criteria

A paradigm of endogeneity assumes that the vetyofagdopting a common currency
creates conditions favourable for good functiomafighe monetary union (De Grauwe 2007).
Endogeneity can be alternatively defined as afsatljosting processes, triggered by the start
of a monetary union that improve the OCA-ratinghaf union (De Grauwe and Mongelli 2004)
or “gradual convergence of economic structures aftenmencement of the monetary union”
(Handler, 2013, 3). More specifically, endogenamplies that deeper economic integration
fosters inter-regional trade and financial inteigiatleading to business cycles synchronization
and income convergence and making membership urrarcy union beneficial for all the
member states.

While classical optimum-currency-area approachheeflects Keynesian paradigm,

endogeneity theory leans on the modern equilib@proach (Cesarano 2012, 323).
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The impact of the countries’ border on agents’ bi&ha, institutions and economic policies
bears heavily on the notion of optimum currencyaar& his does not mean that the observed
political geography defines the optimum, but rathat, once borders are set, it is hard to move
away from equilibrium.

Graphically the idea of OCA endogeneity looks likes (see Figure 3).
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Figure 3. Endogeneity of OCA
Source: De Grauwe and Mongelli 2011

Some theoretical support was provided by Mund@V@) in his second seminal article
on the OCA theory. He argues that a common mondgnoas the sharing (of gains and losses)
function very effectively and illustrates it witln @xample. “A harvest failure, strikes or war in
one of the countries causes a loss of real incbotethe use of a common currency [..] allows
country to run down its currency holdings and castthe impact of the loss, drawing on the
resources of the other country until the cost gistchent has been efficiently spread over the
future” (Mundell 1973, 115). In other words, Munidgbints out here that an additional
insurance mechanism is available to a country curaency union that makes adjusting to
adverse shocks smoother. The other adjustment misala will be discussed in subsection
2.4.2.

Having formulated the endogeneity idea, we wouwkd tio stress that intrinsically it is
an empirical regularity, not supported by any tyemnd waiting to be explained. The only

theoretical finding we can mention in this contexthe Lucas critigue named after Robert
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Lucas, who argues that one cannot predict thetsffemm the changes in the economic policy
entirely based on historic data, since policy alteacroeconomic situation.

The seminal work on endogeneity of currency unibaekngs to Frankel and Rose
(1997), in which they provide empirical evidencattta country is more likely to satisfy the
criteria for entry into a currency uni@x postthanex anté (Frankel and Rose 1997, 760).
More empirical evidences to the hypothesis of eededy can be found in the studies of Rose
and Engel (2000), Rose (2002), Artis and Zhang 7199

A fundamental report of the European Commissio®Q)@oints out three reasons why
country-specific shocks are likely to become lesibable in the euro area. First, integration
leads to changes in industrial structures, thuseasing openness of the economies and making
sector-specific shocks to a lesser degree couptgisc in their impact. Secondly, in a credible
monetary union wage bargaining is likely to dimmi$hirdly, some of country-specific shocks
originating from exchange rate movements and ingodsf coordinated monetary policy will
obviously vanish automatically.

The issue is still open. De Grauwe and Mongellil@0consider that although some
moments remain uncertain paradigm of endogeneit©A will tend to prevail. Handler
(2013) finds more evidences in the favour of cliste Mongelli (2013, 5) points out that “the
euro has accelerated a process of concentratiogpamtiblization”. Obviously, it will take time
and more research to the make an overall conclusioeview of empirical studies on the topic

will be made in section 3.2.

2.4 Post-crisis studies

After the global financial crisis of 2008-2009, tmember of euro-pessimists has grown
considerably. Given high degree of heterogeneithéeuro area, even symmetric shock was
transmitted to the individual economies in veryfetiént ways, exacerbating the crisis and
restricting the possibilities of applying a commuonnetary policy. Hence, a number of issues
concerning the euro area sustainability have beeught to the forefront during and after the
crisis. The issue is still relevant, as no “remetgs yet been found. In support to it, we can
name a recent paper of the leading European thimk-tiealing with the issue of adjustment
mechanisms in the euro area (Van Besral, 2014), which will be discussed later in this
chapter.
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Making a review of post-crisis studies it is sommets difficult to draw the line between
the theoretical and empirical studies, as we aragrily interested in applying the theory to
the euro area. The crisis was a “crash-test” fa& #uro area, passed but with some
qualifications. The most pessimistic prognoses werejustified; the euro area did not fall
apart. However, it has become clear that the enangeforces are rather slow to absorb
negative effects of shocks and the discussion é@asned to the beginning — to the OCA
properties. It is vitally important for a monetanyion that OCA properties are fulfilled, points
out Handler (2013).

The euro area is unique. It has a strong singl&kehaa strong single currency, but
modest political union (Mongelli 2013). It is ndté US, but still can be viable and beneficial
for its members. Mongelli points out that “whileetbrisis is a traumatic wake-up call, it is also

a catalyst for change” (2013, 4).

2.4.11 essons from the crisis

What was the last financial crisis about? Mond@li13) answers that the crisis was not
a monetary crisis. It was not a fault of euro, &xeicerbation of various imbalances, including
persistent budget deficit, rising current accoeftait and feeble productivity growth. The euro
on the contrary “can act as a shield against oaitsitbcks [..] and foster internal stability”
(Mongelli 2013, 6).

One of the main lessons of the recent crisis is ttia differences between countries
matter. Homogeneity of the economies has never beesidered a prerequisite for adopting a
single currency within the framework of the claasioptimum-currency-area approach.
However, heterogeneity in economic development egplain different effect on output,
revealing different levels of vulnerability and ifeshce across the European countries (Kondor
and Staehr 2011). On the data set of 27 Europeantraes, Kondor and Staehr (2011)
demonstrate that the main determinants of diffeeesnomic performance after the financial
crisis are financial leverage and financial deepgiimeasured by private loan growth, current
account deficits, loans-to-deposits and the netrm@tional investment position) and intensity
of trade. While level of financial depth, governrdeficits and degree of overheating of the
economy (measured by the real effective exchartgeirdlation) do not seem to affect output
negatively.
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Some considerations regarding heterogeneity aradad in Ciccarelliet al. (2012).
“First, although heterogeneity across countriegensita common evolution of business cycles
around the world remains a prominent feature ofdd@. [..] Second, financial shocks matter
in the explanation of real developments and, pexlmpre importantly, they spill over in a
heterogeneous way across countries” (Ciccagehil. 2012, 23).

Two top-priority questions that the theory of optimm currency areas used to consider
at the pioneering stage are the following. Whattheepreconditions of forming a sustainable
monetary union? What costs and benefits are asedorth the membership in a monetary
union? After the crisis, the main question is whatkes a currency area sustainable and
effective? What are the most effective adjustmestimanisms under the crises?

Mongelli (2013) points out that under the crisisg@nmon crisis management and
resolution framework is needed, as insurance mésiman appropriate in “peaceful”
environment do not apparently suit during the tiofecrisis. Tools for enhanced economic
policy coordination proposed by the European Comimmsinclude broader macroeconomic
surveillance and further fiscal policy coordinati¢ondor and Staehr 2011). Below we will

examine the adjustment mechanisms that could nigkeuro area more sustainable.

2.4.2 Adjustment mechanisms

After the crisis, the number of Eurosceptic haseased and some researchers consider
the breakdown of the euro area to be the most pteliature scenario. The euro area is a union
of very dissimilar countries at different developrhetages without a central fiscal authority,
without any enforcement of budget discipline anthaiit deepening the economic convergence
(Bergsten 2012). Moreover, heterogeneity was irstngadue to the enlargement of the euro
area on account of peripheral countries. Howevemd#lli (2013) believes aggravation of the
heterogeneity to be a temporary phenomenon, aedfdet of the financial crisis. Besides,
economic non-homogeneity may exist within a simglgéon as well.

Nevertheless, one of the core problems of the atga is the problem of asymmetric
shocks. There are two alternatives. Either idiosathc adverse shocks should diminish (issue
of synchronization will be discussed in chapteoB}Yhere should be insurance mechanisms
enabling to absorb shocks. There are a few adjudtam@annels available to a member country
In a monetary union.

Handler (2013) proposes a few options that may habe applied in succession:
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— Lender of last resort is needed to provide ligyidihd prevent immediate meltdown of
the financial markets.
— Increase in flexibility of wages and prices is daile to remain competitive.

— Structural reforms will help to lift productivityia long run.

To improve external competitiveness through redydabour costs, an alternative to
the second option could be a “fiscal devaluatidinéan be attained by switching the tax burden
from companies to household. raising VAT and applying it uniformly to all gooasd
services, and eliminating payroll taxes at all koveing firms to expense them fully against
VAT. These methods were successfully applied ineitma in 2001 (Cavallo and Cottani
2010).

The last option, structural reforms, refers toavai adjustment measures concentrated
on education and innovation and supra-national rck@ents towards establishing fiscal and
political union (Handler 2013). Overall, Handletibees that the euro area must pay particular
attention to improving on the compliance with théAcriteria or establish a fiscal union, since
a currency union without a fiscal union is liketyfail.

Van Beerset al. (2014) consider external adjustment channels.eraes four of them:

— extent of similar economic evolution;
— labour and capital mobility;
— financial diversification and financial integration

— transfers among the countries.

Economic similarity or extent of similar economiotution refers to synchronization
of business activities across the countries. We digicuss the extent of synchronization in
Europe in section 3.2.

The second factor, labour and capital mobility m@perty of an OCA suggested as the
basic one by Mundell (1961) and discussed in suioge2.1.3.2. Van Beerst al. (2014, 45)
point out that migration in the EU countries haglitionally been less important channel of
absorbing shocks than in the US; they find that gieation has improved, but levels of
migration in response to shocks is still less tti@none in the US.

The third factor that can smooth adverse shocfisascial diversification and financial
integration. If assets of a country are being pHytihold by foreigners, private holders or

governments, the costs of the shocks in termsarfigs in assets prices will be shared among
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the countries. It can also take a form of an eamteess to a credit from a foreign bank. Van
Beerset al. (2014, 33) point out that capital markets in thdUEhave become much more
integrated since the introduction of the euro, hasvethe role of this cross-border ownership
in insuring country-specific output shocks is stibak compared to the US, where it is one of
the most important channels of insurance. It istivarentioning that the role of this channel
has decreased during the recent years (B#es2014).

The fourth channel — explicit transfers among tloeintries — refers to financial
assistance to banks and moving towards the Singler8isory Mechanism (SSM). Van Beer
et al. (2014, 46) note that a preliminary analysis shtvas the money flows among countries
for bank restructuring will be modest. In the ngx¢tion, we will make a review of the empirical

studies of the euro area with the focus on theiesuof business cycles.
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3. STUDIES OF BUSINESS CYCLE SYNCHRONIZATION

As was discussed in subsection 2.1.4, when a gpenters a monetary union it gives
up its independent monetary policy, a tool, whiduld be used to counteract negative
economic disturbances on output and employmeriteleconomies of the member countries
are synchronized, there would be no obstacle tdeim@nting a common monetary policy. If
not, if business cycles are diverged, the impaeadekrse shocks can be smoothed by insurance
mechanisms like labour mobility, financial integoatand explicit transfers. Under rather weak
integration of financial markets and insufficienoy alternative mechanisms, asymmetric
business cycles remain an acute problem, direotipected to the issue of sustainability of the
monetary union.

In this chapter, we will examine the empirical sésdon synchronization of business
cycles and on the factors determining businesssya-movements in the euro area and in the

European Union as a whole.

3.1.Methodology

Two blocks of questions go together with businegsec studies. The first one is
methodological: how do we measure the economicvibe8 and how do we measure
synchronization of the economic activities acré®sdountries. The second block concerns the
causes of convergence or divergence of businessscyc

The first issue concerns the data used. Two mgsbiitant variables are quarterly data
on GDP and monthly data on industrial productid).(The latter represents less than 20% of
aggregate output, so it could not be representatipgori. Besides, manufacturing output is
much more volatile. Unemployment rate can be usedd more availability on regional levels
(Fatas1997), or inflation rates and consumption alonthvisDP can be used to assess co-

movements of economic activities (Kolasa 2013, Basret al. 2014).
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Most researchers use as a measure of businestiegtieviations of output from trend,
these deviations, or output gaps, are being usualigrred to as deviation cycles. These kind
of changes in economic activities are usually altesf shocks, e.g. shocks caused by fiscal
policy, monetary policy, technological changesegwen weather. As de-trending techniques
aimed at segregating cycle component are usedliffstences and non-parametric filters such
as the Hodrick-Prescott (HP) filter, the Baxter<imand the Christiano-Fitzgerald filters, and
phase average trend (PAT). Another approach iséotime series models, e.g. (switching)
vector autoregression (VAR or SVAR) models to idgrsupply and demand shocks (Bayoumi
and Eichengreen 1992, Bataa al. 2009) or dynamic factor models (Forei al. 2000).
Sometimes cluster analysis is used (Artis and ZI280d.). The problem is that neither of these
approaches are based on a macroeconomic modek@<a 3).

To measure synchronization, most studies use si(Rgarson) correlation coefficient
on the cycle part of GDP. The other measures anardic correlation measure, the phase-
adjusted correlations, the concordance index, veatdoregression models, and wavelet
analysis. The simplest solution to judge co-movemerer time is to compare correlation in
two periods, before and after. A more sophisticafgatoach is to use rolling windows to assess
correlation changes over time. There are diffeegaroaches regarding countries included in
the sample, benchmarks and sub-periods examinedieSton business cycles in the euro area
can be divided into studies on business cycle symtration and studies examining

determinants of synchronization. We will considesr separately.

3.2.Synchronization

Different studies on business cycles come to dimgrgonclusions. Referring to
literature reviews, e.g. Broz (2005), De Haatnal. (2008a), Gouveia and Correia (2008),
Bencik (2011), Handler (2013) and some individuapgrs that we will discuss later, we
conclude that there are more empirical evidencas ltlisiness cycles in the euro area are
aligned to some extent and the synchronizatiorsofmg) European countries has increased
after 1991. While De Haaat al. (2008a) points out that there is no common Europgale,
more recent studies find strong convergence ofBilm®pean business cycles, including the
business cycles of less integrated CEE countriestelare, however, a few issues needed to be

mentioned.
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3.2.1. Core versus periphery

The first peculiarity of the euro area that shduédnoted is that the core countries are
synchronized more compared to periphery. Core cmsrdire Germany and France; sometimes
Italy is added to the list. Periphery includes @edPortugal, Finland, Ireland, and Central and
Eastern European countries (CEE); some authorb@@dSpain.

For instance, Bayoumi and Eichengreen (1992) pmibhthat the core countries of the
euro area are tightly synchronized while the penighs much more diverged. Darvas and
Szapary (2004) using the sample of data for EMU @RdE, point out that the extent of
synchronization is very high within the core coiegr even for consumption and services;
while periphery is catching up, with Baltic States synchronized at all. Gouveia and Correia
(2008) having examined the period of 1980 — 20@uathat after adopting the euro in 1999
larger countries have been increasingly synchrahizéh one exception for Spain. Results for
smaller countries are mixed; “outsiders” are FidlaBreece, Portugal, to lesser extent Belgium
and Netherlands. An important observation is madecerning the fact that degree of
synchronization varies over time. Aguiar-Conrariad aSoares (2011) corroborate with
empirical evidence that Germany and France ardyigiinchronized, while Portugal, Greece,
Ireland, Finland, and CEE countries are not; theseove that business cycle dissimilarities are
highly correlated with geographical physical disteg Bencik (2011) shows that V4 countries
(Czech Republic, Hungary, Poland, and Slovakia)rexesynchronized with the euro area
average before 2001; after 2001, correlations asgtipe. Lehwald (2013) observes that after
the inception of the euro area, the synchronizatias increased for the core countries and
decreased for periphery. According to Gogas (2ah&)synchronization has become stronger
in the euro area, and has not weakened after thatiad of the euro. Both Kolasa (2013) and
Stanisic (2013) focusing mostly on the CEE cousfriend that there is no common CEE
business cycle, but there is convergence trendrtisithe euro area. Benczar and Ratfai (2010)
investigate if there is a common pattern in CEEinmss cycle fluctuations. Is CEE a
homogenous group or CEE countries need to be askesdhe individual basis? They provide
evidence (sample data 1993 — 2004) that outputERE Countries are more volatile than in
developed economies and that many CEE countrieonignate similar cyclical behaviour
towards developed countries. A correlation betwagh volatility and high inflation is found
to take place. Having studied co-movements of duipflation and consumption among the

euro area countries, Van Beetsal. (2014, 14) find that co-movements of real GDPqaguita
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among EMU countries in the period 2002 — 2012 iawerage slightly stronger than that among
US states.

As one can see, Krugman’s pessimistic scenariausiésd in subsection 2.3.1 has not
yet materialized in the euro area. That does nmtggrhowever, that the specialization theory
Is not correct. It may be due to the insufficieegcee of economic integration, and when the
euro area is integrated more, the production veitjib to specialize.

3.2.2. Components of business cycle

Another observation is that euro area is stronigkeld with US, Canada and UK from
1992 onwards (Bataet al. 2009). Darvas and Szapary (2004, 24) supportabservation,
pointing out that the reason why the increasingcByonization across the EMU countries
cannot be unambiguously interpreted as endogen&iYCA is that “non-EMU European
countries and even US and to some extent JaparRassia have also shown greater co-
movement with the euro cycle”. Amongst the studiesed at detection of global (or common),
industry-specific, and idiosyncratic shock compdseeve would like to mention Clark and Shin
(1998) who show that the common component acrassttites in the US is much larger than
the one in Europe; besides, industry-specific shoaie significant part of the common
fluctuations. Thus, various studies agree thatrtass cycles are not just country-specific
phenomena (De Haaat al. 2008a).

In a recent study of Van Beees al. (2014) we can find the same observations that a
convergence in many economic indicators has ocgunere widely in OECD countries, not
only in the EMU. Co-movements were more synchrahidieectly after adopting the euro and

have decreased after the crisis. The last evideacks us to the next point.

3.2.3. Fluctuations in correlation

An important factor that should be taken into cdasation is that periods of greater and
lesser synchronization tend to alternate (De Hsgtaml. 2008a). For instance, Inklaar and De
Haan (2000, 8) find that most European countrieésvsan increase in the correlation during
the period 1971 — 1979, while in the period 1971987 the correlations decline. These findings
are supported by Massmann and Mitchell (2003, &) using the 40 years data find that that

the euro area has been characterised by periagsweérgence and periods of divergence; they
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also find the euro area has “switched” betweenoplerof convergence and divergence many
times in the last 40 years. Massmann and Mitchp#isodization is consistent with the one of
Inklaar and De Haan (2000G)e. mid to late 1980s seems to be a period of lowetation
between the countries of the euro area. Thesenfiscare not consistent, however, neither with
those of Artis and Zhang (1997, 1999), nor withevlations of Gouveia and Correia (2008),
who find that correlations increase over time.

Van Beeret al. find that “although country specific shocks didcasase in the
intermediate aftermath of the creation of the esiage the financial crisis new divergence has
emerged between business cycles in various regmotie EMU” (Van Beert al2014, 45).
The dataset is, however, too small to make farhiegcconclusions. One can say that either
the convergence of business cycles in the euroismglical itself, or the low correlation in
1980s is irrelevant fluctuation, that waits to Eplained. Howbeit, considering synchronization
of the economic activities in the past, we wanbéoable to predict their movements in the
future. We can recall in this context the Goodmgmh%33) “grue” colour, which refers to an
object that is green before the titnand is blue after the tintewhile the time is somewhere
in the future. Thus, seeing a green object, onédcoever be sure is it green or grue. We are
more or less in the same situation with the synulaegion of business cycles, even if we take

it as a given that business cycles do synchronitled euro area.

3.2.4. Summary

The main conclusions can be made as follows.
— Correlations between the core countries of the atga are very high.
— The periphery is not synchronized with the corthefeuro area, but the trend is positive.
— The synchronization of economic activities haseased since mid 1990s.
— Business cycles are not country-specific phenomieesides idiosyncratic component,
they include common (global) and industry-speafimponents.

— The extent of business cycle synchronization may gaer time.

Having considered main patterns in business cyelelsonization in the euro area,

further we are going to discuss determinants oin@ss cycle synchronization.
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3.3.Determinants of synchronization

A question of interest concerning business cyddhe question about determinants of
business cycle convergence or divergence. At ptetlegere is no single model that could
successfully explain the movements of businesssyatross the euro area. Among the basic
factors driving business cycle synchronizationraamed (i) bilateral trade (Frankel and Rose
1997), (ii) similarity in industrial structure (Insl2004), (iii) capital market integration (Imbs
2006, Kalemli-Ozcaet al.2001, 2003), (iv) fiscal convergence (Clark and Wincoop 2001,
Darvaset al. 2005), (v) monetary integratiofrtas1997, Rose and Engel 2000, Gachter and
Riedl 2013, Van Beegt al. 2014, ). We will consider them one by one.

3.3.1. Trade intensity

Trade can influence business cycle synchronizatialifferent ways. As was discussed
in section 2.3, according to the classical tradeoty, openness could lead to increased
specialization in production and inter-industrydggattern. Thus, if negative disturbancies are
sector-specific, increased trade will decreasenassi cycle synchronization. However, if
shocks affect all industries, then increased tratléead to increased business cycle correlation
even at high degree of specialization. Similafiyrade is dominated by intra-industry trade,
i.e. countries do not specialize, then an increaseadretwill correlate with more synchronized
business cycles.

Frankel and Rose (1997) try to gauge the impadoweér trade barriers on the co-
movements of business cycles across countries. démapnstrate that lower trade barriers lead
to more intensive trade, and the effect of greatéznsity of international trade on the
correlation of economic activity is strongly posétiand statistically significant. We can assume
that economic integration leads to an increasentoédindustry trade. It is worth mentioning
that Frankel and Rose (1997) acknowledge that-irdad intra-industry trade can affect
business cycle synchronization both ways, but fasushe net effect of total trade on output
co-movement.

De Haaret al. (2008b) using 21 OECD countries data during 192003 confirm the
trade effect on business cycle synchronizationdemonstrate that it is much smaller than it
was previously reported. They also bring empir@atience that other factors, specialization,

financial integration, and similarities of econonpolicies, have the same impact on the
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business cycles as trade intensity. Inklatal. (2008) note that countries with tight trade
relations are likely to have similar economic p@s; which can influence business cycles along
with trade; they point out that because Frankel Rode (1997) did not specify a full model,
the impact of trade on output correlation is ovenested.

Baxter and Kouparitsas (2005) are looking for tkpl@nations of co-movements of
business cycles. They also find that the more cmstrade with each other, the more their
business cycles are synchronized. They prove thde Wilateral trade between countries is
robust variable as a determinant of business cglenavements, sectoral structure and
monetary unions are not. Baxter and Kouparitsaisdson the position of the classical trade
theory and consider trade as “a conduit for thesmassion of shocks that affect all industries”
(Baxter and Kouparitsas 2005, 122).They demonstitadét bilateral trade is robust even if the
gravity variables are included in the regressiohisTis important as it indicates that trade
matters for business cycle correlation indepengaitthe effect on trade occuring through the
gravity variables.

Clark and van Wincoop (2001), Grubenal. (2002), and Calderoet al. (2007) also
confirm Frankel and Rose’s (1998) general conclusiat increased trade and business cycle
synchronization are positively correlated, but adecw to their findings, the trade effect on
business cycle correlation is considerably smdhan the one found by Frankel and Rose.
While Frankel and Rose (1998) examine the effedheftotal net trade on business cycles,
Grubenet al. (2002) split data into inter-industry and intra-iistty trade. They use them both
in regression and claim that the effects of bothaldes are different: intra-industry trade has
a positive effect and that the effect of inter-istty is insignificant. Inklaaet el.(2008) argue
against this statement, bringing evidence thaetation between inter- and intra-industry trade
is very high; hence, it is not appropriate to inlduhese two variables into the model.

Géachter and Riedl (2013) confirm not only Franketl Rose’s conclusions about
correlation of trade and business cycle synchrdioizabut also the magnitude of the trade

effect on business cycles.

3.3.2. Financial integration and industrial similarity

Capital market integration is a part of monetatggnation, as the latter implies not only
a common currency, but the financial integrationwasdl, understood as “a unified capital

market with no geographic restrictions of any kimdcapital movements (or rewards to capital)
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within the area” (Corden 1972, 2). It should beedlothat financial integration is still weak in
Europe (Van Beeet al. 2014).

Kalemli-Ozcaret al. (2001, 2003) provide evidence that risk sharimgugh integrated
capital markets and industrial specialization asifpvely correlated, that in turn leads to less
symmetric outputs. They argue that it is not aruargnt against economic integration. On the
contrary, it is an argumemro, as more asymmetric outputs do not necessarilynmasare
asymmetric income shocks, which can become eveer syanmetric due to diversification of
portfolios.

Imbs (2004) comes to somewhat different conclusiblespoints out that “a variety of
alternative measures of financial integration ssgtfeat economic regions with strong financial
links are significantly more synchronized, evenuigjio they are also more specialized” (Imbs,
2004, 723). Imbs reports that the positive diréetat of finance on synchronization dominates

the negative, indirect one, working via higher spkzation (see Figure 4).
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Figure 4. Direct and in-direct channels
Source: Imbs (2004)

Imbs (2004) also finds that financial integratiomshpositive effect on consumption
correlations. Another finding is that industriaingliarity is associated with output correlations.
Baxter and Kouparitsas (2005) do not confirm Imbe&ults. Using a dataset that includes over

100 countries, they find that a variable of indiastsimilarity is not robust.
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Another important channel through which economis affect each other is foreign
direct investments (FDI). Jansen and Stokman (200#)g evidences that international

business cycle linkages in 1995 — 2001 can be mquldy FDI linkages among the countries.

3.3.3. Monetary integration

Economies in a monetary union may become more sgnided due to the
commonality of monetary policy conducted by thefiedi Central Bank. However, monetary
integration may have an opposite effée, may lead to less synchronized business cycles due
to the absence of exchange rate mechanism as la ahsarbing mechanism (De Haemal,
2008a).

Goncalveset al. (2009) using sample period 1980 — 2007 and difiegen-difference
technique, provide empirical evidence that adoptibtiie euro has a significant positive effect
on the business cycle synchronization across thenbee countries. Importantly, they
demonstrate that the “euro effect” is not conseqeeaf increased trade between countries as
changes in trade are seen to be negatively caecelgith changes in output.

Géchter and Riedl (2013) point out some weaknessdsoncalveset al. (2009)
methodology. However, Gachter and Riedl (2013) ctonile similar conclusions. Using an
index, which allows observing business cycle syocization on a year-by-year basis (sample
period 1993 — 2011), they provide empirical eviderbat the adoption of the euro has
significantly increased the correlation of membeurtries’ business cycles. Confirming the
strong trade effect on business cycle synchromzatound by Frankel and Rose (1998),
Géchter and Riedl (2013) find that the “euro effestmore than a half of the effect of trade
integration. They conclude that “the lack of coyrgpecific monetary policy shocks seem to
smooth business cycles” (Gachter and Riedl 2013, T2fus, the assessment whether a country
is an appropriate candidate for a currency uniaukhnot solely rely on agx anteexamination
of business cycle synchronization.

Rose (2000) provides evidence that a common cwrkas very large positive effect
on the intensity of trade. De Haah al. (2008a) report that the other studies (Melitz 2001
Persson (2001) prove the effect to be much moreesto®ose and Engel (2000) demonstrate
that business cycles across countries in a currenion are more synchronized than business
cycles in countries with sovereign monies, but kgschronized than regions in a country.

Baxter and Kouparitsas (2005) find that currendguiis not robust predictor of business cycle
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correlation; it is significant only if other varils are not included in the regression. Van Beer
et al. (2014), having compared convergence between EMintdes and US states, suggest

that increased co-movements in the Europe is pdudyto the monetary union.

3.3.4. Fiscal convergence

European countries are qualified for entering tin® erea on the basis of convergence
criteria enshrined in Maastricht Treaty (1992), @aming target inflation, long-term bond
yields, exchange rates, government debt, and gmearhbudget. Darvast al. (2005) point out
that Maastricht criteria have nothing to do witle firoperties or prerequisites of an optimum
currency area, the direct correspondence is poor tlzey ask if there isdirect connection.
Using a panel of 40 years of annual data that dedu2l countries, Darvad al. (2005)
demonstrate that countries with divergent fiscdilgpes tend to have less synchronized business
cycles. Another empirical regularity is that reddidevels of budget deficit tend to increase
synchronization. In other words, fiscal convergems@associated with more synchronized
economic activity. Hence, Maastricht criteria mdkie euro area members closer towards an
optimum currency area, since imposed fiscal corererg — similarity on aggregate budget
deficits at low levels — tends to synchronize bessicycles.

Darvaset al. (2005) note that there is no theoretical modediig fiscal convergence
and business cycle synchronization. They findsyda understand, however, that irresponsible
behaviourj.e. running high budget deficits, is often a sourcaafsyncratic shocks. If it is so,
then reducing budget deficit will reduce the scop@&iosyncratic fiscal shocks. “Maastricht
mimics Mundell!” (Darvaset al. 2005 19). These conclusions correlate with findings cisA
and Zhang (1997, 1999) on monetary discipline agrgrortant factor that makes business

cycles synchronize.

3.3.5. Summary

Having considered different possible determinaitsusiness cycle synchronization,
we can make the following conclusions.
— Trade intensity is highly correlated with businegsle synchronization; magnitude of
trade effect on business cycles is however ambiguou

— Inter- and intra-industry trade are apparently elated.
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— We may assume that in the euro area intra-indirstde pattern prevalil.

— Financial integration impact on business cycle bymization is ambiguous.

— Due to the commonality of monetary policy, businegsles tend to synchronize in a
monetary union.

— Fiscal convergence imposed by Maastricht Treatynsée synchronize business cycles.

Co-movements of business cycles in the euro area s@eme further investigation,
particularly in the enlarged euro area, as we remen in subsection 3.2.1 the periphery of
Europe is much less synchronized than the cortadmext chapter we will consider business
cycle synchronization of eight Central and Easteuropean countries. We will see if there is
a CEE business cycle, are business cycles of the é@kntries synchronized with the euro

area, what trends can be seen in the business@yct®vements.
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4. BUSINESS CYCLE SYNCHRONIZATION IN CENTRAL
AND EASTERN EUROPEAN COUNTRIES

As was discussed in previous chapters, busine$s syachronization is a very relevant
issue for the euro area, particularly for the egitay euro area since the more new members it
adopts the more heterogeneous it becomes. As s@assdied in section 2.4, the recent financial
crisis has revealed that heterogeneity of membeestcan be a serious problem for the
sustainability of the euro area. It is an imporiastie particularly now, in the transition period,
when alternative adjustment mechanisms are notlaiai in full. Having considered
synchronization studies in section 3.2, we wouke lio focus on the Central and Eastern
European countries as the least examined in #gm@titre compared to the old members of the
European Union. Not all of the CEE countries arenioers of the euro area, but sooner or later
they all have to joint it; that is why the questi@hether their economies are synchronized or
not is of great importance.

As we have discussed in section 2.3, there is monbiguous answer to the question
whether further economic integration in the eureaawill lead to more synchronized or
desynchronized business cycles. We have pointeoh @utbsection 3.2.1, that there are strong
empirical evidences that periphery of the Européarion is less synchronized in comparison
with the core countries. In this chapter, we wdildel to examine the topic using the most recent
data and focusing on the CEE countries to checlkvbather their business cycles have become
more synchronized after joining the European Union.

4.1.Data and methodology

In this chapter, we examine synchronization of bess cycles in the CEE countries
using one of the most often used methods (ArtisZrahg 2001)i.e. cross-correlations of the
cycle component of output. To make the analysisemobust we compare obtained data with

cross-correlations of unemployment rates in the esarpuntries. The insight to use
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unemployment rates as an economic activity measureceived from the paper éfatéas
(1997), mentioned in section 3.1. We employ qubrteral GDP data, seasonally adjusted and
adjusted by working days, and quarterly unemploymaies from the Eurostat database. The
data comprise eight CEE countries, namely CzechuBlgp Estonia, Hungary, Latvia,
Lithuania, Poland, Slovakia, and Slovenia that gdifrcuropean Union in 2004. We do not
include in our sample neither Romania and Bulgairzed EU in 2007 nor Croatia joined EU
in 2013. Four of eight countries (Estonia, Lat##gvakia, and Slovenia) are members of the
euro area. Hereinafter, word-combination “CEE cdaast refer only to the above-mentioned
eight countries.

We examine data during period 1996Q1 — 2013Q4a batunemployment is available
for period 2000Q1 — 2013Q4. To track the dynamicbusiness cycle synchronization we
divide examined period into five sub-periods for BSANd 4 sub-periods for unemployment
data. The sub-periods are:

— 1996Q1 —1999Q4 — transition period from plannethéoket economy (only for output)
— 2000Q1 - 2004Q1 — movement towards integration thighEuropean Union

— 2004Q2 — 2007Q4 — accession to the European Union

— 2008Q1 - 2010Q2 — global financial crisis

— 2010Q3 - 2013Q4 — post-crisis recovery

The main aim of this rather conventional divisiatoi sub-periods is to track dynamics
of integration and to extract crisis years intepagate group. Besides, we use a moving window
technique with the same objective — to assessahdg in business cycle synchronization across
the countries. Moving window method consists of tbkowing. We calculate correlation
coefficients not for the whole dataset but forfihet n values of our sample. In our case, moving
window comprises data of four yearg. 16 quarters. Then we exclude from the window the
very first pair of values and include the next dnegur case the 17pair of values and so on.
Thus, we move until the end of the dataset, and sessult, we have a series of correlation
coefficients between a pair of countries that dyediustrates a trend in business cycle co-
movements.

As a control group, we include in the samples cgdmponent of the aggregate of the
euro area, aggregate of Germany, France, Italy)(@iFee biggest European economies, and
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United States, keeping in mind global componentbatiness cycles. The number of
observations is 792 for output sample and 550 h@mployment sample.

As was discussed in section 3.1, one of the madtlwiused in business cycle studies
de-trending techniques is Hodrick-Prescott filtdP]. We apply HP filter with recommended
for quarterly data.=1600 to our GDP data, having previously taken mahtilogarithm. We
exploit standard procedure used in the majoritgtatiies,i.e. we apply filter once and then
subtract derived trend from the original data setteobtain cycle component. Afterwards, we
compare these cycle components across the couatrtesegions using Pearson correlation.

Data on unemployment is not processed and usedsas i

4.2.Results

Referring to studies of Stanisic (2013) and Kol@§d.3), discussed in subsection 3.2.1,
we have pointed out that there is no common busiogde in the CEE countries. Our results
confirm this observation. Figures 5 and 6 showress cycles in CEE countries derived with
the technique of HP filter from the output datadiUtdual graphs can be found in Appendix 2.
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The graphs demonstrate different patterns of ecanantivities in the CEE countries
(see also Appendix 2). Besides symmetric negatinaels in 2008-2009 with concomitant
drastic decline in output, we can see quite diveesetions to Russian banking crisis of 1998
and desynchronised movements of output betweemi@dthe crises. These observations do
not conflict with logic as the CEE countries haviedent backgrounds, different growth and
inflation rates, and different paths of economigadlepment. For instance, while Baltic States
have chosen austerity policy during and after deemt financial crisis (Staehr, 2013), the rest
of the CEE countries have preferred milder politgelselp their countries to come out from the
crisis.

The output of the CEE countries is generally maykate than the output of the euro
area. While the standard deviation of the euro’sregcle component is 0.012, standard
deviation of cycle component in Baltic States isa@en 0.040 and 0.052. Poland, Hungary,
and Czech Republic are closer of all to the eusm.ailheir standard deviations fluctuate

between 0.014 and 0.017. Slovakia and Slovenianises/here in between with standard
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deviations 0.023 and 0.021 respectively. The saotarp gives us the growth rates of the CEE
countries during the examined period (see Table 2).

Table 2. Average annual growth rates

GEO/TIME 96Q1-99Q4 00Q1-04Q1 04Q2-07Q4 08Q1-10Q2 10Q3-13QBQ1A3Q4
EU (28) 2.9 2.1 2.8 -1.3 0.7 1.7
EA 2.7 1.7 2.5 -1.2 0.2 14
Czech Republic 0.7 34 6.2 -0.6 0.5 2.3
Germany 1.8 0.9 2.4 -0.6 15 1.3
Estonia 6.2 7.6 7.4 -7.3 4.5 4.6
France 2.8 1.7 2.2 -0.9 0.9 15
Italy 15 15 1.3 -2.0 -1.1 0.5
Latvia 6.3 7.0 9.2 -9.7 4.8 4.6
Lithuania 4.1 7.5 8.2 -5.7 4.2 4.4
Hungary 3.2 4.0 2.7 -2.3 0.6 2.0
Poland 5.5 2.9 5.4 2.8 2.7 4.0
Slovenia 5.5 34 5.5 -2.4 -0.3 2.8
Slovakia 3.1 4.3 8.9 -0.5 1.9 3.8
us 4.6 2.3 2.6 -0.7 2.3 2.5
CEE average 4.3 5.0 6.7 -3.2 2.4 3.6

As one can see from the Table 2, the most higivttprcates (both positive and negative)
have Estonia, Latvia, and Lithuania. Poland isftdréh, Slovakia and Slovenia follow after,
and the lowest growth rates among the CEE courttage Czech Republic and Hungary, but
their growth rates are still in average higher ttrengrowth rates of the euro area. High growth
rates in the CEE countries owe to so-called “caighip” process accompanied with inflows
of capital and current account deficits. That reliin the drastic decline in economic activities
later, during the crisis; in the Baltic States aball, where the numbers of budget deficit and
net foreign liabilities were particularly high (8tar, 2013).

Hence, CEE countries are in general faster groatnmtries compared to the euro area
and their output is more volatile. In the next ®dbons, we will consider the synchronization
of business cycles in the Central and Eastern Euanpl trends in economic integration, using
correlation analysis of output gaps and moving wimdnethod. Besides, we will examine

unemployment as a measure of economic activities.

48



4.2.1.Output gaps

We are going to get an estimation of synchronicftipusiness cycles using correlation
analysis. Tables 3 — 7 present cross-correlatibositput gaps in CEE countries and the euro
area during the period 1996Q1 — 2013Q4, divided sutb-periods. For full tables of cross-
correlations, which include core countries of theoearea and the US see Appendix 3.
Statistically significant positive correlations anarked with light green, statistically significant
negative correlations are marked with light redyeation coefficients bigger than 0.8 or less
than (0.8) are marked with bold.

As one can see from the Table 3, business cycld#®edCEE countries during the first
sub-period 1996 — 1999 are not synchronized; 161086 coefficients are negative, which may
imply that the countries are at different stageshef business cycle. Only Baltic States are
positively correlated with each other, Estonia geimore strongly correlated with both Latvia
and Lithuania (correlation coefficients 0.855 ar86® respectively), than Latvia and Lithuania
with each other (correlation coefficient 0.669).ngary and Czech Republic are positively
correlated with aggregate of the euro area, havorgelation coefficients 0.637 and 0.708
respectively. Although, as we can see correlasamot very strong. It is a period of transition
from planned to market economy. Notwithstandingdrars banking crisis in 1998, which has
negatively affected the majority of the CEE couetyriit is a period of high growth, average

annual growth rate in our sample is 4.3% (see T2ble

Table 3. Correlations of business cycles duringof@819990Q4

Czech
96Q1-99Q4  Estonia Latvia  Lithuania Rep. Hungary Poland Slovakia Sloverjia
Estonia 1
Latvia 0.855 1
Lithuania 0.866 0.669 1
Czech Rep. -0.180 -0.230 -0.460 1
Hungary 0.197 0.100 0.062 0.296 1
Poland 0.178 0.233 0.191 -0.574 0.019 1
Slovakia 0.392 0.176 0.621 -0.456 -0.414 -0.157 1
Slovenia -0.071 0.114 -0.160 -0.046 -0.440 0.064 -0.145 1
EA 0.128 0.043 -0.19¢ 0.708 0.637 -0.102 -0.577 -0.069
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Table 4 shows cross-correlations during the nektpriod 2000Q1 — 2004Q1ie.
directly before CEE countries have joined the EeeypUnion.

Table 4. Correlations of business cycle during ZD02004Q1

Czech
00Q1-04Q1 Estonia Latvia  Lithuania Rep. Hungary Poland Slovakia Sloverjia
Estonia 1
Latvia -0.032 1
Lithuania -0.054 -0.306 1
Czech Rep. 0.269 0.1¢ -0.705 1
Hungary 0.049 -0.216 -0.532 0.289 1
Poland 0.510 -0.049 -0.48 0.653 0.547 1
Slovakia -0.043 0.166 0.022 -0.197 -0.404 -0.594 1
Slovenia 0.111 0.18¢ -0.812 0.852 0.445 0.548 -0.045 1
EA 0.176 0.312 -0.59f 0.761 0.237 0.310 -0.089 0.644

Czech Republic has strong positive correlation @tbvenia (correlation coefficient
0.852) and statistically significant correlationgthwPoland and EA (0.653 and 0.761
respectively). Slovenia is to some extent synclz@shivith the euro area (0.644). Baltic States
are desynchronized with the rest of the samplenatideach other; their correlation coefficients
are mainly close to zero and even negative. Litleuas strong negative correlations with
Czech Republic and Slovenia ((0.705) and (0.81&)eetively). Average annual growth rate
in the CEE countries during this period is 5.0% ($able 2). This is the period when the CEE
countries are preparing to join the European Urtiogiy business cycles, however, do not show
signs of convergence.

Table 5 shows cross-correlations directly after @€E countries have joined the
European Union. All correlations are positive amelmajority are very strong. Apparent outlier
in this period is Hungary whose correlations withes countries and regions are rather weak.
One can also notice high correlations of CEE coesitwith US economy (see Table 9).
However, average correlation between CEE counanesthe euro area is 0.90, while average
correlation with US is 0.83. Having used Studetitasst, we have found that the difference in
correlations between the EA and the US is stasifyisignificant. This is the period of the
boom preceding the financial crisis. The averagauahgrowth rate in the CEE countries is
6.7% (see Table 2); while the euro area grows byl®2.0% a year and the US grow 2.6%.
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Table 5. Correlation of business cycles during ZD®£2007Q4

Czech
04Q2-07Q4  Estonia Latvia  Lithuania Rep. Hungary Poland Slovakia Sloverjia
Estonia 1
Latvia 0.981 1
Lithuania 0.920 0.956 1
Czech Rep. 0.983 0.951 0.895 1
Hungary 0.723 0.654 0.497 0.784 1
Poland 0.797 0.844 0.904 0.749 0.364 1
Slovakia 0.833 0.858 0.946 0.840 0.478 0.891 1
Slovenia 0.942 0.964 0.979 0.905 0.540 0.907 0.913 1
EA 0.959 0.971 0.959 0.923 0.586 0.920 0.892 0.985

During financial crisis 2008Q1 — 2010Q2 all the wtries and regions in our sample
are highly correlated with each other (see Tahl&&grage correlation coefficient among CEE
countries during this period is 0.954, averageatation of CEE with EA is 0.949, and average
correlation of CEE with US is 0.931. In the Tablen® have numerical expression of sharp
slump in output in 2008 that we have seen in tlaplgof the CEE countries’ business cycles
earlier (see Figure 5). Growth rates during thisgoefor the CEE countries, the euro area and
the US are respectively (3.2%), (1.2%), (0.7%) (Eaale 2).

Table 6. Correlations of business cycles during8ZI32010Q2

08Q1-10Q2 Estonia Latvia  Lithuania CR’Zeep():.h Hungary Poland Slovakia Sloverjia
Estonia 1

Latvia 0.961 1

Lithuania 0.939 0.957 1

Czech Rep. 0.973 0.946 0.976 1

Hungary 0.978 0.960 0.959 0.991 1

Poland 0.988 0.967 0.926 0.957 0.973 1

Slovakia 0.872 0.885 0.971 0.954 0.926 0.857 1

Slovenia 0.987 0.955 0.971 0.996 0.990 0.971 0.932 1
EA 0.950 0.921 0.926 0.972 0.985 0.959 0.909 0.970
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Finally, Table 7 shows cross-correlations in pogig period 2010Q3 — 20130Q4.

Table 7. Correlations of business cycles duringd2I8-2013Q4

10Q3-13Q4 Estonia Latvia  Lithuania CR’Zeeg.h Hungary Poland Slovakia Sloverjia
Estonia 1

Latvia 0.752 1

Lithuania 0.846 0.973 1

Czech Rep. -0.054 -0.442 -0.301 1

Hungary 0.273 0.442 0.500 0.237 1

Poland -0.010 -0.603 -0.45 0.706 -0.117 1

Slovakia 0.510 -0.039 0.111 0.466 -0.017 0.775 1

Slovenia 0.016 -0.166 -0.04 0.812 0.648 0.459 0.284 1
EA 0.161 -0.387 -0.20C  0.850 0.278 0.830 0.634 0.758

The pattern of business cycle correlations resesnthle pattern of our second sub-
period 2000Q1-2004Q1 (see Table 4), but in thé &fab-period the number of statistically
significant correlations are higher (nine versusrfand the number of negative coefficients
are less (thirteen verssscteer) than in the second sub-period. However, the tenydanthis
period is towards divergence, which refers probablye fact that countries in our sample are
coming out of the crisis using different methodalti® States are highly correlated among each
other and with the US (see Table 9), while CzechuRkc, Poland, and Slovenia have high
correlation with the euro area (correlation coéfints are 0.850, 0.830 and 0.758 respectively).
Slovakia is synchronized only with Poland. Hungarglesynchronized with our sample.

Having used Hodrick-Prescott filter to extract Imesis cycle components from the real
GDP data and having compared them with each otfeecan conclude that:

— CEE countries are completely desynchronized dutireg period 1996Q1-19990Q4,
except Baltic countries with relatively high coatbns with each other;

— CEE countries show some signs of synchronizati@pgmng to join the EU, except
desynchronized Baltic countries, and particulaithiania who is negatively correlated
with the majority of countries from the sample;

— CEE countries are correlated with each other arttl Wie euro area, directly after
joining the EU; CEE countries also have relativalyh correlations with the US, but it
is lower than the correlation with the EA.
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— Correlation during financial crisis is close to pnéhich shows that the crisis was
perfectly symmetric.

— During 2010Q3 — 2013Q4 degree of correlation an©Bg& countries is lower than the
one directly before the crisis; this may refer he asymmetric responses to adverse
shock across the countries. In the post-crisisopefBaltic States are correlated with
each other and with the US and are not correlatiéhl euro area; Czech Republic,

Poland and Slovenia have high correlations witthedber and with the euro area.

In Table 8, we have collected correlation coeffitse of the CEE countries with

aggregate of the euro area. In Table 9, we shoreledions of the CEE countries with the US.

Table 8. Correlation of the CEE countries with ¢ueo area

96Q1-9904 00Q1-04Q1 04Q2-07Q4 08Q1-10Q2 10Q3-13Q4
Correlation with EA (1) (2) (3) (4) (5)
Estonia 0.128 0.176 0.959 0.950 0.161
Latvia 0.043 0.312 0.971 0.921 -0.387
Lithuania -0.195 -0.595 0.959 0.926 -0.200
Czech Republic 0.708 0.761 0.923 0.972 0.850
Hungary 0.637 0.237 0.586 0.985 0.278
Poland -0.102 0.310 0.920 0.959 0.830
Slovakia -0.577 -0.089 0.892 0.909 0.634
Slovenia -0.069 0.644 0.985 0.970 0.758
Mean 0.072 0.220 0.900 0.949 0.365

If we compare period 2 and periodi®, periods before entering the EU and right after
the crisis, we can tell that the pattern is vemyilsir. Baltic States are not synchronized with the
EA, Czech Republic, Poland and Slovenia are highihchronized with the EA. Slovakia has
changes not only the degree of its synchronizdtiginalso a sign, from negative to positive;

the synchronization of Hungary is low in both pdso
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Table 9. Correlation of the CEE countries with g

96Q1-99Q4 00Q1-04Q1  04Q2-07Q4  08Q1-10Q2  10Q3-13Q4
Correlation with US (1) (2) (3) (4) (5)
Estonia -0.378 0.496 0.904 0.946 0.567
Latvia -0.202 -0.018 0.879 0.887 0.836
Lithuania -0.233 -0.519 0.856 0.891 0.794
Czech Republic -0.64! 0.648 0.932 0.962 -0.314
Hungary -0.445 0.618 0.751 0.972 0.297
Poland 0.423 0.956 0.639 0.945 -0.511
Slovakia 0.114 -0.551 0.811 0.880 0.069
Slovenia 0.193 0.568 0.828 0.962 -0.087
Mean -0.147 0.275 0.825 0.931 0.206

An interesting observation concerns the fact that of four member countries of the
euro area (Slovakia and Slovenia) are highly syomalzed with the EA; while the rest two
(Estonia and Latvia) are not synchronized witl.@tvia being synchronized with the US (see
Table 9). These facts need some further investigat the context of monetary integration as

a determinant of business cycle synchronizatiooudised in subsection 3.3.3.

4.2.2.Trends in economic integration with the euro area

To make dynamics of integration of the CEE coustitiéo the European economy more
illustrative, we have applied moving window methodhe correlations of the CEE countries
with the euro area. On the Figure 7, we can sepdttern of the CEE countries’ business cycles
in regard with the euro area business cycle. Basingcles of the CEE countries are completely
desynchronized before joining the EU. The degresyonthronization is very high after joining
the EU and during the financial crisis. In the possis period we again see divergence of

business cycles, but not as grave as before jothedU.
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Figure 7. Moving correlations of output gaps of @EE countries with aggregate of the EA

4.2.3.Unemployment rate as a measure of economic actiyit

Business cycles assessed by unemployment ratessshawlifferent pattern. While in
the previous subsections we used the euro areagajgras a benchmark, here we take the
unemployment rates of three core countries of thie area: Germany, France, and Italy. The
problem here is that while output gaps of thesedlwountries are highly correlated with each
other, their unemployment rates are not. Speakingenprecisely, unemployment rates of
France and Italy move together while Germany’s yrlegment seems to be in anti-phase after
the crisis. In fact, unemployment rates differtealcross the Europe, even more than the output.
See Figure 8.
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Figure 8. Unemployment rates during 2000 — 2013
NOTE: Germany’s rate of unemployment (green lisedlout 5-6% after the crisis; France’s
rate of unemployment (yellow line) is two times ngg, about 9-10%.

Figure 9 demonstrates moving correlations of ougaps for a single CEE country with
aggregate of the euro area (blue line), and cdimeks of unemployment rates, separately with
Germany (green line) and France (yellow line). Mobverload the graph we do not show
correlation with Italy’s unemployment as it is verlpse to the correlation with France. The
data for unemployment are available from 2000. #ahnique is the same as used in the

previous subsection and described in section 4.1.
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with some time lags, until the crisis of 2008-20@%en correlation with Germany's
unemployment goes down with an exception for Hupgdrich shows the weirdest pattern of
all. After the crisis, we see very different movenseof correlations what may refer to the

different economic policies in the CEE countriesvadl as in France and Germany.

4.3.Conclusions and recommendations

Having used data on output and unemployment oft €&igintral and Eastern European
countries during the period of 1996Q1 — 2013Q4haxe confirmed major results of Stanisic
(2013) and Kolasa (2013) that there is no commoR Bisiness cycle, but there is a tendency
to converge with the euro area. The synchronicitypusiness cycles in the CEE countries
differs a lot across the periods. Business cyctate CEE countries were not synchronized
before entering the European Union, converged afteession to the EU and diverged again
in post-crisis period, but not as considerablyhay idid before.

Worth mentioning high synchronicity of CEE coungrigith the US before and during
the crisis. Latvia and Lithuania have relativelghhicorrelations with the US in post-crisis
period as well. High degree of synchronization wiite US leads us to the point discussed in
subsection 3.2.2, namely, to the global componkiteobusiness cycles. Leaning on the results
obtained from our data, we can assume that theablmdmponent during examined period,
particularly during 2004Q2 — 2010Q2, is rather cdeiable.

We can affirm that the CEE countries is not a hoemogis group, although they show
some signs of convergence with each other as welith the euro area. It can be assumed that
low degree of correlation between the countrieshm post-crisis period is caused by the
different responses of the CEE countries to thelsHaltic States have chosen austerity policy,
while the rest of our sample have preferred mildethods of coming out of the crisis.
However, the determinants of business cycle mové&rasross the CEE countries need to be
additionally examined. As was discussed in subse@i3.3, monetary integration can lead to
more synchronized business cycles due to the conmnooetary policy. In fact, there are many
empirical evidences in support of this point. Welddhave expected more high correlation of
member countries of the euro area, but as we resre & is not the case. Two of four member
countries of the euro area from our sample arelhigynchronized with the euro area as a
whole and with its core countries, while the ottvav show high correlation with the US in the
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post-crisis period. One could argue that couniniesur sample have become members of the
euro area only recently, in 2007, 2009, 2011 ant42(h reply we could remind arguments
discussed in subsection 3.3.4, where referring daov@set al. (2005) we pointed out that
Maastricht mimics Mundell. In other words, Maaditidreaty (1992), aimed at preparing a
country for accession to the European Union by me#fiscal integration in terms of reducing
budget deficit, reduces the scope of idiosyncridical shocks leading to more convergence
and more synchronized business cycles. Howevarglzegood explanation of business cycles
synchronizatiorper se|t is not working in our case.

In the post-crisis period, three groups of coustgan be distinguished. Baltic States
may be considered as a quite isolated group. Ishasn high degree of synchronization in the
very first sub-period 1996-1999, and these coumntare highly synchronized in recent years as
well. Another reason why we distinguish them inteeparate group is that at present they are
correlated with the US, but are not correlated wlhih euro area. In the second group we may
place Czech Republic, Poland and Slovenia. Chegkilllie shows high degree of correlation
with the euro area throughout the whole considgexibd. Poland and Slovenia where not
synchronized with the euro area initially, but afning the European Union their business
cycles move together with the euro area’s aggrearesting that two of these three countries
are not members of the euro area. Slovakia and &tyrggand apart. Slovakia, having adopted
the euro, has a bent for the euro area’s busingss, avhile Hungary is not like anyone in our
sample and its moves are quite surprising in esebyperiod considered.

To be able to predict the future economic develags)enve need to understand the
determinants of business cycles movements andntiasi®n mechanisms or channels of
transmission of shocks to national economies. We haefly discussed plausible explanations
of divergence in the CEE business cycles, but tjugestion obviously needs further
investigation. We would propose to consider allgide determinants of business cycle
synchronization discussed in section 3.3 and &fsall we would consider trade, financial
integration, monetary integration, and fiscal cogeace. It is worth examining to what extent
these mechanisms are at the same time channedssirtission of shocks. Besides, it could be
useful to compare CEE countries with the rest oippery of the euro area — Finland, Ireland,
Spain, Portugal, and Greece.

Once a crisis has happened, it is necessary to &dequate tools to return to the

equilibrium. As we have discussed earlier in thestf, a monetary policy tool is no longer
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available for individual member countries of theéearea, and a common monetary policy is
not always the most effective for all the membexs,their economies are not yet fully
synchronized. Thus, alternative methods have tovtmked out. One of the challenges for
economists and politicians is to elaborate effectidjustment mechanisms that could be used
instead of the lost monetary policy tool. It is #de more important as the question whether
business cycle will become more synchronized alaith) more economic and monetary
integration is still open. Alternative adjustmentchanisms were discussed in the theoretical
part of the thesis. However, we do know that tleeiesis still very relevant and effective
adjustment tools are waiting to be found.

Summing up, determinants of business cycle syndaban, transmission
mechanisms, full picture of the enlarged euro apesmomic activities, and effective adjustment
mechanisms suitable for the specific conditionthefeuro area are, from our point of view, the

most promising directions of research considerregduro area developments.

60



5.CONCLUSIONS

In the thesis, we have considered the theory afmysh currency areas introduced by
Mundell in 1961. We have traced the evolution e @CA theory from its origin until our
days. The OCA theory was considered primarily ia tontext of integrating Europe and
enlarging euro area. A few phases in the developofehe OCA theory can be distinguished.
During the first phase, properties or prerequisitesn OCA are being considered. At present,
the most relevant properties are believed to benaoa openness, product and labour
flexibility, and symmetry of business cycles. Thexinphase concerns the costs and benefits of
adopting a single currency. The most significardt ¢® considered the loss of an independent
monetary policy, which, however, can be replacetth &iternative adjusting mechanisms, the
most efficient of them being adjusting through finel integration and explicit transfers among
the countries. Along with costs, there are numetoersefits of entering a monetary union,
among which are increased usefulness of moneypmksaance of exchange rate uncertainty,
increased credibility, reduced trade and infornmatamsts, which are supposed to lead to
increased inter-regional trade and foreign investsjelong-term relationships between
member states, and deeper political and sociajiaten.

The question is still open, whether further ecormmtegration will lead to more
homogeneous economies and synchronized busineles oyat will lead to concentration of
industries and high degree of specialization, whithturn means higher vulnerability of
national economies to idiosyncratic shocks. Offigasition of the European authorities is
leaning towards the endogeneity theory, in otherdaoit is being assumed that due to more
intensive inter-regional trade and improved congaog, countries are more likely to meet the
requirements of the OCA theogx postthanex ante However, recent financial crisis has
revealed that the endogeneity forces are rather, siod there is lack of adjusting mechanisms
that could be used to recover the equilibrium afterisis. That is why the discussion has
returned to the beginning and now OCA propertiesb&ing discussed, a “catch-all” property
being a similarity of shocks or synchronizatiorbakiness cycles.
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Hence, the synchronization of business cyclesedgnt and future members of the euro
area is a very relevant issue with regard to sushality of the European monetary union.
Studies on business cycle synchronization in thhe avea are divided into studies that deal
with the degree of synchronization and studies¢basider determinants of business cycle co-
movements. Empirical studies on business cyclesecdm diverging and sometimes
contradictory conclusions. However, we may makeessdvassertions. There are many
empirical evidences that there is no common Eunmodassiness cycle and that the core
countries of the euro area are highly synchronvgleite the periphery is not. Besides, there are
studies confirming that the extent of businessegghchronization may vary over time.

The findings of studies on determinants of busigstes are quite ambiguous. A few
factors may affect movements of business cycley, éine openness or trade intensity, financial
integration, industrial similarity, monetary intagjon, and fiscal convergence. It can be
asserted that trade intensity has positive coroglatith business cycle synchronization. Only
the magnitude of trade effect on synchronizatiore@nomic activities is unclear and requires
additional examinations. Impact of the other fastoramed above remains ambiguous,
however, monetary integration and fiscal convergemposed by Maastricht Treaty are likely
to have positive impact on business cycle synchadian.

In the empirical part of the thesis, we have fodusa the business cycles of eight
Central and Eastern European countries and the&ladons with each other and with the euro
area. We have also compared movements of busigeles ¢n the CEE countries and the US
and three biggest countries of the euro area — @wgymitaly, and France. Having used
correlation analysis and moving window technique,lvave come to a few conclusions. We
have demonstrated that the examined CEE countréeglate heterogeneous in respect with
their economic activities, and there is no commdeECbusiness cycle. Leaning on the
examined data, we find that there is a trend towvaahvergence of business cycles of some
CEE countries with euro area. The determinantausiniess cycle movements are waiting for
the further investigation. We would recommend cdesng trade and financial integration as
the most likely determinants of business cycle bymitization in the CEE countries.

As to the directions of the future research, alaitp determinants of business cycle
synchronization and transmission mechanisms, weideneffective adjustment mechanisms

suitable for the euro area to be the most chaltengne.
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RESUMEE

OPTIMAALSE VALUUTAPIIRKONNA TEOORIA JA
MAJANDUSTSUKLITE SUNKRONISEERIMINE KESK- JA IDA-
EUROOPA RIIKIDES

Natalia Levenko

Antud t60s kirjeldatakse optimaalse valuutapiirkarfedaspidi OCA) teooria arengut
alates 1960ndaist tAnasepaevani. OCA teooriatiéi@ise peamiselt integreeruva Euroopa ja
laieneva euroala kontekstis. Hiljutine ulemaailmin@antskriis naitas, et riikidevahelised
erinevused omavad suuremat tahtsust kui arvati &nrse. Asiummeetrilised Sokid on ks
peamisi ohte euroala jatkusuutlikkusele. See onuséks, miks OCA omadused, reaalne
konvergents ja kohanemismehhanismid pohjustavad aaltelusid viimastel aastatel.

OCA teooria arengus vOib eristada mitut etappiniesie etapi jooksul arutatakse
erinevaid OCA omadusi ehk eeltingimusi, mis on Maja OCA loomiseks. Praegu peetakse
kdige relevantsemateks OCA omadusteks majandushikiatust, t66jouturu paindlikkust ja
majanduststklite simmeetriat. OCA teooria jargmetapis raagitakse thisraha vastuvotmise
plussidest ja miinustest. Kdige olulisem negatiiviagajarg on soltumatu rahapoliitika
kaotamine, see vOib olla aga asendatud alternatédsohanemismehhanismidega. Neist kdige
tdhusamateks peetakse finantsintegratsiooni jadeilahelisi otseiilekandeid. Uhisrahal on
palju eeliseid, nagu naiteks suurem raha kasulikkasetuskursi ebakindluse kadumine,
suurenenud usaldusvaarsus, vahendatud kaubandugeokalud, mis kokkuvottes peaksid
suurendama piirkondade vahelist kaubandust ja malseid investeeringuid, edendama
pikaajalisi suhteid liikmesriikide vahel ja tihedatrpoliitilist ja sotsiaalset integratsiooni.

Siiamaani ei ole selge, kas edaspidine majandusli&gratsioon viib Uhtlasema
majanduse ja sunkroniseeritud aritstoklite suunas vastupidi, toimub tdédstuse
kontsentratsioon, spetsialiseerumine, mis omakoatiendab riikide kdrgemat haavatavust
idiostinkraatiliste Sokkide osas. Euroopa ametiasaatkalduvad endogeensuse teooria kasuks,
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teiste sbnadega, oletatakse, et tanu intensiiveckaalbandusele ja paranenud konvergentsile
on tdendaoline, et riigid vastavad OCA nduetele piga poskui ex ante Hiljutine finantskriis

on aga ndidanud, et endogeensuse joud on Usnaegd&kohanemismehhanismid, mida voiks
kasutada tasakaalu taastamiseks, on puudulikud.oB8epdhjuseks, miks diskussioon on
joudnud tagasi OCA omaduste juurde, kusjuures a#htks omaduseks peetakse
majandustsuklite stinkroniseerimist voi Sokkide aaust.

Arvestades eespool 6eldut on selge, miks majanikigesstinkroniseerimine euroalal
on praegu vaga oluline teema, mis otseselt puudbtaioopa rahaliidu jatkusuutlikkust.
Majandustsuklite uuringud voib jagada kaheks grsipikuringud, mis tegelevad aritsuklite
sunkroniseerimise astmega, ja uuringud, mis kasitle¢egureid, millest aritsiklid séltuvad.
Empiiriliste uuringute jareldused on vaga erineyadmonikord ka vastuolulised. Sellest
hoolimata vO6ib vaita, et Euroopas ei ole uhist sakti, kusjuures, tuumriigid on
suinkroniseeritud paremini vorreldes aarealadedeig@. On olemas empiirilised téendid, et
majandustsuklite stinkroniseerimise aste variegjafpaksul.

Uurimistulemused, mis puudutavad aritstkleid ma@jaid tegureid, on Usna
ebamaarased. Nende tegurite hulgas on avatus ehkbakduse intensiivsus,
finantsintegratsioon, td0stuse struktuuri sarnasindusintegratsioon ja fiskaalkonvergents.
VOib vaita, et kaubanduse intensiivsus mdjutals@kiite stiinkroniseerimist positiivselt, mdju
suurusjark on aga ebaselge. Teiste tegurite mojlelmmaarane, kuid voib eeldada, et
rahandusintegratsioonil ja fiskaalkonvergentsil —omositivne moju  aritsuklite
stinkroniseerimisele.

T60 empiirilises osas kasitletakse kaheksa KeskdggEuroopa riigi majandustsukleid
ja nende korrelatsioone omavahel ja euroalaga.nismeetodid on korrelatsioonianallils ja
nn liikuva akna“ meetod. Selleks, et eristada gk komponenti, on kasutatud Hodrick-
Prescott filtrit. Tuginedes tehtud analtusile, v@dita, et uuritud riigid on vaga erinevad oma
majandustegevuste poolest ja neil ei ole Uhissidlit. Samuti on n&ha suundumust euroalaga
konvergeerumise poole. Tegurid, mis avaldavad mBpsk- ja Ida-Euroopa riikide
aritstiklitele, ootavad edasist uurimist. Eeskateksl mdistlik uurida kaubandust ja
finantsintegratsiooni. Edasiste uuringute hulka ksdikuuluda ka euroalale sobilike

kohanemismehhanismide uurimine.
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Appendix 1. Cycle components in 1996 — 2013

TIME/
GEO

1996Q1
1996Q2
1996Q3
1996Q4
1997Q1
1997Q2
1997Q3
1997Q4
1998Q1
1998Q2
1998Q3
1998Q4
1999Q1
1999Q2
1999Q3
1999Q4
2000Q1
2000Q2
2000Q3
2000Q4
2001Q1
2001Q2
2001Q3
2001Q4
2002Q1
2002Q2
2002Q3
2002Q4
2003Q1
2003Q2
2003Q3
2003Q4
2004Q1
2004Q2
2004Q3
2004Q4
2005Q1
2005Q2

Estonia Latvia

1.2%
2.0%
2.2%
2.0%
1.1%
0.5%
-0.4%
-0.7%
-0.8%
-1.0%
-1.3%
-1.7%
-1.8%
-1.7%
-1.4%
-0.9%
-0.4%
0.6%
1.2%
1.2%
1.0%
1.0%
0.6%
0.1%
-0.5%
-0.7%
-1.1%
-1.4%
-1.2%
-1.5%
-1.5%
-1.8%
-2.2%
-2.2%
-1.9%
-1.5%
-1.2%
-0.5%

0.4%
0.4%
0.2%
-0.3%
-0.6%
-0.1%
-0.2%
0.1%
0.0%
-0.4%
-0.6%
-1.1%
-0.9%
-1.0%
-0.7%
-0.2%
0.3%
0.5%
0.2%
0.2%
2.6%
2.0%
1.5%
1.1%
0.6%
0.7%
0.4%
-0.1%
-0.7%
-1.1%
-1.1%
-0.9%
-0.9%
-0.8%
-1.0%
-1.1%
-1.4%
-1.2%

Lithua
nia
-2.5%
-2.8%
-1.8%
-0.7%
-0.2%
2.0%
3.5%
5.0%
4.3%
3.7%
3.4%
0.6%
-2.3%
-3.6%
-3.8%
-3.5%
-0.3%
0.9%
-1.2%
-0.6%
-0.3%
-1.1%
-1.2%
-0.7%
-3.3%
-0.4%
-0.3%
-1.8%
-1.0%
-1.3%
-1.5%
-0.9%
-0.9%
-2.7%
-2.0%
-2.7%
-1.5%
-0.6%

Czech
Rep.

0.2%
0.2%
0.1%
-0.4%
-0.8%
-0.2%
-0.2%
0.1%
0.1%
-0.3%
-0.4%
-0.9%
-0.8%
-0.8%
-0.5%
0.2%
0.9%
1.3%
1.1%
1.2%
1.8%
1.3%
0.8%
0.5%
0.2%
0.3%
0.2%
-0.2%
-0.9%
-1.3%
-1.1%
-0.9%
-0.9%
-0.8%
-0.9%
-1.1%
-1.4%
-1.1%

Hun
gary
1.5%
0.4%
-0.4%
-0.2%
-0.3%
0.0%
-0.1%
0.0%
0.3%
0.4%
0.4%
-0.2%
-0.9%
-0.8%
-0.3%
0.1%
-0.3%
-0.2%
-0.5%
-0.3%
-0.3%
-0.6%
-0.7%
-1.0%
0.0%
-0.5%
-0.5%
-0.7%
-0.9%
-0.9%
-0.8%
-0.6%
-0.3%
-0.1%
0.0%
0.1%
0.0%
0.8%

Poland

-2.1%
-3.5%
-2.2%
1.5%

0.5%

3.2%

3.4%

2.8%

4.3%

3.6%

3.0%

-2.0%
-0.2%
-2.4%
-0.8%
-0.5%
-1.3%
-2.2%
-0.7%
-3.0%
-2.0%
0.8%

-2.3%
-1.5%
-2.5%
-1.7%
-1.8%
-0.6%
-1.6%
-2.1%
-1.9%
-2.7%
-2.1%
-2.1%
-3.3%
-3.0%
-2.6%
-2.1%

Slova
kia
-1.1%
-2.8%
-0.6%
-1.2%
-1.0%
1.0%
2.7%
3.4%
4.3%
4.8%
4.6%
3.5%
0.9%
0.1%
-2.6%
-3.7%
-2.8%
-2.8%
-2.9%
-2.6%
-1.3%
-2.9%
-2.2%
-1.5%
-2.9%
-1.7%
-1.9%
-2.3%
0.0%
-0.4%
0.4%
0.1%
-0.3%
-0.4%
-1.4%
-0.7%
-0.6%
-0.6%

Slove
nia

EA

-1.3%2.3%
-0.49%1.2%
-0.4%0.3%

%4.8

0.6%

0.0%0.5%

0.3%

6%0.

0.3%1.3%
%0.9 0.2%
%1.9 0.1%

0.9%
1.6%
1.3%
1.5%
%l.1
390.
%0.7
994.
2.2%
2.1%
2.4%
1.5%
1.8%
1.2%
0.0%
0.0%

.3%1

.19%0
6.6%
2.7%
0.4%
-0.9%

-1.9%
-1.5%

1.1%

-1.1%
-1.2%
-1.3%

1.1%

-1.5%

-1.0%0.4%
-1.4%0.9%

%l.7
%l.8
9%
202,
A%
0%4L.
99%0.
09%0.
199.
8940.
79%0.
194.
8.

-1.0%
0.0%

-0.6%
-0.4%
-0.4%
-1.5%
-1.3%
-1.5%
-2.2%
-1.5%
-1.6%
-1.9%
-1.4%

GIF*
-0.6%
-0.7%
0.0%
0.2%
-0.1%
0.8%
0.6%

-1.1%
-0.6%
-0.8%
-0.3%
1.4%
-0.4%
0.4%
0.1%
0.7%
1.4%
1.0%
1.1%
0.1%
-0.2%
-0.2%
0.5%
-0.5%
-0.5%
0.3%
-0.7%
-1.5%
-1.5%
-1.7%
-2.0%
-1.8%
-1.6%
-2.3%
-2.1%
-1.7%

usS
-1.1%
-0.4%
-0.5%
-0.5%
-0.8%
-0.3%
-0.1%
-0.3%
-0.3%
-0.4%
0.0%
0.6%
0.6%
0.5%
0.9%
1.8%
1.2%
2.3%
1.6%
1.4%
0.4%
0.2%
-0.8%
-1.2%
-1.0%
-1.1%
-1.3%
-1.9%
-2.1%
-1.8%
-0.8%
-0.4%
-0.4%
-0.3%
-0.1%
0.1%
0.6%
0.6%
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Appendix 1. Cycle components in 1996 — 2013 (contied)

TIME/ Lithua Czech Hun Slova  Slove

GEO Estonia Latvia nia Rep. gary Poland kia nia EA GIF* us
2005Q3 -0.3% -1.1% 0.6% -0.9% 0.8% 0.5% 0.4% -1.3%1.4% -1.9% 0.8%
2005Q4 0.1% -0.9% 1.3% -0.7%  1.3% 2.6% 1.0% -1.4%1.6% -1.1% 0.9%
2006Q1 1.0% -0.4% 3.0% -0.2% 2.0% 1.2% 0.6% -1.0%0.9% -1.4% 1.6%
2006Q2 1.4% 0.3% 3.7% 0.6% 2.4% 3.7% 1.3% -0.6% 2%0. -0.2% 1.5%
2006Q3 1.9% 0.5% 5.6% 0.9% 2.5% 4.9% 1.8% 0.1% 0.19.6%  1.1%
20060Q4 2.1% 1.1% 6.4% 1.7% 2.9% 7.5% 3.5% 0.3% 1.298.0% 1.6%
2007Q1 3.4% 1.9% 9.3% 1.9% 1.7% 9.7% 4.9% 0.8% 1.892.8% 1.3%
2007Q2 2.4% 2.1% 8.9% 2.2% 1.2% 11.7% 6.4% 1.3% %2.8 3.5% 1.8%
2007Q3 3.2% 2.4% 9.5% 2.6% 1.4% 11.6% 8.3% 1.4% %3.8 5.2% 2.2%
2007Q4 3.9% 2.5% 9.4% 2.5% 2.0% 11.8% 9.3% 24% %85 49% 2.3%
2008Q1 3.7% 3.2% 6.5% 3.1% 3.5% 12.1% 8.6% 2.7% 9%5.0 5.9% 1.5%
2008Q2 4.3% 2.6% 7.6% 2.4% 3.4% 11.4% 9.1% 23% %5269% 1.8%
2008Q3  4.0% 1.8% 7.1% 1.7% 2.6% 5.9% 7.9% 2.0% 55%.3% 1.1%
2008Q4 1.8% 0.0% -2.9% -0.1% 0.3% 3.9% 7.2% 0.5% 7%5. 2.2% -1.2%
2009Q1 -2.0% -24% -6.8% -34% -29% -55% -6.8% 0%. -4.0% -25% -2.7%
2009Q2 -2.9% -2.7% -9.5% -3.5% -3.7% -5.9% -8.0% 5% -3.4% -3.6% -3.0%
2009Q3 -2.7% -2.4% -12.1%  -3.1% -4.3% -12.8% -7.6%1.0% 27% -34% -2.9%
2009Q4 -2.3% -2.0% -11.1% -25% -3.7% -11.0% -8.5%0.5% -1.9% -3.5% -2.1%
2010Q1 -2.0% -1.7% -10.7% -2.1% -2.7% -9.3% -7.8%0.7% -1.5%  -3.1% -2.0%
2010Q2 -1.0% -08% -87% -1.0% -2.0% -94% -6.8% 5% -1.2% -1.8% -1.3%
2010Q3 -0.6% -05% -6.3% -05% -1.4% -8.9% -6.3% 0%. -09% -1.2% -0.9%
2010Q4 -0.1% 0.0% -3.7% 0.0% -1.0% -7.0% -4.2% 0.0%-0.8% -0.2% -0.5%
2011Q1 0.5% 0.8% -0.9%  0.9% 0.3% -58% -25% 04%05% 0.1% -1.1%
2011Q2 0.7% 0.8% 1.0% 0.9% 0.3% -3.3% -1.3% 1.0% .3%0 0.8% -0.7%
2011Q3 0.7% 0.9% 1.5% 1.0% 0.4% -2.1% -0.9% 1.0% .1%0 0.8% -0.7%
2011Q4 0.6% 0.6% 0.8% 0.8% 0.9% -1.9%  -02%  1.3% 3%0. 0.2% 0.1%
2012Q1 0.2% 0.5% 2.7% 0.8% -0.4% -1.5% -0.3% 1.0% .3%0 0.3% 0.6%
2012Q2 -0.1% 0.2% 2.0% 0.4% -0.6% 0.4% -0.1% 0.3% .1%0 -0.6% 0.5%
2012Q3 -04%  0.0% 2.7% 0.3% -0.8%  1.6% 1.5% -0.2%0.1% -0.8% 0.7%
2012Q4 -0.7% -0.5% 2.7% -0.3% -1.2% 2.4% 1.2% -0.79%0.6% -2.0% 0.3%
2013Q1 -2.0% -0.7% 1.9% -05% -0.1% 3.6% 1.7% -1.0%0.7% -1.6% 0.2%
2013Q2 -1.6% -0.4% 1.0% -0.2% 0.3% 3.3% 1.9% -1.19%0.7% -1.0% 0.4%
2013Q3 -1.2% -0.3% 1.0% -0.2% 1.2% 4.0% 1.8% -1.19%0.8% -0.3% 0.9%
201304 0.7% -0.1%  0.6% 0.0% 1.8% 4.4% 2.4% -1.2% .8%0 1.2% 1.1%

NOTE: *GIF — Germany, Italy, and France aggregate.
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Appendix 2. Business cycles in CEE countries
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Appendix 2. Business cycles in CEE countries (contied)

Latvia
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Appendix 2. Business cycles in CEE countries (contied)
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Appendix 2. Business cycles in CEE countries (contied)
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Appendix 3. Cross-correlations of output gaps in 1896 — 2013

Lithua Czech Hun Slova Slove

960Q1-9904 Estonia  Latvia nia Rep. gary Poland kia nia EA GIF* us

Estonia 1

Latvia 0.855 1

Lithuania 0.866  0.669 1

Czech

Rep. -0.180 -0.230 -0.460 1

Hungary 0.197 0.100 0.062 0.296 1

Poland 0.178 0.233 0.191 -0.574 0.019 1

Slovakia 0.392 0.176 0.621 -0.456 -0.414 -0.157 1

Slovenia -0.071 0.114 -0.160 -0.046 -0.440 0.064 .14® 1

EA 0.128 0.043 -0.19¢ 0.708 0.637 -0.102 -0.577 -0.069 1

GIF* 0.119 0.095 -0.177 0.45 0.627 0.129 -0.592 -0.02 0.927 1

us -0.378  -0.202  -0.230 -0.648 -0.445 0423 0.114 0.193 -0.529 -0.226
Lithua Czech Hun Slova Slove

00Q1-04Q1 Estonia  Latvia nia Rep. gary Poland kia nia EA GIF* us

Estonia 1

Latvia -0.032 1

Lithuania -0.054  -0.306 1

Czech

Rep. 0.269  0.19C -0.705 1

Hungary 0.049 -0.216 -0.532 0.289 1

Poland 0.510 -0.049 -0.48 0.653 0.547 1

Slovakia -0.043 0.166 0.022 -0.197 -0.404 -0.594 1

Slovenia 0.111 0.18¢ -0.812 0.852 0.445 0.548 -0.045 1

EA 0.176  0.312 -0.59¢ 0.761  0.237 0.310 -0.08 0.644 1

GIF* 0.384 0.226 -0.795 0.918 0.473 0.683 -0.222 0.856 0.854 1

us 0.496 -0.018 -0.51¢ 0.648 0.618 0.956 -0.551 0.568 0.27C 0.679
Lithua Czech Hun Slova Slove

04Q2-07Q4  Estonia  Latvia nia Rep. gary Poland kia nia EA GIF* us

Estonia 1

Latvia 0.981 1

Lithuania 0.920 0.956 1

Czech

Rep. 0.983 0.951 0.895 1

Hungary 0.723 0.654 0.497 0.784 1

Poland 0.797 0.844 0.904 0.749 0.364 1

Slovakia 0.833 0.858 0.946 0.840 0.478 0.891 1

Slovenia 0.942 0.964 0.979 0905 0.540 0.907 0.913 1

EA 0.959 0971 0959 0.923 0.586 0.920 0.892 0.985 1

GIF* 0.965 0.973 0.942 0933 0.652 0.899 0.869 0.976 0.994 1

us 0904 0879 0856 0932 0.751 0.639 0.811 0.828 0.823 0.838
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Appendix 3. Cross-correlations of output gaps in 186 — 2013 (continued)

Lithua Czech Hun Slova Slove

08Q1-10Q2 Estonia  Latvia nia Rep. gary Poland kia nia EA GIF* us

Estonia 1

Latvia 0.961 1

Lithuania 0.939 0.957 1

Czech

Rep. 0.973 0.946 0.976 1

Hungary 0.978 0.960 0.959 0.991 1

Poland 0.988 0.967 0.926 0.957 0.973 1

Slovakia 0.872 0.885 0.971 0.954 0.926 0.857 1

Slovenia 0.987 0955 0.971 0996 0.990 0.971 0.932 1

EA 0.950 0921 0926 0972 0985 0.959 0.909 0.970 1

GIF* 0.930 0.902 0.921 0.968 0.977 0.937 0.922 0.961 0.997 1

us 0946 0.887 0.891 0.962 0.972 0.945 0.880 0.962 0.987 0.985 1
Lithua Czech Hun Slova Slove

10Q3-13Q4  Estonia Latvia nia Rep. gary Poland kia nia EA GIF* us

Estonia 1

Latvia 0.752 1

Lithuania 0.846 0.973 1

Czech

Rep. -0.054 -0.442 -0.301 1

Hungary 0.273 0.442 0.500 0.237 1

Poland -0.010 -0.603 -0.45 0.706 -0.117 1

Slovakia 0.510 -0.039 0.111 0.466 -0.0 0.775 1

Slovenia 0.016 -0.166 -0.04 0.812 0.648 0.459 0.284 1

EA 0.161 -0.387 -0.20C 0.850 0.278 0.830 0.634 0.758 1

GIF* 0.273 -0.310 -0.111 0.804 0.253 0.836 0.717 0.700 0.988 1

usS 0.567 0.836 0.794 -0.314 0.297 -0.511 0.069 -0.087 -0.407 4©.33 1

NOTE: *GIF — Germany, Italy, and France aggregate.

78



