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Cem Şamiloğlu 223607IASM

APRIORI ALGORITMI TÄIUSTAMINE

ASSOTSIEERIMISREEGLITE KAEVANDAMISE TEHNIKATE

TÕHUSUSE SUURENDAMISEKS

Magistritöö

Juhendaja: Mohammadreza Heidari Iman
Early Stage Researcher

Kaasjuhendaja: Tara Ghasempouri
Senior Researcher

Tallinn 2024



Author’s Declaration of Originality

I hereby certify that I am the sole author of this thesis. All the used materials, references
to the literature and the work of others have been referred to. This thesis has not been
presented for examination anywhere else.

Author: Cem Şamiloğlu
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Abstract

Association rule mining is one of the core techniques used in data mining that discovers
unrevealed interesting relationships and patterns from a given dataset. Classical and widely
used association rule mining algorithms in the current literature such as Apriori, come
with drawbacks of long execution time and a large number of redundant association rules.
This thesis proposes an improved Apriori algorithm called apriori-D that overcomes these
limitations. Improvements made in frequent itemset generation of the Apriori by an
innovative solution of ranking and keeping the most valuable itemsets. Results collected
from benchmark datasets have demonstrated that the proposed algorithm surpasses the
original Apriori in terms of shorter execution time as well as achieving less redundant
association rules as a result of the efficient pruning capability.

The thesis is written in English and is 51 pages long, including 7 chapters, 11 figures and 9
tables.
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Annotatsioon
Apriori algoritmi täiustamine assotsieerimisreeglite kaevandamise

tehnikate tõhususe suurendamiseks

Assotsiatsioonireeglite kaevandamine on üks peamisi tehnikaid, mida kasutatakse andmete
kaevandamisel, mis avastab varjatud huvipakkuvaid seoseid ja mustreid antud andmekogu-
mist. Klassikalised ja laialdaselt kasutatavad assotsiatsioonireeglite kaevandamise algorit-
mid praeguses kirjanduses, näiteks Apriori omavad puuduseid, milleks on pikk teostusaeg
ja suur hulk üleliigseid seoseid ja reegleid. Käesolev lõputöö pakub välja täiustatud Apriori
algoritmi nimega apriori-D, mis ületab nimetatud piirangud. Apriori liigse sagedusega
toimuvat üksuste genereerimist täiustati uuendusliku lahendusega kõige väärtuslikumate
üksuste järjestamiseks ja säilitamiseks. Kasete tulemused võrdlusandmekogumitel on
näidanud, et pakutud algoritm ületab algse Apriori nii lühema täitmisaja kui ka väiksema
hulga üleliigsete assotsiatsioonireeglite saavutamise poolest.

Lõputöö on kirjutatud inglise keeles ning sisaldab teksti 51 leheküljel, 7 peatükki, 11
joonist, 9 tabelit.
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List of Abbreviations and Terms
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1. Introduction

The advancements in digitized systems and wide usage of information technologies in
various fields have resulted in rapid data generation. Nowadays, many different domains
such as banking, healthcare, retail, marketing, and telecommunications produce enormous
amounts of data [1]. This increased trend of data generation in the last few decades has
been associated with the term in literature as big data [2]. Continuous generation of data
has introduced many opportunities such as giving important insight for many organizations
regarding their decision-making process.

Alongside the advantages of data generation, it also brings many challenges to overcome.
One of the major challenges it brings is the task of extracting useful information from the
raw data [3]. Manual approaches to finding useful information in smaller amounts of data
might be feasible, but once the size increases, manual methodologies would get inefficient
excessively. Therefore, the need to analyze the data in an automated manner has paved the
way for the foundation of a research field referred to as data mining.

Data mining, also known as KDD (Knowledge discovery in databases) is the process of
discovering unrevealed patterns and extracting interesting knowledge from a large amount
of data [4]. Starting from the beginning of the 1990s there has been significant growth in
data mining and many techniques have been developed over the years [5, 6].

An important method of data mining is ARM (Association rule mining), used to find
frequently occurring patterns and correlations in a given database [7]. Possible applications
of association rule mining include market basket analysis, mining web usage, healthcare an-
alytics, fraud detection, finance, marketing, sales, and many more in numerous fields [8, 9].
The result of ARM methods is the association rules, which are defined as if-then statements
that show the relations of items alongside interestingness measures [10]. These association
rules are later used by data analysts as input to process and provide insight for making
business decisions.

1.1 Problem Statement

Several algorithms have been proposed in the literature throughout the years for association
rule mining implementation. One of the earliest and most researched is the Apriori
algorithm. The studies proved that Apriori performs well overall when the database is
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sparse and discovered patterns have short lengths [11].

However, the efficiency of Apriori degrades steeply, especially when being applied in
larger databases. It has two major downsides that affect the performance, a very large
number of candidate itemset generation and scanning the database multiple times during
the execution. As the dataset gets larger, both of these drawbacks contribute to the total
execution time generated association rules as well as memory usage significantly [12].

1.2 Research Motivation

The main objective of this research work is to propose an improved version of the Apriori
algorithm by analyzing the gaps that exist in the current literature. The first aspect of
improvement is to shorten the total execution time as it grows significantly alongside the
database size.

Another aspect to be optimized is the generation of more meaningful association rules. The
number of association rules can get huge and often the output of ARM algorithms contains
many redundant rules that provide the same or less information of usefulness and relevance
[13]. Therefore, the number of association rules is also aimed to be reduced by eliminating
the redundant rules, thus enabling a more convenient analysis of the association rules.

1.3 Thesis Structure

This thesis consists of seven main chapters and the content of each chapter is briefly
described below.

■ Chapter 2 explains the data mining and association rule mining process in more
detail and provides the necessary preliminary concepts to build a foundation for
ARM algorithms. Alongside these, the well-known Apriori algorithm is described in
this chapter.

■ Chapter 3 conducts a literature review where the previously proposed improved
Apriori algorithms are investigated. The most notable algorithms that develop an
optimized Apriori algorithm in terms of execution time and more relevant association
rules are examined together with their benefits and drawbacks.

■ Chapter 4 explains the methodology of this research work and the proposed algorithm
in this thesis is presented to improve the Apriori algorithm by utilizing a novel
approach called dominance relation.

■ Chapter 5 contains the experimental results of the original Apriori and the proposed
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algorithm based on their execution time, number of generated rules, and redundant
rules.

■ Chapter 5 provides a conclusion of this research work, current limitations, and also
possible improvements for future work.

■ Chapter 6 summarizes briefly the initial problem, proposed solution, and achieve-
ments of the thesis.

Additionally, Appendix 2 includes the sources of all the datasets used for experiments
together with the implementations of all algorithms and scripts.
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2. Background

The procedure of data mining consists of several steps until there is a piece of meaningful
information extracted as the output. A general overview of data mining is depicted in
Figure 1. The first step is selection where appropriate data is selected based on the content
of the research. Next, the preprocessing step involves removing incomplete or inconsistent
data and integrating the data in case of using multiple sources. The preprocessed data is
converted into a suitable format for mining in the transformation step. Then, the mining
phase takes place where interesting patterns are discovered and extracted for further
evaluation. Finally, these patterns can be interpreted to acquire knowledge [14].

Figure 1. Overview of the data mining process [14]

The data mining process itself can be classified into two categories as supervised and
unsupervised methods as shown in Figure 2.

Figure 2. Techniques used in data mining [15]

Supervised techniques, which consist of classification and regression use labeled input and
output data to predict future occurrences. Whereas in unsupervised techniques, such as
association rule mining and clustering unlabeled data is being used and explores hidden
relations during real-time execution [16].
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Association rule mining is a fundamental method that discovers relationships of variables
from a given dataset [8]. It identifies the patterns and correlations of variables that occur
frequently. The goal is to extract meaningful information that provides insights into the
data [17].

2.1 Preliminary Concepts

In this section, the preliminary concepts about data mining and ARM will be presented to
develop a foundation for the algorithms proposed in the literature.

Definition 1. A dataset is a collection of data that contains transactions. An example of
dataset is D = {T1, T2, ..., Tn}, where each transaction is denoted as T.

Definition 2. Itemsets are collection of data that contains items. An example of itemset is
I = {i1, i2, ..., in}, where each item is denoted as i.

Definition 3. Frequent itemsets are a collection of itemsets that appear frequently in a
dataset. Indicating the notable relations between the itemsets [18]. The frequent itemsets

with a length k, is denoted as {Lk}.

Definition 4. Candidate itemsets are a collection of any valid itemsets which are potentially
frequent itemsets [18]. The candidate itemsets with a length k, is denoted as {Ck}.

Definition 5. An association rule is an if-then statement that uncovers relationships
of items in a dataset [10]. Association rule is defined as an implication presented in
Equation 2.1, meaning that if X is satisfied, it is highly probable that Y is also satisfied [19].
I is a set of items, X and Y are frequent itemsets.

X→ Y;where X ⊆ I,Y ⊆ I,X ∩ Y = ∅ (2.1)

Definition 6. Support is a metric used in association rule mining to measure how frequently
an itemset occurs in a dataset [20]. For an association rule X → Y , it states the ratio of
transactions in a dataset that contains the union of itemsets X and Y, and calculated by the
formula presented in Equation 2.2. It has a range of [0,1] where a larger support value
yields a higher statistical significance.

support(X→ Y) = P(X∪Y) =
Count of transactions containing itemsets X and Y

Total number of transactions in T
(2.2)
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Definition 7. Minimum support is a threshold used to identify if an itemset is frequent in
a dataset or not. If an itemset has a higher support value than minimum support, then it is
considered as a frequent itemset [18].

Definition 8. Confidence is another metric used in association rule mining to measure the
proportion of transactions in a dataset that contains itemset Y in the same transactions that
contain itemset X [21]. For an association rule X → Y , confidence is calculated by the
formula presented in Equation 2.3. It has a range of [0,1].

confidence(X→ Y) = P(Y|X) = support(X→ Y)
support(X)

(2.3)

Definition 9. Minimum confidence is a threshold used to determine the strength of the
association between itemsets. If an association rule has a higher confidence value than
minimum confidence, then it is considered as a valid association rule [18].

Definition 10. Lift is also a key metric used in association rule mining to measure how
often itemsets X and Y occur together than expected if they happen to be independent
statistically [22]. For an association rule X → Y , lift is calculated by the formula presented
in Equation 2.4. It has a range of [0,∞] where a lift value less than 1 indicates a negative
correlation, equal to 1 indicates an independent correlation, and higher than 1 indicates a
positive correlation.

lift(X→ Y) =
P(Y|X)
P(Y)

=
confidence(X→ Y)

support(Y)
(2.4)

The interestingness metrics, also referred to as the measures such as support, confidence

and lift, are used for assessing the relevance and value of discovered patterns in association
rule mining.

The main high-level process of association rule mining methods can be viewed as a
two-step approach [20]:

1. Finding all the frequent itemsets that satisfy a pre-defined minimum support threshold
from a given dataset,

2. Generating association rules using the frequent itemsets that satisfy a pre-defined
minimum support and minimum confidence thresholds using the frequent itemsets
found in the first step.
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Finding the frequent itemsets is considered to be the most computationally expensive step.
When the size of the dataset is larger, the frequent itemsets found in this step get bigger in
size, therefore it contributes most to the total execution time and use of resources [23].

Therefore, the majority of the previous research in literature has been done to optimize
this step in different approaches. Also worth mentioning is that the second step, which is
generating association rules is usually a generic task and does not vary widely between
different ARM algorithms.

In terms of the algorithms used in association rule mining, the Apriori algorithm is the most
known and widely used one. This is due to its convenient implementation, scalability, and
flexibility in terms of various types and sizes of datasets, and interpretability of generated
association rules.

2.2 Apriori Algorithm

Apriori is one of the first algorithms proposed for ARM applications by Agrawal and
Srikant [24]. It is a level-wise method that discovers the frequent itemsets (Definition 3)
from a dataset in an iterative way. These frequent itemsets found at each iteration are
extended to find longer frequent itemsets. Next, the association rules (Definition 5) are
generated based on all of the found frequent itemsets to discover the patterns and relations
of items in the dataset.

TID Items
T100 I1, I2, I5
T200 I2, I4
T300 I2, I3
T400 I1, I2, I4
T500 I1, I3
T600 I2, I3
T700 I1, I3
T800 I1, I2, I3, I5
T900 I1, I2, I3

Table 1. Sample dataset having a horizontal data format [18]

The frequent itemset discovery process is presented in Figure 3, based on a sample dataset
given in Table 1. The sample dataset shown in Table 1 has a horizontal data format
containing two columns. The first column represents the TID (Transaction Identifier), and
the second column represents the list of items that belong to a specific TID.

The first table {C1}, in Figure 3 represents the candidate 1-itemsets (Definition 4) and
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their support count. In this example, support count is used instead of the ratio stated in
Definition 6. The next table {L1}, shows the frequent 1-itemsets, where it is constructed
by the itemsets in {C1} that have a higher support than minimum support count. The
minimum support count of 2 is used. Since all of the itemsets have higher support than 2,
the itemsets in {C1} and {L1} are the same.

After that, the table {C2} in Figure 3, is generated by joining the itemsets present in {L1}.
The process continues iteratively until there are no frequent itemset found that exceed the
minimum support count. The last table {L3} shows the frequent 3-itemsets found at the
end of this process.

Figure 3. Itemset generation process of Apriori algorithm [18]

Discovering the frequent itemsets procedure of Apriori is outlined in Algorithm 1. The
algorithm has two inputs, the minimum support (Definition 7) and frequent 1-itemsets.
The frequent 1-itemsets are found by scanning the dataset and keeping the itemsets that
have higher support values than the minimum support threshold.

The lines between 1 and 10 of Algorithm 1, find frequent itemsets iteratively starting from
frequent 2-itemsets. Candidate generation is executed in line 2 that returns a super-set of
all k-itemsets from frequent (k-1)-itemsets. Candidate generation consists of two steps,
join and prune which will be explained further separately.

In lines 3 to 8, all of the candidate k-itemsets are scanned in the transactions of the dataset
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Algorithm 1 Finding frequent itemsets in Apriori algorithm
Input: L1 = {frequent 1-itemsets}, minimum_support

1: for (k = 2; Lk−1 ̸= ∅; k++) do
2: Ck = apriori-gen(Lk−1) ▷ candidate generation
3: for all transactions t ∈ D do
4: Ct = subset(Ck, t)
5: for all candidates c ∈ Ct do
6: Calculate support of c
7: end for
8: end for
9: Lk = {c ∈ Ck | c.support ≥minimum_support}

10: end for
Output: ∪kLk

to determine their support value. Finally, the support values of these candidate itemsets
are compared with minimum support in line 9. If they exceed the minimum support, they
are added to the frequent k-itemsets. This process continues iteratively until there is no
itemset that has a higher support value than minimum support. The output of the algorithm
is all of the discovered frequent itemsets.

The join step of candidate generation is presented in Algorithm 2. Frequent (k-1)-itemsets
are joined with each other to generate the candidate k-itemsets.

Algorithm 2 Join step of apriori-gen
1: insert into Ck

2: select p.item1, p.item2, ...p.itemk−1, q.itemk−1

3: from Lk−1 p, Lk−1 q
4: where p.item1 = q.item1, ...p.itemk−2 = q.itemk−2, p.itemk−1 < q.itemk−1

The prune step of candidate generation is presented in Algorithm 3. Where all itemsets c

that are present in candidate itemsets {Ck}, are removed if (k-1)-subset of c is not present
in {Lk−1}. By doing so, the final output of {Ck} will be smaller, and thus while generating
{Ck+1} from {Lk} in the next step, the total number of itemsets will be less. Since it is an
iterative process, this attribute will apply to all itemsets with length k.

Algorithm 3 Prune step of apriori-gen
1: for all itemsets c ∈ Ck do
2: for all (k-1)-subsets s of c do
3: if s /∈ Lk−1 then
4: delete c from Ck

5: end if
6: end for
7: end for
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After all the frequent itemsets are found, they are used to generate association rules. For
each of the frequent itemset, all of its non-empty subsets are generated. Then for all of
these subsets, antecedent and consequent parts are used to construct association rules.

If an itemset has length k, then there are 2k − 2 candidate association rules that will be
generated from this itemset. For instance, if the itemset of length 3 is [X, Y, Z], then
there are 6 candidate association rules such as (X, Y )→ Z, (X,Z)→ Y , (Y, Z)→ X ,
X → (Y, Z), Y → (X,Z) and Z → (X, Y ).

Despite being a straightforward algorithm to implement, Apriori also has drawbacks
that are discovered as the datasets get larger and contain longer patterns. The candidate
generation step has a major impact especially on the execution time due to generating a
huge number of candidates. Since it is an iterative approach, the dataset needs to be scanned
repeatedly which adds up to execution time. Also, Apriori generates many redundant rules
that do not provide any extra insight in the presence of another more meaningful rule.
Therefore, in the literature, most of the improvements have been targeted to improve the
Apriori algorithm in these aspects, which will be examined in the next chapter.
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3. Related Works

There are several algorithms developed in the literature with the aim of improving the
original Apriori algorithm in different aspects. The literature review conducted in this
chapter will focus on the proposed Apriori algorithms that mainly improve execution time
and reduce redundant association rules in recent years.

A traditional algorithm used in association rule mining named FP-growth (Frequent pattern
growth) [25], was proposed to mitigate the negative effect of the huge candidate generation
of Apriori. It was a divide-and-conquer method that introduced a novel approach by
compressing the dataset into an FP-tree structure. Then this compressed structure is
divided into conditional datasets that only one frequent item is associated with and mines
each dataset separately. However, it also brought some disadvantages such as having a
complex data structure that is cumbersome to implement. Also, due to its recursive nature,
when the dataset gets larger and more sparse the memory requirement becomes an issue
for the FP-tree structure [19].

An innovative algorithm named Eclat [26], proposed to utilize a different data format
where each itemset is associated with a TID. Because of using this data format, Eclat
is considered to be a depth-first search algorithm. The main benefit of this is to be able
to calculate the support count of an itemset directly from the length of TIDs that it is
associated with. This means that there is no need to scan the dataset continuously to
calculate the support measure.

Eclat performs better compared to Apriori regarding execution time when the number of
transactions and the length of transactions are relatively small, whereas in higher numbers
and longer transactions, Apriori was still able to run faster than Eclat [27]. This is mainly
due to the fact that TID lists can get very long when dealing with a high number of frequent
patterns, having a negative effect on computation time for intersecting the long lists [19].

Zaki and Gouda later proposed another algorithm called dEclat [28] to address the high
cost of intersecting TIDs. It is based on keeping track of only the differences of TIDs of a
k-itemset and a correspondent (k-1)-itemset. When the dataset contains dense and long pat-
terns it shows favorable results compared to Eclat while mining frequent itemsets, but still
has downsides such as consuming a significant amount of memory for its data structure [18].
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A fundamental method used to improve Apriori is to establish parallel execution. The
proposals made in [29] and [30] employ the parallel processing of the Apriori algorithm.
They are implemented in the MapReduce framework of the Hadoop platform to distribute
the data in large clusters. The experimental results show that execution time was shortened
with the help of multiple computing nodes. In other research works [31] and [32], a different
platform called Spark is used to apply parallel processing of the Apriori. Compared to the
proposals that work on Hadoop, results obtained from this proposal made on Spark can
run faster due to using memory for caching and processing of the data.

Parallel execution is further improved in proposals such as in [33] and [34] by integrating
the use of GPU (Graphics processing unit) to handle complex calculations that showed
favorable results in total runtime. Even though parallelism improves the execution time for
Apriori, these approaches have the drawback of relying on a separate processing platform
to handle the parallel computing.

Another aspect of improving the Apriori algorithm is the utilization of different data
structures. A method presented in [35] implements a hash tree structure. This resulted in
more efficient counting of support and also reduced the frequent dataset scanning. The
work proposed in [36] introduces a frequent matrix that stores the frequency of each item.
Furthermore, in [37], the use of a boolean matrix structure is proposed, and then operations
are performed on the compressed matrix row vectors. These proposals also resulted in
scanning the dataset less and reduced the time complexity of the original Apriori.

Apart from the proposals that reduced scanning of the database as a side effect of imple-
menting different data structures, there are also approaches to optimize Apriori directly
by avoiding unnecessary scanning of the dataset based on basic properties. Some notable
efforts presented in [38], [39], and [40] reduce the number of dataset scans by first splitting
each itemset in frequent itemsets. Then, uses the TIDs of the split itemset which has a
lower support value to scan the next candidate itemsets only in transactions with these
specific TIDs instead of scanning in the whole database.

The methods proposed in [41] and [42], are based on skipping scanning the transaction if
the transaction length is less than the current iteration number. Obviously, the runtime is
shortened since scanning fewer transactions however it introduces a risk of losing potential
valuable itemsets that are included in those transactions.

The research work presented in [43] takes a different approach where a new parameter
infrequent support is introduced. This parameter is used instead of classical support
measure to decide whether an itemset is found infrequent early in the scanning of the
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database therefore there is no need to continue scanning for it anymore.

The method to reduce the scanning over the database is often an effective solution to
shorten the runtime of Apriori. However, they might also yield reasonable results only on
specific conditions such as in [43], the approach improves in the cases of using a higher
minimum support threshold.

Some research works employ the use of an adaptive minimum support level instead of
inputting a constant threshold value as in the original Apriori. In the proposal made in [44],
the minimum support threshold is updated iteratively. The update is based on dividing
the sum of support counts of all items and then dividing it by the number of unique
transactions. Then, the updated minimum support threshold is used to prune candidate
itemsets to generate frequent itemsets.

A different approach of using a dynamic minimum support level is investigated in [45]
by utilizing the binomial distribution. An adaptive threshold is calculated at the start of
finding frequent by first calculating the binomial distribution of each itemset. Then the
final adaptive threshold is determined by multiplying the sum of all binomial distributions
and total transactions, then dividing by the number of candidate sets.

Furthermore, recalculation of the minimum support level is done by the sum of support
levels found in the candidate itemset divided by the size of the candidate itemset in [46].
The resulting new average threshold is then used to prune candidate itemsets instead of
a static minimum support level. Dynamic determination of minimum support level is
an effective method to reduce the execution time of Apriori but its effect on generating
valuable association rules is not a well-researched aspect.

Applying efficient pruning techniques is another common way to optimize Apriori. A
proposal made in [47] aims to extend the pruning process during frequent itemset generation
step. At the first iteration, pruning is done only on minimum support threshold, and in the
next iterations of frequent itemset generation, the rule is already generated and confidence
is calculated. Itemset is marked as one if its confidence is higher than 1/2, then all items
are subtracted from it and the items marked as zero are deleted.

Another effort to improve pruning is presented in [48]. It is based on an inference that in a
frequent itemset, all of the itemsets should be checked if it is included in the transaction
database. If not, it is pruned before continuing the generation of candidate itemset. In
contrary to the original Apriori where the candidate itemset is generated first and then
pruned, but some of these generated candidate itemsets might not be in the transactions.
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Moreover, a proposal made in [49] uses a filtration approach instead of pruning to overcome
unnecessary candidate generation by generating extra infrequent itemsets alongside the
frequent itemsets. The infrequent itemsets are used to determine if an itemset in a previously
generated candidate itemset is infrequent, then it does not need to be included in the next
iteration and can be pruned.

A very elementary pruning application is proposed in [50] where the current number of
iteration is compared with all of the frequent itemsets and the itemsets that have a support
value less than that are pruned. Therefore, this results in a smaller size of candidate itemsets
to be used in the next generations.

Reducing the redundant association rules is also a subject that has been researched in
the literature. The proposal made in [51] proposes an algorithm named DKARM that
eliminates itemsets that could potentially generate redundant rules. In another research
work [52], the redundant association rules are identified and pruned in the post-processing
step based on prior knowledge. However, these approaches are based on prior domain
knowledge and require extra background information about the data which may not be
available in all applications.

The research works in [53] and [54] state the definition of redundant association rule and
propose a method to reduce redundant rules without relying on domain knowledge. Simi-
larly, the proposals in [55] and [56] also develop methods to reduce redundant association
rules but with different definitions. Nevertheless, all of these methods are applied as a
post-processing step in addition to the main ARM algorithm. This means that the main
ARM algorithm already generates the redundant association rules. However, these rules
are later identified and pruned as an extra process by these proposed methods.

There are still limitations in the above-mentioned proposals that solely aim to improve one
aspect of Apriori without considering the other aspects. Apriori-based algorithms suffer
from generating many redundant rules that do not provide extra insight in the presence
of another meaningful rule. The proposals made for improving execution time do not
provide an optimization in the redundancy of association rules. Similarly, the methods
aimed to reduce redundant association rules do not provide information about their effect
on the execution time. Therefore, there is still a need to improve the apriori by proposing
innovative solutions and approaches that enhance both of these aspects.
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4. Methodology

The literature review done in the previous chapter has shown that the most costly step of
Apriori-based algorithms is candidate generation, which adds complexity to the compu-
tational aspect and biggest contributor to long execution time. Analysis of original and
improved versions of Apriori algorithms indicates that all of them have a limitation in that
the pruning operation is handled by relying on only one metric which is support.

There are other metrics used in Apriori that can be utilized alongside support, such as
confidence and lift. However, using any other metric in the pruning step will yield different
results because the evaluation of an itemset varies from metric to metric, as well as favoring
some of the itemsets [57].

So, using one metric may conclude that this itemset has a low metric and can be pruned,
while another one may yield a higher metric thus keeping this itemset for the next iterations.
As a result, there may be interesting and valuable itemsets that are pruned in this step that
cannot be generated into strong association rules. In order to overcome this limitation, an
improved version of Apriori based on dominance relation will be proposed in this chapter
referred to as apriori-D algorithm.

Figure 4. General flow of the methodology

The overall high-level process of the methodology and how the proposed algorithm is used
is illustrated in Figure 4. The operation starting from the raw data to the generation and
evaluation of association rules is comprised of several steps. First, the structure of input
data has to be decided whether it is suitable to be processed in an algorithm directly or
if it needs to go through a preprocessing step. Then the preprocessed data is used as an
input for the proposed algorithm to generate association rules. After that, in the evaluation
method, another separate algorithm will be used to check the redundancy of the association
rules that apriori-D algorithm has generated.
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In the following sections, each phase of the methodology will be elaborated.

4.1 Preprocessing of the Data

Often the datasets do not have the suitable structure to be able to be directly used as an
input to the proposed algorithm. Because of that, for some of the datasets, a preprocessing
step before the actual algorithm execution might be necessary including filtering and
restructuring of the data.

TID Item
T100 A
T100 B
T200 X
T300 C
T300 D
T300 E

Table 2. Raw data where each TID
mapped to an item

TID Items
T100 A, B
T200 X
T300 C, D, E

Table 3. Preprocessed data where each
TID contains all of its items

Consider a dataset that has a structure with a TID mapped to one item per row as shown in
Table 2. A preprocessing script will transform the raw data into a structure where each
TID contains all of its items as shown in Table 3.

4.2 Improved Apriori Algorithm with Dominance - apriori-D

The proposed algorithm named apriori-D, uses three metrics support, confidence, and lift
to enhance the pruning step of finding frequent itemsets by utilizing the dominance relation.
Even though the use of different metrics is not limited, these three metrics are chosen as
they are widely used in association rule mining methods. The notion of dominance relation
will be explained in the following subsection.

4.2.1 Dominance Relation

Dominance is a novel approach for discovering association rules without favoring or
excluding any of the used metrics [58]. In this thesis, it will integrated into finding frequent
itemsets step of Apriori and will be utilized in the context of itemsets.

Considering that I is a collection of frequent itemsets where I = {i1, i2, ..., ik}. All
of these itemsets are evaluated based on a set M of different metrics such as support,
confidence, and lift, where M = {m1,m2, ...,mn}. Then the structure Ω = (I,M) is
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created that consist of the itemsets in I and the metrics in M . The value of the metric m

for the itemset i is denoted by i[m], such that i ∈ I and m ∈M .

The dominance relation is based on the inference as follows; for all of the measures
(i.e., support, confidence, lift), if an itemset i is dominated by another itemset i’, then
the itemset i is removed because it is not interesting according to the combination of all
measures. Formally it is defined in two levels, value dominance and itemset dominance.

Definition 11. Value dominance: Given two values of a measure m from M corresponding
to two itemsets i and i’ from I, i[m] dominates i′[m], denoted by i[m] ≥ i′[m], if i[m] is
preferred to i′[m]. If i[m] ≥ i′[m] and i[m] ̸= i′[m], then it is defined that i[m] strictly
dominates i′[m], denoted as i[m] > i′[m].

Definition 12. Itemset dominance: Given two itemsets i, i’ from I;

■ i dominates i’, denoted as i ≥ i′, iff i[m] ≥ i′[m], ∀m ∈M .
■ If i ≥ i′ and i′ ≥ i, for example i[m] = i′[m] ∀m ∈M then i and i’ are equivalent,

denoted as i ≡ i′.
■ If i ≥ i′ and ∃ m ∈ M such that i′[m] > i[m], then i’ is strictly dominated by i,

denoted as i > i′.

Definition 13. Reference itemset: It is a fictitious itemset that dominates all the itemsets
of I. Formally it is denoted as ∀ i ∈ I and i⊥ ≥ i.

Definition 14. Degree of similiarity: It is a numerical value that defines the strengths of
associations between two variables [59], in this case the itemsets. It is calculated by the
Equation 4.1. The sum operation is done for all of the metrics, starting from n = 1 up to k,
which represents the total number of metrics used. The variables i and i′ represent two
itemsets, and m̂n represents a value according to the metric n.

DegSim(i, i′) =

∑k
n=1 |i[m̂n]− i′[m̂n]|

k
(4.1)

Detailed step-by-step execution of dominance relation is presented in Algorithm 4. The
algorithm has one input as the set of itemsets and their corresponding measures. Where
the variables used during the execution for accumulating the data are as follows:

■ Variable S is initialized to an empty set that is used to keep track of undominated
itemsets.

■ Variable C is initialized to I, containing the set of current candidate itemsets to be
qualified as undominated.
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■ Variable E is initialized to I, containing all current sets covering the undominated
space of all undominated itemsets.

The lines between 4 and 26 of Algorithm 4, are executed iteratively while the set of
candidate rules C is empty, if so the execution ends and the current undominated itemsets
that are added to S are returned. Otherwise, each itemset in C is assumed to be an
undominated itemset. Next, in lines 5 to 10, a degree of similarity calculation is performed.
If the current itemset i, has a minimal degree of similarity with the reference itemset i⊥,
then i is said to be an undominated itemset, added to S and deleted from C. In lines 11 to
24, all of the itemsets are compared with undominated space i∗, if i∗ is dominated by i,
then i is no longer a candidate and deleted from C. If not, i∗ is still a candidate itemset and
added to the undominated subspace of i. This process is done iteratively until there are no
more candidate itemsets left in C.

Algorithm 4 Dominance algorithm

Input: Ω = (I,M), {set of itemsets and measures}
1: S ← ∅
2: C ← I
3: E ← {I}
4: while C ̸= ∅ do
5: i∗ ← i ∈ C having min(DegSim(i, i⊥))
6: C ← C \{i∗}
7: for n = 1 to k do
8: si∗n ← ∅
9: end for

10: S ← S ∪ {i∗}
11: for all e ∈ E such that i∗ ∈ s do
12: for all i ∈ e do
13: if i∗ > i then
14: C ← C \{i}
15: else
16: for n = 1 to k do
17: if i[mn] > i∗[mn] then
18: si∗n ← si∗n ∪ {i}
19: end if
20: end for
21: end if
22: end for
23: E ← E \{e}
24: end for
25: E ← E ∪ {si∗1 , ..., si∗k }
26: end while
27: Return S
Output: S = Set of undominated itemsets of Ω
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4.2.2 Phases of the apriori-D Algorithm

The high-level overview execution of algorithm apriori-D is illustrated in Figure 5. In the
first iterations, the algorithm behaves identically to Apriori, keeping only the itemsets that
have support values bigger than the minimum support threshold. In the last 2 iterations,
firstly the itemsets are pruned based on minimum support still. Then for all of the resulting
itemsets, confidence and lift measures are also calculated to help the mining of more
meaningful rules. These itemsets together with three calculated measures are fed through
the dominance for further pruning.

Figure 5. Overview of the algorithm apriori-D phases

Dominance is decided to be executed on the last 2 iterations after extensive testing with
different starting conditions on a couple of iterations. Executing it in the very early itera-
tions of the algorithm will potentially prune an excessive amount of itemsets. Obviously, it
will result in a shorter execution time overall and fewer number of generated association
rules. However, it may also indicate that many valuable association rules are lost during
the process. Whereas executing it on the last iteration would not improve the algorithm
much in terms of execution time. Therefore, running it on the last 2 iterations was found to
be a balanced improvement between execution time and the generated number of rules.

Phase 1. Generating Candidate Itemsets

Generation of candidate itemsets is the first step of the algorithm where the dataset is
scanned once to get support levels of each itemset and then they are used to create the
candidate 1-itemsets {C1}. The candidate 1-itemsets are assumed to be all the possible
itemsets of length 1 that are found in the dataset.
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Next, there is a statement to check if the candidate 1-itemsets found in the previous step
is an empty set, which would reveal that the dataset is empty and there are no itemsets
found. In this scenario, the algorithm terminates completely without being able to find any
frequent itemsets to generate any association rules.

In the case that candidate 1-itemsets are not an empty set, they are passed to the next
step of pruning the candidate 1-itemsets based on minimum support to generate frequent
1-itemsets. The frequent 1-itemsets found are used to create candidate 2-itemsets by joining
the frequent 1-itemsets by itself. For instance, considering the frequent 1-itemsets, the
{L1} is joined by itself to generate {C2}.

This process is executed iteratively to generate candidate itemsets with each length. In
order to generate candidate 3-itemsets {C3}, the frequent 2-itemsets {L2} are joined with
each other. In order to find candidate k-itemsets {Ck}, the frequent (k-1) itemsets are
joined with each other as {Lk−1} and so on.

After the generation of each candidate k-itemset, the statement checks again if it is an
empty set to decide whether to move the generation of association rules step or to continue
finding frequent itemsets. For example, there might be only one candidate 6-itemset. Since
performing a union operation on it cannot generate any longer itemset with a length of 7,
the result would be considered as an empty set.

If the result of candidate itemset generation is an empty set, the algorithm moves to the
generation of association rules by using all of the found frequent itemsets up to this stage.
In the case of the above example, it would use frequent itemsets with lengths 1, 2, 3, 4, 5,
and 6 to generate association rules.

Phase 2. Pruning Itemsets Based on Minimum Support

After all the candidate k-itemsets are found, the next step is to prune them based on a
minimum support threshold. All of the itemsets in the candidate k-itemsets are compared
with a pre-defined input parameter minimum support. The itemsets that have lower support
value than this threshold are removed from {Ck} and the remaining itemsets are called
frequent k-itemsets {Lk}.

Once the frequent k-itemsets are generated, the statement checks if the algorithm is within
the last 2 iterations or not. If the algorithm is not within the last 2 iterations, it continues
back to generating candidate itemsets step. If the execution is within the last 2 iterations,
then it will move to another path that calculates multiple interestingness measures for each
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subset of the itemsets.

Phase 3. Calculating Interestingness Measures

In this step, the confidence (Definition 8) and lift (Definition 10) metrics will be calculated
for each subset of the itemsets and these measures will be given as input to the dominance
relation. Support metric was calculated in the previous step and the frequent k-itemsets
already have their associated support value, therefore there is no need to recalculate it
again.

Originally, these two metrics were defined for association rules, where there is an an-
tecedent and consequent. To be able to calculate these metrics for itemsets, the possible
subsets of itemsets are generated and confidence and lift are calculated for these subsets
first. Then, the average confidence and lift for the subsets are used to determine the final
metrics for a specific itemset.

The result of this operation is a set of itemsets and three calculated measures corresponding
to them.

Phase 4. Pruning Itemsets Based on Dominance

A set of itemsets and measures determined in the previous step are used as an input to the
dominance. The main purpose of using dominance relation at this step is to compare the
multiple measures of each of the itemsets and perform a further pruning operation on them.
The remaining itemsets after this stage will have a higher degree of interestingness and
less number that will be used to continue generating candidate itemsets.

An example to show the usage of dominance is examined in Table 4 where a set of itemsets
and their respective three different measures are presented. Table 4 consists of four columns
where the first column indicates the itemsets and the remaining three columns are different
measures calculated for a specific itemset.

According to the Definition 11 and Definition 12, the itemset i3 strictly dominates i2

since all of its corresponding measures are bigger or equal, such as if i3[m1] ≥ i2[m1],
i3[m2] ≥ i2[m2] and i3[m3] > i2[m3]. This relation is applied to all itemsets in Table 4.
The execution of dominance results in only two undominated itemsets as shown in Table 5.

As a result, dominance ensures that only valuable itemsets are kept for the next iterations
and pruning non-interesting itemsets to benefit in terms of computational aspect as well as
reducing the execution time at this step.
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Itemsets
Measure 1 (m1) Measure 2 (m2) Measure 3 (m3)

Support Confidence Lift
i1 0.20 0.67 0.02
i2 0.10 0.50 0.00
i3 0.10 0.50 0.02
i4 0.20 0.40 0.10
i5 0.20 0.33 0.02
i6 0.20 0.33 0.10
i7 0.10 0.20 0.01
i8 0.10 0.17 0.02

Table 4. Set of itemsets and their corresponding measures

Itemsets
Measure 1 (m1) Measure 2 (m2) Measure 3 (m3)

Support Confidence Lift
i1 0.20 0.67 0.02
i4 0.20 0.40 0.10

Table 5. Dominance result of the itemsets and their corresponding measures

Phase 5. Generating Association Rules

The generation of association rules is the final step and is presented in Algorithm 5. It is
executed if the output of candidate itemsets is found to be an empty set. The algorithm has
two inputs as minimum confidence and all of the discovered frequent itemsets.

In line 3 of Algorithm 5 the association rules are generated by antecedent and consequent
parts of each non-empty subset for each itemset. For instance, if the frequent itemset is
[A,B,C], then the generated association rules are (A,B)→ C, (A,C)→ B, (B,C)→
A, A → (B,C), B → (A,C) and C → (A,B). Between lines 4 to 6, the confidence
value of the generated rule is compared with minimum confidence. If it is higher, the
association rule is considered as strong.

Algorithm 5 Generating association rules
Input: ∪kLk = {all frequent itemsets}, minimum_confidence

1: for all itemset i ∈ Lk do
2: for all non-empty subset s of i do
3: Generate rule as s→ (i− s)
4: Calculate confidence of rule
5: if rule.confidence ≥ minimum_confidence then
6: {Association rules}← rule
7: end if
8: end for
9: end for

Output: {Association rules}

29



The whole procedure of apriori-D is presented in Algorithm 6. It has two inputs, the
minimum support, and frequent 1-itemsets. The algorithm iteratively finds the frequent
itemsets starting from the length of 2 and terminates when there are no more frequent
itemsets to be generated. Line 2 handles the candidate generation step which was described
previously.

Then, in lines 5 to 12, the transactions in the dataset are scanned for all of the candidate
itemsets to determine their metric. Lines 6 to 10 describe which metrics to calculate
depending on the current iteration. Next, lines 13 to 18 perform the pruning based on the
current iteration, if it is within the last 2 iterations, dominance-based pruning is executed
in addition to pruning based on the minimum support threshold. Otherwise, the candidate
itemsets are pruned based on only the minimum support threshold.

Algorithm 6 Finding frequent itemsets in Apriori with Dominance - apriori-D
Input: L1 = {frequent 1-itemsets}, minimum_support

1: for (k = 2; Lk−1 ̸= ∅; k++) do
2: Ck = apriori-gen(Lk−1) ▷ candidate generation
3: for all transactions t ∈ D do
4: Ct = subset(Ck, t)
5: for all candidates c ∈ Ct do
6: if last 2 iterations then
7: Calculate measures {support, confidence, lift} of c
8: else
9: Calculate support of c

10: end if
11: end for
12: end for
13: if last 2 iterations then
14: Lk = {c ∈ Ck | c.support ≥minimum_support}
15: Lk = dominance(Lk, measures) ▷ execute dominance
16: else
17: Lk = {c ∈ Ck | c.support ≥minimum_support}
18: end if
19: end for
Output: ∪kLk

All of the discovered frequent itemsets are used to generate the association rules, which
will be used in the next step to evaluate the redundancy of these association rules.

4.3 Evaluation of the Redundancy of Association Rules

The final generated association rules will be compared and evaluated between Apriori
and the proposed algorithm to determine which rules the proposed algorithm is able to
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find redundant and discard. The redundant association rules are the rules that do not
provide any extra insight in the presence of another more meaningful rule. Even though
association rules are also pruned and only those that exceed minimum confidence and
minimum support threshold are considered to be included in the output, often it does not
provide enough insight to determine whether these association rules are valuable.

For this purpose, another method named redundancyRulesChecker is developed and used
to identify redundant association rules from the output of algorithms. The Algorithm 7 has
two inputs as the association rules of original apriori and proposed algorithm apriori-D.

Algorithm 7 Identify redundant association rules - redundancyRulesChecker
Input: (rules_of_apriori), (rules_of_proposed_algorithm)

1: redundantRules← ∅
2: redundantRuleCount← 0
3: different_rules← (rules_of_apriori) - (rules_of_proposed_algorithm)
4: for all r ∈ different_rules do
5: Parse rule: r.ant, r.cons ▷ Parse as antecedent and consequent
6: for all k ∈ rules_of_proposed_algorithm do
7: Parse rule: k.ant, k.const ▷ Parse as antecedent and consequent
8: if (r.ant is subset k.ant) and (r.cons is subset k.cons) then
9: redundantRules← r ▷ Flag r as a redundant rule

10: redundantRuleCount++
11: end if
12: end for
13: end for
Output: redundantRules, redundantRuleCount

In line 3 of Algorithm 7, the different rules are determined by subtracting all the rules of
original apriori and proposed algorithm apriori-D. Next, the lines 5 and 7 parses each rule
of different_rules and rules_of_proposed_algorithm as antecedent and consequent. Finally,
between lines 8 and 11, the redundancy is identified if both the consequent and antecedent
of rule in different_rules are a subset of an association rule in proposed algorithm output
rules_of_proposed_algorithm. In that case, this specific rule is flagged as redundant and
the redundantRuleCount variable is incremented. An example of identifying a redundant
rule will be explained below.

Consider an association rule of (X,Y)→ (A,B), which appears in the difference set and does
not appear in the output of the proposed algorithm. This association rule can be identified
as redundant if there is an association rule present in output of proposed algorithm such as
(X,Y,Z)→ (A,B), (X,Y)→ (A,B,C) or (X,Y,Z)→ (A,B,C). The reason is that there is another
rule that is a superset of the former one in the final output. It means that the dominance
can get rid of itemsets that might produce this redundant association rule at the end.
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5. Experimental Results

The experimentations are performed on an Intel Core i7-6600U CPU (Central processing
unit) with 2.60 GHz clock rate, and 8 GB of RAM (Random access memory) running
Windows 10 - 64 bit as the OS (Operating system). For the algorithms, Python pro-
gramming language is used to implement an original Apriori algorithm without any
modifications named as apriori, and an improved algorithm based on dominance relation
named as apriori-D.

The output of the algorithms includes information regarding the number of frequent
itemsets found at each step, the number of generated association rules, and the total
execution time. For calculation of execution time Python standard time module is used
and takes into account the time between the algorithm starts running until it completely
terminates. The original and proposed algorithms are going to be compared in terms of
these aspects as well as the number of found redundant rules in this chapter.

5.1 Dataset Properties

Three different datasets have been selected and used in the experimentations. All of the
datasets have the CSV (Comma-separated values) format. Each of them has different sizes
in terms of total transactions, unique items, and lengths per transaction.

Dataset name Transaction count Unique items Avg. item count per transaction
retail_small 1349 2337 18.8
retail_large 2183 3232 19.7
groceries 9835 331 4.4

Table 6. Properties of the datasets after preprocessing

Table 6 contains the information of different attributes of each dataset. It consists of four
columns and three rows. The first column represents the name of the dataset, the second
column represents the total transaction number of the dataset, the third column represents
how many unique items the dataset has and the last column represents how many items
each transaction contains on average in the dataset. Each row of the table has the name of
the dataset and three of their attributes respectively.

The first dataset named retail_small, contains online retail transactions taken from the UCI
(University of California, Irvine) Machine Learning Repository. It has several columns
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including invoice number, item description, and country of origin. It is filtered only to
keep transactions with countries other than the United Kingdom to reduce the transaction
count. Since this dataset has the structure that all items belong to the same invoice number
in different rows, it needs to be preprocessed as described in Section 4.1, so that it can be
used by the algorithms. After the filtering and preprocessing steps, it has 1349 transactions,
2337 unique items, and on average 18.8 items per transaction.

The second dataset is also a dataset containing retail transactions and it is from the UCI
Machine Learning Repository. It is named as retail_large. It has the same structure as
retail_small but with a higher transaction count and overall longer transactions with more
unique items. It is also filtered to keep transactions with countries other than the United
Kingdom. Also, a preprocessing step is needed as described in Section 4.1 to be able to
use this dataset. After preprocessing, it has 2183 transactions, 3232 unique items, and on
average 19.7 items per transaction.

The last dataset that is named groceries contains transactions of a grocery market basket
taken from Kaggle. This dataset is already in a suitable structure where it has each
transaction mapped to all of the items that it contains. So, no preprocessing is needed
for this dataset. It has 9835 transactions, 331 unique items, and on average 4.4 items per
transaction.

5.2 Comparison of Results In Terms of Execution Time

The algorithms are executed on three different datasets with four different minimum
support thresholds for each of them. On the other hand, minimum confidence levels of
0.6, 0.8, and 0.4 are used in retail_small, retail_large, and groceries datasets respectively
for the association rule generation step. The reasoning behind using different minimum
support and confidence levels for different datasets is because of the diverse properties of
the datasets.

Using the same minimum support and minimum confidence thresholds for different datasets
often results in extreme outcomes such as generating a huge number of association rules or
generating no association rules at all in some cases. So, after a series of tests, these values
are found to provide a balance in both execution time and association rule generation
aspects.

Table 7 is composed of five columns where the first one shows the name of the dataset, the
second one shows the minimum confidence threshold, the third one shows the minimum
support thresholds used for these datasets, the fourth and the fifth ones show the execution
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Datasets
Minimum
confidence

Minimum
support

Total execution time (sec.)
Original algorithm Proposed algorithm

apriori apriori-D

retail_small 0.6

0.02 4.2 3.7
0.015 8.2 7.8
0.01 21.5 21.4

0.008 41.7 40.9

retail_large 0.8

0.01 28.2 27.6
0.008 47.8 47.2
0.006 103.9 98.3
0.005 154.9 142.6

groceries 0.4

0.003 43.1 42.5
0.002 81.4 79.2

0.0018 98.2 92.7
0.0015 164.3 151.2

Table 7. Execution time comparison of apriori and proposed algorithm apriori-D

time in seconds for apriori and apriori-D respectively. It has three main rows that represent
the results for each dataset and another four rows per dataset that represent the minimum
support levels used and execution time in both algorithms.

The improvement of execution time was achieved on the lowest minimum support levels
for all of the datasets. For the dataset retail_small on minimum support level 0.008, there
was a 0.8 seconds improvement. For the dataset retail_large on minimum support level
0.005, a 12.3 seconds shorter execution is achieved. Lastly for the dataset groceries on
minimum support level 0.0015, the proposed algorithm has 13.1 seconds shorter execution
time.
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Figure 6. Execution time comparison of apriori and proposed algorithm apriori-D using
dataset retail_small

The first graph illustrated in 6, shows the total execution time for both the original algorithm
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apriori and the proposed algorithm apriori-D executed on dataset retail_small, on four
minimum support thresholds as 0.02, 0.015, 0.01 and 0.008. The execution time grows
as the minimum support level is decreased, due to finding many more frequent itemsets
during the first stage of both algorithms that contribute to the computational aspect. The
results show that the proposed algorithm is clearly able to improve execution time on all
minimum support levels on this dataset.
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Figure 7. Execution time comparison of apriori and proposed algorithm apriori-D using
dataset retail_large

The results illustrated in Figure 7 also show a similar trend on the dataset retail_large. It
represents the total execution time for both the original apriori and proposed algorithm
apriori-D on four minimum support levels as 0.01, 0.008, 0.006, and 0.005. Again, the
proposed algorithm is able to surpass the original one in all minimum support thresholds
by achieving a shorter execution time. The difference between the two algorithms gets
even wider on lower minimum support levels, where 12.3 seconds of improvement was
achieved on 0.005 minimum support level.
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Figure 8. Execution time comparison of apriori and proposed algorithm apriori-D using
dataset groceries
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Lastly, the total execution time for the original algorithm apriori and proposed algorithm
apriori-D tested on minimum support thresholds as 0.003, 0.002, 0.0018, and 0.0015 using
the dataset groceries are illustrated in Figure 8. The proposed algorithm provides shorter
execution time on all minimum support thresholds but the most prominent one is on 0.0015
where a 13.1 seconds improvement is achieved.

Overall, it can be clearly observed that the proposed algorithm apriori-D provides an
improvement compared to the original algorithm apriori by accomplishing superior total
execution time across all datasets and minimum support threshold inputs. These results
prove that the dominance relation is performing well during the finding of frequent itemsets
step by efficiently pruning the itemsets.

5.3 Comparison of Results In Terms of Generated Rules

In this section, the number of generated association rules for the original algorithm apriori

and proposed algorithm apriori-D is compared.

Datasets
Minimum
confidence

Minimum
support

Generated association rules
Original algorithm Proposed algorithm

apriori apriori-D

retail_small 0.6

0.02 284 189
0.015 933 415
0.01 2835 2632

0.008 5303 5100

retail_large 0.8

0.01 669 594
0.008 2051 1158
0.006 9809 9195
0.005 14428 13737

groceries 0.4

0.003 817 643
0.002 1894 1175

0.0018 2327 1356
0.0015 3610 1733

Table 8. Generated association rules comparison of apriori and proposed algorithm
apriori-D

Table 8 represents the generated association rules of both original algorithm apriori and
proposed algorithm apriori-D on three datasets and four minimum support levels on each
of them. The table contains five columns where the first column represents the name of
the dataset, the second column represents the minimum confidence threshold, the third
column represents the different minimum support thresholds used, and the fourth and fifth
columns represent the number of generated association rules for original and proposed
algorithms. It has three main rows that show the results for each dataset and another four
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rows per dataset that show the minimum support levels used and generated association
rules in both algorithms respectively.
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Figure 9. Generated association rule count comparison of apriori and proposed algorithm
apriori-D using dataset retail_small

The data in Figure 9 illustrates the number of generated association rules in the original
algorithm apriori and the proposed algorithm apriori-D executed on dataset retail_small,
on four minimum support thresholds as 0.02, 0.015, 0.01 and 0.008.

Similar to execution time, decreasing the minimum support level results in a higher number
of association rules in the output. This is an expected behavior since the number of found
frequent itemsets increases due to smaller minimum support levels and these frequent
itemsets are later used to generate association rules. On all conditions, it can be observed
that the proposed algorithm generates a smaller number of association rules as an outcome
of using the dominance relation.
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Figure 10. Generated association rule count comparison of apriori and proposed algorithm
apriori-D using dataset retail_large
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In Figure 10, the number of association rules using the dataset retail_large on minimum
support levels as 0.01, 0.008, 0.006, and 0.005 are represented. There is a big difference in
terms of the generated number of association rules in minimum support thresholds 0.008
and 0.006. The reason behind these results is that there are a very big number of frequent
itemsets found between these two levels for this particular dataset.
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Figure 11. Generated association rule count comparison of apriori and proposed algorithm
apriori-D using dataset groceries

Lastly, the results shown in Figure 11 illustrate the number of generated association rules
from the dataset groceries, for the original algorithm apriori and proposed algorithm
apriori-D. The minimum support levels are 0.003, 0.002, 0.0018 and 0.0015. The reason
for selecting very low thresholds on this dataset is because of the sparse distribution of
data and the short length of transactions compared to other datasets.

5.4 Comparison of Results In Terms of Discarded Redundant Rules

The very high number of association rules is often inconvenient to analyze. Therefore,
having less number of association rules with more relevance is a desirable result. However,
it introduces the question of whether this reduction results in association rules with more
relevance or not.

In order to evaluate the efficiency of reduction in association rules, the difference of rules
in original algorithm apriori and proposed algorithm apriori-D will be compared, and
the number of association rules that are found redundant and eventually discarded in the
proposed algorithm will be identified.

The data represented in Table 9 has five columns where the first column show the name of
the dataset. The second and third columns show the minimum confidence and minimum
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support levels respectively. The fourth column represents the number of different rules in
apriori and apriori-D. The last column shows the number of redundant association rules
found in the original algorithm’s output apriori and discarded in the output of the proposed
algorithm apriori-D. It has three main rows that represent the results for each dataset and
another four rows per dataset that represent the minimum support levels used, the rule
difference, and discarded redundant rules in algorithm apriori-D respectively.

Datasets
Minimum
confidence

Minimum
support

Rule difference in Discarded redundant
apriori and rules in algorithm
apriori-D apriori-D

retail_small 0.6

0.02 95 6
0.015 518 10
0.01 203 203
0.008 203 203

retail_large 0.8

0.01 75 23
0.008 893 70
0.006 614 614
0.005 691 614

groceries 0.4

0.003 174 6
0.002 719 6

0.0018 971 6
0.0015 1877 6

Table 9. Number of discarded redundant rules in proposed algorithm apriori-D

As it can be observed in Table 9, in all scenarios of experimentation, the proposed algorithm
apriori-D is able to identify and discard redundant association rules. For the dataset
groceries, the number of discarded rules is the lowest due to the sparse distribution of data.

On the other hand, where the data is distributed densely with overall longer transactions
such as retail_small and retail_large, the proposed algorithm identifies and discards many
more redundant association rules. This is especially relevant at lower minimum support
thresholds where in some cases all of the rules different in apriori and apriori-D were
found to be redundant and discarded completely which is a very desirable result.

For instance, the execution on the minimum support level as 0.01 and 0.008 on the dataset
retail_small, it is apparent that 203 rules were different in the output of apriori and
apriori-D, and proposed algorithm found all 203 rules to be redundant and discarded
them. Similarly on the execution with the minimum support level 0.006 on the dataset
retail_large, 614 rules were found to be different, and all of them were identified as
redundant and thus discarded.

It is clear that by reducing the minimum support threshold, the number of rule difference
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gets bigger and there is a higher probability of finding redundant rules with the proposed
algorithm apriori-D.

Whereas in the executions with higher minimum support thresholds, there are more frequent
itemsets found with a shorter length and bigger number. This results in a scenario where
dominance prunes most of these frequent itemsets with shorter lengths, therefore the
possibility of finding redundant rules at the end is minimized. This is not an apparent
problem on lower minimum support thresholds by pruning the lower number of frequent
itemsets with longer lengths.
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6. Conclusion

In this thesis, an improved algorithm named apriori-D was proposed to enhance the pruning
step of finding the frequent itemsets phase of the original Apriori algorithm. The novel
approach called dominance relation is utilized to use multiple metrics to extend the pruning
process instead of solely relying on the support measure.

The experimentation results have shown that the proposed algorithm apriori-D outperforms
the original Apriori in terms of execution time on all of the tested conditions. Apart
from improvement in the execution time, the number of generated rules aspect was also
optimized by achieving fewer number of rules by discarding the redundant ones will make
the rule analysis much more convenient for data analysts.

In future work, various metrics can be utilized by extending the proposed algorithm
apriori-D, in order to evaluate the effect of using different measures on the redundancy of
generated association rules.

41



7. Summary

Association rule mining is a foundational method for data mining that has been widely
researched in the current literature. The necessary background regarding data mining,
association rule mining as well as its most known algorithms was explained in Chapter 2.
The widespread adaption of Apriori has been discussed alongside the main drawbacks it
brings and proposals made to overcome these limitations in Chapter 3. Following that,
based on the gaps found in the literature, the notion of dominance relation is introduced in
Chapter 4 together with a proposed algorithm by this thesis using the dominance relation
named as apriori-D to be able to utilize multiple metrics during the frequent itemset
generation process. The experimentation results performed on several datasets have been
presented in Chapter 5. The results demonstrate the proposed algorithm was able to further
improve the original Apriori in terms of execution time and the number of generated
valuable association rules. Finally, Chapter 6 provided an overall conclusion with possible
advancements for a future research work.
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Appendix 2 - Sources of Datasets and Implementations

The source of dataset retail_small to be found at:

https://archive.ics.uci.edu/dataset/352/online+retail

The source of dataset retail_large to be found at:

https://archive.ics.uci.edu/dataset/502/online+retail+ii

The source of dataset groceries to be found at:

https://www.kaggle.com/datasets/irfanasrullah/groceries

The implementation of the original algorithm apriori is to be found at:

https://github.com/cemsam/apriori-dominance/blob/master/apr

iori-original.py

The implementation of the proposed algorithm apriori-D is to be found at:

https://github.com/cemsam/apriori-dominance/blob/master/apr

iori-dominance.py
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