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1 Introduction

The electrical energy system is in a transition process from centralized power plants to
a decentralized power system with renewable energy sources. In Germany, this was en-
forced by the German Renewable Energy Sources Act (EEG) [34] in the year 2000 where
a guaranteed feed-in price for renewable energy sources was defined.

In 2011, the nuclear phase-out was decided by the German Parliament [20] for the year
2022, which increased the importance of the energy transition.

The Paris Agreement from 2016, which was signed by 195 countries, defines the fol-
lowing goals:

(a) "Holding the increase in the global average temperature to well below 2 °C above
pre-industrial levels and pursuing efforts to limit the temperature increase to 1.5 °C
above pre-industrial levels, recognizing that this would significantly reduce the risks
and impacts of climate change;

(b) Increasing the ability to adapt to the adverse impacts of climate change and foster
climate resilience and low greenhouse gas emissions development, in a manner that
does not threaten food production; and

(c) Making finance flows consistent with a pathway towards low greenhouse gas emis-
sions and climate-resilient development." [68]

The combination of the described laws enforces the importance of power systems us-
ing renewable energy sources. This enables, but also requires new grid structures and
concepts.

Microgrids [43] enable the structured integration of distributed generation (DG) units
such as photovoltaics (PV) in combination with rotating generation units and inverter-
based energy storage systems in interconnected, but also in island grids. Distinction is
made between permanent island mode operation (without connection to further grid ar-
eas) and temporary island operation, which is also described in the German concept of
the cellular approach [98]. Due to the capability of islanded microgrids for black start and
resynchronization, also a bottom up grid restoration in case of major failures is possible.

Another aspect which influences the demand of electrical energy is the transition in
heating, also based on the Paris Law [68]. An increasing number of heat pumps is installed
instead of conventional gas systems.

This thesis deals with islanded microgrids in general, but the focus is set on rural low
voltage (LV) grids in Germany. Therefore, special regulations regarding DG operation and
grid quality are considered, such as VDE AR-N4105 [99] or DIN EN 50160 [29]. That means
that control strategies are optimized for these regulations.

Therefore, simulation models for different microgrid assets are developed and later
verified by specific measurements at a demonstration and test grid at the Microgrid Cam-
pus Wildpoldsried (MCW), which is located in the south of Germany.

Fig. 1 outlines the experiment area MCW.

Further control strategies for the operation of islanded microgrids, which are consid-
ering the local regulations, are developed and verified by simulations.

The goal of this thesis is to develop resilient strategies under consideration of a high
grade of practical application.

The models and control strategies can be used as a basis for planning and dimensioning
of islanded microgrids on the one hand and for the design of a microgrid control system
on the other hand.

1



Figure 1- Overview of the MCW area (copyright: Fotodesign Suchy).

1.1 Thesis Objectives

The main objective of this scientific work is to develop and analyse a resilient strategy for
planning, dimensioning and operation of islanded microgrids with improved consideration
of the specific operation behavior of distributed energy sources and storage systems in
Germany based on verified mathematical asset models.

A further aim is to consider of delays due to low-bandwidth data communication be-
tween distributed assets in the research and development of microgrid control systems.

1.2 Hypotheses

The main hypotheses of this thesis are:

e Novel developed centralized microgrid control improves the dynamic behavior and
stability of systems with delays due to (Ethernet-based) communication.

e Novel energy scheduling algorithm for battery storage systems will improve the us-
age of distributed generation and thus reduce the consumption of (fossil) primary
energy in islanded microgrids.

o New failsafe control algorithm will reduce the reactive power exchange and increase
the voltage stability in island grids without centralized communication system or
communication link.

o New failsafe control will also enhance the interaction between battery storage sys-
tems and generation sets to improve the usage of distributed generation in case of
communication loss.

12



1.3 Research Tasks

The central research tasks of the thesis are:

1. Mathematical modeling of microgrid assets including verification at existing assets
located at the MCW.

2. Analysis of parallel operation of inverter-based and rotating assets by simulation
and specific measurements in island mode operation.

3. Development of control strategies using a centralized control center under consid-
eration of Ethernet-based communication.

4. Development of a resilient control strategy for failsafe operation without commu-
nication link between the assets.

5. Further control strategies such as energy scheduling, black start and resynchroniza-
tion.

1.4 Contribution and Dissemination

This thesis gives an extensive insight into the design of islanded microgrids considering
the feasibility in practical application. Contributions were delivered in the modeling of
microgrid assets and the control strategy for islanded microgrids with respect to the spe-
cific operation behavior of distributed generation regarding VDE AR-N4105 as well as low-
bandwidth communication between distributed grid forming assets. It is recommended
to microgrid designers as well as island grid operators.

Scientific Novelties:

¢ Amethod for nonlinear modeling of generation sets with turbocharged prime mover
based on Fuzzy logic and comparison with a linear model.

¢ Animproved centralized control approach for island grids with distributed grid form-
ing units considering communication delays caused by Ethernet-based connection
and protocol converters.

o A failsafe strategy for active power control and reactive power exchange minimiza-
tion in case of communication loss.

Practical Novelties:

o Verified models for typical island grid assets such as grid forming battery storage sys-
tems, grid supporting battery storage systems, generation sets, photovoltaic plants,
and heat pumps.

e Improved strategies for resilient island grid dimensioning and planning based on
verified models under consideration of effects such as delay times in real applica-
tions.

The research presented in this thesis has been disseminated in 7 international confer-
ence papers, 1 peer-reviewed international journal and 2 doctoral schools in form of oral

presentations.
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Results of this work are incorporated in the research of the projects "IREN2", "De-
CAS" and "pebbles" funded by the German Federal Ministry for Economic Affairs and Cli-
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2 State of the Art

The nuclear phase-out [20] and emission reduction according to the Paris Agreement [68]
necessitate an increase of the usage of renewable energy sources. The transition from an
electrical power system based on few fossil or nuclear power plants to a grid consisting of
a very high amount of distributed volatile energy sources enables grid concepts such as
microgrids [43].

It is distinguished between AC and DC microgrids [39] whereas AC systems are domi-
nating as the majority of electrical loads are designed for that voltage type. Therefore, DC
microgrids are not further investigated in the frame of this work.

Microgrids can be operated in grid-connected mode, but also asisland grids [96]. In the
grid-connected mode, assets such as BSSs are operated as current source inverters with
control of active and reactive power. However, in islanded microgrids, at least one grid
forming unit with frequency and voltage control is obligatory. As the focus in this thesis
is set on islanded microgrids, in this chapter, the state of the art with focus on control
strategies is explained.

2.1 Fundamentals of Droop Control Concept for Grid Forming Units

Grid forming units (GFUs) play an essential role in islanded microgrids. These assets are in
charge to ensure a stable frequency and voltage within predefined limits and are compul-
sory for black start. GFUs are, for example, gensets or battery storage systems with grid
forming capability.

A common control method for voltage and frequency is based on droop control [39].
This enables active power sharing of GFUs without direct communication link between the
assets as the steady state grid frequency is varied depending on the active power demand
in the grid and equal at all assets.

For reactive power, the concept is used for reactive power/voltage control. As the
voltage is a local phenomena, it cannot be used for accurate reactive power sharing. Nev-
ertheless it can reduce reactive power exchange between the GFUs.

First, distinction is made between droop control typically used for conventional (trans-
mission) grids and that for islanded microgrids.

Table 1 presents the fundamental differences between the strategies.

Table 1 - Overview of droop control characteristics including comparison of conventional (transmis-
sion grids) and islanded microgrids.

Conventional (Transmission) Grids Islanded Microgrids

P(f) characteristics f(P) characteristics

— increased active power feed-in in the | — intended frequency decrease in the
case of decreasing frequency case of raising active power demand
QO(V) characteristics for grid voltage sta- | V(Q) characteristics for improved reac-
bilization tive power sharing

In islanded microgrids: grid supporting | Used for inverter-based grid forming
units (section 3.3) units (section 3.2)

In islanded microgrids, everal operation strategies can be distinguished. Main strate-
gies are:

1. Standalone operation of one grid forming unit (GFU)

15



2. Parallel operation of GFUs
3. Parallel operation of grid forming and grid supporting units

For standalone GFUs, the grid frequency is controlled to the rated frequency in steady
state. It has to be ensured that the allowed limits of voltage are not exceeded at any
node inside the grid. For Germany, the norm DIN EN 50160 [29] defines the voltage limits
at £10% around the rated voltage. Further, this norm defines characteristics regarding
voltage quality such as flicker, voltage harmonics or asymmetrical voltage; these have to
be taken into account in the design of the system, but are not investigated in this work.

In islanded microgrids with parallel operated GFUs, a stable voltage and frequency as
well as controlled power sharing between grid forming assets have to be ensured. One
common concept is based on droop control. Several sources have discussed this topic
for grids with inverters and/or gensets [83, 48, 35, 88, 76]. In this control strategy, the
grid frequency is used for very fast communication between the assets without the need
of extra communication links such as Ethernet-based systems. It is based on the fact that
considering steady state, the grid frequency is equal in the complete grid area. Depending
on the load, a corresponding frequency deviation is accepted. The correlation between
load and frequency deviation is called droop factor k.

In conventional (transmission) grids, for active power and frequency, a P(f) charac-
teristic is used. That means that power plants are increasing the active power feed-in at
decreasing frequency. For reactive power, a Q(V) characteristic is used for voltage stabi-
lization of the grid.

In islanded microgrids, the inverse droop concept with a f(P) characteristic is widely
used. That means an intended frequency decrease at a raising active power demand at
each GFU. Further, a V(Q) characteristic is assumed for an improved reactive power shar-
ing.

For active power and frequency, the mathematical relation is as follows [39]:

1 1
f\'er :fﬂfi

-—(P—PR, 1
kf 1+Ska ( 0) )

This leads to a defined active power sharing between GFUs.
By analogy, the correlation between reactive power and voltage is defined as [39]:

1 1
Vier = Vo — E ’ m

The voltage droop in islanded microgrids is used for the reduction of reactive power
flow between GFUs. As the voltage is a local phenomenon, the usage of voltage droop can
reduce unwanted reactive power exchange. Consideration of further optimizations (e.g.,
by virtual impedance) was not defined as a goal of this work.

It can be realized, for example, by a higher level control system (optimization criteria:
e.g., minimization of losses or reactive power). The control system using voltage droop is
a resilient system as no ICT is necessary.

The control behavior is defined by the no-load resp. rated parameters (fy, Vo, Py and
Qo) and by the frequency droop factor k resp. voltage droop factor ky. To avoid oscilla-
tions and instabilities, smoothing time constants (T resp. Tiy) are introduced.

A graphical form is shown in Fig. 2.

The frequency droop leads to a defined active power sharing between grid forming
units in islanded microgrids, whereas the voltage droop can support the reduction of re-
active power circuit flow between grid forming units.

(Q—0Qo) (2)
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(a) Frequency droop (b) Voltage droop

Figure 2 - Droop control structure for frequency/active power (a) and voltage and reactive power

(b).

The implementation of this control concept is described in the following sections (3.2
- 3.4). The effect of parallel operated GFUs is investigated in section 4.1 in detail.

2.2 German Application Guide AR-N4105

The German Application Guide VDE AR-N4105 (Erzeugungsanlagen am Niederspannungs-
netz; Engl. Power generation units in the low voltage grid [97] defines the behavior of DGs
and BSSs (exception: grid forming units) in the grid.

In the analysis of island grids, the following functions have to be taken into account:

e DG startup behavior
e Power factor depending on active power feed-in
e Frequency behavior

In the following, each feature is explained in detail.

2.2.1 DG Startup Behavior
In VDE AR-N4105, the startup behavior of a DG connected to the LV grid is defined. Before
feeding in, at least for 60s, the voltage has to be in the range of 85%V, <V < 110% and
the frequency in the range of 47.5Hz < f < 50.05Hz.

After that is fulfilled, the active power feed-in is limited by a ramp with a slow of max-
imum 10% per minute regarding the maximum power.

2.2.2 Power Factor Depending on Active Power Feed-In

One important feature for the research in islanded microgrids is the maximum power

factor depending on active power feed-in for decentralized generation in distribution grids

on LV level. Fig. 3 presents the power factor (cos ¢) characteristic for active power feed-in

that is considered in the mathematical model of grid supporting battery storage systems.
The corresponding equation for the maximum power factor depending on the active

power setpoint P,,; and the rated power P, is represented in Eq. (3) [97].

PS(’I
. 1.1-0.2x — for P,,; > 0.5P,
cos it = b = (3)
1 else

The relation between Py, Oser and cos @y, is

_ _ 2 2
Pyet = Sser - COS Qger = \/ Pior + Ofer * €OS Pger
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> Pset/
0.5 1.0 B

Figure 3 - Maximum power factor depending on active power feed-in.

As the requested reactive power is inductive, Qy.; has the negative sign due to the

convention used in Fig. 20:
1
Qset,max = -1 'Pser (4)
COS Pger

By combining Eq. (3) and (4), the maximum reactive power is calculated (note: induc-
tive reactive power has the negative sign!):

1
— 7~ 1-P, for Py > 0.5P,

— (1.1 —0.2*%7> 5

set,min —

0 else

The described characteristics can be modified to any other (nonlinear) behavior.

Next, the effect of power factor control regarding AR-N 4105 is analyzed for an LV grid
with a cable from type NAY2Y 4x150mm? (see Chapter 3.1). A line length of Tkm is assumed.
Figure 4 presents the comparison of the constant power factor cos ¢ = 1 and the variable
power factor as described in this chapter. Without power factor control, the maximum
active power is limited to 74kW due to voltage band limitations (4+10%). By using power
factor control, this boundary is extended to 85kW, which means that in this example ap-
prox. 15% of additional active power can be supplied without voltage violations.

2.2.3 Frequency Behavior
In conventional power systems but also in island grids with droop control, an increase of
frequency is an indication of exceeding generation. Therefore, the VDE AR-N4105 forces
a feed-in reduction depending on the frequency, as shown in Fig. 5.

For grid frequencies in the range of 50.2Hz < f < 51.5Hz, the active power feed-in is
reduced by a gradient of 40% per Hertz [97]:

50.2Hz— f
_— 6
50Hz (6)
Py is the actual active power at the moment when the frequency of 50.2Hz is ex-
ceeded.

APpg =20-Py -
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Figure 4 - Comparison of resulting voltage for active power feed-in for a GSU without power factor
control (blue) and power factor control regarding VDE AR-N4105 (orange) for active power from
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Figure 5 - Active power feed-in reduction depending on frequency.

19



2.3 Multi-Layer Control Approach for Islanded Microgrids

In island grids with droop control, as described in section 2.1, active power leads to fre-
qguency deviation - also in steady state. Thus, additional control strategies have to be used.
In general, a centralized approach as presented, e.g., in [55, 39, 16] and a decentralized
approach [100, 84, 65, 85, 41, 32, 52, 93, 61, 9, 37, 62, 59] are distinguished.

Further islanded microgrids are typically equipped with a black start capability. In lit-
erature, several black start strategies have already been discussed, e.g., in [92, 54, 58, 63,
101] where controllable loads or a communication link to the DGs is assumed.

In temporary island grids, resynchronization functionality is implemented as well [46,
33, 31, 82, 49, 89, 102, 56, 21].

This thesis research extends knowledge for systems considering distributed generation
with VDE AR-N4105 specification.

2.4 Conclusion

In the state of the art analysis, the concept of droop control for stable operation of grid
forming units in islanded microgrids is researched. Further the German application guide,
which defines the behavior of generation units in the LV grid, is described. Further a lit-
erature research for multi-layer control approaches as well as typical island grid features,
such as black start or resynchronization strategies, was done.

Based on these knowledge, the mathematical models for all considered assets were
developed and verified by specific measurements in an islanded microgrid. Further, the
interaction of droop-based grid forming units was investigated by simulation and com-
pared with measurements. In addition, novel microgrid control algorithms considering
distributed generation considering VDE AR-N4105 were developed.
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3 Mathematical Modeling of Microgrid Assets

In this section, the mathematical modeling of assets typically used in islanded microgrids is
presented. Besides the electrical structure, the focus is set on its specific control strategy.
First, the considered grid structure is described and the specific behavior of the electrical
lines regarding active and reactive power transmission is investigated analytically as this
influences the control strategies of the assets.

Next, mathematical description including control algorithms is presented for the fol-
lowing assets:

Battery storage systems (BSS) in grid forming mode

Battery storage systems in grid supporting mode

Gensets (Generator sets)

Photovoltaic (PV) systems

Heat Pump

3.1 Low Voltage Grids for Island Operation

All assets described in this chapter are connected to a 400V low voltage (LV) grid with a
nominal frequency of 50Hz. The assets are mainly interconnected by 4-wire underground
cables with a cross-section area of 150mm? each (Type NAY2Y). In Fig. 6, a slice of the
cross-section is shown.

Figure 6 - Cross-section of a LV cable (type: NAY2Y 4x150mm?)

In the literature, the modeling of electrical lines is widely discussed (e.g., [67, 64]). Es-
pecially for transmission lines, the lines are typically modeled in T structure or IT structure
(Fig. 7a). As the admittance Y is affected by the voltage by square, it can be neglected in LV
grids due to the low voltage level. Thus, the line model is simplified to the line impedance
Z =R+ jX (Fig. 7b).

In the literature [64, p. 954f], the following values for a LV cable based on aluminium
(Type NAY2Y) are listed:

e R

line

o X},, = 0.0807Q/km

=0.207Q/km
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Figure 7 - Single line diagram (SLD) for line model. a) I1 model; b) simplified series model.

The corresponding X/R ratio is X /R ~ 0.4, which means that the ohmic part is domi-
nating (approx. 2.5 times higher than the inductive part). At high voltage (HV) overhead
lines, the line inductance is dominating, whereas the ohmic part is small. An overview of
typical model parameters and X /R ratios for different voltage levels is presented in Table
2.

Table 2 - Typical model parameters of different voltage levels and line types [64].

VLL,rated (kV) Type R’ (Q/km) X' (Q/km) X/R
04 Cable (NAY2Y, 4x150mm?) 0.207 0.0807 0.4

’ Overhead Line (120mm?) 0.155 0.305 1.97

110 Overhead Line 0.033 0.266 8.1

380 Overhead Line 0.027 0.260 9.6

The focus in this work is set on LV microgrids. Therefore, a 0.4kV cable network is
assumed, whereas the behavior of LV overhead lines resp. higher voltage levels such as
110kV or 380kV grids are not considered.

3.1.1 Influence of Active and Reactive Power on the Voltage

The behavior of a typical LV cable (NAY2Y-4x150mm?) is analyzed theoretically. The pre-
sumed test setup is shown in Fig. 8, where a mains connected grid (conventional distri-
bution grid, no island grid) is assumed. On the left side of the line (represented by Z;;,.),
an equivalent circuit for a LV grid fed by a 20kV/0.4kV transformer consisting of an ideal
voltage source V. and a series impedance Zy, is connected. At the end of the line, a
voltage source V is assumed. As the focus of this part is set on the investigation of the
line behavior, a more accurate transformer model (e.g., in T structure) is not taken into
account.

The line impedance Z;;,,, is

Ziine = Riine + JXiine 7)
with
Riine = R;ine : lline (8)
and
Xline = Xl/ine ' llme (9)

where line length is [;;,,.

First, the voltage depending on the cable length is investigated for different values of
active and reactive power. The transformer voltage is set as constant to V ;. = 400V and
also the transformer impedance Zy, is assumed as constant.
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Figure 8 - SLD of cable modeling setup. V., Zy,: transformer equivalent circuit. Z;;,.: cable
impedance. V| : resulting voltage of current I.

Regarding the regulation DIN EN 50160 [29], the allowed voltage band is defined as
+10% (for LV grids: 360V <V < 440V).

The corresponding vector diagrams for a cable length of 1km are presented in Fig. 9.
In Fig. 10, the voltage V| depending on the cable length is illustrated for

1. Active Power Feed-In (P = 100kW, Q = 0)

2. Reactive Power Feed-In (P = 0, Q = 100kvar)

3. Reactive Power Consumption (P = 0, Q = —100kvar)

It can be seen that active power has more impact on the voltage than reactive power.

For a cable length of 1km, the resulting voltage for P = 100kW (blue) is approx. 450V,
whereas for O = 100kvar the voltage is approx. 425V.

Z-1 zZ-1
Z-1 A “—
) | t |
v, | v.| | V(Y
12 I, vl
| [ \
| I \
ff | \
| | \
500-2\ | 500 Z | 500-2 \ |
I \
’ I I

(a) (b) (c)

Figure 9 - Vector diagrams of power feed-in at a LV cable (NAY2Y 4x150mm?) in generator conven-

tion. a) active power (P=100kW, Q=0); b) reactive power feed-in (P=0, Q=100kvar); c) reactive power
consumption (P=0, Q=-100kvar).

In conventional HV energy systems, additional reactive power is used for voltage con-
trol. This effect is investigated for a LV grid by variation of power factor to cos¢ =1,

cos @ = 0.9.4, and cos ¢ = 0.9;,4 at a constant active power feed-in of P = 100kW. The
results are shown in Fig. 11.
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Figure 10 - Voltage depending on cable length for active power feed-in (blue), reactive power feed-in
(orange) and reactive power consumption (Green).

cosPhi=1
cosPhi=0.9ind

cosPhi=0.9kap

0.0 0.2 0.4 0.6 0.8 1.0
length (km)

Figure 11 - Voltage depending on cable length for active power feed-in of P = 100kW and cos ¢ = 1
(Blue), cos @ = 0.9;,4 (orange) and cos ¢ = 0.9, (green).
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Fig. 12 shows the resulting voltage V| depending on reactive power for a cable length
of 1km and for three setpoints of active power (P = 0kW, P = 100kW, P = —100kW). It
has to be ensured that the voltage is between 360V and 440V.

— P=0kW P=100kW = P=-100kW

500 1

—200 —-150 —100 —50 0 50 100 150 200
Q (kvar)

Figure 12 - Voltage depending on reactive power for a cable length of tkm and P = 0 (blue), P =
100kW (orange) and P = —100kW (green).

As seen, a relatively high amount of reactive power is needed to control the voltage
significantly. Looking at the result for P = 100kW (Fig. 12, orange), a reactive power of
O = —100kvar is needed to reduce the voltage from 450V to 440V.

Next, the transformer reactance is set in relation to the line reactance depending on
the cable length. The transformer is assumed as a 20kV/0.4kV transformer with a rated
power of Sy, = 630kVA, a short circuit factor ux = 4.5% and a ratio between X7, and
Ry, of (X/R)r, = 4.56 (with Zy, = Ry, + jXr,). From this data, the absolute value of the
transformer impedance can be calculated:

2

V.
Zr,| = ug - —E (10)
STr

Thus, the transformer reactance and resistance are calculated:

Z
XT}’ _ 1Tr| (11)
e
(X/R)z,
Z
Ry, = |—Tr| (12)

(X/R)7,+1

The result in Fig. 13 shows that line reactance is dominating the transformer reactance
for cable lengths greater than approx. 130m. For other transformers and line types, this
value will differ.
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Figure 13 - Ratio of the line reactance X;;,,. to the transformer reactance Xr,.

In this theoretical analysis it was shown that the voltage in a LV grid is influenced sig-
nificantly by active power and not by reactive power. The load in low voltage distribution
grids is typically dominated by active power (see section 3.1.2) and thus the impact of ad-
ditional reactive power on voltage stabilization is smaller than in HV grids (due to X/R ratio
regarding Table 2).

Therefore, STATCOMs as control assets in LV grids are not considered in this work as
the effect of reactive power on voltage is less than by active power.

3.1.2 Active and Reactive Power Consumption in LV grids

Active power consumption in rural LV grids is typically dominated by active power. From
September 2012 until January 2015, active and reactive power consumption was mea-
sured at different LV substations in a rural area in Southern Germany in the frame of the
research project IRENE [17]. The results of four substations (for time-synchronous data
with a period of 1 minute) are presented in Fig. 14.

The corresponding density diagram of the power factor is shown in Fig. 15.

It can be seen that at more than 85% of the time, the power factor is higher than
cos @ = 0.9 (substation 1, 3 and 4) resp. at more than 60% for substation 2. At more than
95% of the time, the power factor is higher than cos ¢ = 0.8.

It should be pointed out that the number of analyzed substations is too small for a
general statement (only 4 substations); nevertheless, a tendency is presented that rural
LV grids are dominated by active power.
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Figure 14 - Active and reactive power distribution of substations sub1(a), sub2 (b), sub3 (c) and sub4
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Figure 15 - Density of power factors measured at four substations (sub1...sub4) in a rural area in
Germany.
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3.2 Battery Storage System in Grid Forming Mode

In modern island grids, electrical components with power electronics are used in differ-
ent applications. Besides inverter-based DGs such as PV systems (section 3.5), stationary
battery storage systems (BSSs) play an increasing role. On the one hand, BSSs like home
storage systems are installed for an optimized usage of DG systems (e.g., optimization of
self consumption) and are operated in parallel to an existing grid.

In islanded microgrids with high penetration of renewable DG systems, BSSs can be
equipped with further functionality. These are mainly:

e Frequency and voltage control as a grid forming unit (GFU) for standalone applica-
tion

e Black start capability

e Droop control for distributed frequency and voltage control (in combination with
further BSSs or rotational units such as gensets)

In this section, a mathematical model for BSSs in grid forming mode based on the con-
cept of droop control (as explained in the previous section) is described. The hierarchical
structure is based on an existing BSS located at the MCW (section 5.2.1). In section 6.1.1
the concept is verified with specific measurements at this BSS at the test site.

The model structure of a BSS with grid forming capability is shown in Fig. 16. It is
considering an inverter, grid filter (e.g. in LCL structure), coupling transformer and is con-
nected to other assets in an (islanded) grid. The inverter itself is controlled by the concept
of droop control which is described in section 2.1.

P% fee Viizin. ViazFie Viinpec %
402? DrOOp —> Inverter Vi23,nv, LCL L/sz,rmE e.a Vianpcc
Q Ctrl N Yiz1nv, Filter Visrie Visnpec / Q
i

Coupling Grid
Transformer

Figure 16 - Block diagram of a voltage source inverter (grid forming mode) with droop control.

The structure of the inverter is typically a three-phase voltage source converter with a
dc link capacitor. The structure as well as distinctions of current source converters are
investigated in detail in [8]. To ensure a sinusoidal-like voltage output, the inverter is
connected to the grid by a filter (e.g., in LCL structure).

For an investigation of the GFU itself and its internal electrical behavior, a detailed
modeling approach shown in Fig. 17 has to be considered.

A mathematical model for Lithium-ion batteries with a dynamic internal resistance con-
sisting of a constant series resistance Ry and a RC-element (Rorc, Corc) as a first order
time constant is considered. For some investigations also higher order models with two
or three time constants and considering a high frequency model may be required [74], but
it is not taken into account in this thesis.

It is followed by a DC link capacitor and a 6-pulse bridge whereas also other inverter
technologies such as multi-level converters can be used. The inverter is followed by an
LCL filter and a transformer (in YNd5 structure) that is used for both voltage adaption and
neutral point creation.
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Figure 17 - Detailed 3-phase electrical model of a BSS.
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For the analysis of the interaction of several assets operated in parallel, a simplified
model approach shown in detail in [72, 70, 3] is sufficient and it will not be explained in
detail in the frame of this work.

Also, for planning and dimensioning of an islanded microgrid, the simplified modeling
approach is preferred, as in practical application not all electrical and control parameters
are known from the manufacturer side. The SLD of the simplified model is shown in Fig.
18.

iy R L -
El(Vset'fset't)l ~ /

Zgrid
\
4 Z

External Grid

<

Figure 18 - Simplified SLD of a BSS as GFU.

It consists of a controlled voltage source v, (Vye, fser,t) and an internal impedance (R
and L) as an aggregation of the inverter, filter and transformer.
The voltage v, is a function of V,; (Eq. (2)) and fi: (Eq. (1)). The time dependent

function is _
Vi (t) = Vs'et : ej(27'ff.vez'f+§0o) (13)

whereas ¢y is the phase angle at simulation startup.

The described mathematical model isimplemented in the software package DIgSILENT
PowerFactory for numerical grid simulations. As already mentioned, verification of the
model at a real BSS is shown in section 6.1.1.
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3.3 Battery Storage System in Grid Supporting Mode

Besides BSSs in grid forming mode, systems without direct voltage and frequency control
also exist [77]. These systems are operated in mains parallel operation and are controlled
to active and reactive power setpoints (grid feeding mode). This type of BSS is widely
used, e.g., in households (for optimization of self consumption).

By adding an additional outer control loop it is possible to extend these BSSs to grid
supporting control. In that case, it is operated in parallel to grid forming units using droop
control and can support the grid with active and reactive power in islanded microgrids.

In Fig. 19 an overview over all control parts of the mathematical model is presented.

e I
fa f Grid | e Peasor,| VDE | Fe P % foria
Support SOE AR-N
Vpee Ctrl Qser Qset,s0E Qset M Ode ) / e
—> 4105 Z
P(f) P(SOE) Algorithm Inverter Grid
control Limitation

=

Figure 19 - Overview of mathematical model of a BSS in grid supporting mode.

The fundamental inverter control is realized as a current source inverter (CSI mode).
At the boundaries of the usable battery capacity, the active power (for charging and dis-
charging) is limited regarding configurable characteristics.

The German Application Guide VDE AR-N 4105 [97] prescribes that all generation units
(also storage systems during discharge) with a rated power higher than 13.8kVA need
to follow a defined behavior of the power factor depending on active power (cos @(P)
characteristics). In the modeling described in this thesis, this option is included, but can
also be deactivated.

Further, another outer control loop for the grid supporting mode control is added for
realizing the droop characteristics.

A single line diagram of the electric structure shown in Fig. 20 consists of a controlled
voltage source v, and a lumped internal impedance (R resp. L). A higher grade of detail
(including inverter’s switching elements and the dynamic behavior of the battery cells) is
not considered.

As BSSs in grid supporting mode are only operated in mains parallel operation, the
external grid is represented as well.

External Grid

Figure 20 - SLD of a BSS as GSU.
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3.3.1 Current Source Inverter (CSI) Mode Control
Grid supporting BSSs are controlled to active and reactive power independently, which
is realized by dg-transformation (Park transformation). Besides the separation of active
and reactive power control, in the dq frame, conventional control algorithms such as PI
controllers can be used as the voltages and currents are constant in steady state and not
oscillating with the frequency. The CSI mode control is realized by an inner current control
loop and an outer power control loop. The control is realized for active and reactive power
by separation into the d and q part using Park transformation.

For a three phase system with phases a,b and c, the fundamental differential equation
is

Avy Vil Verid L1 i1 L
Avpp | = (Vina| = | Yeriagz | =R- itz | +L- L0 (14a)
Avy; AW} Yerid L3 1,13 13
—— = —— ~——
Av Vi Verid i il
AV =V| —Vgig=R-ii +L- (14b)

First, Eq. (14) is transformed to space phasor representation with a rotating coordina-
tion system ([66, p. 14]). Therefore Av, i; as well as i; are transformed by Egs. (15), (16)
and (17) to Av,, i , and iLr. The rotational angle is defined as 9.

The voltage v} is the conjugated complex voltage.

i —jo
Av, ¢ y
Avpy :%. J(0-F) i) .B‘ﬁ;} (15)
Avs I (O+F)  i(0+%) -
T

T is the transformation matrix from the three phase system to the rotational space phasor
representation.

_ll,Ll i
| =T {iff] (16)
.13 o
%LLI T il r il.r
LI,LZ =T- iy +T ok (17)
H £l,r ll.r
11,13 ’ ’

The transformation’s derivation T is
T=jd T (18)
This leads to the rotational space phasor system v,

[2:;} = (R+ VL) {i} +L- ti} (19)

r

I~, I~
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The rotational space phasors Ay,, i, and il’, can be written in dg-form by separation
of the real and imaginary part as well:

Ay, = Avg+ jAv, (20)
L y=l1d+ Jiig (21)
i],r:il,d+ji1,q (22)

The index d is used for direct axis, whereas ¢ is used for the quadrature axis of the Park
transformation.

This leads to the following equations for the voltage Av, resp. Av, depending on the
currents i 4 resp. i1 4 as well as iy 4 resp. i1 4:

Avg=R-iyg+L-ij4—0 L-ii, (23)

Avg=R-ijg+L-i1 4+ L-iig (24)

As the voltage now is separated into d and q parts, the corresponding currents i; 4 and
i1,4 can be controlled independently.

The related block diagram is shown in Fig. 21. A cascaded control consisting of an inner
current control and an outer power control is assumed for d-axis as well as for g-axis.

Pset k + kI,P
- P,P .
S
Preas
iLl,meas id,meas
—_ 4
iLZ,meas dq
; Trans. |[i
lLS,meai: g.meas
Qset kI,Q

—?—) kpg +—2 |
- P,Q s
Qmeas

Figure 21 - Block diagram of active and reactive power control of GSU in dq-frame.

Pyr and Qg are setpoints of the control system, whereas Peas, Omeass idmeas and
igmeas are instantaneous measurement values. The controller parameters kpp, k7 p, kp 4,
ki 14, ke, k1,0, kp1q, k114 have to be set. For a proper decoupling of P and Q control, the
inductance L has to be known as well as a parameter for the control system.

3.3.2 Power Factor Control regarding VDE AR-N4105

In the BSS as GSU model, the relevant functions of the Application Guide VDE AR-N4105
for island grids are included. A detailed description of the considered functions can be
found in section 2.2.
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3.3.3 State of Energy Consideration
The state of energy (SOE) is defined as [103]:

1
Etatal

t
SOE(f) = SOEy — —— - /O P(t)+(1—n) - |P(¢)|dr’ (25)

SOE) is the initial SOE, E,,; is the total energy capacity of the BSS, 1 the efficiency
during charging and discharging depending on the ac power P at the point of common
coupling (PCC) of the BSS.

As the SOE limits cannot be exceeded, the active power has to be limited at the bound-
aries. For high resp. low values of SOE, the active power limit for charging resp. discharg-
ing can be defined by a ramp (Fig. 22). In the mathematical modeling of the grid support-
ing BSS the power limits are considered by a look-up table with linear approximation.

P Plim,discharge

-

discharge

SOE

charge

\

Plim,charge

Figure 22 - Active power limitation depending on the State of Energy (SOE).

3.3.4 Grid Supporting Control

As battery storage systems cannot be operated in grid forming mode, no direct f(P) or
V(Q) droop control can be realized. Nevertheless, BSSs in grid supporting mode can pro-
vide contributions to the island grid control in order to maintain the GFUs.

As illustrated in Fig. 19, the BSSs in grid supporting mode are controlled to active and
reactive power setpoints. By adding an additional outer control loop (Grid Support Con-
trol), droop control for active and reactive power can be realized.

Furthermore, it is known from measurements at real systems that - due to digital signal
transmission and protocol conversion - an aggregated transportation delay (dead time)
has to be considered. In this model approach, this aggregated dead time is added in the
block Grid Supporting Control, but it can be placed in other blocks as well.

In contrast to GFUs (as described in section 3.2), the dependency of P(f) and Q(V') is
realized:

R;;t =P +kf . (fo _fg”.d) . o~ 5Tdelay (26)

Py is the active power at the nominal frequency fy whereas f,,4 is the measured grid
frequency. The active power droop factor is defined by k.
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A reactive power and voltage droop can be realized as well by the following relation:
Ol = Q0 +ky - (Vo — Veyia) - € *Tdelay (27)

As parameters of Eq. (27) the reactive power feed-in Qp at the nominal voltage Vj
as well as the reactive power droop factor ky have to be defined. V,,, is the measured
voltage at the PCC of the BSS.

At the microgrid demonstrator MCW, the Campus Battery Storage System CBSS (section
5.2.2) is operated in grid supporting mode. Simulation results and a comparison with
measurements are presented in section 6.1.2.
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3.4 Gensets Fueled with Plant-Oil, Diesel or Bio Mass

Fuel-driven generator sets (gensets) still play a role in electrical power systems. Gensets
are used, for example, as uninterruptible power supplies for critical infrastructures like
hospitals, but also in data processing centers.

In addition, gensets are often used in islanded microgrids, even under consideration
of a high amount of renewable energy sources. Depending on the generation structure,
gensets are used as backup assets in case of failure or in longer periods without sufficient
renewable generation - or under consideration of economical optimization of the island
grid [11].

A genset consists of a combustion engine coupled to an electrical machine by a shaft
and optionally by a gearbox.

Distinction should be made between direct coupled gensets and gensets with a fre-
qguency converter. The advantage of using a frequency converter is high dynamics regard-
ing frequency and voltage control due to power electronics in comparison to electrical
machines. One disadvantage is lower reliability due to a more complex setup as an addi-
tional component is used. Further direct coupled gensets can supply higher short-circuit
currents than systems with power electronics. The modeling in this chapter is focused on
direct coupled systems,

An overview over the mechanical structure of a direct coupled genset is shown in
Fig. 23.

Genset Control

Speed Ctrl Excitation Ctrl
shaft 11
Combustion n L2
Engine 13

Figure 23 - Overview of the mechanical structure of a genset consisting of a combustion engine
(motor), a synchronous machine (SM) as generator and a control block.

It consists of a combustion engine (e.g., fueled by plant oil, diesel or bio gas) and a
direct coupled synchronous machine (SM). The genset control is essentially responsible
for the engine speed control, the voltage control (excitation control of the SM), but also
for other tasks like synchronization or black start.

A dynamic mathematical model for gensets used in islanded microgrids is essential
for investigating the interaction with other assets such as storage systems or PV systems.
Hence, the dynamics regarding frequency and voltage have to be represented adequately.

The general model structure is shown in Fig. 24. It consists of an engine model as well
as a generator model which are coupled mechanically. For parallel operation with other
grid forming units, a droop control with f(P) and V(Q) characteristics is assumed. In the
following, the mentioned blocks are described in detail.
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Figure 24 - Generic block diagram of a genset with droop control for island mode operation.

3.4.1 Mechanical Coupling

At a genset with the assumed structure, the combustion engine is directly coupled with
the generator by a shaft. Regarding the second law of Newton, the rotational acceleration
® is defined by the difference of the engine torque (T,,,) and the generator torque (7g,,)
as well as the inertia J:
1
W= j : (Teng - Tgen) (28)
The inertia J aggregates the rotational parts of the engine, the shaft as well as the
generator.

3.4.2 Droop Control
The frequency and voltage droop control is considered by the f(P) and V(Q) character-
istics. The control behavior is defined by the parameters for active and reactive power as
well as the frequency and voltage (P, Qo, fo, Vo), but also by the frequency droop factor
ky and the voltage droop factor ky.

In steady state, the frequency setpoint fi.; resp. voltage setpoint Vi, is defined by

1 1
set — JO — ! (P—R 1
Jset = Jo 15Ty (P—Py) (1)
Vi =Vo— - (0~ Qo) (2)
set — V0 kV 1 +STkV 0

The corresponding block diagram is shown in Fig. 2 in section 2.1 where the droop
control is explained in general.

3.4.3 Synchronous Machine

As illustrated in Fig. 24, the mechanical power is converted to electrical power by a direct
coupled synchronous generator. The dynamic behavior of the synchronous machine is
represented by a transient model in dq frame based on stationary, transient and sub-
transient reactances and time constants. This is the state of the art well-described in the
literature (e.g., [53], [18], [19]). Therefore, a detailed description and derivation of the
equation set needed for the modeling of a genset model used in microgrid applications
are not shown in this thesis.
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3.4.4 Synchronous Machine Excitation Control

In systems with external excited synchronous machines, voltage is controlled by the field
(excitation) winding current. A closed loop control (PI structure) is used to establish a
grid voltage V,,;s equal to the setpoint (Vg,;q = V., for stationary operation). It should be
mentioned that the dynamics for voltage control is low in comparison to inverter-based
systems due to the high time constant of the excitation winding (typically some hundred
milliseconds and higher).

3.4.5 Engine Model
A combustion engine is assumed as the prime mover in the genset model.

In different publications, focus is on the mathematical modeling of gensets. The main
model approaches can be categorized as follows:

e Linear model (PT1-Element) and dead time ([79, 80])
e Thermodynamic approach ([42, 22, 27, 45, 81, 23, 24])
¢ Non-linear gray-box model

The setup of a thermodynamic model is complicated for end users as many parameters
and control strategies are not published by the manufacturers.

Thus in this work, the focus is set on the linear model and on a non-linear gray-box
model.

The mechanical structure of a modern diesel engine is shown in Fig. 25 [75]. It consists
of:

. Camshaft

. Valves

Piston

. Fuel Injection System
Cylinder

Exhaust Gas Recirculation (EGR)
. Inlet Manifold

. Exhaust Gas Turbocharger
. Exhaust Pipe

10. Cooling System

11. Piston Rod

12. Lubrication System

13. Engine Block

14. Crankshaft

15. Flywheel Mass

As the thermodynamic approach is out of scope of this work, the dynamic torque pro-
duction depending on combustion is not considered.

3.4.5.1 Linear Approach

First, the linear engine model in combination with torque limitation is shown (Fig. 26).
It consists of a closed loop frequency control with a Pl controller and a first order time
constant (7,,;). From engine manufacturers it is known that T, is relatively small in
comparison to the inertia J introduced in Eq. 28.

A torque limitation (Teg min» Teng,max) @s well as an anti wind-up algorithm (fawy) are
also introduced.
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Figure 25 - Mechanical structure of a diesel engine (source:[75]).

Aslong as the unlimited engine torque T;;lg isinthe range between 7,0 ;nin and Topg max,
the engine torque 7, is equal to Te’;lg and thus the engine model structure is linear. De-
pending on the application (e.g. steady state investigations like energy management de-
velopment), this model simplification might be sufficient. In chapter 6.1.3 the model pa-
rameter estimation basing on characteristic measurements as well as a model verification

is presented for a real genset (described in section 5.2.3).

Pl control Motor Torque limit

i constant . Tongmas
f set P 1 Ten,
E— T+sTmot _/_ —>
- ki
= S Teng,min
f fawu
kawu

Figure 26 - Linear engine model of a genset with torque limitation.

One advantage of the linear approach is the low number of parameters that describe
the dynamic engine behavior. The dominating parameters &, and k; (Pl controller) can be
determined by characteristic measurements and curve fitting methods.
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3.4.5.2 Fuzzy-based Model Approach

Modern combustion engines are complex systems with additional components such
as variable-geometry turbochargers and exhaust gas recirculation and have to fulfill high
requirements regarding contaminant reduction. All these features lead to a nonlinear be-
havior depending on many input parameters which are not published by the manufactur-
ers. Due to that reason a phenomenological approach basing on fuzzy logic is introduced.
The suggested control is a MISO system with two inputs (frequency deviation Af = f — fyer
and the delayed engine torque T, 4.14y) and one output (engine torque 7,,,). It consists
of a fuzzy logic followed by a PI control with anti-windup (Fig. 27).

PI control Torque limit
Fuzzy Logic Yfuzzy T
fset = A kp T, -
en,
—_— _/_ —>

f /yy\ Teng,min
e=sT >
Teng,delay,

kAWU

Figure 27 - Fuzzy-based engine model of a genset.

The fuzzy logic is based on 3 steps [94]:
1. Fuzzification

2. Inference

3. Defuzzification

First, both of the input signals are fuzzified. Therefore, the membership functions iy
and Ureng x are introduced. Due to simplification, the membership functions are defined
in trapezoidal form (with four parameters each) or in triangular form (three parameters
each). Nevertheless, it can be defined as functions with any shape. For Af, four member-
ship functions (1 11, Wy 1, Urn, Ky u) are defined (Fig. 28a). The input T, is fuzzified by
three membership functions (ur 1, it v, Ur #) as plotted in Fig. 28b.

In the second step (inference), the linguistic terms are defined (in this case, six terms
are sufficient):

o IFAf="LL", THEN y 100y = "7 "
o IFAf="L", THEN yfyp = "V>"

o IFAf="N", THEN yf,z0y = "V3"

IFAf="H"AND Tppg detay = "L", THEN y 70y = "Y3"

IF Af = "H" AND Tyg detay = "N", THEN Y ey = "¥5"

IFAf = "H" AND Tong detay = "H", THEN Y fuzzy = Yo"
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Figure 28 - Membership functions of inputs Af and T, for fuzzification.

Table 3 - Inference table for fuzzy-based engine model approach of a genset.

Af
LL L N H
s LI Hh Y
35 N YT Y Y3 ¥
& H| T » ¥ ¥

Table 3 shows the inference in tabular form.
In mathematical form, the linguistic terms are represented by min-functions for the
"AND" operator and by max-functions for the "OR" operator. This leads to the following

set of equations:

ar = 'uf,LL(Af; Teng,delay)
@ = /“lf7L(Af; Teng,delay)

asz = My N (Af; Teng,delay)

as = min (Ks.1 (Af: Teng.detay ) Teng L (AS+ Teng delay))

as = min (uf,H (Af7 Teng,delay);“'l'eng,N(Af; Teng,delay))

ag = min (.uvf,H (Af; Teng,delay);“TengH (Af; Teng,deluy))

(29a)

(29b)

(29c¢)

(29d)

(29e)

(29f)

The fuzzification and inference are followed by the defuzzification. Each outputY; ... Yy
is defined as a so-called "singleton", which is a scalar gain. This simplifies the calculation
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of the fuzzy output yy,.., to the following equation for the six linguistic terms used in this
model:

ar-yrtax-y2taz-y3tas-ys+as-ys+ag-ye
ay+az+asz+aqs+as—+ag

Yfuzzy = (30)

In general, it can be written as

N
Zk:1 ag * Yk
N
Zkzl ag

The fuzzy logic with output yy,.., is followed by a Pl control; the overall output of the
engine (control) circuit regarding Fig. 27 is the engine torque 7.

Section 6.1.3 presents the parameter estimation for the fuzzy-based engine model and
compares it with the linear approach, but also with measurements at a genset driven by
plant oil.

By the fuzzy-based approach, it is possible to consider nonlinear effects caused by the
control strategy, which is not published by the engine manufacturers. Nevertheless, a high
number of parameters needs to be defined (at least four parameters for each membership
function as well as 6 resulting outputs y; ...y»).

Yfuzzy = (31)

3.4.6 Complete Block Diagram of a Genset Model

Based on all sub-models described above, the genset is modeled regarding Fig. 29. The
detailed block diagram includes droop control, synchronous machine (SM) excitation con-
trol, a synchronous machine model as well as a nonlinear engine model based on fuzzy
logic, as described above.

Py — Droop Ctrl

Nonlinear Engine Model

Fuzzy Logic Pl control

= Tens

MNP+

fo

e=sT

Synchronous | |
Machine L

Qo

SM Excitation Ctrl
Pl control

Ve,set

Vo

k,
= Ky +4

l v

Uz, -

Figure 29 - Complete block diagram of a genset including nonlinear engine model and droop control.

]

<
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3.5 PV system under consideration of German Application Guide VDE AR-
N 4105

One essential renewable energy source in islanded microgrids is photovoltaic (PV) sys-
tems.

The PV model is based on the German Application Guide VDE AR-N4105 [99] which
describes the requirements for grid integration of renewable energy sources on LV level.
The relevant parts for island grid investigations are presented in section 2.2.2

For modeling of microgrids in island operation, two aspects play an important role.
On the one hand, the startup procedure of a PV plant during black start has to be taken
into account (section 4.4), on the other hand, the power feed-in depending on the grid
frequency should be considered.

The controller’s block diagram is shown in Fig. 30. An active and reactive power con-
troller without grid forming capability is assumed (CSI-Mode, see chapter 3.3.1). The inter-
mediate signals P,.; and Qy,; are generated in the block PV Ctrl. For dynamic (long term)
simulations, power profiles (Ps; profite r€sP. Qser,profile) Can be set. The conversion from
solar radiation to electrical power depending on temperature, orientation, season and in-
stallation angle is not considered in this model (as in [1] or [104]). Further, the PV cells’
modeling, the inverter technology, but also the inverter control (e.g., by Maximum Power
Point Tracking - MPPT) described, e.g., in [15, 36, 51, 78, 91, 87] are not taken into account
in this model as the focus is set on the grid integration and the interaction with other mi-
crogrid assets in island operation. In section 6.1.4, a comparison with measurements at a
real PV system located at the MCW is presented.

Psetprofite

[y

Qset profite
1 Pser

PV 1+ sTpry Ld

furiay|  Ctrl CSl-
Voo 1| %e Mode 0

1+ sTpry

foria

Vpce

\
N\

Grid

Figure 30 - Block diagram of the mathematical model of a PV plant.

Besides the cos ¢(P) relation (equal to section 3.3.2), the startup behavior after grid
connection is taken into account in the PV modeling. It is realized by a state machine
shown in Fig. 31.

The states O...4 are defined as:

0: simulation start-up

¢ 1: no active power feed-in allowed (Ppg = 0)

2: normal operation (without power limitation)

3: active power reduction at over-frequency
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Figure 31 - State machine for PV control.

e 4: active power feed-in ramp limiter

The conditions for the state transitions a...g are:

e a: Grid frequency is in the range of 47.5Hz < f < 50.05Hz and voltage is in the
range of 85% V, <V < 110% V, for at least 60s

b: Grid frequency f < 50.2Hz

c: Active power ramp up completed

d: Grid frequency f < 47.5Hz

e: Grid frequency f > 50.2Hz

f: Grid frequency f > 51.5Hz

g: Grid frequency f > 50.2Hz

Based on the above, the startup sequence can be described as follows. After simulation
start, no active power feed-in is allowed (state 1) until the grid frequency and grid voltage
are in a predefined range for at least 60s (transition a) and state 3 is reached. If the grid
frequency is lower than 50.2Hz, state 4 is activated and the active power feed-in is limited
by a ramp (according to VDE AR-N4105: maximum 10% per minute regarding maximum
power). After completing the ramp up, state 2 is responsible for normal operation as long
as the grid frequency is in the range between 47.5Hz < f,,;; < 50.2Hz.

In case of over-frequency, state 3is activated by transition e. For a grid frequency lower
than 47.5 Hz, the active power feed-in is set to zero (state 1 over transition d).
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3.6 Heat Pump

In actual energy systems, building climatization by heat pumps plays an increasing role.
In Germany, the amount of new installed heat pumps in new created buildings increased
from less than 1% in the year 2000 to more than 45% in the year 2020 (Fig. 32).

45 .:45:.8% —

Figure 32 - Development of new installed heat pumps in new created buildings in Germany (from:

[90]).

For modeling and planning of a microgrid, a dynamic mathematical model was devel-
oped as a coupled model consisting of a thermal part (section 3.6.1) and an electrical part
(section 3.6.2).

For the thermal model, an equal room temperature inside of the building is assumed.
A more complex thermal model could be integrated as well, but this was not the aim of
this work. Therefore, the mentioned simplification and an appropriate approximation for
the behavior of a heat pump are assumed.

3.6.1 Thermal Modeling of a Building
In the thermal model for a building with equal temperature distribution, the heating sys-
tem, the solar radiation, the thermal losses caused by non-ideal insulation as well as the
inside and outside temperature are considered.

A first order ODE is used to describe the derivation of the enthalpy, which depends
on the sum of all relevant heat flows (heating Q'hea,,-ng, solar radiation Q,;4- and thermal
losses Q;psses) and is contained in Eq. (32).

dH

? = Qheating + Qsolur - le‘sey (32)

Further, the derivative of the enthalpy depends on the heat capacity C,, of the building
and the derivative of the temperature inside the building 9,540 (EQ. (33)).

dH

dﬂimide
= _c,- ‘
dt b

dt

(33)
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In Fig. 33 the heat flow is represented graphically.

Qsolar

:‘:> Qlosses

ﬁoutside

ﬁinside

Qheating

Figure 33 - Heat flow and temperatures in a simplified building model.

A first order ODE is determined by combining Egs. (32) and (33) to Eq. (34).

dﬁinside _ i .
dt Cp

The heat flow caused by solar radiation is described by a linear correlation:

(Qheating =+ Qsolar - Qlosses) (34)

Qsolar = ksolar ' Gsolar (35)

Gso1ar is the global solar radiation. The constant &, is an aggregated coefficient in-
troduced for considering the relevant surface area of the building and its insulation and
will be determined by specific measurements.

The thermal losses are represented by the difference between inside and outside tem-
perature and the heat transmission coefficient Hy:

Qlosses = HT . (ﬂinside - ﬂautside) (36)
From Egs. (34), (35) and (36), a first order ODE is obtained, as expressed in Eq. (37).

dOsize 1 .
— = [Qheatt’ng + ksotar - Gsolar — Hr - (ﬂinside - ﬂoutside)] (37)

dt Cp
Input variables of this model are Qhw,ing, Gyotar and Byy5ide- The model constants are
the heat capacity C,, the solar constant k. as well as the heat transmission coefficient
Hy, which need to be determined by calculations or specific measurements as proposed
in section 3.6.3.

3.6.2 Electrical Modeling of a Heat Pump
Besides the thermal behavior, the electrical power consumption Pyp depends on the
inside temperature setpoint U;,gize s, the COP (coefficient of power) curve and on the
control strategy for the temperature inside the building. A nonlinear closed loop control
model is shown in Fig. 34.

The COP describes the dependency of the thermal heat flow Qheatmg and the con-
sumed active power Pyp depending on the outside temperature 9,44, as shown in
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Figure 34 - Heat pump closed loop model including nonlinear control.

Eqg. (38) [30]. As an example, the function COP(9,siqe) curve for a specific heat pump
(DAIKIN FAA71A/RZAG71MY1 [25]) is shown in Fig. 35.

Qheating = COP(ﬂautside) - Pup (38)
X Datasheet Cubic Spline Approximation
7.5 1
% 9y >
S 5.0 > %
2.5 1 3¢ >¢
-15 -10 -5 0 5 10 15 20

Goutside ( ° C)
Figure 35 - Coefficient of power (example of DAIKIN FAA71A/RZAG71IMY1 from [25]).

An overview of the assumed nonlinear control structure of the inside temperature is
represented in Fig. 36.

The control model allows the consideration of a specific startup behavior. In the case of
the investigated heat pump of the manufacturer DAIKIN (Type: FAA71A/RZAG71MY1[25]),
the consumed electrical power Pyp is increased during the startup process (Fig. 37a) dur-
ing 2800s. The corresponding cumulated energy Egp for five experiments (exp1...exp5)
for the first 2800s is plotted in Fig. 37b whereas the outside temperature during these
experiments is shown in Fig. 37c.

The dependency of the consumed energy Eyp on the outside temperature during start
up (0...2800s) is shown in Fig. 38 for measured data as well as the resulting linearized
function.

In this special heat pump, the active power consumption Pyp(t) at startup based on
the outside temperature is estimated by cubic splines and an optimization algorithm with
the following objective function:

2800s
/O Pup (t)dt = EHP.slarlup(ﬁoutside) (39)
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Figure 36 - Nonlinear heat pump control in state machine representation.
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Figure 37 - Startup behavior of a heat pump for five different experiments (exp1...exp5). a) active
power consumption Pyp; b) cumulated energy consumption Eyp; c) outside temperature O,sige-
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Figure 38 - Consumed energy during heat pump startup depending on outside temperature.
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Figure 39 - Distribution of high power pulses during heat pump operation (heat pump on). a) discrete
probability density function; b) cumulated density function.
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3.6.3 Procedure for Model Parameter Estimation
For the thermal model parameter estimation, the following procedure is supposed.

1. Measurement of inside temperature 9,4, Outside temperature 1,4, and solar
radiation Gy, Without heating (Qpearing = 0)-

— Determination of coefficients I“C"% and Z—: (Eq. (37)) by curve fitting methods.

2. Forced heating (with electric heater) inside the building and measurement of ¥;,,5i4¢,
Ooursider Gsolar @S Well as the heat flow Qhea,mg (which can be approximated by the
power consumption of the electric heater).

— Determination of coefficients C,,, k4 and Hr by usage of curve fitting methods.

3. Introduction of electrical power consumption, temperature hysteresis and coeffi-
cient of power (COP) in the heat pump model (e.g., from data sheet).

4. Analysis of electrical behavior to carry out specific effects, e.g., startup power rise
or defrost effects).

The resulting curves for parameter identification and verification are shown in Fig. 40.

3.6.4 Consideration of Manufacturer Specific Behavior in the Heat Pump Model
The heat pump modeling shown in this work is based on a heat pump of the manufacturer
DAIKIN (Type FAA71A/RZAG71MY1 [25]). Two specific effects of this device are taken into
account. After power on and during heating up of the building, an increased active power
consumption is measured. The height and duration depend on the outside temperature
yusside (@S shown in Fig. 38).

The simulation result of the complete model regarding Fig. 34 and a comparison with
measurements at the MCW are shown in Fig. 43.
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Figure 40 - Comparison of measurement and simulation for the parameter identification of the
example building "control center". Gray (dark/light): measurement data used for parameter identi-
fication resp. simulation result. Blue: verification measurement and corresponding simulation result
(orange) for parameter estimation step 1. a) inside temperature; b) outside temperature; c) Solar

Radiation.
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Figure 41 - Modeling and verification result for parameter estimation step 2. Gray: data for param-
eter identification. Blue/orange: verification. a) inside temperature; b) outside temperature.
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Figure 42 - Power consumption at startup of a heat pump for inside temperature setpoints from

20°C (blue) to 30°C (brown). Black: approximated spline function for power consumption. a) inside
temperature; b) heat pump power consumption.
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Figure 43 - Simulation result (orange) and comparison with measurement data (blue) for heat pump
operation with inside temperature setpoint of 30°C. a) inside temperature; b) active power consump-
tion; c) corresponding reactive power; d) outside temperature.
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3.7 Conclusion

The development of microgrid control algorithms and the analysis regarding dynamic be-
havior require mathematical models for all relevant assets.
In this chapter, a modeling approach is described for the following assets:

Electrical line modeling for a typical earth cable used in LV grids.

Grid forming BSS including droop control using a simplified modeling approach based
on Thévenin’s theorem. A detailed modeling including battery cell model, inverter,
filter and transformer is not considered in the described model.

Grid supporting BSS under consideration of SOE limitation, grid restrictions regard-
ing VDE AR-N4105, grid supporting droop control as well as dead times measured
in existing plants.

Genset model with

1. Linear Engine Model

2. Nonlinear Engine Model based on Fuzzy Logic
PV system under consideration of VDE AR-N4105

Heat Pump including control and consideration of the building. A method for pa-
rameter determination is presented as well.

Each model includes the relevant control algorithms to describe the dynamic behavior
properly. The objective of the mathematical models is the analysis of interaction and
the research and development of microgrid control algorithms and operating strategies.
For an analysis of island grids regarding harmonics or flicker, a higher level of detail (e.g.,
consideration of PWM pulses in the inverter) is needed. It should be pointed out that more
complex models lead to a higher computation time, but also the number of parameters
increases, which has to be known from the manufacturer or determined by extensive
measurements.

The described models are verified by comparison with specific measurements in sec-
tion 6. Thus, the research and development of microgrid control strategies presented in
section 4 is based on verified asset models.
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4 Control strategies for microgrids in island mode operation

In this section, the interaction of different GFUs and GSUs with DGs and loads is investi-
gated. Therefore, different aspects and control algrorithms are considered.

First, the parallel operation of GFUs and GSUs using droop control is investigated (sec-
tion 4.1). Next, a concept for secondary control based on a centralized microgrid controller
is developed (section 4.2). Further, concepts for energy scheduling of BSSs 4.3), black start
(section 4.4) as well as resynchronization (section 4.5) are described. Finally, a failsafe con-
trol concept for the parallel operation of BSSs and gensets without communication link is
presented (section 4.6).

4.1 Parallel Operation of Grid Forming and Grid Supporting Units using
Droop Control for Active and Reactive Power

Inislanded microgrids, typically, a set of various assets is operated in parallel, which means
that, e.g., one BSS is operated in parallel to one genset or two BSSs with grid forming
capability are responsible for voltage and frequency control. Parallel GFUs increase the
resilience of the complete system due to redundancy effects. Furthermore, also grid sup-
porting units (GSUs) operated in parallel to GFUs are examined.

The considered assets including control are described mathematically in Chapter 3.
The investigated strategy is based on droop control of active and reactive power. Further,
inverter control concepts such as virtual synchronous machines [12] or virtual impedance
[38] are not considered.

The mathematical models for all relevant assets developed in section 3 are now com-
bined in power system analysis software. In this case, the software tool PowerFactory
from the manufacturer DIgSILENT [28] is chosen. In Fig. 44, the SLD of the islanded mi-
crogrid in PowerFactory is presented.

In the frame of this work, the following combinations of GFUs resp. GSUs are investi-
gated:

1. Inverter GFUs

2. Inverter and Genset as GFUs
3. Inverter GFU and GSU

4. Genset and Inverter GSU

For these scenarios, specific calculation results based on dynamic simulations are com-
pared with measurements at the microgrid demonstrator MCW (described in section 5)
and are shown in section 6.2. Further, the effect of the load location as well as voltage
droop factor variation are investigated by simulation.

4.1.1 Effect of Load Location
Based on the verified models, the effect of the load location on the dynamic behavior as
well as the reactive power sharing are investigated by simulation. The corresponding SLD
is shown in Fig. 45.

The line length between both assets GFU1 and GFU2 is set to x;,; = lkm. A LV cable
from type NAY2Y (see section 3.1) is assumed.

The load location now is varied between both GFUs:

Xlinel + Xjine2 = lkm (40)
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Figure 44 - Grid model (overview) in simulation software PowerFactory from manufacturer DIgSI-

LENT for investigation of parallel operated GFUs and GSUs.
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Figure 45 - Simplified SLD for the analysis of load location effect in islanded microgrids on dynamic
behavior as well as reactive power sharing.

For both assets, the droop control is configured equally. The corresponding parameters
are given in Table 4.

Table 4 - Droop control configuration of GFU1 and GFU?2 for variation of the load location.

Parameter | kr | kv | fo|l V| R| Q| Tiy| Tw|
Value | 150kW /Hz | 12kvar/V | 50Hz | 400V | OkW | OkW | 0.15s | 0.1s |

The results of the numeric simulation for variation of x;;,,,1 from 0.0km to 1.0km (and
consequently x;;,.2 from 1.0km to 0.0km) for a load step of 100kW are shown in Fig. 46.

It can be seen that the transient behavior depends on the line length ratio. Active
power distribution as well as the grid frequency show a damped oscillation behavior at
a load step. In Fig. 46d, the time series for the reactive power distribution of GFU 1 is
shown. As a purely ohmic load is used and the reactive power demand in LV grids is small,
the reactive power flow is mainly from one GFU to another.

For steady state operation, the reactive power flow depending on the load location
resp. depending on x;;,.1 is shown in Fig. 47.

It can be seen that the reactive power flow is minimized at an approximately equal line
length of x;;,.1 =~ 0.5km. As both GFUs have different internal impedances, the minimum
differs from 0.5km.

4.1.2 Voltage Droop Factor Variation

In the following, the effect of the voltage droop factor on reactive power distribution is
investigated by simulation. It is varied in the range from 5kvar/V to 100kvar/V for two
GFUs (GFU1 resp. GFU2). A load step of 150kW is applied to the grid. Fig. 48 shows the
corresponding results.

It can be seen that higher voltage droop factors affect higher exchange of reactive
power between GFUs (Fig. 48b) and therefore also lower power factors (Fig. 48c). As
the voltage deviation is relatively small (in this example, Fig. 48d), lower voltage droop
factors can be chosen.

This investigation shows that further concepts have to be taken into account regarding
voltage and reactive power control in islanded microgrids. In the frame of this work, two
different approaches are presented. The first approach is basing on a central microgrid
controller (section 4.2), whereas the second concept presented in section 4.6 involves a
decentralized approach.
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Figure 46 - Simulation results of different load locations by variation of x;;,.1 from 0.0km to 1.0km.
a) active power distribution of GFUT; b) active Power of GFU2; c) grid frequency measured at GFUT;
d) reactive power of GFU1.
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4.2 Secondary Control Strategies for Active and Reactive Power

In the previous sections, simulation models for typical microgrid assets are described and
operated together in island mode. For an optimized operation regarding voltage and fre-
quency and therefore active and reactive power distribution, a centralized control system
is set up.

In this multi-level control approach, primary control (droop control) is responsible for
grid stabilization at load changes and disturbances by accepting small frequency devia-
tions.

For minimization of the frequency and voltage deviations caused by droop control,
secondary control on a superordinated layer is introduced [55, 39, 16]. For that reason, a
central Microgrid Controller (MGC) is introduced.

Further concepts with decentralized control strategies are presented in [100, 84, 65,
85, 41,32, 52,93, 61,9, 37, 62, 59] but not considered in this work as the scope in this part
is set on a centralized concept. Nevertheless, a failsafe concept for stable grid operation
without MGC is investigated in section 4.6.

The main prerequisites on the secondary controller are:

¢ Minimization of frequency deviation (caused by droop control)
e Active power distribution regarding planning

e Reactive power minimization

¢ Voltage level control

e Framework for higher level control strategies (e.g., Energy scheduling as described
in section 4.3).

The controller structure including interaction with the asset level is shown in Fig. 49.

At least three controllers are implemented in the MGC. The Active Power Control (APC)
is responsible for the active power management between the assets (e.g., depending on
SOE) and frequency control. The Reactive Power Control (RPC) is responsible for the min-
imization of reactive power exchange between assets. The third controller is used for
Voltage Level Control (VLC). That means that - in steady state - the voltage is either con-
trolled to a constant voltage level at one node or to a minimum deviation to the rated
voltage considering all assets.

First, the APC is described. The internal control structure is shown in Fig. 50.

The output ng{ is connected to the frequency droop controller at the asset level (re-
garding Eq. (1) resp. Fig. 2).

The control error Af* is smoothed to Af by a PT1element with time constant T;p¢. By
a controller (in PI structure; Anti-Windup is not shown due to clarity in the diagram), the
total active power setpoint Fy ;. is determined and allocated to each asset i regarding the
singular active power participation factors kspc ;. These factors can be adjusted depend-
ing on other measurements such as SOE, gensets’ fuel tank level or the total active power
in the grid.

Further, it is possible to define an active power offset Pg{f‘get for each asset i.

The described combination of APC and active power droop control allows a distin-
guished active power distribution for transient time span (droop) as well as steady state
(APC). An example is that the BSS is used for balancing fast load steps whereas another
asset (e.g., genset or CHP) is used for long-term active power distribution. Some use cases
and the corresponding results are presented in section 6.3.
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Figure 49 - Block diagram of microgrid controller (MGC) consisting of active power control (APC),
reactive power control (RPC) and voltage level control (VLC) as well as communication and asset
layer including signal flow.

Further, the reactive power distribution inside an island grid is controlled by the RPC.
In contrast to frequency/active power droop control, voltage/reactive power droop con-
trol does not lead to a reactive power distribution regarding droop factors as voltage is
a local phenomenon and not a global one like the grid frequency (in steady state). This
leads to a modified RPC structure (Fig. 51). The reactive power distribution is defined by
the participation factors krpc ;. Based on this, the smoothed total reactive power O, is
divided for all assets. As the voltage/reactive power droop control depends on the asset’s
voltage, the setpoints O are determined by a closed loop controller (in PI structure).

The closed-loop part can also be implemented directly in the asset control. A compar-
ison, especially under consideration of signal delays caused by the communication level,
is shown in section 6.3.

The voltage level control (VLC) as the third control part of the MGC has a block structure
as shown in Fig. 52. A closed loop control with smoothing filter (PT1 element with Ty ¢)
is obtained. The resulting voltage offset V) . is set in the voltage/reactive power droop
control at the assets. The voltage V,,..s that is obtained to be controlled can be measured
at different nodes, e.g., at one specific asset or at any other node inside the grid. This can
be a load with high power or - if the MG is not in island mode permanently - the PCC to
another superordinated grid. Therefore, an external voltage measurement as shown in
Fig. 49 is necessary.

For simulations of islanded microgrids with distributed assets and a centralized MGC, it
is mandatory to consider the transportation delays at the communication between MGC
and assets (Fig. 53). This dead time is caused by the (mostly Ethernet-based) commu-
nication itself and - especially if assets of different manufacturers are combined - from
protocol converters. As an example, the usage of ModbusTCP, Profibus or IEC60870-5-104
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is mentioned. Further, in areas with distributed assets and low-bandwidth communication
these delays play an important role in the control dimensioning.

Depending on the setup these communication delays can be in the range between
some milliseconds up to almost one second.

Secondary 5T .| Droop
Control Control
Delay
MGC Asset(s)
e=ST |¢
Delay

Communication
Layer

Figure 53 - Consideration of transportation delay caused at the communication Layer.

In the controller design, the delays have to be considered as the controller dynamics re-
garding stability is significantly affected. Some numerical simulation results with different
delays and controller gains are shown in section 6.3. A deeper stability analysis regarding
controller dimensioning is not part of this work.
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4.3 Energy Scheduling for BSS

In islanded microgrids with a high penetration of renewable energy sources in combina-
tion with conventional generation such as diesel-driven gensets and battery storage sys-
tems (BSSs), it is desired to maximize the renewable energy usage to reduce the (fossil)
primary energy sources (e.g., diesel, gas or wood). This goal is reached by energy schedul-
ing of the BSSs based on the prediction of load and distributed generation. Prediction
methods depending on data such as weather, time, weekday, season or past behavior are
presented, e.g., in [86], [69], [10] or [60] and are not part of this work.

The structure of the extended control is basing on the MGC presented in section 4.2
and shown in Fig. 54.

Load and Renewable Generation Prediction Forecast Layer
. . Tertiary Control
Load Sharing Calculation Layer

g N 8
o o <
Active Power Reactive Power Voltage Level Secondary Control
Control (APC) Control (RPC) Control (VLC) tayer
| Py pump——— e —c e ----.&. ------------------------ pep—— -
Communication
Layer
A
Asset Layer
Asset 1 Asset 2 Asset n

Figure 54 - Block diagram of the extended microgrid controller considering tertiary control layer
(load sharing calculation) and forecast layer.

In addition to the controller described in section 4.2 (Fig. 49), a tertiary control layer
as well as the forecast layer are added. As a result, an economic optimization is realized
whereas the grid stability and quality is ensured on the asset resp. secondary control layer.

Further, the algorithm can be used as a planning tool for dimensioning of the BSSs
depending on SOE,i;,, SOE .0x, E;orar @amongst others for the design of a microgrid with
island capability.

The inputs for the load sharing calculation are the forecasted load and DG and aggre-
gated to P,,,, and Ppg.

Reactive power sharing calculation is not considered. Therefore, other methods, as
described in sections 4.2 and 4.6.2, have to be used.

The assumed grid structure is shown in Fig. 55.

The difference between the aggregated active power consumption P, and distributed
generation Ppg is calculated to the residual power P,,:

Pres = Pload — Ppg (41)
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Figure 55 - Simplified SLD of an islanded microgrid consisting of aggregated load P,,,,, distributed
generation Ppg, gensets Pgen, battery storage systems Pggs as well as a microgrid control center
MGC.

This deviation is covered by Pgry resp. Pgss:
Pres = Pgen + Pass (42)

At least one genset resp. BSS must be operated as a GFU (as described in section 3.4
resp. 3.2) at any time; this is mandatory for a stable island grid operation.
For dimensioning of the load sharing planning, the following conditions are defined:

1. It is assumed that the energy consumption is higher than the energy production
within a certain period, e.g. one day (AT = 24h):

t+AT
/ Pres(t)dt' >0 (43)
t

2. The BSS can store and supply energy but not consume or generate (besides losses
that are neglected). Hence it is assumed after a certain periodical time span (e.g.,
AT = 24h):

t+AT
/ PBSS([/)dt/ =0 (44)
t

1+AT 1+AT
/ Pros(t)dt' = / Poen(t')dt' (45)
t t
3. The genset power Pggy is always positive (no power feedback):

Poen(t) >0 (46)

4. Gensets as well as BSS can feed the grid alone with respect to power, also without
distributed renewable generation.

5. The energy stored in the BSS is defined as Eggs(¢) and depends on the initial energy
Egss o and on the integral of the active power:

t
Epss(t) = Epss,o — /0 Pggs(1")dt’ (47)
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Losses (at charging and discharging, standby, self-discharge) are neglected.
Pgss(t) > 0 means BSS discharge.

6. The relative stored energy is defined as the State of Energy (SOE) [103]:

Epss(1)

SOE(t) =
) Egss toral

(48)

where Eggs 10141 is the total usable capacity of the BSS at the time of operation.

7. The energy Eggs(t) has to be in the range of:

Egss min < Epss(t) < EBss max (49)

resp.

SOEin < SOE(1) < SOE . (50)

Based on Egs. (41) and (42), the residual power P, (difference between active load
and distributed generation) has to be covered by gensets and/or BSSs.

For the time series of the residual power P (t), phases with P.(r) > 0 and with
P..s(t) < 0 have to be distinguished. Therefore, the predicted curve P,.s(t) = Peen(t) +
Pgss (1) is divided into N sections where the borders #; are determined by the zero-crossing
method. The resulting energy of each section can by calculated as

1

Ei= [ Pu(t)at (51)

i1

All sections considered means that the sum of all sections is equal to the total resulting
energy over the considered period AT.

t+AT N
/ Pro(t')dl' = ) E; (52)
It i=1

An example for the split-up is shown in Fig. 56a. The residual active power P, is
divided into five sections. In the first, third and fifth, P, is positive, i.e., active power has
to be supplied by gensets and/or BSSs.

In sections 2 and 4, P, is negative, which means that active power is exceeded. As
gensets are not able to absorb power, the BSSs are charged. Thus, it has to be ensured
that the SOE is small enough at the beginning of the certain section. The amount of each
section is calculated to E| .. . E5.

At time 1, resp. 13, the BSS must have enough free capacity to store the energy E> resp.
E4 (Fig. 56b)

Under consideration of Eq. 49, the following conditions must be fulfilled:

Epss min < Epss(t1) < Epssmax — E2 (53)
EBss.min < Epss(13) < Epss.max — E4 (54)
Egss min +E> < Epss(t2) < Egss max (55)
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Figure 56 - Example for resulting power (a) and the related stored energy (b) of the BSS.

Egss min + Es < Epss(t4) < Epss max (56)

In a general form, Epgs(#;) at the beginning of charging periods needs to be in the range
of:

Epss min < Epss(ti) < Essmax — Ei+1 (57)

After charging periods, Egss(t;) is in the range of
Egss min +Ei < Epss(;) < Epss max (58)

As maximum renewable energy feed-in by DGs is one main goal, the BSS should always
be able to store the excess energy completely. Thus it is necessary to keep the SOE at a
low level, as low as possible but as high as necessary to fulfill the required demands of
the following periods. Before a charging period, the SOE should be at SOE,,,;,,.

Besides this, at time t = 0, the stored energy is defined as

Epss(t =0) = Egssp (59)

As BSSs do not generate or consume energy (besides losses), the stored energy at the
end of the considered period is:

Egss(t = Tena) = EBss,0 (60)

As a result, the power setpoint curves for the BSS Pggs(f) as well as for the gensets
Psen(t) are estimated. Sections with P, < 0 (case a) and P,.; > 0 (case b) have to be
distinguished:

a) P.s <O0:the DG power is higher than the load; no gensets are feeding in (Pgeny = 0).
Thus, the BSS power in this time range equals

PBSS(Pres < O) = Pres (61)

69



b) P.; > 0: the load power exceeds the DG power; the difference has to be covered
by gensets and/or BSSs. The load sharing between gensets and BSSs depends on
the predicted energy until the BSS is charged again.

Therefore, the load sharing factor kpgs ; is introduced for each section:

_ Epss(ti) — Epss,min(tiv1)

- 62
BSS Eres (ZiJrl ) - Eres(ti) ( )

where t; and t; ;| are the borders of the time range of a section with positive P,.

Before an interval in which the BSS needs to be charged according the prediction,
the SOE has to be kept low enough, ideally at SOE,,;,,. This defines Eggs(t;) respec-
tively kgss,; and hence the participation of BSSs in the load sharing. Additionally, an
uncertainty in both load and generation prediction must be taken into account.

If the available energy of the BSSs is greater than the needed energy, kpss ; is limited:

0<kpssi <1 (63)

In that case, the gensets are not in operation in this section.
In general, for all sections i where P, is negative, the BSS and genset active power are
defined as

Ppss(t) = kpss,i - Pres(t) for #; <t <t; (64)

Poen(t) = (1 —kpss,i) - Pres(t) for 1; <t <ty (65)

Now the scheduling the active power of BSSs and gensets as well as the SOE of the
storage systems are defined. If the BSSs are not capable of storing the excessive energy
completely, further concepts like DG feed-in reduction or the usage of additional loads
such as power-to-heat systems are necessary, but this is outside the scope of this work.

The simulation results of the presented load sharing concept are shown in section 6.4.
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4.4 Black Start Strategy

Black start capability is an essential characteristic of islanded microgrids.

Black start is used to build up the grid from zero or after major failures not only in
non-interconnected grids. Also, in mainly on-grid microgrids, black start can support the
restart of an independent interconnected grid area if several small (temporary islanded)
grid cells execute an independent black start and are resynchronized step by step (bottom-
up approach).

Asdiscussed in section 2.3, the black start strategies are assumed for controllable loads
or the communication link to all relevant assets.

The approach presented here is based on non-controllable loads (such as households)
and a high penetration of renewable DG (considering VDE AR-N 4105 [99] as described in
section 3.5) without direct ICT-based communication link.

Further, it is assumed that all GFUs used for black start have a common PCC where the
distributed load and generation are connected. That means that the residual load P, as
the difference between P,,,; and Ppg is covered by all GFUs (e.g., gensets and/or BSSs).
Fig. 57 shows the corresponding SLD.

PTeS
0.4KV 2
-
CB1
N
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@ (3l W

Figure 57 - SLD for the development and analysis of black start concept.

The investigated concept consists of the following steps:

1. Open CB1 (islanding)

2. Start-up of one GFU

3. Start-up of further GFUs and synchronization to the first GFU
4. Close CB1

5. DG start-up regarding VDE AR-N 4105 [99]

At step 4, the load is applied to the GFUs at once. Regarding VDE AR-N 4105, the de-
centralized renewable generation is connected when the grid conditions are fulfilled for a
time period of 60s (section 3.5) (step 5). This requires a proper configuration of the droop
control if no MGC regarding section 4.2 is available or active.

For the active power/frequency control, the droop equation for each asset n is (in
steady state, regarding Eq. (1)):

1
f:fO,i*r’(Pi*PO,l) (66)

1

The total active power P, in general is (by neglecting grid losses):

N
Pres = ZPH (67)



where P, is asset active power distribution of the corresponding asset.

N N N
Pres = ; (kg foi) — ;kﬁi f+ ;Po,i (68)
= = =
kf,rex PO‘res

If all frequency setpoints are equal (fo.1 = fo2 = ... fon = fo), Eq. (68) can be simpli-
fied as

Pres :kf,res'(fo_f)“‘PO,res (69)

For the startup of the DGs, the grid frequency f must be in the range between f,,;, <
f < fimax- According to the German Application Rule VDE AR-N 4105, the frequency range
for connecting DGs is defined as f,;, = 47.5Hz and fyq.x = 50.05Hz. This leads to:

(70)

PDG,max + PO,res . Pload,max - PO,res
kf,res > max

fmax_fO ’ fO_fmin
fo is the frequency setpoint equal for all assets.

Due to the DG startup characteristics regarding VDE AR-N4105 [99], the DG active
power feed-in is calculated by

r P
PDG(I) = min < o 606sdt/;PDG"mM(t)> (71)

In case that only BSSs are responsible for the black start, the initial SOE has to be at
least greater than

. 0605Pload(t) - PDG(t)dt/
EBSS,tntal

SOE > (72)

In section 6.6, some characteristic simulation results are presented for the described
black start strategy.
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4.5 Resynchronization

For islanded microgrids that are not permanently operated independently, a resynchro-
nization strategy is mandatory. One possible method would be shutting down all GFUs and
connect the deprecated grid by hard. As this is leading to a blackout, other methods are
preferred. In the literature, several publications such as [46, 33, 31, 82, 49, 89, 102, 56, 21],
address this topic.

In this section, one suitable approach for the resynchronization control is presented.
It is based on the centralized secondary control described in section 4.2.

The assumed grid structure is shown in Fig. 58.
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Figure 58 - SLD of assumed grid structure for resynchronization.

An island grid consisting of non-controllable loads (aggregated to P,,,;), volatile dis-
tributed generation (Ppg) as well as GFUs (Pgry 1 ---Poru.n) is controlled by the MGC.
Further, a circuit breaker (CB) in combination with a sync check device is added at the in-
terface between the island grid and the external grid where the voltages v;,; (¢) and v,y (¢)
are measured. The corresponding control block diagram is shown in Fig. 59.

In addition to the secondary control by a MGC, the blocks Resync, Sync Check and Cir-
cuit Breaker are necessary. The block Resync calculates setpoints for the MGC (consisting
of APC, RPC and VLC) and enables the Sync Check.

Sync Check

For the synchronization of two grids, it is mandatory to minimize the voltage and fre-
qguency deviation as well as the phase angle between the two grids whereas all three cri-
teria have to be fulfilled. In the proposed structure, the sync check in combination with a
circuit breaker (CB) is located on the asset level and not implemented at the MGC. There-
fore, it is independent of communication delays (analyzed in section 4.2) and the CB is
actuated directly.

From the internal voltage v;,;; (¢) and external voltage v, () measured at the CB, the
differences of voltage magnitude, frequency and phase angle are calculated to AV, Af
and AY. An example is shown in Fig. 60.

Resync

As already mentioned, small values of AV, Af and A9 calculated from v;, () and vy (¢)
are aspired.

Therefore, the voltage magnitude V,,; is used as a setpoint for the MGC'’s voltage con-
trol (VLC). Further, the external frequency is measured as well and - in combination - with
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Figure 59 - Block diagram of extended MGC including resynchronization block considering signal
flow.
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Figure 60 - Example of voltage and phase angle deviation at resynchronization.

a small deviation A fie; poins - given to the APC. This is important as the phase angle will not
change at equal frequency:

® Vier = Vex

® fref = fext - Afs‘etp()int

Some specific simulation results are shown in section 6.7.

The method presented in this work is based on an independent sync check on asset
level and a setpoint calculation on the MGC level. Due to this, the synchronization is ba-
sically independent of delays caused by the communication system. That leads to an in-
creased resilience of the approach. The disadvantage is that it can take a relatively high
time span until the synchronization process is completed.
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4.6 Failsafe Concept for Grid Operation without Microgrid Control Center

Besides the centralized secondary control strategies described in section 4.2, a decentral-
ized control system without direct communication - e.g., based on ICT - is developed as
well. It can be used at communication loss, but also for grids where no communication
system and MGC is installed. Exemplary applications are, e.g., cost efficient grids with
lower requirements regarding frequency and voltage such as distant mines or island grids
without critical loads regarding frequency deviations.

In the following, concepts of active and reactive power control are described separately
as they can be used independently as well.

4.6.1 Active Power Control

The focus of this concept is set on the parallel operation of DGs (regarding VDE AR-N4105,
as described in section 3.5) and loads in combination with BSSs and gensets operated as
GFUs. The assumed grid structure is shown in Fig. 55.

The main goal is a stable grid operation in combination with high usage of renewable
power. That means that a DG feed-in limitation due to over-frequency has to be obtained
as long as possible. Furthermore, the genset(s) should only be active if BSS(s) cannot cover
the residual load due to SOE limitation. Genset(s) are operated with constant power (in
steady state) at optimized efficiency. The genset(s) as well as the BSS(s) must be able to
handle the complete residual power at any time independently.

The basic idea behind this concept is the usage of the grid frequency for the commu-
nication between the GFUs (BSSs and genset) that are equipped with droop control.

It is desired that the gensets’ operation time and usage are low and only BSSs are
operated as GFUs. Therefore three BSS operation modes depending on the corresponding
SOE are defined (Fig. 61).

SOE (%)
100 f-=-=-=-=-=--=-—-----
Freq. Increase
SOEmax e e e e
Normal Droop
Operation
SOE min
0

Figure 61 - BSS operation modes for failsafe active power control depending on SOE.

In normal operation (SOE,,;; < SOE < SOE,,,,), at least one BSS is operated in grid
forming mode for frequency and voltage control without secondary control. Depending
on the residual load (P..s = Pi,ua — Ppg), the BSS(s) are charged resp. discharged. The
power sharing between the GFUs is according to the droop factors k;; for each asset i.
That means that the frequency depends on the residual load and is not controlled by a
reference value f.r.
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For SOE < SOE,,;, and discharge of the BSS, the active power setpoint P, of the droop
equation Eq. (1) is decreased, which leads to a reduction of the active power distribution
(in case of several GFUs in parallel) or a frequency reduction (if no other GFU is in normal
operation mode).

On the other hand, an increase of SOE to SOE > SOE,,,, leads to a reduction of active
power consumption or frequency increase as the BSS active power supply is controlled to
zero as well.

Next, the operation mode depending on the grid frequency is illustrated in Fig. 62.

R e e TP

GENSET OFES'
' GENSET

GENSET ON
T

Figure 62 - Active power failsafe operation modes depending on grid frequency.

For grid frequencies fg,is > 50.2Hz, the DG’s active power feed-in is reduced due to the
rule VDE AR-N4105 [99] and hence has to be avoided if possible. Therefore, the desired
operation mode is Normal Operation w/o GENSET where the BSS(s) ensure an equilibrium
between the load and the DG. In the case of SOE reduction lower than SOE,,;,, and dis-
charge, the frequency is reduced (as shown in Fig. 61). If the grid frequency is lower than
JGEN min, the genset(s) is/are switched on and controlled to a constant active power feed-
in (in steady state). During load changes, also droop control is active. As a result, the grid
is supplied by the genset(s) and the BSS(s) is/are charged. This operation mode (GENSET
Operation) is continued until the grid frequency is increased because of SOE > SOE,, .
If the grid frequency f > fGEn max, the genset is disconnected from the grid. Then the
grid is operated only by BSS(s) again (Normal Operation w/o GENSET).

Next, the internal structure of both controllers (BSS and genset) is described in detail.

For the BSS controller a nonlinear concept based on fuzzy logic in combination with PI
control is implemented (Fig. 63) as a MISO system with two inputs (active power supply
and SOE). The signal Py pss is the input for the subordinated droop control.

The fuzzy logic consists of three parts fuzzification, inference and defuzzification. In
Fig. 64, the membership functions in trapezoidal shape for the fuzzification are shown.

The inference table of the fuzzy control is shown in Table 5. The outputs Y resp. Y, are
defined as singleton to:

Y1 = Ppss (73)

=0 (74)

In mathematical representation, the linguistic terms regarding Table 5 are written as
a1 = max(Usoe N, Min(UsoE.L, MpL), Min(UsoE 1, UpH)) (75a)
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Figure 63 - BSS control block diagram of failsafe active power control.
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(b) Single trapezoidal fuzzy membership function with pa-

‘a) Membership functions for input fuzzification.
(a) pf f put fuzzif rameters x,, xp,, X, and x,.

Figure 64 - Configuration of the fuzzy control membership function for failsafe active power control.

Table 5 - Failsafe Active Power Control - Inference Table for BSS’ Fuzzy Logic.

SOE
L N H
. L|nhonon
Hi Y, Y1 Y
ay = max(min(Usog.L, Up.x ), Min(UsoE 1, UPL)) (75b)

The fuzzy output signal is calculated to e (defuzzification):

e:al*Yl—i—ag*Yz (76)
ar+ap

Furthermore, the genset controller structure is shown in Fig. 65. Besides the droop
control as shown in section 3.4.2, a closed loop control in Pl structure for the active power
setpoint Py gen is implemented.

As described above, the genset is not in continuous operation; it is switched on resp.
off depending on the grid frequency.

For proper operation, the controller parameters have to be configured. The follow-
ing prerequisites have to be fulfilled if VDE AR-N4105[99] characteristics for the DGs are
assumed (note that Pgss charge,max 1S N€gative whereas Pggs gischarge,max 15 POSitive):

e For full usage of DGs:
47.5Hz < f < 50.2Hz (77)
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Figure 65 - Block diagram of failsafe active power genset control.

e Operation without genset (only BSS):

1
fO,BSS - ki 'PBSS,charge,max < 50.2Hz (78)
BSS

B

e Genset switch on frequency (must be lower than minimum frequency caused by
BSSs droop control):

1

feen,on < fo,Bss — K 5 - Pss discharge,max (79)

e Genset switch off frequency:

1 1

fo.Bss — - PBss.discharge,nax < JGEN,0FF < fo.BsS — 7 * PBSS charge,max (80)
ks Bss ky pss

J

Simulation results for different residual load profiles are shown in section 6.5.

4.6.2 Reactive Power Control

Besides the active power/frequency control, also voltage and reactive power have to be
controlled in case of communication failures or in grids without communication infras-
tructure (e.g., due to costs or reliability). One solution is the implementation of droop
control for voltage and reactive power, as described in section 2.1. As the voltage is a local
phenomenon (in contrary to the grid frequency), no adequate reactive power sharing by
droop control is reached. This can lead to an exchange of reactive power between assets,
which would lead to increased losses or overloading of assets and lines. In the literature,
other concepts such such as basing on virtual impedance (e.g. in [40]) are not considered
here.

As the reactive power demand in LV grids and especially in living areas is typically low,
a master/slave concept for reactive power sharing is developed. One asset is defined as
a master whereas all other assets are in slave operation. Fig. 66) show the grid structure
whereas the position of the master and slave assets can be modified.

The control strategy presented here is that all reactive power demand (Q,.) is covered
by the master asset whereas all slaves are controlled to zero (or in special cases to another
value) - as long as voltage boundaries are not exceeded.

In this failsafe control strategy for voltage and reactive power, the droop control is
not active for V and Q. At the master, a constant voltage is set, e.g., Vy = 400V. This
depends on the location in the island grid and can be determined by worst-case load flow
calculations.
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Figure 66 - Assumed grid and asset structure of failsafe reactive power control.

At the other assets, the voltage is controlled to a value where the reactive power is
constant (in most cases: Qp = 0). As long as the master is in operation and no voltage
boundaries are exceeded, the concept presented until here is working properly. However,
a stable grid operation should also be ensured if the master is failing and not anymore in
operation or voltage boundaries are exceeded at certain slave assets (master asset does
not exceed voltage as it is controlled to a constant setpoint).

As a solution to this mentioned case, a fuzzy-based control concept is introduced. The
corresponding block diagram for voltage and reactive power control is shown in Fig. 67.

The nominal voltage V, has to be set. It is the reference value for the master controller.

As the asset is used as a slave, the signal enable_slave has to be set to 1 (master:
enable_slave=0). The considered control is a MISO system where the inputs of the slave
controller AQ = Qjyeas — Qo resp. AV = V,,.qs — Vp are evaluated and used by fuzzy logic.
Therefore, the inputs are converted into p.u. system. The output signal e is used as an
input of a Pl controller with Anti-Windup (with parameters k,, k; and kawy).

The fuzzy logic includes the three general steps fuzzification, inference and defuzzifi-
cation.

The fuzzification of input AV is realized by membership functions in the same way as
shown in Fig. 64. A trapezoidal shape is chosen, but also any other shape is possible.
The voltage is divided into three sections: low voltage (membership function p; ), normal
voltage (uy) and high voltage (uy).

Under normal conditions (uy), the reactive power is controlled to Qy. If the voltage
exceeds this limits (u;, resp. uy), the voltage is controlled to Vjy. For smooth transition be-
tween the control strategies, the membership functions can be defined with overlapping.

The fuzzy output signal e is calculated as (defuzzification)

M- AV + uy - AQ + py - AV
e= (81)
Mr+ My + Uy

The control algorithm is evaluated by simulation. The results for some specific scenar-
ios are shown in section 6.5.2.

Both concepts for active and reactive power can be used independently. Besides the
application for failsafe operation in case of communication losses, also a low cost instal-
lation without a communication system can be a potential use case (depending on the
prerequisites for voltage and frequency).
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Figure 67 - Block diagram for failsafe reactive power control.
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4.7 Conclusion

First, inverter-based GFUs and GSUs as well as gensets are operated in parallel. It was
shown that load location inside the island grid affects the dynamic behavior of the active
power distribution and frequency, but also the resulting steady state reactive power ex-
change between the assets. Further, it was shown by simulation that lower voltage droop
factors reduce the reactive power exchange between the assets.

Next, a secondary control strategy for active and reactive power under consideration
of communication dead times was developed. It consists of three controllers for active
power, reactive power and voltage.

As a method for tertiary control, an energy scheduling approach for BSSs was devel-
oped based on forecasts for DG and active power consumption with respect to maximiza-
tion of renewable energy sources and minimization of fossil energy, which is the main
objective to reach the goals of the Paris Agreement [68].

Concepts for black start under consideration of VDE AR-N4105 [99] and for resynchro-
nization of an islanded microgrid were investigated.

For island grids with parallel operation of genset(s) as well as BSS(s), the failsafe con-
cept for grid operation without centralized control and communication link under consid-
eration of DGs with VDE AR-N4105 characteristics was researched and developed.

The verification by specific simulations is shown in section 6, where also the evaluation
of the control algorithms is presented.
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5 Microgrid Demonstrator

The theoretical models of the assets developed in the frame of this thesis are verified by
specific measurements in the field. In comparison to other microgrid laboratories, the
MCW is part of a real existing grid. For experiments and demonstrations it is possible to
include real customers (mainly households) into the islanded microgrid and not only the
assets at the campus itself.

5.1 Overview

The MCW is located in the south of Germany in the village Wildpoldsried approximately
15km from Kempten and 100km from Munich. It was established in the frame of the re-
search projects IRENE [17], IREN2 [4, 50], DeCAS [44] and pebbles [95] and enables many
different research activities regarding interconnected and islanded microgrids. Fig. 1in the
introduction already shows an overview of the main part of the MCW area; some further
assets such as an ohmic load bank or two gensets are located close to the areal shown in
the picture.

An overview of the assets at the research facility related to this thesis is shown in Table
6 and described in detail in the following.

Table 6 - MCW: overview of assets used in this thesis including the corresponding rated power/energy.

Acronym | Asset Name Rated Power/Energy
ABSS Area Battery Storage System 300kVA/160kW h
B2B Back-to-back station 500kVA
CBSS Campus Battery Storage System 50kVA/T5kWh
GEN Genset 100kW /135kVA
LOAD Ohmic Load Bank 3x50kW
PV Photovoltaic Plant 10kW p

All assets are connected to a three-phase low voltage AC grid with 400V and 50Hz. A
switchgear panel in combination with underground cables enables different grid configu-
rations regarding the asset location within the grid. A SLD of the complete research grid
is shown in Fig. 68.

5.2 Description of the Single Units

In the following, the single assets of the MCW used for this scientific work are described
in detail.

5.2.1 Area Battery Storage System
The Area Battery Storage System (ABSS) is a Lithium-lon based BSS established in 2012,
which can be used as a grid supporting unit (GSU) in mains parallel operation with active
and reactive power setpoints, but also as a grid forming unit (GFU) with voltage and fre-
qguency control. In the frame of this thesis, the mathematical modeling of the GFU mode
is described in section 3.2 and verified in section 6.1.1.

The ABSS consists of three battery strings in combination with six inverters and grid
filters, as described in [3].

This hardware configuration arose due to changes on the cell level and made it
necessary to adapt the system to this structure. A detailed modeling considering internal
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Figure 68 - SLD of the asset connection at the MCW [47].

processes and power flows between the inverters was presented in [74, 72].

As this work deals with the interaction of microgrid assets in an island grid, internal
processes are neglected and the overall ABSS behavior is decribed mathematically.

A picture of the battery modules inside the ABSS located in a container is shown in Fig.
69.

The ABSS is designed for a rated maximum power of 300kVA and a capacity of 165kW h.

5.2.2 Campus Battery Storage System
The Campus Battery Storage System (CBSS) is a stationary BSS used as a GSU, which means
that no further functionality such as usage as a GFU or black start can be realized.

By the manufacturer, active and reactive power setpoints are realized under consider-
ation of the German Application Guide VDE AR-N 4105 [97].

In the frame of this thesis, the CBSS was extended by an additional active power/
frequency control for GSU functionality. The mathematical modeling and verification is
shown in sections 3.3 resp. 6.1.2.

5.2.3 Gensets
At the MCW, a Genset fueled by plant oil as a rotating energy source is installed. The prime
mover is from the manufacturer Deutz [26] and the direct coupled synchronous machine
from the manufacturer MeccAlte [57].

The nonlinear dynamic modeling is described in 3.4, whereas the model verification is
presented in 6.1.3.

Fig. 70 shows a picture of the genset.

The prime mover from manufacturer Deutz is directly coupled to the synchronous gen-
erator, which means that it is an inverter-less system.
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Figure 69 - Picture of the ABSS located at the MCW.
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Figure 70 - Picture of the genset at the MCW.
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5.2.4 Load Bank

Another asset used as a load for verification of theoretical investigations is the ohmic load
bank with a rated power of 150kW, i.e. 50kW per phase, which can be set independently
in steps of 1kW.

5.2.5 Back-to-Back Station

The back-to-back station (B2B) is a special asset which was assembled for the research
with islanded microgrids. In simple terms, it is a frequency converter between two inde-
pendent grids at the MCW between the investigated microgrid and an external grid (in
this case: the MV grid over an independent LV substation).

The B2B can be controlled both as a GFU or as a GSU with usage of all four quadrants.
From the island grid’s point of view, it can be used, e.g., as a PV plant with a repeatable
volatile behavior (such as sunny day with sporadic clouds). In this test case, the "renew-
able" source is fed by an external grid.

The other mode used in this thesis is the operation as a GFU, such as a further battery
storage system. From the island grid’s point of view, the component is used such as a BSS
with limited power but "infinite" energy; instead of battery cells at the DC link, another in-
verter is connected to the external (MV) grid. This allows many investigations for research
without limitation of the physical capacity of battery cells.

5.2.6 Nanogrid
As a sub-unit of the MCW, a so-called Nanogrid was assembled. It represents a modern liv-
ing building consisting of PV, P2H, Home Battery Storage System (HBSS) and a controllable
ohmic-inductive-capacitive load as a representation of the residential load.

In the frame of this thesis the PV system as well as the heat pump are used for the
model development and verification shown in sections 3 and 6.

The PV plant is divided into two orientations (east and west) with an angle of approx.
15° and connected to the grid via two inverters (see Fig. 71). The total installed power is
approx. 10kWp.

‘:H\‘H ‘ . ‘}WHH\HH

Figure 71 - Picture of the nanogrid’s PV Inverters at the MCW.

The inverters are from the manufacturer Steca, including modified firmware which al-
lows a high range of reactive power setpoints.
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The P2H system is an air-to-air heat pump installed for the climatization of a container
consisting the control center. The manufacturer of the P2H system is Daikin [25].

5.2.7 Test Grid and Switchgear Panel
One specialty of the MCW is the test grid in combination with the switchgear panel. Four
LV earth cables from type NAY2Y and a length of each 250m are installed in the ground
and can be connected flexibly between the assets. This allows many different grid config-
urations for investigation of microgrids, especially for control stability.

A picture of the hardware installation is presented in Fig. 72.

Figure 72 - Picture of the MCW'’s switchgear.

5.2.8 Control Center

For the control of the complex research grid at MCW, a control center was established.
All assets are connected via Ethernet. To get an impression of the complexity, over 250 IP
addresses exist at the MCW. For control and measurement purposes, all signals are linked
to a common ModbusTCP interface where all assets can be controlled and observed from
a central SCADA system. For the specific experiments of this thesis, the MCW is controlled
by python scripts, which are dealing with the ModbusTCP interface.
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6 Simulation Results and Verification

The mathematical models of relevant microgrid assets described in section 3 are evalu-
ated by specific simulations and verified by comparison with measurements at the MCW
(section 6.1).

The interaction of GFUs and GSUs with droop control are also verified by specific mea-
surements (section 6.1.2). Based on these validated results, further control algorithms
(secondary control, energy scheduling, blackstart, resynchronization, failsafe operation)
are evaluated by numeric simulations shown in this section.

6.1 Model Verification for Microgrid Assets

The theoretical mathematical models for the microgrid assets described in section 3 are
verified by specific measurements. The results are shown in the following.

6.1.1 Battery Storage System in Grid Forming Mode
The mathematical model for BSSs as GFUs investigated in section 3.2 is verified by specific
measurements at the Area Battery Storage System (ABSS), which is located at the test site
MGC (described in section 5.2.1). Therefore, the ABSS is operated in island mode opera-
tion. Ohmic load steps are applied by the ohmic load bank (see section 5.2.4), whereas
reactive power tests are realized by using the B2B station (section 5.2.5).

Four scenarios are presented in this work; Table 7 shows the corresponding parametriza-
tion of the droop control.

Table 7 - Scenario definition for BSS in grid forming mode.

Scenario Load Type kr (kW/Hz) | ky (kvar/V) Load Step
1 . 300 12
2 Active Power 2000 12 0 — 150kW
3 . 300 12
4 Reactive Power 300 20 0 — 150kvar

Figs. 73 - 76 present the simulation results in comparison to the measured results for
active power P (a), grid frequency f (b), reactive power Q (c) and RMS grid voltage V;; at
the asset’s PCC.

The simulations are executed in the software DIgSILENT PowerFactory. The presented
active resp. reactive power are used as input signals for the simulation.

The result for scenario 1 regarding Table 7 is presented in Fig. 73. A good correlation
between measurement (blue) and simulation (orange) can be seen for the frequency (Fig.
73b) as well as the grid voltage (Fig. 73d). It has to be pointed out that a suppressed-zero
scale is used for frequency and voltage.

The same experiment is repeated for a higher frequency droop factor ks = 2000kW /Hz
(scenario 2). The results are shown in Fig. 74. Also, in this case, a good correlation can be
seen. The deviation between measured and simulated values shown in Fig. 74d is small
(< 1.5%).

In the next two scenarios 3 and 4, reactive power is applied to the BSS. Figs. 75 and
76 show the results for different voltage droop factors ky, where again a good correlation
between simulation and measurement is presented. In comparison to the active power
step, which was applied instantaneously by an ohmic load bank, the reactive power "step"

88



— meas = sim

150 - W

100 A

P (kW)

a) 0

b)

100

50 A

Q (kvar)
o

890 891 892 893 894 895
Time (s)

Figure 73 - BSS verification for ky = 300kW /Hz. a) active power feed-in; b) grid frequency; c) reac-
tive power distribution; d) grid voltage at PCC of the BSS. Comparison between measurement (blue)
and simulation (orange).
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Figure 74 - BSS verification for ky = 2000kW /Hz. a) active power distribution; b) grid frequency; c)
reactive power distribution; d) grid voltage at PCC of the BSS. Comparison between measurement
(blue) and simulation (orange).
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was applied by controlled power electronics with internal ramp-up behavior and lower
dynamics and hence no step function in the mathematical sense.

The comparison of simulation results and measurements at the MCW shows that the
simplified model approach for BSS as GFU is sufficient regarding the electrical behavior
at the asset’s PCC for investigations in the time range of hundred milliseconds or higher.
For higher resolution (such as investigation of harmonics), a model with a higher grade of
detail regarding power electronics has to be used. However, this was not the goal of this
work.
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Figure 75 - BSS verification for ky = 12kvar/V. a) active power distribution; b) grid frequency; c)
reactive power distribution. d) grid voltage at PCC of the BSS. Comparison between measurement
(blue) and simulation (orange).

92



— meas = sim

40

P (kW)
o

a)

b)

Q (kvar)

-100

c) -—150 I i |

440

420

400 W‘MWM

380

V (V)

d 360
930 935 940 945 950 955 960

Time (s)

Figure 76 - BSS verification for ky = 20kvar/V. a) active power distribution; b) grid frequency; c)
reactive power distribution; d) grid voltage at PCC of the BSS. Comparison of measurement (blue)
and simulation (orange).
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6.1.2 Battery Storage System in Grid Supporting Mode

The mathematical model for a BSS in grid forming mode (as described in section 3.3) is
compared with characteristic measurements at the CBSS (Campus Battery Storage Sys-
tem) described in section 5.2.2.

The CBSS has a rated power of 50kVA and a capacity of 75kW A. First, an active power
profile is applied to the CBSS. A comparison of simulation and measurement results is
presented in Fig. 77, whereas the setpoints Py gim (blue) and Py jneqs (orange) as well as
the active power feed-in Py;,, (green) and P,,.. (red) are shown.

As long as the active power setpoint is lower than 25kW and thus lower than 50% of
the rated power, the reactive power is approx. zero. For values of P greater than 50%,
reactive power is consumed (negative sign). In the last active power step with a setpoint of
50kW, the resulting active power is limited to approx. 45kW as the rated apparent power
of 50kVA must not be exceeded. Regarding VDE AR-N4105, the power factor is increased
until cos ¢ = 0.9 at rated power. That means that the active power feed-in is reduced to
P =45kW.

Psim — Pmeas

— Pset, sim Pset, meas

0- . py T.‘.‘_—
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Figure 77 - Active power steps: comparison of simulation and measurement results for BSS as GSU.
a) active power (blue: setpoint simulation; orange: setpoint measurement; green: active power
feed-in simulation; red: active power feed-in measurement); b) reactive power.

In the next graph (Fig. 78), a zoom in of one power pulse is shown in detail. It can be
seen that a delay of T; = 5.3s between setpoint and power feed-in is considered. A good
correlation between simulation and measurement - also regarding the dynamic behavior
- for active power pulse is shown.

Next, reactive power "pulses" are applied in simulation as well as at the CBSS. The
corresponding result is shown in Fig. 79 for the complete experiment and in Fig. 80 for a
detailed view of one single pulse.

The behavior of active power depending on the SOE is shown in Fig. 81 for an active
power setpoint of P = —50kW (charging) resp. P = 50kW (discharging). A good correla-
tion between simulation (blue) and measurement (orange) can be seen.
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Figure 78 - Active power step (zoom-in): comparison of simulation and measurement results for BSS
as GSU. a) active power (blue: setpoint simulation; orange: setpoint measurement; green: active
power feed-in simulation; red: active power feed-in measurement); b) reactive power.
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Figure 79 - Reactive power steps: comparison of simulation and measurement results for BSS as GSU.
a) active power (blue: setpoint simulation; orange: setpoint measurement; green: active power
feed-in simulation; red: active power feed-in measurement); b) reactive power.
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Figure 80 - Reactive power steps (zoom-in): comparison of simulation and measurement results
for BSS as GSU. a) active power (blue: setpoint simulation; orange: setpoint measurement; green:
active power feed-in simulation; red: active power feed-in measurement); b) reactive power.

—_—Sim = meas

50 A

a) -—50+

1.0

0.5 1

SOE (p.u.)

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5
Time (h)

Figure 81 - Active power and SOE for a setpoint of £50kW. Comparison of simulation (Blue) and
Measurement (Orange). a) active power feed-In; b) SOE.
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The experiment was repeated for an active power setpoint of P = £37.5kW. For this
modified setpoint also a good correlation was revealed. The result is shown in Fig. 82.
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Figure 82 - Active power and SOE for a setpoint of 37.5kW. Comparison of simulation (blue) and
measurement (orange). a) active power feed-in; b) SOE.
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6.1.3 Genset
The mathematical model for generation units described in section 3.4 is applied for a
genset fueled by plant oil (section 5.2.3).

For parameter identification and verification of the linear model approach as well as
the fuzzy-based approach, the genset is operated in island mode as a GFU.

The ohmic load bank (section 5.2.4) consisting of heat resistances (without power-
controlled inverter) as well as a fan for forced cooling (approx. 5kW) is connected to the
genset. Due to temperature variation in the ohmic resistances, the active power con-
sumption by the ohmic load bank is not constant (especially for higher power setpoints).

An active power load profile is applied to the genset fueled with plant oil. The active
power droop factor is set to ky = 80’%. For the model verification, the droop factor is

varied to ky = 200’“%, which leads to different steady state values.

6.1.3.1 Linear Approach

First, the linear modeling approach is verified. The simulation results gained by curve
fitting method for active power steps are given in Fig. 83 where the linear modeling results
are shown in blue and the measurement in orange. The following rounded parameters are
determined by curve fitting:

® k,=6.0
e k=115

Fig. 83b shows the frequency response. It can be seen that the frequency deviation is
small for steady state.

- LinearMdl| meas
B |
= 40 + -
=
S
o 20 T
a) 0 T T T T T
i 50_ T - - > o "r —— ‘rir e [ m
- |
b) 45 A
0 50 100 150 200
Time (s)

Figure 83 - Genset linear modeling approach. Comparison of measurement (orange) and linear
modeling result (blue). a) active power generation; b) frequency.

In Fig. 84, the active power and frequency for an active power step of approx. 9%kW
is shown in comparison to the measured curve. A sufficient correlation for the frequency
response is obtained.
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Figure 84 - Genset linear modeling approach. Comparison between measurement (orange) and lin-
ear modeling result (blue) for an active power step of 9kW (from approx. 4.5kW to approx. 13.5kW ).
a) active power generation; b) frequency.

In Fig. 85 resp. Fig. 86, the ohmic load step is increased to approx. 30kW resp. S0kW.
Now the limitation of the linear model approach can be seen as the frequency in the
dynamic case cannot be represented adequately. Depending on the application of the
model, a higher accuracy may be mandatory. Therefore, other model approaches (such
as the fuzzy-based approach described in section 3.4.5.2) have to be selected.
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Figure 85 - Genset linear modeling approach. Comparison between measurement (orange) and
linear modeling result (blue) for an active power step of 30kW. a) active power generation; b) fre-

quency.
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Figure 86 - Genset linear modeling approach. Comparison between measurement (orange) and
linear modeling result (blue) for an active power step of 50kW. a) active power generation; b) fre-

quency.
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6.1.3.2 Fuzzy-based Approach - Parameter Estimation

As the linear model approach for the engine modeling is not suitable for an accurate
representation of the resulting frequency in a high range of power pulses, the developed
model based on fuzzy logic is evaluated in this section as well.

The necessary model parameters are estimated by a mixture of systematic variation
and curve fitting. This requires expert knowledge regarding modeling and evaluation of
the results. The membership functions are defined in trapezoidal form with parameters
a,b,c and d (Fig. 87). A detailed of over the membership parametrization for a normalized
model in per-unit is given in Table 8.

membership
©c o @
H O oo
| I R— |
(o
n

o
N
]

a d
/74 N\

o
o
1

-1.0 -0.5 0.0 0.5 1.0
input

Figure 87 - Genset fuzzy-based approach. Membership function in trapezoidal form.

Table 8 - Genset fuzzy-based approach. Determined membership function parameters.

Parameter a b c d
HrLL -99 -0.9 | -0.05 | -0.03
UL -0.05 | -0.03 | -0.03 0
HfN -0.03 0 0| 0.01
Y o 01| 09| 99
HTeng,L -99 0 0.15 0.25
UTeng N 0.15 0.25 0.25 0.35
UTeng.H 0.25 0.35 1 99

Further parameters such as the singleton definitions are shown in Table 9.

Table 9 - Genset fuzzy-based approach. Set of parameters for simulation.

Parameter ‘ kp ‘ k; ‘ Yy ‘ Y, ‘ Y3 ‘ Yy ‘ Y5 ‘ Ys
Value 1.3 ]13]0.195] 0920 | O | 0.065 | 0.190 | 0.115

First, the active power profile from Fig. 88a is applied to the models. The resulting
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frequency of the nonlinear approach in comparison to the linear modeling and the mea-
surement result is plotted in Fig. 88b.

Figs. 89, 90 and 91 show the comparison of load steps of approx. 9kW, 30kW and
50kW. For small steps (Fig. 89), also the linear modeling approach is suitable. For higher
load steps, the model accuracy can be significantly increased by the fuzzy-based approach
(Fig. 90 resp. Fig. 91).
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Figure 88 - Genset fuzzy-based approach. Comparison of fuzzy-based modeling (orange), linear
approach (blue) and measurement (green) for the complete load profile. a) active power generation;
b) frequency.

6.1.3.3 Model Verification

After parameter identification, active steps are applied to a different setup with differ-
ent active power droop factor (k; = 200%). The resulting frequency response is shown
in Figs. 92-95.

The complete set of data is plotted in Fig. 92, whereas in Fig. 93-95, the results for
active power steps of approx. 9kW, 30kW resp. SOKW are applied.

Also, for model verification, as it can be seen, the fuzzy-based model leads to higher
consistency than the linear approach.

6.1.3.4 Summary

The two model approaches developed in section 3.4 are parametrized and compared
with measurements at a real genset system. Both approaches have advantages and dis-
advantages and the choice of the model structure depends on the application model. The
comparison of the approaches is shown in Table 10.
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Figure 89 - Genset fuzzy-based approach. Comparison of fuzzy-based modeling (orange), linear
approach (blue) and measurement (green) for an active power step of 9kW. a) active power gener-

ation; b) frequency.
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Figure 90 - Genset fuzzy-based approach. Comparison of fuzzy-based modeling (orange), linear
approach (blue) and measurement (green) for an active power step of 30kW. a) active Power gen-

eration; b) frequency.
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Figure 91 - Genset fuzzy-based approach. Comparison of fuzzy-based modeling (orange), linear
approach (blue) and measurement (green) for an active power step of 50kW. a) active power gen-

eration; b) frequency.
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Figure 92 - Genset model verification. Comparison of fuzzy-based model (orange), linear ap-
proach (blue) and measurement (green) for active power steps and an active droop factor of

k= 200kW /Hz
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Figure 93 - Genset model verification. Comparison of fuzzy-based model (orange), linear approach
(blue) and measurement (green) for an active power step of approx. kW and ks = 200kW /Hz.
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Figure 94 - Genset model verification. Comparison of fuzzy-based model (orange), linear approach
(blue) and measurement (green) for an active power step of approx. 30kW and ky = 200kW /Hz.
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Figure 95 - Genset model verification. Comparison of fuzzy-based model (orange), linear approach
(blue) and measurement (green) for an active power step of approx. 50kW and ks = 200kW /Hz.

Table 10 - Genset modeling. Comparison of the linear approach and the fuzzy-based engine model.

Linear Modeling

Fuzzy-based Modeling

+ Low number of parameters

+ Fast parameter identification by curve
fitting methods

- No representation of nonlinear engine
behavior

+ Higher model accuracy due to nonlinear
representation

- High number of parameters (4 parame-
ters for each membership function and
singleton)

- Expert knowledge necessary for param-
eter guess (systematic variation)

Core Statements:

ondary control dimensioning)

identification.

1. Linear engine modeling approach sufficient of many applications (such as sec-

2. For higher accuracy, fuzzy-based engine modeling is suggested. Nevertheless,
the higher number of parameters need accurate measurements for parameter
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6.1.4 PV System

The mathematical modeling of a PV system under consideration of the German Applica-
tion Guide VDE AR-N4105 [99] is described in section 3.5. In the following, the model is
validated for two scenarios by measurements at a real PV system mounted on the roofs
at the test site MCW and included into the islanded microgrid.

First, the startup behavior is investigated. After connecting the PV system to the grid,
the power feed-in can begin at least after a time period of Ar = 60s. Afterwards, the
slope of the active power ramp should not exceed 10% of the rated power per minute.
Fig. 96 shows the comparison of simulation (blue) and measurement (green) during the
PV startup process.
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Figure 96 - PV system startup process. Comparison of simulation (blue) and measurement (green).
a) grid frequency; b) active power feed-in.

In the second step, the active power feed-in reduction due to over-frequency is again
compared between simulation and measurement. A good correlation is shown for a smooth-
ing time constant Ty,,,.:, (shown in Fig. 30) equal to 20ms.

This verified model for a specific PV plant now can be scaled up for PV plants connected
to the LV grid as the fundamental control principle is based on a technical specification that
systems have to fulfill.
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Figure 97 - PV system active power feed-in depending on grid frequency. a) grid frequency; b) active
power feed-in. Blue: simulation result. Green: Measurement.
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6.2 Parallel Operation of Grid Forming and Grid Supporting Units using
Droop Control

In this section, the theoretical models and considerations from section 4.1 are verified with
real measurements which are executed at the Microgrid Demonstrator MCW (section 5).

In almost all of the following experiments, an ohmic load profile, as shown in Fig. 98,
is applied to parallel operated microgrid assets.

150 A

125 -

— 100 A

75 1

P load (kW

50 A

25 A

0

0 10 20 30 40 50 60
Time (min)

Figure 98 - Ohmic load profile applied to the islanded microgrid for investigation of parallel opera-
tion of grid forming and grid supporting units using droop control.

In the first case, two inverters-based GFUs (ABSS and B2B) are operated in parallel.
In the second case, the parallel operation of an inverter-based GFU and a genset GFU
is investigated. Next, a verification for the parallel operation of an inverter-based GFU
with an inverter-based GSU is presented and finally, the results for a parallel operation of
genset GFU and inverter-based GSU are shown.

6.2.1 Inverter-based GFUs in Parallel Operation

Based on the mathematical models developed in section 4.1, the parallel operation of two
inverter-based GFUs (ABSS and B2B; see section 5) is verified by specific measurements
for different controller parametrization.

First, an active power droop factor of k¢ gry = 150kW /Hz is set for both assets. Fur-
ther setpoints for voltage Vy = 400V, frequency fy = 50Hz, active power Py = 0 and
reactive power Qp = 0 are set for both assets equally.

The simulation result of the complete experiment is shown in Fig. 99. A good correla-
tion between the measurement and the simulation can be seen.

The voltage droop control concept leads to a reactive power flow between both GFUs.
(Fig. 99¢), even in the case of an ohmic load without reactive power consumption or gen-
eration. That means that further concepts have to be taken into account for minimization
of this effect, which causes additional losses, but also a higher utilization of the assets and
even a reduction of the active power supply capability.
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Figure 99 - Parallel operation of inverter-based GFUs (ABSS, B2B). Comparison of measurement and
simulation results for droop factor ky = 150kW /Hz. a) active power distribution; b) grid frequency;
¢) reactive power distribution; d) asset voltages. Blue: ABSS measurement. Orange: ABSS simula-
tion. Green: B2B measurement. Red: B2B simulation.
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Fig. 100 shows the zoom for a positive active power load step of 100kW. Also in this
dynamic consideration a good correlation between measurement and simulation is re-
vealed.

Next, the frequency droop factors are changed to ks agss = 1000kW /Hz for the ABSS
and ky gop = 2000kW /Hz for the B2B. Again, the load profile from Fig. 98 is applied. The
corresponding results are shown in Fig. 101.

It can be seen that for the changed droop configuration with high frequency droop fac-
tors (which leads to a small frequency deviation) also, a stable operation can be simulated
and measured.

A good correlation is given, which means means that the verified simulation models
developed in the frame of this work can be used for further investigations regarding con-
trol strategies, but also as a planning tool for the design of an islanded microgrid.
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Figure 100 - Parallel operation of inverter-based GFUs (ABSS, B2B). Comparison of measurement
and simulation results for droop factor ky = 150kW /Hz. a) active power distribution; b) grid fre-
quency; c) reactive power distribution; d) asset voltages. Blue: ABSS measurement. Orange: ABSS
simulation. Green: B2B measurement. Red: B2B simulation. Zoom for active power step from ap-
prox. OkW to approx. 100 kW.
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Figure 101 - Parallel operation of inverter-based GFUs (ABSS, B2B). Comparison of measurement
and simulation results for droop factor ks opss = 1000kW /Hz and k¢ apss = 2000kW /Hz. a) active
power distribution; b) grid frequency; c) reactive power distribution; d) asset voltages. Blue: ABSS
measurement. Orange: ABSS simulation. Green: B2B measurement. Red: B2B simulation.
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6.2.2 Inverter GFU and Genset GFU in Parallel

The parallel operation of an inverter-based GFU and a genset GFU is investigated by sim-
ulation and verified by measurements at the MCW. Fig. 102 shows the corresponding re-
sults for three load steps from each 0kW to 75kW, 100kW and 150kW for measurement
(blue) and simulation (orange). In Fig. 102a, the inverter’s active power Pyy is illustrated,
whereas Fig. 102b shows the genset’s active power. Fig. 102c and Fig. 102d show the
correpsonding reactive power and finally, the grid frequency is shown in Fig. 102e.

A correlation for the three load steps is given for the active power distribution between
the GFUs as well as the frequency behavior. For the reactive power, a correlation is given
as well, as the maximum deviation is small (max. approx. 5kvar) and can be explained by
small voltage setpoint deviations in the reactive power/voltage droop function (Eq. (2))
for the no-load periods, but also by measurement uncertainties (5kvar in comparison to
a rated power of 135kVA resp. 300kVA). In the simulation, this effect does not appear.
The dynamic behavior is shown in Fig. 103 for an active power step of approx. 100kW
which confirms the quality of the simulation models. The inverter GFU is covering almost
the complete load (=~ 90kW) in the first seconds after the load step (at time r = 220s, Fig
103a). Also, in the case of a negative load step (r = 320s), the inverter reacts very much
faster and is compensating the lower dynamics of the genset.

For the dimensioning of the assets, it has to be pointed out that the inverter GFU
must be capable of supplying the complete load - at least for some seconds. For the grid
frequency, also higher dynamics in comparison to the parallel operation of two inverter-
based GFUs can be seen. In the design of an islanded microgrid and its assets, it has to
be considered by specific simulations that the minimum and maximum frequency should
not exceed defined limits. In the case of using DGs with VDE AR-N4105 characteristics, the
frequency should not be smaller than 47.5Hz and not higher than 50.2Hz as both would
lead to a feed-in reduction or even to a disconnection from the grid.

Next, the same experiment is repeated for active power/frequency droop factors of
krinv = krGgen = 500kW /Hz. The results plotted in Fig. 104 show a deviation in the
active power distribution between the inverter-based GFU and the genset for all power
pulses. Due to the high droop factor, the frequency variation due to Eq. (1) is small. In that
case, also small measurement uncertainties have a high effect on the power split-up.

For replication of this measured effect in the simulation, a measurement uncertainty
at the measured frequency at the genset control (Fig. 26 resp. Fig. 27) is introduced:

fermr = f (1 + kf,ermr,rel) + foffset (82)

By parameter variation in the simulation model, the measured behavior can be repli-
cated. The relative error ks ..o, re; do€s not have a significant effect in this case; by set-
ting the offset to f,rfs: = —0.0015p.u., a good correlation for the different active power
pulses is reached. Fig. 105 shows the corresponding simulation result.

Finally, the experiment for droop factors of k7 vy = kf.geny = 150/Hz is repeated un-
der consideration of the measurement offset of f,rfs: = —0.0015p.u.. As shown in Fig.
106, the introduction of the offset does not affect the result of lower values of droop fac-
tors.

From this experiment with different droop factors it can be seen that accurate mea-
surement devices inside the control system have to be used to establish a proper power
distribution by droop control. Even small tolerances (in this case: f, s = —0.0015p.1.)
can lead to significant deviations in the power split-up.

For the design of islanded microgrids, a sufficiently high accuracy has to be ensured
from the assets’ manufacturers.
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Figure 102 - Parallel operation of inverter GFU and genset GFU (k¢ vy = kf.geny = 150kW /Hz).
Comparison between simulation (orange) and measurement (blue). a) active power inverter; b)
active power genset; c) reactive power inverter; d) reactive power genset; e) grid frequency.
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Figure 103 - Parallel operation of inverter GFU and genset GFU (ks vy = kf.gen = 150kW /Hz).
Comparison between simulation (orange) and measurement (blue). a) active power inverter; b)
active power genset; c) reactive power inverter; d) reactive power genset; e) grid frequency. Zoom-
in for active power step from 0 to 100kW.
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Figure 104 - Parallel operation of inverter GFU and genset GFU (k¢ iyv = kf geny = 500/Hz). Com-
parison between simulation (orange) and measurement (blue). a) active power inverter; b) active
power genset; c) reactive power inverter; d) reactive power genset; e) grid frequency.
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Figure 105 - Parallel operation of inverter GFU and genset GFU (k¢ iy = kf,gen = S00kW /Hz) with
offset f r rser = —0.0015p.u. Comparison between simulation (orange) and measurement (blue). a)
active power inverter; b) active power genset; c) reactive power inverter; d) reactive power genset;
e) grid frequency.
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Figure 106 - Parallel operation of inverter GFU and genset GFU (k¢ inv =k gen = 150kW /Hz) with
offset ft rser = —0.0015p.u. Comparison between simulation (orange) and measurement (blue). a)
active power inverter; b) active power genset; c) reactive power inverter; d) reactive power genset;
e) grid frequency.
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6.2.3 Grid Forming Inverter and Grid Supporting Inverter in Parallel Operation

In the following, an inverter-based GSU is operated parallel to an inverter-based GFU to
support the active power management within an islanded microgrid. As the GFUs are
controlled to voltage and frequency (V(Q) resp. f(P) characteristics), an immediate re-
sponse for active and reactive power distribution after load changes is expected. The GSUs
are operated in parallel operation (without grid forming capability) and synchronized to
the grid frequency and voltage. The closed-loop control for active and reactive power in
combination with the droop characteristics P(f) leads to a delayed power distribution
response. This modeling is described in detail in section 3.3.4. The dead time of the GSU
used in this experiment is Ty, 4y ~ 25.

In the experiment, the frequency droop factors ks gry and ky gsy 300kW /Hz. At the
GFU, a voltage droop factor of ky gry = 12kvar/V is set, whereas at the GSU, no voltage
droop is activated and thus the reactive power setpoint of the GSU is Qye;. sy = 0. That
means that (in steady state) the reactive power supply is realized only by the GFU. The
result of the experiment with three active power pulses is shown in Fig. 107.

Next, the dynamic behavior is compared for a residual load step from P,.; = 0kW to
P..; = 100kW. A detailed plot is shown in Fig. 108. A good correlation can be seen, also
the measured small damped oscillation is represented adequately. It can be seen that
the GFU has to cover the complete load for some seconds until the defined active power
split-up is reached.

Further, it can be seen in Fig 108d that the grid frequency is reduced to approx. f =
49.7H z before a steady state value of f =~ 49.83Hz is reached. This is also an effect of the
delayed response of the GSU and has to be taken into account in the controller design of
the islanded microgrid.

The effect of a negative residual load step (100kW — 0kW) on the power distribution
is investigated in Fig. 109 where also a good correlation is seen. It should be pointed out
again that the GFU has to cover the difference between the residual load P,.; and the
GSU Py in the transient time. That means that the GFU is consuming active power for
some seconds until the steady state of (P,.; = Pory = Pgsy = 0) is reached. Also, the grid
frequency has to be considered; in the transient time (1053s < ¢ < 1056s), the frequency
must be within defined limits as no DG feed-in reduction due to over-frequency is desired.
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6.2.4 Genset and GSU in Parallel

In the last investigation, a parallel operation of one Genset as GFU and an inverter-based
GSU is analyzed. For active power droop factors in the range of ky = 150kW or higher,
no stable operation (neither in simulation nor in practical operation) is possible under
consideration of the assets with their parameters. Therefore, the active power droop was
decreased until a stable operation could be achieved. The results are presented in the
following.

Fig. 110 shows the result of measurement (blue) and the corresponding simulation (or-
ange) for active power droop factors kr cen = kr.gsu = 60kW /Hz. The comparison be-
tween measurement and simulation for a second droop configuration (ks Gen80kW /Hz,
k¢ gsu = 40kW /Hz) is shown in Fig. 111.

In both cases, it can be seen that the correlation between simulation and measurement
is low. Nevertheless, an oscillating operation behavior can be observed in both cases.

The droop factors are chosen very low (lower than in typical practical application due
to the high resulting frequency variation) and the operation point is close to the stability
limit. Nevertheless, the droop configuration is varied in the simulation for droop factors
of ky = {60,82,85,90} kW /Hz) and the results are presented in Fig. 112.

A decrease of the dead time T}, in the GSU would improve the performance in the
dynamic behavior.

It can be seen that the design close to a stability limit needs a variation of the param-
eters to avoid instabilities in the real system. It has to be ensured that sufficient stability
margin is available.

Further, it can be seen that simulations and/or measurements of both assets in stan-
dalone operation are not sufficient. To design an islanded microgrid, it is mandatory to
investigate the interaction between the assets as well. This requires detailed (control)
models for all assets and the corresponding parameters tjat can be received from the
manufacturer or by specific measurements.

In summary, this point cannot be neglected in the design of islanded microgrids as long
as a parallel operation of gensets and GSUs is desired. More stability analyses for droop
configuration were not performed as this is not the goal of this work. Neither is also the
parallel operation of a higher number of GFUs and GSUs in parallel part of this thesis.

Core Statements:

1. In practical applications, active power droop factors must be set in a certain
range to avoid high frequency deviations in steady state (at low droop factors)
and non-accurate power split-up (at high droop factors due to measurement
accuracy which has to be defined in requirement specification at asset order-
ing).

2. In case of parallel operation of inverter-based GFUs and gensets, the inverter-
based GFUs have to be designed for maximum power peaks (at least for some
seconds).

3. The parallel operation of gensets and inverter-based GSUs has to be analyzed
by simulations for sufficient stability margin due to low dynamics and dead time
constants.
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6.3 Secondary Control for Active and Reactive Power Sharing

The secondary control concept for active and reactive power described in section 4.2 is

analyzed by numeric grid simulation. Fig. 113 shows the corresponding SLD of the investi-
gated islanded microgrid.

BB_4——o—
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10,5
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[ ] ]

LOAD
BSS1 BSS2

Figure 113 - SLD of the investigated grid for secondary control simulations.

Two BSSs (BSS1, BSS2) and a genset (GEN) are connected by LV cables (Type NAY2Y
4x150mm? as described in section 3.1) to an aggregated load (LOAD). The cable lengths
used for the following simulations are summarized in Table 11.

Table 11 - Grid configuration for secondary control simulations.

Line Length
Line1 20m
Line2 20m
Line3 38m
Line4 94m
Line5 172m

The droop control configuration of the assets BSS1, BSS2 and GEN is shown in Table 12.

Table 13 presents the MGC configuration with all relevant parameters.

In this work, three different configurations of active GFUs are investigated (Table 14).
For each variant, four different sub-scenarios (A...D) with different controller configura-
tions are investigated and compared (Table 15).

In sub-scenario A, only droop control is active (no secondary control). Sub-scenario B
shows the simulated results for a MGC considering APC, RPC and VLC where no ICT delays
are considered, whereas sub-scenario C takes ICT delays into account (Tjcr meas = 0.25s
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Table 12 - Simulation parameters of droop control for assets BSS1, BSS2 and GEN.

Parameter BSS1 BSS2 GEN
ky (kW/Hz) | 300 200 100
ky (kvar/V) 10 10 10

fO.,ref (HZ) 50
PO,ref (Hz) 0
Vo,ref (V) 400
Q(),ref' (HZ) 0

Table 13 - Simulation parameters for MGC.

Parameter | Value
k) 10
k; 20
APC Tapc 0.01
kapc Bss1 3
kapc pss2 2
kapc,GEN 1
Trpc 0.01
kp Bssi 1
ki Bss1 5
kp Bss2 1
RPC ki Bss2 5
k]z,GE N 1
ki GEN 5
krpc Bss1 1
krpc,Bss2 1
krpc,GEN 1
Tvic 0.01
VLC | &, 0
k; 1

Table 14 - Scenario definition of active assets for secondary control modeling.

Scenario | BSS1 | BSS2 | GEN

11 v v -
2| v - v
3| vV v v

and Tycrser = 0.25s). In sub-scenario D, the local RPC as a modified controller structure
is investigated where the closed-loop part of the RPC is installed directly at the asset.
As a result, no dead time occurs within the closed loop PI control circuit, which leads to
reduced dynamics.

Scenario 1
In scenario 1, the parallel operation of two inverter-based BSSs is investigated. Fig. 114
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Table 15 - Overview of sub-scenarios for secondary control modeling.

Sub-Scenario | MGC | TicT meas | TICT set Cen tr:IP\C Local Comment
A - Os Os - - No MGC
B v Os Os v - No ICT Delay
C v 0.25s 0.25s v -
D v 0.25s 0.25s - v

illustrates the result of scenario 1B (MGC operation and no ICT delays) compared with
scenario 1A (only Droop Control, no MGC). In Fig. 114a, the active power distribution for
BSS1 and BSS as well as for the total load is shown. As the APC participation factors are
equal to the droop factors, the active power distribution is constant, whereas the grid
frequency (Fig. 114b) is controlled to the nominal frequency of 50Hz.

The power factor at the load is set to cos ¢ = 1, which means that Q;,,; = 0. Due
to voltage droop control with constant voltage setpoints, an exchange of reactive power
between GFUs occurs depending on the power. By using MGC (especially RPC), reactive
power supply (resp. consumption) of the GFUs is minimized. As the LV cables have a small
demand of reactive power (see section 3.1), the resulting reactive power is divided equally
(as kRPC,BSSl = kRPC,BSSZ = 1 in this investigation).

Further, the MGC - especially the VLC - is configured for constant voltage at the load.
The result, including comparison to scenario 1A, is shown in Fig. 114d.

In scenario 1C, the ICT delay is considered. In distributed energy systems in combina-
tion with low-bandwidth communication and eventually protocol converters, a delay of
TICT,meas = 0.25s for receiving data and Tjcr ; = 0.25s for sending data is investigated.
A complete dead time of 0.5s is not chosen as extremely high; in practical systems with
protocol converters and/or further control loops, also greater dead times can occur. The
results - again compared to scenario 1A - are shown in Fig. 115. It can be seen that the ac-
tive power distribution (Fig. 115a) and the frequency (Fig. 115b) behavior are not affected
by the set of controller parameters chosen in this investigation (see Table 13). For reac-
tive power, a damped oscillation between both BSSs can be seen (Fig. 115c). The voltage
control is not affected by considering the delay.

In the last investigation regarding scenario 1, the closed-loop part of the RPC is now
implemented directly on the asset level (scenario 1D). Therefore, the closed-loop Pl con-
trollers for each GFU are not affected anymore by the delays Ticr meqs and Ticr,ser- This
leads to a stable operation of the islanded microgrid using MGC with the same controller
parameters. The simulation results are illustrated in Fig. 116.

Scenario 2

On the lines of the investigations in scenario 1, the parallel operation of one BSS and
one genset is investigated in scenario 2. The following figures show the results of simula-
tions without ICT delays (Fig. 117), with ICT delay and centralized RPC (Fig. 118) and with
ICT delay and decentralized RPC (Fig. 119). It can be seen that the dynamics of the system
regarding power distribution is reduced in comparison to a system which is set up only
with power electronics if no MGC is used. Due to high dynamics of the BSS in comparison
to a genset, a fast response regarding frequency control (by APC) is obtained (Fig. 117b).
The reactive power flow between the GFUs is reduced due to RPC control as well (Fig.
117¢). Also, voltage stabilization at the load node is implemented successfully.
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Figure 114 - Secondary control (scenario 1). Comparison of scenario 1B (MGC) with 1A (no MGC).
a) active power at BSS1 (green), BSS2 (red) and LOAD (violet); b) grid frequency; c) reactive power
distribution; d) grid voltage.
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Figure 116 - Secondary control (scenario 1). Comparison of scenario 1D (MGC with ICT delays and
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A consideration of ICT delays regarding Table 15 leads to oscillations (Fig. 118). Local
implementation of the closed-loop part of the RPC maintains stabilization of the system
(Fig. 119).

Scenario 3

In scenario 3, the investigations from scenarios 1 and 2 are repeated for an island grid
consisting of two BSSs and one genset. The results shown in Figs. 120-122 are comparable
with those of the previous scenarios. That means in detail that in scenario 3A, no MGC is
active, which leads to an active power distribution based on droop control configuration.
Scenario 3B analyzes the usage of an MGC without ICT delays (Fig. 120). Scenario 3C
investigates the behavior of 3 GFUs in parallel with a MGC under consideration of ICT
delays regarding Table 15. The reactive power and voltage are oscillating (Fig. 121).

As in the scenarios before, local implementation of the RPC leads again to stable con-
ditions (Fig. 122).

Discussion of the Scenarios

It was shown by simulation that a central approach to secondary control is working for
island grids with more than one GFU, whereas different combinations between inverter-
based systems and direct coupled generators were investigated.

In practical applications with distributed assets connected by low-bandwidth ICT, it is
suggested to implement one part of the RPC directly on the assets’ side and not central.
This leads to higher dynamics of the used controllers and an improved system stability.

The stability criteria of this system are not considered in this work analytically. For
practical application, one method is setting up a simulation model based on the algorithms
described in this work and the determination of stable control parameters.

Core Statements:
1. Frequency is controlled to rated value (in steady state).

2. Reactive power exchange between GFUs and GSUs can be avoided by the usage
of MGC.

3. Voltage level at defined node is controlled to a setpoint.
4. Signal runtimes (transportation delays) due to ICT has to be considered.

5. Local RPC improves stability and resilience caused by delays.
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Figure 118 - Secondary control (scenario 2). Comparison of scenario 2C (MGC and ICT Delays) with
2A (no MGC). a) active power; b) grid frequency; c) reactive power distribution; d) grid voltage.
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Figure 119 - Secondary control (scenario 2). Comparison of scenario 2D (MGC with ICT delays and
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Figure 120 - Secondary control (scenario 3). Comparison of scenario 3B (MGC) with 3A (no MGC).
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Figure 121 - Secondary Control (Scenario 3). Comparison of Scenario 3C (MGC and ICT delays) with
3A (no MGC). a) Active Power. b) Grid Frequency. c) Reactive Power Distribution. d) Grid Voltage.

139



— GEN - LOAD BSS2_noMGC
— BSS1 GEN_noMGC LOAD_noMGC
— BSS2 BSS1_noMGC
a) T T T : T T : T
50.5 4
: LI '
I
< 50.0 L o l,
v ' | v
by 49.5-
100 A
@
A>£ | |
o 0 —q__‘_'*
| |
C) _100 T T T T T T T T
440
420 A
2 400 - ; ; : '
> | |
380 A
d) 360 . , , , , ; ; ;
0 25 50 75 100 125 150 175 200
Time (s)

Figure 122 - Secondary control (scenario 3). Comparison of scenario 3D (MGC with ICT delays and
Local RPC) with 3A (no MGC). a) active power; b) grid frequency; c) reactive power distribution; d)

grid voltage.

140




6.4 Energy Scheduling for BSS

The concept of load sharing described in 4.3 based on SOE scheduling is simulated for
several scenarios. An island grid presented in Fig. 55 is assumed. The parameters for BSS
are given in Table 16.

The scheduling algorithm is based on the prediction for load P, (¢) and for DG Ppg (7).
A day-ahead prediction with a time step of 15 minutes is assumed for a period of 24 hours.
This leads to 96 values per day. Due to the generic structure of the concept, also other
time steps and periods could be used.

Table 16 - BSS simulation parameters.

Parameter | Value
Total Energy Capacity | 165kWh
Max. State of Energy 0.8
Min. State of Energy 0.2

Initial SOE 0.3

The assumed load curve P,,,; based on the German standard load profile HO (for
households) for an annual electricity demand of approx. 560MWh (inside the island grid)
is shown in Fig. 123a.

The DG power Pp¢ is assumed for four different scenarios (Fig. 123b). In scenario 1, the
DG is assumed as a PV plant at a sunny day, whereas scenario 2 shows a PV plant at a day
with a mixture between sun and clouds. Scenario 3 is assumed with constant clouds (or
lower installed DG capacity) and finally, scenario 4 shows a sunny day with high DG.
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Figure 123 - Simulation input data. a) assumed load curve for 24h based on HO standard load profile;
b) four different scenarios (sc1...sc4) for the DG curve for 24h.

An overview of the assumed DG characteristics (total energy resp. maximum active
power) for each scenario is shown in Table 17.
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Table 17 - DG characteristics of investigated scenarios and load configuration.

Scenario | Total Energy (kWh) | Max. Active Power (kW)
1 631.2 110.6
2 592.9 108.9
3 333.7 54.8
4 789.0 138.3
Load 1575.8 95.5

The residual power Ps(t) = Pjyad (t) — Poc(t) has to be covered by BSSs and gensets.
In the following, the results of scenarios 1...4 are presented.

6.4.1 Scenario 1
First, a scenario with DG at a sunny day is investigated.

The residual power P, as the difference between DG and load is shown in Fig. 124a.
It can be seen that in the time range between 11h and 16h, the resulting power P,.; < 0 as
the DG power is higher than the load; hence the BSS has to be charged and the genset is
out of operation (Pgey = 0).

The complete time series for Pggg and Py is shown in Fig. 124b.

In the time range from Oh to 11h, the BSS is discharged with a load sharing factor of
kgss = 0.04 in order to reach SOE,,;, = 0.2 at the beginning of the charging phase. This
load sharing factor means that 96% of the power is delivered by the genset whereas 4%
are supplied by the BSS.

In the charging period (approx. between 11h and 16h), the BSS is charged from SOE =
0.2 to SOE = 0.7; the gensets do not deliver active power.

In the next period (approx. 16h to 24h), the BSS is discharged with a load sharing factor
of kggs = 0.12 (that means 12% of P,.,) to reach again the initial SOE = 0.3 at the end of
the time period.

The resulting SOE curve for scenario 1is shown in Fig. 124c.
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Figure 124 - Results of scenario 1. a) active power for load (blue), DG (orange) and residual load
(green); b) active power for BSS (red) and GEN (purple); c) resulting SOE (brown).

143



6.4.2 Scenario 2

For scenario 2, a fluctuating DG power is assumed, which can be caused by the volatile be-
havior of PV systems located close together at a sunny day with clouds. The corresponding
fluctuating residual power P,.; is shown in Fig. 125a.
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Figure 125 - Results of scenario 2. a) active power for load (blue), DG (orange) and residual load
(green); b) active power for BSS (red) and GEN (purple); c) resulting SOE (brown).

The results of the load sharing algorithm are presented in Fig. 125b. It can be seen
clearly that the power fluctuation due to volatile DG (in the interval between 12.5.h and
16h) is covered completely by the BSS whereas the genset is off. The resulting SOE is shown
in Fig. 125c. It can be seen that the DG can be used completely and no feed-in limitation
is needed as the SOE is in the range between 0.2 < SOE < 0.58.
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6.4.3 Scenario 3
In scenario 3, the electrical load is always higher than the power feed-in by DG (Fig. 126a).
Thus, the residual power P, is always positive. Therefore, the BSS is not used for load
sharing (Pgss = 0); the load is completely covered by DG and gensets. The results for Py,
and SOE are shown in Fig. 126b resp. Fig. 126c.

Nevertheless, the BSS can be used to cover fast load changes in the frame of droop
control. For energy scheduling in the frame of secondary control, the BSS is be considered.
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Figure 126 - Results of scenario 3. a) active power for load (blue), DG (orange) and residual load
(green); b) active power for BSS (red) and GEN (purple); c) resulting SOE (brown).
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6.4.4 Scenario 4

The fourth scenario deals with a high DG feed-in (Fig. 127). Fig. 127c shows that SOE limit
is exceeded as the BSS capacity is not sufficient. It has to be analyzed also in economically
terms, which solution will be chosen. For example, a BSS with higher energy capacity, the
usage of further loads (such as P2H systems) or a de-rating of DG feed-in are mentioned

as solutions.
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Figure 127 - Results of scenario 4. a) active power for load (blue), DG (orange) and residual load
(green); b) active power for BSS (red) and GEN (purple); c) resulting SOE (brown).

It can be pointed out that the concept presented in this section is fundamental for
energy scheduling for small island grids based on load sharing prediction. The concept is
basing on a fast analytical method to maximize the DG feed-in due to SOE scheduling.
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6.5 Failsafe Control Concept Without Communication System

The failsafe control concept without a communication system is designed separately for
active power/frequency and reactive power/voltage control (section 4.6).

In this part, first, the active power/frequency control is verified by specific simulations.
In the second part, simulation results for the reactive power/voltage control are shown.

6.5.1 Active Power Control
The failsafe control for active power is evaluated by simulation for an island grid as shown
in Fig. 128. The aggregated load P,,,, as well as the distributed generation Pp; are con-
sidered. The resulting residual load P,.; = P,.q — Ppg is the difference between the load
and the DG and has to be covered by the assets - in this case, BSS1, BSS2 and GEN.

PTBS

Pload

Ppg

()

Pgen Pgss Ppss,2

Figure 128 - SLD for simulation of failsafe active power control.

The decentralized active power control is configured regarding Tables 18 and 19.

Table 18 - Asset configuration of failsafe active power control.

Asset Parameter Value Description
ky 200kW /Hz | Frequency Droop Factor
Jo.Bss1 50H7 Frequency Setpoint
BSS1 kp 1 Proportional Gain PI Controller
k; 5 Integration Gain PI Controller
Enax 80kWh Total Battery Capacity
SOE, 0.3 Initial State of Energy
ky 200kW /Hz | Frequency Droop Factor
BSS2 Jo.Bss2 50Hz Frequency Setpoint
kp 1 Proportional Gain PI Controller
ki 5 Integration Gain PI Controller
Eax 200kW h Total Battery Capacity
SOE) 0.4 Initial State of Energy
ky 50kW /Hz | Frequency Droop Factor
Genset | fo.Gen 49Hz Frequency Setpoint
ky 0 Proportional Gain PI Controller
k; 10 Integration Gain PI Controller
P.Gen 100kW Reference Value for Genset Active Power Control
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Table 19 - Fuzzy inference table of BSS for failsafe active power control.

Parameter a b c d
UsoE,L 0 0.001 0.2 0.3
UsoE N 0.2 0.3 0.7 0.8
HsoE.H 0.7 0.8 0.99 1
1533 -9999  -9998 -10 0
UpN -10 0 0 10
Upn 0 10 9998 9999

The concept is validated by simulation of two different residual load profiles shown in
Fig. 129.

— 5Cc01 sc02
100
s
~ 50 -
ke
g
Qs
a) 0 T 1 1 1 1
=
< 100 A
3 |
£ It
S
w ‘_—-
b)q? 0 T 1 1 1 = 1
100 A
2 L
] 0 A ."r
o g
C) 1 1 1 1
0 5 10 15 20
Time (h)

Figure 129 - Scenario definition for failsafe active power control scO1 (blue) and scO2 (orange). a)
active power load; b) unlimited distributed generation; c) residual load.

The assumed load for one day is shown in Fig. 129a. The profiles for distributed gener-
ation without limitation by VDE AR-N4105 - especially by over-frequency - are shown in
Fig. 129b. In the first scenario (sc01), a clear day with a typical PV generation is assumed;
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the second scenario (sc02) is considering a lower PV generation with some reductions
(e.g., due to clouds). The resulting residual loads P, are shown in Fig. 129c.

The first scenario scO1 is investigated for two different asset setups; at first, one BSS
(BSS1) and one genset (GEN) are in operation (scO1a). In the second configuration, also
BSS2 is active (scO1b).
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Figure 130 - Failsafe active power control. Simulation results for scenario scOla with one BSS and
genset in parallel (BSS1: blue, genset: green, residual load: red). a) SOE of BSS; b) grid frequency; c)
active power.

In Fig. 130a, the resulting SOE is illustrated for scO1a (BSS1, GEN), whereas Fig. 130b
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shows the resulting grid frequency. The active power of BSS1 and GEN as well as the
residual load (resulting and unlimited) are presented in Fig. 130c.

In the time range from 0 to approx. 114, the residual load P, is positive; therefore, the
genset is in operation (with constant active power) if the BSS has reached its lower level
until the higher limit is reached regarding the fuzzy logic configuration presented in Table
19. Between approx. 114 and 12k, the DG load exceeds the load which means that the
residual load is negative and the SOE is charged. At ~ 12k, the SOE has reached the upper
limit defined by the fuzzy logic configuration. As all active powers have to be balanced,
the grid frequency is increased by the BSS control to reduce the DG feed-in by using VDE
AR-N4105 characteristics. In the period from approx. 164...17h, the frequency is still
higher than 50.2Hz (feed-in reduction criteria from VDE AR-N4105) but the simulated DG
feed-in is unlimited. The reason is derived from the VDE AR-N4105 characteristics; the
active power feed-in does not have to be reduced to certain percentage in relation to
the actual maximum feed-in, but related to the measured active power at the moment
when the frequency of 50.2Hz is exceeded. In the period ¢ > 17h, the grid is operated
by a combination of BSS and genset. The DGs are feeding in without limitation as the
frequency is below 50.2H7z again.

The same scenario regarding load and DG now is repeated with a second BSS in parallel
(scO1b). The simulation results are shown in Fig. 131. It can be seen that the grid operation
is also stable in the case of two BSS in parallel. Further, an exchange of active power from
one BSS to the other is not seen. The main goal of this failsafe strategy is not economic
optimization but grid stabilization. In any case, blackout should be avoided.

The result for the second scenario (sc02) is shown in Fig. 132. Also in this case, the
grid operation is stable, which is the main goal in failsafe operation, even if the renew-
able energy is not used completely. In the time range from 0 to 104, the BSSs and the
genset are operated in parallel whereas the genset is activated at times when the SOE has
reached the lower defined limit. In the range until f =~ 19k, the two BSSs are controlling the
grid in parallel without genset as the SOE is always higher than the minimum SOE. In the
range from approx. 194...24h, the genset is in operation as well because the lower SOE
limit is reached and no DG feed-in is available. Thus, the BSSs are charged and the grid is
supplied by the genset. From the economical and ecological point of view, there could be
some room for improvement, which on an individual basis, depends on the corresponding
conditions.

However, this is not included in this work; the main goal of a resilient system under
failsafe conditions is fulfilled.
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Figure 131 - Failsafe active power control. Simulation results for scenario scO1b. BSS1 (blue), BSS2
(orange), Genset (green), residual load (red) are shown. a) SOE of BSSs; b) Grid Frequency; c) Active

Power.
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Figure 132 - Failsafe active power control. Simulation results for ccenario sc02. BSS1 (blue), BSS2
(orange), genset (green), residual load (red) are shown. a) SOE of BSSs; b) grid frequency; c) Active

Power.
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6.5.2 Reactive Power Control

The failsafe control algorithm for voltage and reactive power control explained in section
4.6.2 is evaluated by specific simulations. A grid with three DGs and a load is assumed. The
structure is shown in Fig. 133. The line impedance plays an important role in the voltage
distribution in LV grids. Cables with type NAY2Y and 4x150mm? (modeled in section 3.1)
are used in the simulation model. For the verification of the reactive power control, the
active power sharing and frequency control are realized by droop control.

Table 20 shows an overview of the electrical parameters of the assumed LV grid.

Table 20 - Electrical parameters of the lines.

Parameter Value
Line1 Length 0.5km
Line1 Impedance | 0.104Q+ j0.040Q
Line2 Length 0.05km
Line2 Impedance | 0.010Q + j0.004Q
Line3 Length 0.188km
Line3 Impedance | 0.039Q + j0.015Q

In this grid, DG1is operated as a master, whereas DG2 and DG3 are operated as slaves.
For the master, the voltage setpoint Vj regarding Fig. 67 is set to 400V and the signal
enable_slave is zero. Therefore, the fuzzy-based closed loop control is not active.

The two slaves (DG1 and DG2) are also set to Vi = 400V, but enable_slave = 1. The
fuzzy parameters for the trapezoidal membership functions regarding Fig. 5 are presented
in Table 21.

Table 21 - Fuzzy control parameters for reactive power control simulations.

Asset | Parameter a C C d
DG2 \7 —30V ov ov 30V
Vi x —1000V | =999V | —100V | —20V
VH x 20V 100V 999V | 1000V
DG3 VN x —40V ov ov 40V
Vi x —1000V | =999V | —100V | —30V
Vh x 30V 100V 999V | 1000V

In the following, three different load scenarios are investigated. Finally the grid behav-
ior in case of failure at the master is analyzed. All DGs have the same active power droop
configuration with a droop factor of ky = 200kW /Hz.

In the first scenario, a purely ohmic load is assumed. For testing, load steps from
Pioua = 0...400kW are applied. The simulation results are shown in Fig. 134.

Fig. 134a shows the active power for three DGs as well as the load. The correspond-
ing reactive power is shown in Fig. 134b, whereas the voltage is shown in Fig. 134c. In
the time range 0 < t < 350s, all DGs are controlled to Q = 0 as the voltages are within
the boundaries for normal operation. For r > 350s, the voltage at DG2 is in the transi-
tion zone of the voltage boundaries (between 20V and 30V'); therefore, the decentralized
voltage/reactive power control at DG2 is stabilizing the voltage drop by reactive power
feed-in. As the other slave asset (DG3) is within the boundaries of normal operation, only
the master (DG1) is compensating the reactive power.
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Figure 133 - SLD of the investigated grid consisting of 3 DGs, 1load and corresponding lines. DG1is
assumed as master whereas DG2 and DG3 are assumed as slaves.
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Figure 134 - Failsafe reactive power: simulation result for an ohmic load. a) active power; b) reactive
power; c) voltage.
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The second scenario investigates the behavior of a combined ohmic-inductive load
with a power factor of cos@ = 0.8. Load steps from S = 0kVA...400kVA are applied
to the grid.

The results are shown in Fig. 135.
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Figure 135 - Failsafe reactive power: simulation result of an ohmic-inductive Load (cos ¢ = 0.8;,,;..
a) active power; b) reactive power; c) voltage.

In the time range from 0....200s, the reactive power is completely covered by the mas-
ter (DG1) as the slave voltages are within the boundaries of normal operation. After 200s,
also DG2 is feeding in reactive power for voltage stabilization. By increasing the load, the
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amount of reactive power supplied by DG2 is increasing while the master’s participation
is decreasing. Regarding Table 21, the under-voltage boundary at DG2 is set to —30V for
normal operation. It can be seen that - especially at times higher than 350s - the voltage
drop is limited to 370V which is equal to a voltage deviation of —30V.

As the voltage at the load node is not controlled, the desired voltage limits have to be
set by proper configuration of the slave DGs, in detail the boundaries of the membership
functions. This can be determined by worst case load flow calculations before.

In the third case, the failsafe reactive power control is tested for residual generation
and capacitive reactive power. This is a worst-case scenario regarding voltage increase. A
power factor of cos ¢ and apparent power steps from S = 0...400kVA are applied. The
simulation result is shown in Fig. 136.

It can be seen that in the period from 0. ..200s, the complete reactive power is covered
by the master DG1 in steady state. Beginning from ¢ = 200s, the voltage at DG2 reaches
the defined upper voltage limit. Thus, DG is consuming reactive power to compensate
the voltage rise caused by the load. As DG3 is always within its voltage boundaries, the
reactive power is zero (in steady state).

In the fourth scenario, the system behavior at a master’s failure is shown (Fig. 137).

At ¢+ = 50s an active and reactive load step is applied to the system. This leads to a
voltage drop at the slave assets DG2 and DG3 as well as at the load. At 1 = 200s a failure
of the master DG1 is simulated, which means that the asset is disconnected from the grid.
The active power now has to be compensated by DG2 and DG3 (Fig. 137a). Due to the
voltage conditions, now the complete reactive load is compensated by DG2 (Fig. 137b).
The voltage is decreasing until the lower voltage limit from DG2 is reached. Now the grid
is operated with a lower voltage in comparison to the operation with active master device,
but still in a legal voltage range (Fig. 137c). At time r = 400s it is assumed that the master
asset DG1 is reconnected. As the voltage setpoint is Vy = 400V without droop behavior,
the grid voltage is increased and the island grid is still in stable operation.

It was shown that an optimized reactive power handling in comparison to pure voltage
droop control can be realized without ICT. For many grids, it is a suitable approach as the
reactive power in (rural) LV grid is small. Also, in case of failure (Master disconnected), a
stable grid operation is ensured. In such a case, economical and ecological optimizations
play a lower role as grid stability is the major goal.

Core Statements:
1. Active power distribution between BSS as GFU and gensets is shown.

2. Stable grid operation using DG can be achieved without a communication link
between assets.

3. Minimization of reactive power exchange can be realized without a communi-
cation link.
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Figure 136 - Failsafe reactive power: simulation result of an ohmic-capacitive generation (cos ¢ =
0.8¢4p.. a) active power; b) reactive power; c) voltage.
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Figure 137 - Failsafe reactive power: simulation result for master (DG1) failure (at r = 200s). a) active
power; b) reactive power; c) voltage.
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6.6 Black Start Strategies

The black start strategy presented in section 4.4 is verified by simulations. Three scenarios
are shown in the following.
The first scenario (scO1) as a worst case calculation is considering a BSS as GFU and a
DG with maximum feed-in of Ppg max = 250kW and no load Pj,,q = 0 (regarding Fig. 57).
The BSS's droop factor is varied from ks ggs = 600kW /Hz to ks gss = 1500kW /Hz. It is
assumed that at time ¢ = 10s, the BSS is connected and thus the black start process starts.
The corresponding diagram is presented in Fig. 138.
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Figure 138 - Black start scenario 1 for different droop factors. a) grid frequency; b) residual power.

Due to VDE AR-N4105 characteristics, in the first 60s, the residual load is still zero (Fig.
138b) and the frequency is f = 50Hz (Fig. 138a). This is the minimum time for checking the
grid conditions such as voltage level and frequency. Afterwards, the active power feed-in
starts with a ramp of 10% per minute (related to the maximum DG power, which is also
assumed as 250kW).

For a droop factor of k¢ gss = 600kW /Hz, the maximum feed-in is approx. 117kW as a
frequency of 50.2Hz is reached. For droop factors higher than ks ggs = 1200kW /Hz, the
maximum power of 250kW can be fed in.

In the second scenario (sc02), the black start of a grid with a genset is investigated.
The assumed genset has a rated power of Pgpy , = 100kVA. An ohmic load of Pyuq =
{40;50;60} kW is set. The corresponding result is shown in Fig. 139 resp. Fig. 140 (zoom).
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It can be seen that a load step of 60kW cannot be implemented as the genset is shutting
off due to under frequency protection. This behavior was also observed at the genset
operated at the MCW (described in section 5.2.3).
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Figure 139 - Black start scenario 2 for different droop factors. a) grid frequency; b) residual power.

The frequency deviation at the time of genset’s connection is - in this example - in
the range of 3Hz for a load step of 50% of the rated power of the genset. For the island
grid planning, the maximum load step expected at black start as well as the maximum
frequency deviation have to be taken into account.

In the last example (sc03), an island grid consisting of BSS, genset, DG and load is in-
vestigated where the load is set to P,,,; = 100kW and the maximum DG feed-in is set
to PpG max = 250kW. The droop factors are set to ky pss = 1200kW /Hz resp. kfGEN =
600kW /Hz. It is assumed that the BSS and genset are synchronized before the residual
load is connected. The corresponding result is shown in Fig. 141.

At time r = 10s, the load is connected to the GFUs. In the first moment, almost the
complete active power is supplied by the BSS as the dynamics of the genset is lower. This
behavior is confirmed by measurements in section 6.2.2.

At the time until # = 70s, the residual load is equal to the load with an amount of
100kW. For t > 70s, the DG feed-in begins until approx. = 600s where the frequency
of 50.2Hz is reached. The corresponding residual power is approx. —110kW in this case.
Without de-rating, the residual load would be at —150kW.
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Figure 140 - Black start scenario 2 for different droop factors (zoom). a) grid frequency; b) residual
power.
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Figure 141 - Black start scenario 3 for different droop factors. a) grid frequency; b) residual power.
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6.7 Resynchronization

A control concept for resynchronization of an islanded microgrid with an external grid is
presented in section 4.5. In this part, the concept is verified by numeric grid simulation.

An island grid consisting of two BSSs (BSS1and BSS2) and one genset (GEN) is operated
independently with the microgrid controller described in section 4.2 in island mode oper-
ation. An ohmic load of P,,; = 150kW is assumed, which is supplied by the three GFUs
(BSS1, BSS2 and GEN). A SLD is presented in Fig. 58. The result is shown in Fig. 142 resp.
Fig. 143 (zoom). At time ¢t = Os, the resynchronization process to the external grid with an
assumed frequency of f,, = 50Hz is started. Fig. 142a shows the active power for the two
BSSs BSS1, BSS2, the genset GEN and the external grid EXT whereas Fig. 142b shows the
corresponding reactive power. In Fig. 142c-e, the synchronization conditions for voltage,
frequency and phase angle are presented. In Fig. 142f, the resynchronization signals sync_
start and sync_ status are drawn. At t =~ 14.5s, the synchronization conditions regarding
Table 22 are fulfilled and the circuit breaker CB is closed.

Table 22 - Simulation parameters for resyncronization.

Parameter Value
Frequency Difference A f 0.2Hz
Voltage Difference AV 5V
Phase Angle Difference A% 0.5°

Frequency Deviation Setpoint Afsepoins | 0.05Hz

It can be seen that the voltage as well as the frequency are within the defined bound-
aries and the phase angle A9 is close to zero (less than 0.5°). A damped oscillation be-
tween the island grid assets BSS1, BSS2 and GEN and the external grid EXT is visible. Also,
the detailed zoom presentation in Fig. 143 shows exemplarily the power flow and voltage
resp. frequency behavior at the moment of closing the circuit breaker CB.

In this work, only one example of a specific parameter configuration is presented. A
reduction of power exchange and oscillation at the moment of reynchronization can be
analyzed by further simulations based on the models decribed in this thesis and has to be
optimized for each special use case, which is not described in this work.
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Figure 142 - Simulation results of resynchronization. a) active power for two BSSs BSS1and BSS2; b)
reactive power sharing; c) voltage difference at circuit breaker CB; d) frequency deviation at CB; e)
phase angle over CB; f) reynchronization signals sync_start and sync_status.

165



—— BSS1 —— BSS2 GEN EXT CB

200 A
2
S
a 07 -
a) T T T T T T T
—~ 200 1
©
>
= _‘b.ev
S 0
b) 1 1 1 1 1 1 1
107
3 N BN BN BRSNS NN SN BN BN SN SN SN G SN SN NN SN NS BN BN BN S S
N 0
3 I e U U ) M
-10 -
C) 1 1 1 1 1 1 1
02 mmmmm —  ———————————
N N
E 00_ ™ —
3
I oot et ot o el e A
:\ 100'
> 0
< -100
e) 1 1 1 1 1 1 1
ER!
e
Q —— sync_start
cs0 —— sync_status
f) n

14.00 14.25 14.50 14.75 15.00 15.25 15.50 15.75 16.00
Time (s)

Figure 143 - Simulation results of resynchronization zoom-in. a) active power for two BSSs BSS1and
BSS2; b) reactive power sharing; c) voltage difference at circuit breaker CB; d) frequency deviation
at CB; e) phase angle over CB; f) reynchronization signals sync_start and sync_status.
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6.8 Conclusion

In the first part of this chapter, the mathematical models for microgrid assets were verified
by comparison of specific simulation results with measurement.

Based on these validated models, the control and operation strategies were evaluated
by simulation and are also presented in this chapter.

The main outcomes are:

For the modeling of grid forming BSS using droop control it is shown by comparison
with measurements that the dynamic behavior for active and reactive power, fre-
guency and rms voltage is represented adequately with an electrical model based
on Thevenin's Theorem. Nevertheless, it should be pointed out that effects like har-
monics are not considered in this model.

A comparison between modeling and measurement is shown for BSS in grid sup-
porting mode considering VDE AR-N4105 and droop control for different use cases.
It has to be pointed out that the proposed structure is eligible and sufficient for
island grid planning and dimensioning.

A linear and a fuzzy-based nonlinear modeling approach for gensets are compared
with measurement results for parameter estimation and verification. As a result,
the fuzzy-based approach showed a higher accuracy due to the nonlinear repre-
sentation, but a high number of parameters have to be determined, e.g., in combi-
nation with expert knowledge. On the other hand, for the linear approach, a low
number of parameters have to be estimated. For many applications in island grid
planning, it is sufficient to use the linear approach.

The established PV model considering VDE AR-N4105 was validated for the startup
behavior and for the active power feed in depending on frequency.

The simulation results for parallel operation of GFUs, GSUs and gensets with droop
control were verified by specific measurements. It is shown that the assets’ model
complexity is sufficient for investigations regarding interaction.

Active power droop factors have to be set in a certain range: low droop factors lead
to high frequency deviations in steady state, whereas high droop factors lead to
small frequency deviations. This can lead to non-accurate power split-up in practical
applications due to measurement accuracy.

For parallel operation of inverter-based GFUs and gensets, the inverter-based GFUs
must be capable of covering the maximum values (positive and negative) of the
resilient load, at least for some seconds.

Due to low dynamics and dead time constants, the parallel operation of gensets and
inverter-based GSUs has to be investigated for sufficient stability margin.

Reactive power exchange between GFUs caused by droop control can be avoided
by the usage of centralized microgrid control.

A local reactive power control (RPC) as developed in this work improves the stability
and resilience of systems with signal delays caused by ICT.

The failsafe control concept developed in this thesis of island grids with BSSs, gensets,
DGs regarding VDE AR-N4105 and loads enables a stable grid operation without a
communication link with minimization of reactive power exchange.
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7 Conclusion and Future Work

In this scientific work, mathematical models for relevant microgrid assets were developed
and verified by specific measurements. It is shown that the grade of detail for the model-
ing of the considered assets is suitable as the verification showed good correlations.

Further, the parallel operation of island grid assets based on droop control was investi-
gated by simulation and verified by measurements at the microgrid demonstrator MCW.

As a result, a centralized microgrid control was developed, which shows an improved
dynamic behavior and stability for systems with delays caused by (Ethernet-based) com-
munication. Also, an energy scheduling algorithm for battery storage systems was devel-
oped, which reduces the consumption of (fossil) primary energy by an improved usage of
distributed generation. Further, a novel failsafe concept dealing with an improved active
and reactive power management in islanded microgrids without a communication link
was developed and verified by simulation.

The fundamental core statements of this work can be found at the end of the relevant
sections.

From the author’s point of view, an economic optimization for the control of active
and reactive power in an islanded microgrid could be a continuation of this work. Further,
a detailed stability analysis of the presented control strategies can be achieved as well,
however, this was also not defined as the goal of this thesis.
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Abstract
Mathematical Modeling and Control Strategies for Islanded Mi-
crogrids

Microgrids play an important role in the energy transition. The change from few central-
ized power plants to thousands of small renewable and volatile energy resources requires,
but also enables new grid control strategies.

The full potential of microgrids is deployed by the extension of island grid operation.
This leads to an increased reliability and resilience of the distribution of electrical energy.
Further, the island capability of microgrids can support a greater grid area in case of fail-
ures in higher voltage levels by a temporary disconnection from the main grid and later
by resynchronization in the frame of a cellular approach.

For the modeling and control of microgrids in island operation, this thesis delivers
mathematical models for typical assets verified by specific measurements at an existing
microgrid (Microgrid Campus Wildpoldsried - MCW) with island capability.

Further, the interaction of inverter-based assets, such as battery storage systems in
grid forming, but also in grid support mode, and photovoltaic systems as well as rotat-
ing generation units by using droop control, is investigated by simulation; the results are
confirmed by measurements at the MCW.

Based on these verified simulation models, further control strategies for the microgrid
are developed and analyzed by simulation. This includes a centralized approach for a mi-
crogrid controller, including active and reactive power management, strategies for black
start and resynchronization as well as energy scheduling for the battery storage systems.
Further, also a failsafe control strategy for active and reactive power sharing between dis-
tributed generation, battery storage systems and rotating generation units is investigated
for systems without communication system (e.g., temporarily caused by a failure or per-
manent to reduce installation and maintenance costs). All investigations were performed
under consideration of the practical application in real grids. This includes existing rules
like VDE AR-N4105 for the distributed generation and the DIN EN50160 for voltage quality
on the one hand, but also communication dead times caused by Ethernet-based commu-
nication links, protocol converters and control platforms.

Therefore, this thesis provides insightful methods for the planning, dimensioning and
analysis of islanded microgrids.
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Kokkuvote
Saartalitluses mikrovorkude matemaatiline modelleerimine ja
juhtimisstrateegiad

Mikrovérgud mingivad olulist rolli energiasiisteemi timberkujunemisel. Uleminek tsent-
raliseeritud elektri suurtootmiselt hajutatud ja juhuslikule elektri vdiketootmisele vajab ja
voimaldab kasutusele votta uusi elektrivorkude juhtimisstrateegiaid.

Mikrovorkude potentsiaal leiab taielikku rakendust just saartalitluses, sest aitab suu-
rendada elektrististeemi t66- ja talitluskindlust. Saartalitluses mikrovérk on véimeline toe-
tama suuremat vorgupiirkonda korgepingepoolel toimuvate rikete korral, nt mobiilsidet
kasutades eraldades end vorgust voi siinkroniseerides vorguga.

Saartalitluses mikrovorkude modelleerimiseks ja juhtimiseks on 16putd6 raames koos-
tatud vorgu komponentide (varade) matemaatilised mudelid, mida on valideeritud moo6t-
mistega reaalses saartalitlusvéimekusega mikrovorgus Saksamaal (Microgrid Campus Wild-
poldsried - MCW).

Lisaks on simulatsioonide ja reaalsete mootmiste kaigus uuritud inverteripohiste va-
rade, nagu akusalvestite (sh vorgu moodustamise, aga ka vorgutoe talitluses to6tavate
akusalvestussiisteemide), fotoelektriliste paikesepaneelide ja p&o6rlevate elektritootmis-
seadmete koostoimet, kasutades statismil pohinevat juhtimist.

Vastavalt verifitseeritud simulatsioonimudelitele on vilja t66tatud ja analiidsitud eri-
nevaid mikrovorkude juhtimisstrateegiaid, sh tsentraliseeritud aktiiv- ja reaktiivvéimsuse
haldust, mikrovorgu taaskaivitamist ja slinkroniseerimist vorguga ning akusalvesti ener-
giahaldust. Lisaks uuriti torkekindlat aktiiv- ja reaktiivvéimsuse juhtimisstrateegiat mikro-
vorgu komponentide vahel andmeside puudumise korral (nt rikke olukorras voi pusivalt
paigaldus- ja hoolduskulude kokkuhoiu eesmargil).

Koigi uuringute labiviimisel on silmas peetud nende praktilist rakendamist reaalses vor-
gus. Seega arvestati uuringute labiviimisel olemasolevate hajatootmise VDE AR-N4105 ja
pingekvaliteedi DIN EN50160 regulatsioonidega. Samuti voeti uuringutel arvesse ka kat-
kestusi, mis on pohjustatud Etherneti pohise andmeside sh (thenduste, vorguliiiside ja
juhtimisplatvormide poolt.

Kaesolev [0putdd pakub pohjalikud meetodid saartalitluses mikrovorkude planeeri-
miseks, dimensioneerimiseks ja analliisimiseks.
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Energy Scheduling of Battery Storage
Systems in Micro Grids

Andreas Armstorfer” (Researcher, University of Applied Sciences Kempten), Helmuth Biechl (Director, IEES),
Argo Rosin (Senior Research Scientist, Tallinn University of Technology)

Abstract — Microgrids in island mode with high penetration of
renewable energy sources in combination with gensets and
battery storage systems need a control system for voltage and
frequency. In this study the main goal is maximization of the
energy feed-in by renewable sources. Therefore it is necessary to
keep the State of Energy for the Battery Storage System in a
range that the excess energy can be absorbed and used in a later
period of the day. In this paper an approach for State of Charge
scheduling based on load and generation prediction is described.

Keywords — Distributed power generation; Energy storage;
Islanding; Microgrids; Power system management.

|. INTRODUCTION

In island grids with volatile renewable power generation it
is desired that this sources can always feed in their maximum
power.

The usage of battery storage systems (BSS) can support the
grid, especially when the renewable generation is higher than
the power consumption. In these periods the excess energy has
to be absorbed completely by the BSS, as gensets can only
deliver power. It has to be ensured that the State of Energy
(SOE) of the BSS do not exceed its limits and always have
enough margin. In this paper we work with the State of
Energy (SOE) instead of the State of Charge (SOC) which
slightly differs due to the changing voltage. The approach for
BSS scheduling given here is based on the prediction of load
and renewable power generation.

In periods of excess electricity generation, the BSS need to
store the complete energy. Therefore the SOE has to be
scheduled that way that the BSS is discharged sufficiently in
periods with a lack of power. Furthermore uncertainties of
prediction need to be taken into account as well.

For a stable operation with several grid-building
components, frequency control is necessary. The concept
presented here is based on primary and secondary control
[1]-[6].

Reactive power and voltage control is not considered in this
study.

I11.GRID STRUCTURE

An island grid with distributed renewable energy sources
(distributed power generation, DG) is investigated. It is
assumed that all DG units are current sources without grid
building capability. Furthermore directly coupled gensets (e.g.

* Corresponding author.
E-mail: andreas.armstorfer@hs-kempten.de

©2017 Andreas Armstorfer, Helmuth Biechl. Argo Rosin.

driven by vegetable oil) and Battery Storage Systems (BSS)
are available. The complete system is monitored and
controlled by a microgrid controller (MGC). In Fig. 1, the
investigated grid structure is illustrated.

Feomp
<
»n
Pioaa Ppe Pgss Iy
koA
\ Z
MGC

Fig. 1. Island grid consisting of consumers (load), distributed renewable
energy sources (DG), gensets, battery storage systems (BSS) and a microgrid
controller (MGC).

The active power consumption of the grid is summarized to
Pioag Whereas Ppg is the sum of all DG. For an equilibrium of
power, the compensation power Pcomp i introduced:

=]

comp

Poad — Pos- 1)

The power deviation is compensated by gensets (Pg) as well
as Battery Storage Systems (Pgss):

Pccmp = Pg + PBSS' (2)

For grid building and frequency control, at least one genset
resp. BSS must be in operation. For load sharing, the
conventional concept of primary and secondary control is
used. For active power sharing, the following dependency
between active power and frequency is implemented:

Pv(f):PO,v_kf,v’(f_fO,v) (3)

where fo, and Po, are the setpoints for frequency and power
for each component v. The frequency droop factor ki, defines
the relation between active power and frequency deviation.
For primary control, the second part of the relation shown in
(3), kiw(f —foy) is responsible to stabilize the grid. Depending
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on the droop factor ks, active power is supplied for a certain
frequency deviation. As this control needs to react very fast, it
is implemented directly in the component controller. A load
depending frequency deviation is acceptable.

P Py

- /ﬁojv

o |

>t

a)

N — |

b)

Fig. 2. Primary and secondary control; a) active power and active power
setpoint; b) grid frequency.

The secondary control is changing the setpoint Po, with a
slow time constant to reach the original frequency again

(Fig. 2).

111. SECONDARY CONTROL

Besides primary control, the active power setpoint Py, of
each component v is set by the secondary control which is
much slower than the primary control. In the study presented
in this paper, Py, is based on load and DG prediction.

For dimensioning of the control system, several conditions
are defined:

e |t is assumed that the consumed energy per day is
higher than the energy produced by DG:

Tend
P ")dt’ 4
[} P ()d> 0 @

whereas T, , =24 h.

end

e The BSS is not able to consume or generate energy for
a very long time. Hence after a certain periodical
time span Teng, €.9. 1 day, it is assumed:

[ Puss (3=0 ®

el

Tend ' ' Tnd ' i
jo Pwm,,(t)olt:j0 P, (t')dt ©)

e The genset power Py is always positive (no power
feedback):

P, 20 )

e It is assumed that gensets as well as BSS can feed the
grid alone with respect to power, that means without
renewable energy generation. Measurements in a real
system show clearly that due to cloudy sky PV power
as an example for DG can decrease from 80 % to
20 % within less than one minute. This fact
necessitates an immediate take-over of the load by
the BSS for at least a short period of time.

o The energy stored in the BSS is defined as Egss(t) and
depends on the initial stored energy Egsso and on the
integral of the BSS power:

Egss (1) = Egss 0 —J: Pgss (t')dt" (8)

Self-discharge is neglected.

Pass > 0 if the BSS is delivering power.
Another common representation for the energy stored
in a BSS is the State of Energy (SOE) [7]:

SOE(t) — EBSS (t) (9)

BSS, total

where EBss total is the total capacity of the BSS at the time of
operation.

o The energy Egss(t) that needs to be stored has to be in
the range of :

Egss,min < Egss (t) < Egss, max (10)
resp.
SOE,,;, < SOE(t) < SOE, , (11)

IV. MICROGRID CONTROLLER SETUP

The MGC presented in this work is a superordinate
controller for the operation of microgrid facilities (BSS,
gensets) and responsible for the application planning (Fig. 3).

Microgrid Controller

Input |::> Load and generation
data Prediction

[
Load

sharing
BSS ctrl

Group Contraller

o~

Genset ctrl

Group Controller

Fig. 3. Structure of the microgrid controller (MGC).
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The MGC consists of group controllers for BSS and gensets
as well as a block for load sharing between BSS and gensets.
As a fundamental for load sharing planning, the electrical
consumption (load) and the volatile DG production are
predicted (prediction block). As the DG sources have no grid
building capability, at least one BSS or genset must always be
in operation.

A. Prediction

The power consumption Piad as well as the volatile
electricity generation Ppg are predicted. Many conditions and
effects need to be taken into account. In the literature several
methods are described [8]-[13], but this subject is not part of
this study. Thus a prediction of the compensation power Pcomp
can be determined according to (1). At times of higher
production than consumption (Pcomp Negative), the BSS must
be capable to store the excess energy. Therefore it needs to be
ensured that the stored energy is within the limits defined in
(10) resp. (11).

B. Load Sharing Planning

The difference between P (consumption) and Ppg
(volatile generation) needs to be compensated by the gensets
and/or the BSS.

For the compensation power Pcomp it has to be distinguished
between sections where Pcomp>0 and where Peomp <0.
Therefore the predicted curve Peomp is divided into i different
sections. The borders t; of the sections are determined by a
zero-crossing method. The energy of each section can be
calculated by:

4
.=, Promp ()0 (12

Fig. 4a shows an example for the predicted curve Pcomp. It
can be divided up into 5 sections. In the first, third and fifth,
Pcomp is positive. In section two and four it is negative, that
means that power needs to be absorbed. As gensets cannot
absorb power (7), the BSS need to be charged. It has to be
ensured that the BSS always have enough free capacity. In
other words the SOE needs to be small enough before the
charging period. The amount of energy in the 5 sections is
calculated to Ey, ..., Es.

For this reason, at the time t; resp. tz the BSS must have
enough residual capacity to store the energy E; resp. Es. Under
consideration of (10), the following conditions must be
fulfilled (Fig. 4b):

Egss,min < Egss (t1) < Egss max — E2 (13)

Egss,min < Eass (t3) < Egss,max — Ea (14)

Consequently, at the time t, resp. t4 the stored energy of the
BSS Esoc(t) is in the range of:

2017/12
Pcomp’\
E1 Es
E3 N
S LT A
to t1i itz t;i im T;n: t
i R
Esss N | | | |
Esss,max 1 i L }
Esss,o -\J;%j\i /I{;‘\
Egss,min : : : ‘ i N :
} } } } Tend
b) R ‘

Fig. 4. Example for compensation power and the related stored energy of the
BSS.

Egss,min + E2 < Eggs (t2) < Egss,max (15)

Egss.min + E4 < Egss (t4) < Epss max (16)

As a general approach for (13)—(16), Esss(t) at the
beginning of the charging period needs to be in the range of:

Egss min < Egss (ti) < Egss max — Eis1 @17
After charging periods, Eggs(t;) is in the range of:
Egss,min + Ei < Egss (t) < Egss,max (18)

As maximum renewable energy feed-in is one main goal,
the BSS should always be able to store the excess energy
completely. Thus it is necessary to keep the SOE at a low
level, as low as possible but as high as necessary to fulfill the
required demands of the following periods. Before a period in
which the BSS will be charged, the SOE should be at SOEmin.

Besides this, at the time t = 0 the curve for Egss is defined
to:

Epgs (t=0)=Egss o (19)

Depending on (2) and (5), at time the t = Teng the value of
Egss should reach again Egss,o:

Egss (t =Teng) = Egss 0 (20)
Next, the power setpoint curves for the BSS Pgss(t) as well
as for the gensets Py(t) are estimated.
Therefore it is distinguished between ranges of Pcomp <0
(case a) and Pcomp > 0 (case b).
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Case a) Pcomp<0: in times when Pcmp iS negative, no
gensets are feeding in (Pq = 0). Hence the BSS power in this
time range is equal:

PBSS (Pcomp < 0) = Pcomp (21)

Case b) For ranges of Pcomp > 0 , the load sharing depends
on the predicted energy until the BSS is charged again.

Therefore the load sharing factor kgss is introduced. In the
following it is defined by the share of energy that can be
delivered by the BSS in the time range from t; to ti+; divided
by the total compensation energy Ecomp in the same period:

e = Egss (ti) — Egss, min (ti11)
BSS,i =
I Ecomp (ti+1) - Eoomp (ti )

(22)

where t; and ti+1 are the borders of the time range of a block
with positive Pcomp. In the example shown in Fig. 4 the ranges
are:

o fromto toty,

e fromt;tots,

o and from t4 to Tena.

Before an interval in which the BSS needs to be charged
according the prediction, SOE must be kept low enough,
ideally at SOEmin. This fact defines Egss(ti) respectively Kgss;.
In other words, it determines the participation of BSS in the
load sharing. Additionally an uncertainty in both, load resp.
generation prediction, must be taken into account.

If the available energy of the BSS is greater than the needed
energy, Kass,i is limited to:

0 <Kpgs ; <1 (23)

In that case, the gensets are not in operation in this interval.
This leads to the following BSS and genset power for the
section i:

Pass (1) =Kass i  Poomp (1) for t; <t <tj,;: (24)

Pg (t):(lkaSS,i)' Poomp (t) for t; <t<tj,; (25)

Now for the whole predicted time range the BSS’ SOE as
well as genset and BSS power are set. If the BSS is not
capable to store the excessive energy completely, further
concepts like DG feed-in reduction or additional loads such as
power-to-heat systems are necessary, but this is not part of the
presented work.

C. Group Controllers
If more than one genset unit or BSS unit exist, a group
controller is in charge of optimum operation of these

components. Depending on the requested power, one or more
units are in operation. Other conditions like minimum power,
minimum time in operation, redundancy but also
environmental aspects like noise emission can be taken into
account. The dimensioning depends highly on the local
circumstances where the island grid is installed and need to be
adapted individually.

The group controller also allows changing of the droop
factors of each unit with respect to primary control.

V. SIMULATION

The concept of load sharing by SOE prediction described
above is simulated using the software Matlab.

It is basing on the prediction of the load Piad as well as of
the DG Ppe. The prediction data have a resolution of 15
minutes for a time span of 24 hours.

It is assumed that the sum of the maximum active power of
all the BSS is higher than the maximum value of Pcomp. For
Pcomp > 0 the same is assumed for the gensets.

The BSS dimensioning is described in Table I, according to
a real Li-lon based storage system in the village Wildpoldsried
in the south of Germany [14]-[16].

TABLE |
BSS SIMULATION PARAMETERS

Total Energy Capacity 165 kwh
Max. State of Energy 0.8
Min. State of Energy 0.2
Initial SOE 03

In this study, 4 different scenarios are investigated by
simulation. The predicted load curve Pieg (standard load
profile HO for households) for an annual electricity demand of
560 MWh is shown in Fig. 5a.

F’I d
100 0
_ /\\ /N
E /7 -\
o 60 / \
“ \\_//
a) 20
0 5 10 15 20 25
Time, h
DG,scenariol
150 ] === PDG,scenarioZ
wol o iamen DG,scenario3
E T PDG,scenarioA
a
50
b)
0
0 5 20 25

Time, h

Fig. 5. a) Load prediction curve for 1 day; b) four different scenarios for the
DG curve for 1 day.
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Further for all assumed scenarios the DG curve (Ppg) can be
seen in Fig. 5b. The amount of generated energy as well as the 200 — == comp T P, ‘ Pass
maximum power generated by DG is shown in Table II. s LTINS
For each scenario, the compensation power Pcomp is calculated = L & kY
. = 50 R X 3
out of Piead and Ppg according to (1). o N % £
o \ P —
TABLE Il \"\/
DG CHARACTERISTICS FOR INVESTIGATED SCENARIOS a) -5
Scenario Total Energy, kWh Max. Power, kwW 5 10 X 15 20 25
Time, h
1 631.2 110.6 SOE SOE
2 592.9 108.9 1 SOE min max
3 3337 54.8
4 789.0 138.3
A. Scenario 1

The predicted power Pcmp defined as the difference
between Pioag and Ppg has to be balanced by BSS and gensets.
It is illustrated for scenario 1 in Fig. 6.

150, T Pload ———— P G T pcomD
100 <
4 -
z s \3‘«_—/ \\
/ . Ly . o
< 50 N 7 (, 0
N R X
0 L
-50
5 10 15 20 25

Time, h
Fig. 6. Prediction curve for Pjeaq, Poe and the resulting Peomp (SCenario 1).

It can be seen that the BSS has to absorb power in the time
range between approx. 11h and 16h (Pcomp < 0). In this time
period, the genset is not in operation (Pq = 0). The simulation
results for scenario 1 are shown in Fig. 7.

To reach SOEmin before the charging period, the BSS is
discharged in the interval between Oh and 11h with
kess = 0.04. That means that approx. 4 % of Pcomp is supplied
by the BSS while 96 % is supplied by the genset. In the next
period (from 11 h to 16 h), the genset is off while the BSS is
charged (from SOE =0.2 to SOE =0.7). In the period from
16 h to 24 h, the BSS is discharged with approx. 12 % of Pcomp
to reach again the initial SOE = 0.3 at the time 24 h.

B. Scenario 2

For scenario 2, the resulting curve for Pcomp is shown in
Fig. 8. It is assumed that the decentralized generation has a
high volatile behavior. This also effects Pcomp.

The results for Pgss, Py and Pcomp are shown in Fig. 9a. It
can be seen clearly that the power fluctuation in the time
period between 12.5h and 16h is completely covered by the
BSS. The gensets are off during this period (Py = 0).

0 5 10 15 20 25
Time, h

Fig. 7. a) BSS and genset power curve for 1 day. b) resulting SOE curve for
scenario 1.

150 load G Pcomo

25

Time, h
Fig. 8. Prediction curve for Pieq, Poe and the resulting Peomp (Scenario 2).

100 com| o] {._..\‘\BSS
) £
50§ ll \ :' *
2 N ” \\'l‘| n ;
= 4! ,.L }L,_q
a) 50
0 5 10 15 20 25
Time, h
- SOE *eereeeees SOEmm _____ SOEmax
I e Bttt it Sy
= r\
w 0.5 / S
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@ '_ﬂ_A(./ \
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Fig. 9. a) BSS and genset power curve for 1 day. b) Resulting SOE curve
(scenario 2).
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C. Scenario 3
In scenario 3, the electrical load is always higher than the
power fed in by DG (Fig. 10).

100

25

Time, h
Fig. 10. Prediction curve for Pjeq, Pps and the resulting Peomp (scenario 3).
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Fig. 11. a) BSS and genset power curve for 1 day. b) Resulting SOE curve
(scenario 3).

Hence the renewable power is consumed by the load at all
times. As the BSS cannot generate energy (2), it will not
increase the amount of usable renewable energy when looking
at a full day.

For that reason the BSS is not used for load sharing
(Fig. 11). The predicted SOE stays constant. Nevertheless, fast
changes of power (primary control) will be covered by BSS.

D. Scenario 4

In the last scenario, a high DG feed-in is assumed (Fig. 12).
In Fig. 13 it can be seen that the BSS capacity is not sufficient
for the predicted DG generation. At maximum, the BSS needs
to store 205 kWh which is more than the rated capacity.
Therefore other steps are necessary for a stable operation of
the island grid. This could be for example a reduction of DG
generation or the usage of further loads, such power-to-heat
systems. These methods are not described in the frame of this
study.

V1. CONCLUSION

In this study first steps of a concept for load sharing
prediction and BSS scheduling in small island grids are
presented. The main goal is the complete usage of the volatile
renewable power generation by application of battery storage
systems (BSS). All the renewable energy should be used to
reduce the operation of conventional power sources such as
gensets. Simulation results for SOE prediction are shown for
different scenarios. Fast changes of power (primary control)
are not taken into account in the simulation.

This work presents a method for optimum dimensioning and
operation of batteries in non-interconnected microgrids with a
high penetration of renewable energy sources.

200 load — G comp
s -‘-\
g 100 P N g N
o Semaeoe?” A N
0 » .' °, o"\'s
-100
0 5 10 15 20 25
Time, h

Fig. 12. Prediction curve for Pieq, Pps and the resulting Peomp (SCenario 4).
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Fig. 13. a.) BSS and genset power curve for 1 day. b.) Resulting SOE curve
(scenario 4).
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Abstract

The research work presents an approach to set-up simplified mathematical models of microgrid components based on
detailed models. The verification is done by a comparison with measurement results of a real system. Using simplified
models allows an accurate analysis and optimization of the dynamic behavior of existing as well as planned microgrids.
The paper shows simulation and measurement results for different combinations of microgrid components in island mode

operation.

1 Introduction

Microgrids in island mode consisting of renewable en-
ergy sources, battery storage systems and gensets require
droop control of voltage and frequency [1]. In the re-
search project IREN2 [2, 3] funded by the German Fed-
eral Ministry of Economic Affairs and Energy (BMWi), a
microgrid demonstrator is established to investigate the up-
coming challenges in distribution grids due to the increase
in small decentralized generation units (DGs) which will
eventually replace conventional power plants. The demon-
strator is set-up in Wildpoldsried, a village located in the
southern Germany with a high amount of renewable en-
ergy generation. The demonstrator consists of a Li-Ion
Battery Energy Storage System (BESS) with a maximum
power of 300kVA and an energy capacity of 170kWh, two
gensets with 100kVA resp. 500kVA rated power as well
as a 150kW unsymmetrical ohmic load. Furthermore, a
back-to-back voltage source converter (B2B-VSC) with a
maximum power of 500k VA is used to emulate the volatile
photovoltaic (PV) in-feed, specific load profiles or an un-
limited energy storage system. The BESS, the gensets as
well as the B2B-VSC can be operated in grid forming or
grid following mode. With the global objective of a stable
microgrid operation, a detailed model of each microgrid
component is developed to evaluate fast dynamics as well
as steady state behavior. To facilitate system level simula-
tions, simplified models for each component with various
levels of complexity need to be developed under consider-
ation of the required applications. Realistic practical sce-
narios are defined using different combinations of micro-
grid components of the demonstrator under various opera-
tion modes. Further, a comparison between simulation and
measurements is shown.

*The Estonian partner work was supported by the Estonian Centre of
Excellence in Zero Energy and Resource Efficient Smart Buildings and
Districts ZEBE, grant 2014-2020.4.01.15-0016 funded by European Re-
gional Development Fund.
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In section 2, the structure and specifications of the real
microgrid components are presented as well as the sim-
plification procedure for the developed electrical models.
An overview of the control structure is also briefly dis-
cussed. Section 3 presents the simulation setup in the soft-
ware PSCAD for the defined scenarios which refer to the
discussed microgrid application. A comparison between
simulation results and actual measurements at the demon-
strator is shown and discussed. Finally, section 4 outlines
further challenges and investigations regarding stable and
optimum operation of future microgrids.

2 Microgrid components overview

2.1 Back-2-Back VSC (B2B-VSC)

A 500kVA B2B-VSC described in section 1 which inter-
links the 20kV MV grid with the 400V LV microgrid is de-
veloped specifically for the discussed demonstration setup
and serves multiple purposes. It is a 4 quadrant converter
which is able to control active and reactive power flow be-
tween MV and LV grids. It can also emulate a storage
system with infinite capacity or track a given load profile
(P and Q) to generate PV in-feed into the microgrid.
Figure 1 shows an overview of the B2B-VSC including
the MV resp. LV side. The VSCs of the B2B unit are
connected to the 20kV MV grid resp. 400V LV microgrid
through an AC filter and a A-Y transformer. Converter pa-
rameters along with the MV and LV side transformer spec-
ifications are summarized in Table 1 and Table 2 respec-
tively. The MV VSC regulates the DC link voltage whereas
the LV VSC has a droop control to regulate the microgrid
voltage and frequency in grid forming mode. The control
structure of the DC link voltage controller in the MV VSC
comprises of a non-linear cascaded control scheme that is
linearized around the operation DC link voltage. It is dis-
cussed in detail in [4, 5].

The detailed model of the B2B-VSC is simplified relative
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Figure 1 Overview of B2B-VSC

Table 1 B2B-VSC system parameters

‘ Converter specifications ‘

Parameter Value
Converter rating [S,] 500k VA
Switching frequency [ fy,] 4kHz
Nominal voltage [Viom,r.] 400V
DC link voltage [Vpc, | 640V

Table 2 MV and LV VSC transformer parameters

LV 0.369kV/0.4kV A-Y transformer parameters

Parameter Value
Rating [S,7v] 750kVA
Uy 6%

Feopper 0.00888pu
Pro—10ad 0.00127pu

MV 0.4kV/20kV Y-A transformer parameters

Parameter Value
Rating [S,mv ] 600k VA
Uy 6%

Peopper 0.00888pu
Pno—laud 0.001 27pll

to the 400V microgrid side by modeling the LV VSC with
an ideal 3-phase AC voltage source and a lumped series
impedance. The lumped impedance is the sum of the LV
transformer winding resistance and the leakage inductance
as well as the AC filter series impedance. It is given by
Rlumped = Rfil!er + RLv trans (1)
Llumpez/ = Lfilrer + LLV,tran,s
MV VSC and its disturbances on the LV VSC are ignored
for simplification reasons. The simplified model is shown
in Figure 2 and the lumped impedance parameters are
summarized in Table 3.

Vecc

Rfil
Lter Microgrid

Vinv,B2B Lfilter RLV.trans LLV,trans RCable,32B LCable,B2B

Figure 2 Simplified model of B2B-VSC

Table 3 Lumped parameters for simplified B2B-VSC
model (400V microgrid side)

Parameter Value
R[umpgd 2.1565mQ
Llumped 15224/*LH
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The B2B-VSC can operate both in grid forming (VSI
mode) or in grid following mode (CSI mode). In CSI
mode, the B2B-VSC can operate as a grid following com-
ponent to track P and Q set-points. The control structure
in CSI mode is discussed in detail in [4]. In VSI mode,
the converter tracks frequency and voltage set-points pro-
vided by the P/f resp. Q/V droop characteristics. A brief
overview of the control structure in VSI mode based on
peak voltage control in [6] is shown in Figure 3. The out-
put active power P; and reactive power Q; of the B2B-
VSC are used for the frequency and voltage droop curves
which deliver the set-point frequency and voltage respec-
tively. Value of the set-point voltage is passed to a PI con-
troller after smoothing which regulates the actual output
voltage of the inverter. The set-point frequency is passed
to an integrator which generates the required phase of the
inverter output voltage.

Frequency Droop LPF !
Pl . f 1 | fi] 22 | &1
e T KPP e e T
Voltage Droop LPF PI

Ql _ . ‘71 1 ‘71 1 V]
—» V=KyQ+V 1+Trs_><; >—.K+ﬂ_>
Val.‘t

Figure 3 Frequency and voltage droop control structure

Where,

Ky  P/f droop slope given in Hz/kW
Ky Q/V droop slope given in V /kvar
T. Smoothing time constant

f* Reference frequency under no load
V*  Reference voltage under no load

2.2 Battery Energy Storage System (BESS)
2.2.1 BESS Structure

The BESS consists of six strings connected in parallel as
shown in Figure 4. Each two strings are connected to one
of the three Lithium-Ion (Li-Ion) batteries. The first three
strings S1, S» and S3 are connected to the first matching
transformer (MT)) whereas the next three strings S, Ss
and Sg are connected to the second matching transformer
(MT;). Two isolating transformers ITy,IT; are used to
avoid circulating currents in the circuit of S; and Sg as well
as in the circuit of S, and S5 which are connected to the
same dc circuit.

The three phase two-winding matching transformer is used
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Table 4 Specifications of the matching and isolating
transformers.

257V/400V A-Y matching transformer

Parameter Value
Rating [S,7v] 165kVA

Uy 4.3%
Peopper 0.008484pu
Pro—10ad 0.002424pu

260V/260V A-A isolating transformer ‘

Parameter Value
Rating [S,yv] 55kVA

Uk 3.73%
PL'opper 0.021 545pu
Poo—toad 0.0029091 pu

to adapt the inverter’s low output voltage to the voltage of
the LV grid. The specifications of both matching and iso-
lating transformers are given in Table 4.

Each string consists mainly of a 3-phase inverter with a
rated power of 55kVA followed by a LC filter in order to
reduce current harmonics injected into the grid. The LC
filter parameters are given in Table 5. The control structure
for each string in VSI mode is similar to that described in
section 2.1.

2.2.2 BESS Simulation Model

Due to the complex structure of the BESS, having a de-
tailed model which takes into account the semiconductors
of the inverter is only required for evaluating short time
transients [7]. For applications where long time simula-
tions (7y;, > 10s) are needed, a simplified model (Fig-
ure 5) consisting of a controlled voltage source (Veg, feq)

ISBN 978-3-8007-4445-9

Table 5 LC-Filter specifications.

Parameter Value
Serial inductance Lr 160uH
Serial resistance Ry 16.4mQ
Parallel capacitor Cr 35 uF
R, L,
Ve o)
O

Figure 5 BESS equivalent model in VSI mode

and an equivalent impedance (Z,g; = Reg + jXoq) is ex-
tracted and implemented in PSCAD. The equivalent volt-
age and frequency (Ve  resp. foq) are controlled using the
same droop curves Voq = Ky * (Q — Qo) + Vo and foq =
Ky + (P —PRy) + fo applied to the total active and reactive
power (Poys, Qour ) of the BESS. The equivalent droop gains
are defined under the assumption that the droop gains are
equal for all strings, and they can be calculated based on
equation 2. Based on this assumption, the output active
and reactive power of the BESS is distributed equally on all
strings in steady state operation. Therefore, the equivalent
impedance can be calculated by Z,, =Z; || Zy || -+ || Ze.
The parameters of the equivalent impedance are summa-
rized in Table 6.

Ky[Hz/kW] = K, kW /Hz) =

Zk’ =6k
:):k;:@k,
i=1

(@)

1
— where
K,

1
— where
Ky

Ky |V [kvar] = Kylkvar/V]

Table 6 Equivalent impedance of BESS

Parameter Value
Serial inductance Le, 81uH
Serial resistance R, 7. TmQ

2.3 Genset

A mathematical simulation model for a bio-fuel based
genset in the discussed demonstrator setup is established.
It consists of a prime mover (diesel engine) and a direct
coupled synchronous machine. The dynamic behavior of
the rotating system is mainly influenced by the inertia of
the complete drive system whereas the voltage dynamics
are influenced by the synchronous machine characteris-
tics. The mathematical model of the generator is based on
Park’s equations. A subset of parameters is shown in Table
7. The frequency control of the genset is realized by a PI
controller with droop characteristics which outputs the set-
point torque 7, for the prime mover as shown in Figure
6. Moreover, Figure 7 shows the genset’s voltage control
with droop behavior which controls the current /5 in the

© VDE VERLAG GMBH - Berlin - Offenbach
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excitation winding. The frequency droop gain Ky is de-
fined in [Hz/kW] whereas the voltage droop gain Ky is set
in [V /kvar]. Further, the frequency and voltage set-point
at no load operation are defined as f* resp. V. P, and
Qour are the actual active resp. reactive power measured at
the PCC of the genset.

fﬂrt

P(s)
Ky B
Pout Tm(s)

Figure 6 Frequency control including P/ f droop

Figure 7 Voltage control including Q/V droop

Table 7 Subset of model parameters of the synchronous

generator
Parameter Value
Apparent power S, 135kVA
Nominal voltage Vo 1 230V
Base angular frequency @ 314 rad/s
Inertia constant H 0.5s
Iron loss resistance Ry, 300pu
Armature resistance R, 0.013pu
Unsaturated d-axis reactance x, 2.2pu
Unsaturated g-axis reactance x, 1.36pu
Transient d-axis reactance xf, 0.154pu
Sub-transient d-axis reactance x/; 0.076pu
Sub-transient g-axis reactance x;’ 0.284pu
Transient d-axis time constant T 0.039s
Sub-transient d-axis time constant | 0.0085s
T/

3  Simulation and Measurements

An overview of the demonstrator site is shown in Figure
8. Measurements are only taken for the demonstrator area
shown in Figure 8. This means that the switch S} is open
and isolates the demonstrator site from the residential area.
The cable impedance between the components is ignored
which effects to a greater extent the reactive power flow

ISBN 978-3-8007-4445-9

; |
/AR |

BESS Ohmic Load ~ Gensets |

Figure 8 Demonstrator overview

between the components. This will be briefly explained
during the discussion of the results. The case scenarios
tested are given as follows:

Scenario 1: (SC1) BESS and B2B-VSC in VSI mode
with an applied active load profile on the load bank
Scenario 2: (SC2) BESS and genset in VSI mode with
an applied active load profile on the load bank

Scenario 3: (SC3) BESS, B2B-VSC and genset in VSI
mode with an applied active load profile on the load bank
Scenario 4: (SC4) BESS and genset in VSI mode and
the B2B-VSC is in CSI mode with a given active power
generation profile and a base load of 48kW at the point of
common coupling (PCC)

The applied load profile for passive load at the PCC in sce-
nario 1, 2 and 3 is shown in Figure 9. In Figure 10, the ac-
tive power generation profile of the B2B-VSC is depicted.
Droop parameters of all components are fixed for all sce-
narios. They are summarized in Table 8.

PPCC

200 ; ; ; , log
120
80
40

0
0 80

P kW]

160 240
Time [sec]

320 400

Figure 9 Load profile in SC1, SC2 and SC3

PB2B

100

P kW]

160 240
Time [sec]

0 80 320 400

Figure 10 Generation profile of B2B-VSC in SC4

In SC1, BESS and B2B-VSC are working in VSI mode.
Profiles for the output active power P, terminal voltage

© VDE VERLAG GMBH - Berlin - Offenbach
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Figure 12 SC2- Measurement and simulation results Figure 14 SC4- Measurement and simulation results
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Table 8 Droop parameters

Parameter B2B-VSC | BESS Genset
Ky [Hz/kW] 0.004 0.0067 | 0.02
Ky [V /kvar] 0.02 0.0333 | 0.05

[ [Hz] 50 50 50

Viv [V 230 230 230

T, [ms] 100 100 X

V,ms, output current /,,,; as well as frequency f for both
simulations and measurements are shown in Figure 11
which matches quite closely. In Figure 12 (SC2), the devi-
ation between the simulation and measured results for cur-
rent at high loads is due to the cable impedance mismatch
in the simulation model between the component terminals
and the PCC. This results in additional reactive power
flow between the components. To compensate it, the set
point voltage V of individual components can be adjusted
in the simulation model. During low loads, voltage drop in
the cable impedance is insignificant and hence simulation
and measured values are close to each other. In Figure
13 (SC3), small spikes can be observed in the measured
currents of the genset during load steps. It is due to the ad-
justment of its terminal voltage to minimize reactive power
flow which causes abrupt current change. Results for SC4
are shown in Figure 14 where the B2B-VSC covers a part
of the base load (48kW) according to its generation power
profile. The residual load is distributed between BESS and
genset according to their droop curves. The presented re-
sults clearly demonstrates the load sharing among the par-
ticipating components.

4  Summary and Conclusions

The presented results of the different quasi-stationary sce-
narios confirm the validity of the system approximation
when using simplified component models of the single
components. Values of maximum relative error given by
equation 3 for important quantities are summarized in Ta-
ble 9. A higher value of Al in SC3 and SC4 is caused by
the relatively high reactive current mismatch between sim-
ulation and measurement values in the case of small active
load conditions. Load distribution between components in
relation to their droop parameters shows proper working
of the droop control. The aspect of reactive power mis-
match between simulation and measurement is caused by
the cable impedance between components and PCC which
is not considered in the simulation. The effect of short
time dynamics on the system stability as well as stability
issues during parallel operation of components will be in-
vestigated in the future work.

Xom — X,
AX x| %] max|Xsim = Xmes| 100 3)

|Xmes. pk |
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Table 9 Maximum relative error

Scenario 1 ‘

Relative B2B-VSC | BESS | Genset
error (%] (%] [%]
APax 0.7 1.03 X
A finax 0.02 0.02 X
AVyax 0.17 0.3 X
Almwc 4 747 X

\ Scenario 2 \
AP, max X 2.4 0.71
Af;nw( X 0.06 0.04
AVpax X 1.7 1.166
Al X 49 2.074

\ Scenario 3 ‘
APy 34 4.89 16.6
Afmax 0.02 0.02 0.02
AVinax 0.95 0.91 0.79
ALy 2.27 7.5 25.31

‘ Scenario 4 ‘
APax 0 10.2 18.6
Afmax 0.04 0.04 0.06
AVax 1.63 1.334 0.951
Aar 2.57 149 | 265
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Abstract—The paper presents the dynamic modeling and sta-
bility analysis of Low Voltage (LV) microgrids in island operation
using simplified electrical models for Distributed Generations
(DGs). These simplified models are used to simulate electrical
(excluding switching) as well as control dynamics for each DG to
setup and facilitate system level simulations. The paper focuses
on the operation of components in grid forming mode using
a droop based primary control. This approach is applied on
a real microgrid which is set up within the IREN2 research
project framework. The demonstrator incorporates a Li-Ion
based Battery Energy Storage System (BESS), a plant oil driven
generator as well as a BESS emulator. First, a brief overview
of the detailed model for each DG including its simplification
is discussed. Next, the microgrid is set up using simplified
models for transient simulations and the comparison with real
measurements is shown for different microgrid topologies. Later,
overall microgrid stability i.e. various instability aspects in
LV island grids are discussed. In this regard, an analytical
method based on Eigenvalue analysis for identification of stability
limits for relevant electrical and control parameters and under
various loading conditions is presented. Finally, the complete
microgrid model is simulated for potential instable conditions
and a comparison with the analytical solution is shown.

Index Terms—Primary droop control, Power system stability,
Quasi Steady State (QSS) analysis, Power system dynamics,
Microgrids, Island grid.

I. INTRODUCTION

In order to operate island microgrids with a high pene-
tration of volatile renewable energy sources in combination
with gensets and BESSs, voltage and frequency control (also
known as primary droop control) is required. Topology specific
investigation is needed for stable and robust operation of island
grids. This requires detailed dynamic modeling of both elec-
trical and control system of each participating DG as well as
cable impedances. In this regard, a real microgrid demonstrator
setup shown in Fig. 1 that incorporates a 300k VA Li-Ion based
BESS, a 500kVA BESS emulator, a 100k VA genset as well as
an 150kW unsymmetrical resistive load bank is investigated
[1]-[3]. In section II, a brief description of the detailed
component model of each DG is given. Later, a comparison
between detailed and simplified models for each DG which are
developed and used for the complete microgrid simulations is

*The Estonian partner work was supported by the Estonian Research
Council grant PUT (PUT1680), and Estonian Centre of Excellence in Zero
Energy and Resource Efficient Smart Buildings and Districts ZEBE, grant
2014-2020.4.01.15-0016 funded by European Regional Development Fund.
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Fig. 1: Overview of microgrid demonstrator in Wildpoldsried

shown. In section III, transient microgrid simulations using
simplified models for the DGs discussed in section II are
compared with measured results for scenarios that are defined
based on the participating DGs. Section IV highlights various
instability aspects in LV microgrids and presents an analytical
method based on QSS and Eigenvalue analysis to determine
stability limits for the discussed microgrid application. The
model of the microgrid discussed in section III is simulated for
potential instable conditions and the stability trend is verified
analytically. Section V summarizes key aspects of this work
and concludes with remarks related to stability considerations
in LV island grids.

All simulations are done in the software package PSCAD.

II. COMPONENT DESCRIPTION
A. BESS (BSSI)

1) Electrical and control structure: The BESS consists
of six inverter strings connected in parallel as shown in
Fig. 2. Each two strings are connected to one of the three
Lithium-Ton (Li-Ion) batteries. The first three strings Sy, Sy
and S5 are connected to the first matching transformer (M7})
whereas the next three strings Sy, S5 and Sg are connected
to the second matching transformer (M7T5). Two isolating
transformers 177, I'T5 are used to avoid circulating currents in
the circuit of S; and Sg as well as in the circuit of Sy and Si
which are connected to the same dc circuit. The specification
of the complete BESS is discussed in [4].

A simplified model of the BESS with respect to its behavior
at the Point of Common Coupling (PCC) is shown in Fig. 3.
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Fig. 3: BESS equivalent model in VSI mode

It is modeled as a controlled voltage source and an equivalent
impedance (Z.q; = Req + jX¢q) for all inverters. The equiv-
alent voltage and frequency (V, resp. feq) of the controlled
voltage source are controlled using the droop control method
shown in Fig. 4 that is applied to the total active and reactive
power (Poyut, Qout) of the BESS [5], [6]. The equivalent
droop gains (K, K,) resp. (K¢, Ky) are defined under the
assumption that the individual droop gains (kj,k,) in each
inverter string are identical and they can be calculated using
eq. 1. Under this assumption, the output active and reactive
power of the BESS is distributed equally on all strings for
slow dynamics. Therefore, the equivalent impedance can be
calculated from the individual impedances of each inverter as

Zengl ”ZQ H ”ZG
1 o,
K¢[Hz/kEW] = — where K,[kW/Hz =Zk;:6-kp
K, .
Ky[V/kvar] = i where  Kylkvar/V] = Zkl =6-Fkq
Ky

(1)

2) Simulation: The simplified model of BESS (Battery 1)
in Fig. 2 is verified with its detailed counterpart as well as
with the real measurements and is discussed in detail in [3].
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Fig. 4: Droop control overview [3]
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Fig. 5: Single Line Diagram (SLD) of BESS Emulator

B. BESS emulator (BSS2)

1) Electrical and control structure: A Back-to-Back sta-
tion (B2B-VSC) coupled between 20kV Medium Voltage
(MV) and 400V LV microgrid is emulated as a 2" battery
system with an infinite energy storage capacity. The model
overview of B2B-VSC is shown in Fig. 5 and discussed in
detailed in [4]. A simplified lumped equivalent parameter
electrical model for the LV side inverter with respect to PCC
is developed similar to the BESS model as shown in Fig. 3
[4]. As in BESS, it also integrates primary droop control for
frequency and voltage regulation given in Fig. 4.

2) Simulation: To verify the simplified model of the BESS
emulator with its detailed counterpart, an active load step
PPee of 300kW is applied at the PCC. A comparison between
detailed and simplified model for PCC voltage (peak value of
the space phasor) and frequency (VP¢¢, fP°¢) as well as active
power at PCC (PP¢°) is shown in Fig. 6.

C. Genset

The investigated genset consists of a turbocharged prime
mover driven by plant oil and a direct coupled synchronous
generator with a rated power of 100kVA. The equivalent circuit
for active power and frequency control is shown in Fig. 7. The
engine is represented by a nonlinear torque model based on
the rotational speed and a time constant (K01, Tinot). A PL
controller is used for the speed control. As the genset is also
used for primary control in island grids, a droop control is
implemented (ky, T} ).

To verify the mathematical model of the genset, an active
load profile is applied to the genset (by a resistive load bank,
see Fig. 1). Fig. 8 shows the comparison between simulation
results and measurement data for active power and frequency.
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III. MICROGRID SIMULATIONS

The simplified component models developed in section II
are used to set up microgrid transient simulations on a QSS
basis. Based on the participating DGs in these simulations,
two distinct scenarios are defined:

A) Scenario 1: BSS1 and BSS2 with active load jump
applied at PCC.

B) Scenario 2: BSS1, BSS2 and genset with active load
jump applied at PCC.

The microgrid simulations done in PSCAD are verified with
the actual measurements at the demonstrator. Active and
reactive power output (P,Q)) of each DG, the peak value of
line-to-neutral voltage V7 n as well as the microgrid frequency
f are shown for each scenario. The cable impedance between
each DG and PCC is also included in the simulations. The
default control parameters for all DGs are summarized in Table
I

TABLE I: Droop parameters for DGs

Par t BSS1 BSS2 Genset
Frequency droop [K y] [kW/H z] 150 250 50
Voltage droop [Ky | [kvar/V] 30 50 20
Smoothing time constant [7.] [ms] 100 150 —

No load frequency [f*] [Hz] 50 50 50

No load voltage [V*] [Vims] 230 230 230

A. Scenario 1

*BSS2" «BSS1™ — B§§2m — BSSLm

P [EW]

0
50.6
50.3

50.X

49.7
49.4
7 7.375

I 1Hz]|

7.75 8.125 8.5

Time [sec]

Fig. 9: Simulation vs measurements (Scenario 1)



In Scenario 1, BSS1 and BSS2 are operated together with
the control parameters specified in Table I. An active power
load step of 150kW is applied at the PCC. A comparison of
transients for each component after the load jump for both
simulation and real measurements are shown in Fig. 9.

B. Scenario 2

In Scenario 2, BSS1, BSS2 and genset are operated together
with the control parameters specified in Table I. An active
load step of 30kW (120kW— 150kW) is applied at the PCC.
A comparison of transients for each component after the
load jump for both simulation and real measurements are
shown in Fig. 10 where superscripts M (measurement) and
S (simulation) are used.
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Fig. 10: Simulation vs measurements (Scenario 2)

IV. MICROGRID STABILITY
A. OSS (Quasi Steady State) approach

In this section, the effect of control and electrical parameters
of the microgrid components on the overall system stability is
modeled through Eigenvalue analysis which is based on the
QSS approach. This analytical method is described for two
DGs as shown in Fig. 11. Each DG is modeled as a controlled
voltage source (V/; resp. V,) and is connected to the load Z
through a line impedance (Z; resp. Z,). The control in each
DG is based on the droop control scheme as shown in Fig. 4.
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Fig. 11: Investigated system for stability analysis

Steady state currents I; and I, for the system in Fig. 11 are
given by eq. 2.

L] _[2,+2,
I

-z, [V, 1
- |23

Q+LHL'L&+@Q+;L
)

In general, complex rms voltage (line-to-neutral) and line
current of the n™ DG are given as

Kn = Vnz + ]Vny

3
Steady state apparent power of n DG is given by
S,=3-V,-I, “
From eq. 3 and eq. 4 follows
Pn:3VnzInz+3Vn1In
Y )

Qn:_3VnzInz+3VnyIny

The total change in active and reactive power (AP,,AQ,)
using small signal analysis is described by

AV
|:APIL:| —3. [ IHZ',O Iny,O ‘/TVLZIS,O VTrLy,O AVTrLy
AQH _Iny,O Inm,O ‘/ny,O — Vnz,0 Alnm

. Alny
Opertating pt
(6)

The magnitude (V},) and phase (¢,,) of the voltage V, in eq.
3 is a non-linear function of V;,,, and V,,, respectively and is

given by
Vi =/ Vi, + V2,

Vi @)

¢, = arctan
nr

Wn = ¢n

From Fig. 4, the change in frequency and voltage for the n™
DG is given by

Aw, = —Kpp - AP,
non—smoothed - 8)
1
Aw, = T Awy,
S c,n
smoothed 1 R (C)
AV, AV,

- 1+ ST(:,n -



The droop coefficients Kp,, and K¢, are the inverse of the
coefficients K, and Ky, respectively as given in eq. 1. The
linearization of eq. 7 for V,, and ¢,, around the operation point
(Va0 Viy,0, @n,0) as well as using eq. 8 in eq. 9 results in a
state space representation as [7]

Aw, Aw,
M| = A, [ AVl v B[S0 a0
AVpy AVpy "

where A, and B, are the system and input co-efficient
matrices respectively. Using eq. 6 in eq. 10 and rearranging
results in

A‘:’-}n Aw, Al
AVTLI = Aint,n AV | + Eint,n ) [A[n1:| an
AV, AVyy "

The eq. 11 can be extended for two DGs. Using eq. 2 together
with eq. 3 in the resulting system gives the closed loop system
as

Aé‘-)l ALU1
A‘/IL AVlJ:
AViy| _ | AV
ALJQ — Llclosed AOJQ (12)
AVa, AV,
AVy, AVy,

The poles of the closed loop “system matrix” A ;,,.q give the
Eigenvalues for the system in Fig. 11 [8]. The “’system matrix”
is a function of the operating point values of the electrical and
control parameters given as

Aclused = f(Zl,12711,0712,0711,0,12707 W1,0,wW2,0, Kpi,Kpa, 15

Kqi1,Kg2,Te1,Tea)  (13)

B. Simulations

The effect of the control parameters (K¢, Ky and T¢,) on the
stability of the island microgrid as well as the stability limits
which are evaluated through the QSS approach and simulations
are shown for two DGs (BSS1 and BSS2). Later, simulation
results for the microgrid incorporating all DGs as shown in
Fig. 1 are presented to investigate potential instable conditions.
The starting control values for all DGs are summarized in
Table. I

1) Effect of Ky and T.: To demonstrate the effect of
K; on the microgrid stability, the Ky psss in Fig. 12 is
reduced from the default starting value to the limiting value
(15kW/Hz) where the system becomes oscillatory. The con-
trol parameters of BSS1 are kept constant throughout the
simulation. The Eigenvalues for the QSS approach around
the marginal stable operating point are shown in Fig. 14.
The oscillation frequency of the conjugate pole pair evaluated
using the QSS approach is close to the simulation value. The
inaccuracy in the real value of the conjugate pair can be related
to the increasing inaccuracy of the small signal analysis close
to unstable operating regions.
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In Fig. 13, the value of Tt pgs2 is changed to 500ms and

the Ky of BSS2 is again reduced till the new limiting value
(9.2kW/ H z) is reached where the system becomes oscillatory.
The analytical result for the limiting value of Ky pssa is
shown in Fig. 14. The higher value of 7;. improves the stability
margins. A similar trend is observed for Kr pss1 and T, pss1
which is not shown here.
The effect of the parameter Ky pss2 on the microgrid stability
with all three DGs in operation is simulated in Fig. 15. The
default control parameters are summarized in Table I. The
limiting value of Ky pgg2 in Fig. 15 is similar as in Fig. 12
with operation of only BSS1 and BSS2 but the oscillation
frequency in later case is higher (10Hz). The increased
oscillation frequency with genset reduces the robustness of
the microgrid.

2) Effect of Kv: The value of Ky only effects the system
stability for small values of Ky < 20kW/Hz and is not

further discussed here.

V. SUMMARY AND CONCLUSION

In this paper, a stability analysis of a real islanded microgrid
demonstrator is discussed both analytically and through sim-
ulations. The considerations during modeling and validation
phase are summarized as follows

1 A transient electrical and control model for each DG is
developed [2], [3].

2 Transient microgrid simulations using simplified electri-
cal models for DGs are shown.

3 Stability limits of the discussed microgrid application
are evaluated through Eigenvalue analysis which is
based on QSS approach. The analytical results are
verified with the simulations.

The key outcomes are as follows:

1 The simplified models used sufficiently capture the
transient behavior of real DGs and enable simulations
of complex microgrid topologies.

2 The active power droop K effects the microgrid sta-
bility for smaller values. The limiting value of Ky is
improved by selecting higher value of smoothing time
constant 7,.. The effect of Ky is only relevant for very
small values of Ky (< 20kW/Hz) .

3 The QSS approach is valid only for analyzing systems
with transients that are in the order of 7 to 10 times
slower than the fundamental frequency .
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Abstract—Microgrids with a high penetration of distributed
generation (DG) in combination with energy storage systems
(ESS), but also in combination with fuel-driven generation units
(gensets) can be operated in on-grid mode, but also in off-
grid mode (island operation). For grid restoration in island
mode, a black start strategy is needed. This scientific work
deals with a black start concept for island grids with a high
amount of non-controllable DG units and non-controllable loads
which is investigated by mathematical modeling and simulation
for different scenarios. The assumed underlying control behavior
of the DG units is described in the German application guide
VDE-AR-N 4105. The corresponding mathematical modeling
is presented and a verification by specific measurements is
presented.

Index Terms—Microgrids, Distributed Generation, Black Start,
Island Grid, Off-grid Mode

I. INTRODUCTION

Low voltage microgrids operated in interconnected and non-
interconnected mode are used as a part of a decentralized
power system in the frame of the energy transition as described
by the VDE-Study "The Cellular Approach” [1].

For off-grid systems, it is essential to build up the grid
from zero or after major failures. But also in mainly on-grid
microgrids, the black start can support the restart of a greater
grid area if several small grid cells execute an independent
black start and are resyncronized step by step (bottom-up
approach).

Several black start strategies were already discussed, e.g. in
[2]-[6], where controllable loads or a communication link to
the DG systems are assumed.

In comparison, this study deals with the analysis of dif-
ferent black start strategies for microgrids consisting of non-
controllable loads (as households), a high penetration of re-
newable distributed generation (DG) considering the German
application guide VDE-AR-N 4105 [7] as well as energy stor-
age systems (ESS) and fuel-driven generation units (gensets)
as grid forming units.

The analysis is taking into account the active power sharing
and frequency behavior at black start. Reactive power sharing
and voltage stability is not taken into account. Resynchroniza-
tion after a successful black start for on-grid operation is also
not part of this work.

978-1-7281-4878-6/19/$31.00 ©2019 IEEE
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Kempten, Germany
biechl @hs-kempten.de
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The estimated grid including the relevant assets is described
in section II. Next, the investigated scenarios are presented and
simulation results are shown in section III. Finally a conclusion
is given in section IV. For the numeric simulation, the software
DiGSILENT PowerFactory [8] is used .

II. DESCRIPTION OF THE INVESTIGATED GRID INCLUDING
RELEVANT ASSETS

A. Estimated Grid

The estimated grid shown in Fig. 1 consists of energy
storage systems (ESS, Prgsys), a generator set (genset, Porn),
distributed generation (DG, Pp¢) and electrical loads (aggre-
gated to Pj,qq). The ESS and the genset are operated in grid
forming mode under consideration of droop control [9], [10].
The difference between electrical loads and DG is aggregated
to the residual load (RES, P,.s):

P’res :-Pload_PDG (1)
PTES
. o 0.4kV %
<€
A CB1
Pioaa Ppg Pgss Pgen

® [

Fig. 1. Single Line Diagram of the Estimated Grid of the Microgrid.

B. Grid Forming Units

The estimated microgrid contains two different types of grid
forming units. The ESS is based on power electronics whereas
the genset is a rotational generator with speed control.

The ESS consist of Li-Ion cells, an inverter, a grid filter
and a transformer. For the mathematical modeling, a simplified
model basing on a controlled voltage source and an internal
impedance is assumed [9].

The genset as a rotational asset consist of a turbocharged
combustion engine fueled by plant oil and a direct coupled
synchronous machine. For a constant frequency in steady state,
a speed control is used [10].
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For parallel operation of the grid forming units, an indepen-
dent droop control is implemented for each unit [10], [12]-
[14].

\

P

Fig. 2. Frequency/Active Power Dependency of Grid Forming Units.

As shown in Fig. 2, for each grid forming unit £ an
active power/frequency dependency under consideration of the
droop factor ky ) is implemented. Mathematically it can be
represented by:

1
fr= for — T(Pk: — Pox) )
£k

with:

o fi: resulting frequency

e Pj: active power feed-in

o fo.k: no load frequency setpoint

e Py i: no load active power setpoint

e ky i active power/frequency droop factor

In case of more than one grid forming unit with the P/f
behavior as described above, the active power sharing depends
on the droop factors k ;. respectively on the no load setpoints
Py and fo 1. In steady state, for two grid forming units the
resulting active power P, is devided into (if fo1 = fo,2):

ki1 Pres+kpo-Po1—kp1- Py

P = 3

1 I 3

P, = ko Pres+kp1-Poa—kfo- Py )
kri+kso

The residual load P,.s is supplied by both grid forming
units (P, and P»):

Pr'es =P+ P (5)
C. DG units regarding VDE-AR-N 4105

1) Mathematical Modeling: A nonlinear mathematical
model of a DG unit considering the German application guide
VDE-AR-N 4105 [7] is set up. It describes the compulsory
grid behavior of DG units which are connected to the public
grid. Besides others, the start-up conditions, the active power
feed-in limitation depending on frequency, the reactive power
sharing as well as the behavior in case of grid failures is
defined.

The nonlinear mathematical model for active power feed-in
is basing on a state machine shown in Fig. 3.

Fig. 3. Nonlinear DG Modeling in State Machine Representation.

The states 0...4 are defined as:

0: simulation start-up
1: no active power feed-in allowed (Ppg = 0)
o 2: normal operation (without power limitation)
3: active power reduction at over-frequency
o 4: active power feed-in ramp limiter

The conditions for the state transitions are:

o a: Grid frequency is in the range of 47.5Hz < f <
50.05H z and voltage is in the range of 85% V,. <V <
110% V. for at least 60s

o b: Grid frequency f < 50.2Hz

e C: Active power ramp up completed

o d: Grid frequency f < 47.5Hz

o ¢: Grid frequency f > 50.2Hz

o f: Grid frequency f > 51.5Hz

o g: Grid frequency f > 50.2Hz

The dependency of Ppg and f is shown in Fig. 4.

AP (kW)
I |
I
T
I I
| 2 }
50.2 51.5 (H2)

Fig. 4. P/f dependency for DG units regarding VDE AR-N 4105.

For grid frequencies in the range of 50.2Hz < f < 51.5Hz
(state 3), the active power feed-in is reduced by a gradient of
40% per Hertz:

50.2Hz — f

APpg = 20P
e = 20Pu —5

Q)
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where P, is actual active power feed-in before the frequency
exceeds 50.2H z which leads to the power reduction.

2) Model Verification: The DG model is verified by charac-
teristic measurements at a real PV system with a rated power
of 6kWp. A comparison of simulation and measurement
results for the start-up behavior is shown in Fig. 5. At time
to, the DG is connected to the grid. After a time period of
AT = 60s, (transition (a) from state 1 to 3), the active power
ramp up is initiated (state 4, by transition (b)). In the real

sim ——— meas
60
__ 40
B DG connect
20
a) 0 —— . : . . . ,
0 50 : 100 150 200 250 300 350 400
1 Time (s)
H
I
31 i
s [ [
5 241 Il
o | i
Q
1 i
| At=60s |
b) 0+ L . . . : : .
0 50 100 150 200 250 300 350 400
Time (s)

Fig. 5. Model Verification of the Start-Up Behavior at the Example of a PV
system.

system investigated for this verification a time shift of approx.
5s (delay) for the power ramp up can be seen. This is allowed,
as the application guide [7] defines a time period of ar least
60s.

In Fig. 6 a comparison between simulation and measurement
results of the active power feed-in depending on frequency is
illustrated. An increase of frequency leads to a reduction of
the active power feed-in regarding Eq. 6.

III. BLACK START ANALYSIS FOR DIFFERENT SCENARIOS

Different black start scenarios for microgrids with ESS,
genset, non-controllable loads as well as DGs are analyzed
by simulation based on verified mathematical models of DG,
genset and ESS [9]-[11].

A. Droop Control Dimensioning

The following prerequisites for black start strategies for
microgrids are taken into account:

1) grid forming units must be able to supply the maximum

load step at black start

2) maximum usage of renewable DG units

3) minimized operation of gensets

As the DG active power feed-in is depending on the grid
frequency and a maximum usage of renewable energy is
proposed, the grid forming units’ droop control has to be
configured properly.

sim s meas

51.5

51.0 4

f (Hz)
w
1<}
w

50.0 1

a) 495 - - -
0 50 100 150 200 250

Time (s)

3.5

3.0 1

2.54

Pog (kW)

2.01

b 15 : : : - -
0 50 100 150 200 250

Time (s)

Fig. 6. Model Verification of the Active Power Feed-in Reduction depending
on Frequency.

In general, the total droop factor of the microgrid need to
be:
P DG,mazx + P 0
f max f 0

where Ppg maz is the maximum power feed in of the DGs,
Py is the no-load active power setpoint, f,q; is the maximum
allowed frequency before power de-rating (regarding [7]:
Sfmaz = 50.2H2) and fy is the frequency setpoint of the grid
forming units.

Further the grid frequency must exceed f,;, for enabling
of DG units feed in (VDE-AR-N 4105: f,,;, = 47.5H2):

kf,t,mfa,l > (7)

Hnadmmm — PO
fO - fmzn

where Pjoqd,maz 1S the maximum load which is expected as a
worst case (Ppg = 0).

kf,total <

B. Scenario 1 - ESS as Grid Forming Unit

In the first scenario, the ESS is operated in grid forming
mode. As a worst case, no load is assumed (P,oq = 0).
The maximum DG feed-in is assumed as Ppg,masr = 250kW
whereas the ESS droop factor ky 15 is varied from 600% to
1500% in discrete steps. In Fig. 7a the resulting frequency at
the ESS for different droop factors ky psg are plotted; further
Fig. 7b shows the resulting active power consumption by the
ESS. At time ¢ = 0, the ESS is powered on; at t = 10s,
the ESS is connected with the DG. Regarding the DG start-
up behavior described in Fig. 3, active power feed-in begins
after 60s at time ¢t = 70s by a ramp of 10% per minute as
it is compulsory by [7]. If the frequency exceeds 50.2Hz, the
active power feed-in is reduced.

A low droop factor kf pgs for frequency control effects a
frequency increase and therefore a reduction of the DG power
feed-in. For example, k¢ pss = 600kW/Hz leads to a DG
feed-in limitation of approx. 117kW. Due to the nonlinear and
frequency depending power limitation (Fig. 4) in combination
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Fig. 7. Frequency (a) and Active Power (b) of the ESS during black start for
different droop factors ky gss.

with P/f droop control, a sawthooth-like power and frequency
variation is resulted.

By increasing the droop factor to kf psg = 1250kW/Hz,
the maximum power feed-in of 250kW is realized; this leads
to a frequency f = 50.2H z.

For higher values (k; = 1500kTW/H2), the DG can feed in
without limitation with a resulting frequency of f = 50.17H z.

By analytic calculation regarding Eq. 7, the droop factor has
to be selected higher than ky pss > 1250kW/Hz if fiee =
50.2H z (according to [7]), Py, pss = 0 and fo gss = 50Hz
are assumed. This is also shown by the simulation presented
in Fig. 7.

In scenario 1 it is shown that the droop control parameters
have to be dimensioned properly for an optimal usage of
renewable energy produced by DGs.

C. Scenario 2 - Genset as Grid Forming Unit

Scenario 2 deals with the black start of a microgrid using a
genset (rated power P, = 100kV A) as grid forming unit, no
usage of ESS, no DG feed-in and a varied load of Pj,qq =
{40kW, 50k W, 60kW }.

Due to the dynamic behavior of the diesel engine, the
maximum load step is limited. In this scenario, load steps
of 40% (Pioaa = 40kW), 50% (Pioaa = 50kW) and 60%
(Pioaa = 60kW)are analyzed. The according simulation
results are shown in Fig. 8. The upper diagram (a) shows
the frequency whereas in the lower diagram (b) the genset’s
active power supply is illustrated.

At time ¢t = 0, the genset is powered on. At ¢ = 10s,
the genset is connected to the grid. The immediate load step
leads to a decrease of frequency (Fig. 8 resp. Fig. 9). For
load steps of Pj,qq = 40kW resp. Pioqq = 50kW, the genset
is controlled to a steady state operation point nearby f =
50Hz (depending on the droop factor ks g n). Further it is
shown that a load step of Pj,qq = 60k leads to a frequency

breakdown as the genset is not able to cover the load demand
as a step. In this case, the black start is not successful.

Pioag = 40kW ~——— Ploag = 50kW Pioag = 60kW
40
N
z
- 20
0 T T T T T T T T
0 25 50 75 100 125 150 175 200
Time (s)
100
80
g 60
g 40
&
20 GEN connect (t=10s)
0 T T T T T T r .
0 25 50 75 100 125 150 175 200
Time (s)

Fig. 8. Frequency (a) and Active Power (b) of the genset during black start
for different load steps of Pjoqq.

Pioad = 40kW ~——— Ploag = 50kW ——— Pload = 60kW

0 5 10 15 20 25
Time (s)

Fig. 9. Frequency of the genset during black start (detailed view).

For black start of microgrids only with gensets, a proper
dimensioning regarding rated power under consideration of the
maximum expected load step is necessary. Another solution
would be splitting up the electrical loads to smaller units and
connecting it step by step.

D. Scenario 3 - ESS and Genset as Parallel Grid Forming
Units

In scenario 3 the black start of both ESS and genset
as parallel grid forming units is investigated by simulation.
Regarding the investigated grid shown in Fig. 1, the load is
assumed to Pj,.q = 100kWW whereas the maximum DG active
power feed-in is Ppg maz = 250kW. The droop factors are
set to k¢ pss = 1200kW/Hz resp. ky cen = 600kW/H 2.

The resulting frequency as well as active power for P,
Pggss and Pgpn are shown in Fig. 10.

At the time ¢t = 0, genset and ESS are powered on
and synchronized in grid forming mode, but still in no-load
operation. At t = 10s, the residual grid consisting of loads
and DGs is connected. Due to the DG’s start-up behavior and
Eq. 1, the residual power P,.s is equal to Pj,,q in the period
10s <t < 70s. Due to the high dynamic capability of ESSs
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with power electronics, nearby all residential power is covered
by the ESS whereas the active power feed-in by the genset is
slowly.

——— RESIDUAL —— ESS —— GEN
50.10
50.12Hz
. 50.05
N
z
< 50.00
49,95 1
0 100 200 300 400 500 600 700 800
Time (s)
100 4 DG start-up (t=70s)
ER
=
a.
~100 1 load connect (t=10s)
0 100 200 300 400 500 600 700 800
Time (s)

Fig. 10. Frequency (a) and Active Power (b) curve for ESS and Genset as
Parallel Grid Forming Units.

At time ¢ = 70s, the DG active power feed-in by a ramp
begins and thus the residual load which has to be covered
by ESS and genset is decreasing. Beginning at ¢ ~ 300s, the
residential load P,.s gets negative due to the increase of DG
feed-in. The ESS is now consuming electrical power and is
charged. As gensets cannot consume power, it is controlled to
Zero.

After t = 680s, the DGs are feeding with maximum power
PpGmae = 250kW whereas approx. 100kW is consumed
by the loads (aggegated to Pj,.q) and the ESS is charged by
150kW. The frequency increases until f = 50.125Hz. As it
is lower than 50.2Hz, power limitation due to over-frequency
is avoided.

IV. CONCLUSION

The black start of a microgrid consisting of DGs and loads
is analyzed for the following grid forming units:

« ESS

o Genset

« ESS and genset in parallel

Also a method for frequency droop control dimensioning is
shown taking into account the characteristic behavior of DGs
regarding the German application VDE-AR-N 4105.

It is pointed out that in the case of a high percentage of the
power of DGs in microgrids, a low frequency increase must be
ensured by the grid forming units to avoid a power reduction
of the DGs (50.2Hz) by the usage of optimized droop factors.

Further it is shown that the usage of ESS can increase the
maximum load step if gensets are involved.
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Voltage and Reactive Power Control in Islanded
Microgrids Without Communication Link
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Abstract—Microgrids can be operated in on-grid mode, but
also in off-grid mode (island operation). In off-grid mode, grid
forming units have to ensure the grid’s voltage and frequency
stability. For more than one grid forming unit, the active and
reactive power sharing has to be handled. This paper presents
a method for voltage and reactive power control for systems
without a superordinated control system or a communication link
between the grid forming units. A failsafe concept is included,
that means that a stable operation is given also in case that one
grid forming unit is disconnected.

Index Terms—Microgrids, Island Grid, Off-Grid Mode, Reac-
tive Power Control, Voltage Control

I. INTRODUCTION

Microgrids are locally limited grid areas with loads, dis-
tributed generation (DG) and a control system. It is distin-
guished between ac and dc microgrids, but also in on-grid and
off-grid systems. These concepts are discussed in literature,
e.g. in [1]-[3]. The scope of this work is set on ac microgrids
at low voltage (LV) level.

In islanded microgrids grid forming units (such as battery
storage systems or generator sets, e.g. driven by plant oil or
diesel) have to ensure an equilibrium of active and reactive
power under consideration of allowed voltage and frequency
levels. A widely used method for active and reactive power
sharing is the concept of droop control [3]-[6].

In literature also other concepts are described, such as [7]
which is based on a communication link with high bandwidth
between the grid forming units, or [8] which describes the
active power sharing basing on fuzzy logic.

In this paper a concept for voltage and reactive power
control without communication link is presented, that means
that permanently or temporarily no superordinated control
system is available.

Further the failsafe behavior is investigated as well, if e.g.
one grid forming unit is disconnected.

The main goals of the concept are:

1) voltage stability (compliance of voltage limits)

2) minimization of reactive power exchange and losses

This paper starts with an analysis of the reactive power de-
mand in rural LV grids (section II), followed by the description
of the control concept (section III). In section IV an approach
for the control parameter estimation is given before in section
V some simulation results are presented.
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In section VI, a conclusion including an outlook is given.

II. REACTIVE POWER DEMAND IN RURAL LV GRIDS

The reactive power demand of a grid is effected by the
electrical lines as well as the connected load types with
different reactive power consumption characteristics.

From September 2012 until January 2015, the reactive
power demand of different LV substations located in a rural
area in Southern Germany was measured in the frame of the
research project /[RENE [9]. In Fig. 1, the PQ-diagram for four
substations is shown for time-synchronous data with a period
of 1 minute, whereas power consumption is positive.

If these grid areas are assumed as independent island grids
or microgrids in island mode, the corresponding reactive power
demand has to be handled by the assets connected to the grid.

In Fig. la, active and reactive power is positive as well
as negative. In Fig. 1b and Fig. 1d, the behavior is mainly
ohmic-inductive (consumption), whereas in Fig. Ic an ohmic-
inductive generation is dominant.

The relative derivation of all power factors calculated from
the measurement data is plotted in Fig. 2.

In more than 90% of the time, the power factor cos ¢ is
higher than 0.8 (substation 2) or even 0.9 (substations 1, 3
and 4).

Basing on these results it is assumed for the following
control concept that the absolute reactive power demand in
rural LV grids is small.

It has to be pointed out that only 4 LV substations were
analyzed. For a general statement the number of investigated
substations is too low.

III. Fuzzy-BASED CONTROL CONCEPT

As shown in section II, the power demand in rural LV grids
is dominated by active power, that means that the reactive
power demand is low.

In a low voltage microgrid with more than one grid forming
unit, the reactive power sharing between all grid forming units
has to be handled.

The concept presented in this work assumes /N grid forming
units whereas 1 grid forming unit is operated as a master and
N — 1 assets are operated as slaves. It is assumed that there is
no communication link and no super-ordinated control system
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for voltage and reactive power control. The fundamental
behind this concept is that all slave assets are controlled to
a predefined reactive power, e.g2. Qusset = 0, as long as no
voltage boundaries are exceeded. As a power equilibrium is
mandatory in island grids, the master grid forming unit is
balancing the reactive power deviation between demand and
slave assets.

Fig. 3 shows the general electrical structure of an islanded
microgrid with N grid forming units and an aggregated
load Qoqq as well as a the distributed generation (e.g. PV
generators) aggregated to (Qp. Losses as well as reactive
power consumption of the lines are not mentioned explicitly.

The grid forming units are controlled voltage sources with
setpoints for frequency and voltage magnitude. In Fig. 4 the
generic asset model structure is shown. It consist of the grid
forming unit as a controlled voltage source, a frequency and
active power controller as well as a voltage and reactive power
controller.

In this paper, the scope is set on the voltage and reactive
power control.

As the grid voltage is a local phenomena (in contrast to
the grid frequency), the concept of power sharing by droop
control does not work as proper as the frequency control. In
inappropriate cases, reactive power is exchanged between grid
forming units which can lead to increased losses as well as
overloading of the lines and assets.

The block diagram of the voltage and reactive power
controller of each grid forming unit is shown in Fig. 5.

The master is operated at a constant the voltage level, e.g.
Vo = 400V. Regarding Fig. 5, the signal enable_slave has to
be set to zero.

For grid forming units operated as slaves (enable_slave =
1), an additional voltage setpoint AV, is added to the voltage
setpoint Vj.
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The slave control is a MISO (multiple input, single out-
put) system based on Fuzzy Logic. The inputs of the slave
controller AQ = Qmeas — Qo and AV = Vs — Vi are
evaluated and further used by Fuzzy Logic which is followed
by a PI controller (k, k;) with Anti-Windup (kawv).

In general, a fuzzy logic consist of three steps:

1) Fuzzification

2) Inference

3) Defuzzification

In Fig. 6 the membership function for the fuzzification of
the input AV is drawn. The function N describes the curve for
normal voltage, that means that the voltage is within defined
limits. The membership functions L (low voltage) resp. H
(high voltage) are defined for voltages out of the limits. As an
advantage of fuzzy logic, a smooth transition between different
control modes can be realized by overlapping of the curves L
and N resp. N and H.

The corresponding defuzzification is described by Eq. 1:

o= pr - AV + un - AQ + ppg - AV
’ nr + pUN + g
where up, py and ppy are functions of AV (regarding
membership functions as shown in Fig. 6), AQ and AV are
input values and e is the controller’s output.
In the following it is distinguished between two operation
modes - normal operation and failsafe operation.

(6]

Grid Forming Unit - Voltage and Reactive Power Control

A. Normal Operation

Normal condition means that at least the master asset is
in operation. For minimization of the losses, the membership
functions pp,(AV), un(AV) and pg(AV) of the slave grid
forming units are designed in that way that the voltage is
within the defined limits for most realistic load states. An
exceed of these voltage results in an additional reactive power
flow in the network.

B. Failsafe Operation

Failsafe operation in this context defines an operation of
slave grid forming units without master (e.g. the master is
disconnected due to a failure). Voltage stability has to be
ensured in any case, whereas an optimal deviation of reactive
power and minimization of losses can be neglected in this
extraordinary operation mode. It is essential to avoid a chain
reaction of disconnecting grid forming units and a resulting
blackout.

IV. DIMENSIONING OF CONTROLLER PARAMETERS

For a proper operation of the concept presented in this work
it is necessary to obtain the parameters of the controllers. It is
distinguished between master and slave controller parameters.

A. Master

For the master asset, basically the no-load voltage Vj has
to be defined (regarding Fig. 5).

B. Slave Configuration

For slaves, the membership functions pn(AV), ur(AV)
and pg(AV) have to be defined. In this paper, a trapezoidal
shape is assumed (Fig. 7), but any other shape of the function
is also possible.

For each grid forming unit, the nominal voltage Vj is
defined, e.g. Vi = 400V Further the (trapezoidal) membership
function for normal voltage pn(AV'), the setpoints Vi, and
Vn a (regarding Fig. 7) define the voltage boundaries. Basing
on this, the membership functions p7,(AV') and pp7 (AV) are
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TABLE 1
ELECTRICAL PARAMETERS

Parameter Value
Linel Length 0.5km
Linel Impedance | 0.104$2 4 j0.040€2
Line2 Length 0.05km
Line2 Impedance | 0.010€2 + 50.004%2
Line3 Length 0.188km

Line3 Impedance

0.0399 4 j0.015Q

TABLE II
Fuzzy CONTROL PARAMETERS

Asset | Parameter a c [ d

DG2 VN2 —-30V oV oV 30V
Vi —1000V | =999V | —100V | —20V
VH,« 20V 100V 999V | 1000V

DG3 VN2 —40V oV oV 40V
Via —1000V | =999V | —100V | —30V
VH .« 30V 100V 999V | 1000V

configured. An overlap of the functions (as drawn in Fig. 6)
leads to a smooth transition at the boundaries of the voltage.

V. SIMULATION RESULTS

The control strategy for voltage and reactive power was
implemented in the software PowerFactory from the manu-
facturer DIgSILENT [10]. The investigated grid consists of 3
grid forming units (DG1, DG2, DG3) as well as a controllable
load and is shown in Fig. 8.

For active power sharing, a frequency droop control with
an equal droop factor for all grid forming unis is used. This
leads to an equal active power distribution for all assets.

The electric lines between the assets are assumed as low
voltage earth cables with type NAY2Y-J 4x150mm?. The rele-
vant electrical parameters used for the simulation are presented
in Tab. I. For all grid forming units, the no-load voltage is set
to Vp = 400V; fuzzy control parameters are presented in Tab.
1L

Simulation results for master/slave operation as well as for
failsafe operation are presented. In the work, the scope is set
on the steady state behavior. Transient processes during load
steps are not analyzed.

A. Master/Slave Operation

The master/slave operation is evaluated by simulation for
ohmic, ohmic-inductive as well as ohmic-capacitive use cases.
One asset (DG1) is operated as a master whereas DG2 and
DG3 are in slave mode. For all use cases presented in the
following, the active power distribution is realized by active
power droop control under consideration of an equal active
power (Ppc1 = Ppe2 = Ppas = 3 Pioad)-

1) Ohmic Load (cosy = 1): At first, an ohmic load is
assumed (cos ¢ = 1). The load steps and the corresponding
active power distribution is shown in Fig. 9a. The reactive
power for all DGs as well as the load is shown in Fig. 9b. In
Fig. 9c the corresponding voltages at each node are presented.

In the period 0. .. 350s, all slave (DG2, DG3) voltages are
within the boundaries; this leads to a reactive power of approx.
0 for all assets. At the time t = 350s, the lower voltage
boundary for slave DG2 is reached. Thus a further increase of
active power results in an exchange of reactive power between
DG?2 and the master DG1 in order to keep the voltage within
the defined limits.

2) Ohmic-Inductive Load (cos ¢ = 0.8;,,4.): In the second
case, an ohmic-inductive load with power factor cosy =
0.8inq is connected. The active power Pj,,q is varied from
0...320kW (Fig. 10a).

In the period from 0...200s, the complete reactive power
demand is supplied by the master (DG1) as the slave voltages
Vbae resp. Vpas are within the limits defined regarding Tab.
II (Fig. 10c). For ¢t > 200s, the lower voltage boundary of
DG2 is reached. Thus Q)pge is increasing while the reactive
power distribution of the master () i1 is reduced (Fig. 10b).

3) Ohmic-Capacitive Generation (cosyp = 0.8.4p.): The
third use case is dealing with an ohmic-capacitive behavior.
Instead of power consumption, an active power feed-in is
assumed (negative load, P,.q < 0). A power factor of
cosp = 0.8.4p is adjusted while the active power Pjoqq is
varied in steps from 0 to —320kW (Fig. 1la). In the time
period 0. ..200s, the reactive power is completely covered by
DGl (master) while Q pg2 resp. @ pas is zero (Fig. 11b). For
t > 200s, the upper voltage limit for DG2 is reached ((Fig.
11c). This leads to reactive power consumption by DG2 and
thus a reduction of Qpg1.

B. Failsafe Operation

Under normal load conditions, the reactive power fluctuation
is covered by the master asset. Nevertheless, a stable grid
operation has to be ensured also in case of failure of the master
grid forming unit. In this non-optimized operation condition,
the compliance with voltage limits has to be ensured. As a
consequence, reactive power now is handled by at least one
slave asset (or several).

Fig. 12 shows the result for this operation mode. At ¢ = 50s,
the load (P = 160kW, @ = 100kW) is connected. The
active power is covered by DG1...DG3 whereas the reactive
power is mainly covered by DG1. At ¢ = 200s, the master
DGl is disconnected. As the voltage boundary of DG2 is
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reached, the complete reactive power demand is covered by
DG2. Nevertheless, the grid operation is stable. At ¢t = 400s,
the master DGI remains and takes over again the reactive
power handling.

VI. CONCLUSION

In this paper an approach for reactive power control in
islanded microgrids was presented. At first it was shown for
4 rural distribution grids that the reactive power demand is
relatively low.

0 100200300400500
Time (s)

Fig. 10. Simulation Result for an Ohmic-Inductive Load. a) Active Power.
b) Reactive Power. c) Voltage.

Basing on this, a control strategy basing on a master/slave
concept including failsafe handling was developed. The master
asset defines the voltage level and delivers all reactive power
fluctuations to the island grid whereas the the slave devices are
controlled to a constant reactive power (e.g. Q = 0) as long
as no voltage limits are exceeded. If the master is missing,
a failsafe concept ensures a further stable operation of the
microgrid. The control approach is basing on fuzzy control.

For the control parameter dimensioning some fundamental
rules were given. A stable operation for different operation
modes was proofed by simulation.
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The advantage of this master/slave concept is a minimiza-
tion of reactive power exchange between grid forming units
which can lead to a reduction of line losses in the grid.

As an outlook, the presented concept can be extended by
further fuzzy rules as well.
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Abstract—This paper deals with the analysis and simulation
of a stationary battery system for microgrid application, where
the system structure including battery cells, inverters, filters,
transformers, control system and a simplified grid model is
described and modeled mathematically. For the simulation of
the whole system the software PSCAD™ is used. In the first
part several equivalent circuit models for Lithium-Ion cells will
be compared in order to model the dynamic behavior of the
battery system. Particularly the evaluation of the effect of the
model’s complexity on the dynamics of the entire system will be
investigated.

In the second part, the dependency of state of charge (SOC),
temperature and aging effects of the Lithium-Ion cells on
electrical system quantities will be shown.

It is also investigated the fact that a high frequency battery
model has to be taken into account to describe the cells’ dynamics
if an inverter with Pulse Width Modulation is used.

Index Terms—Microgrid, Batteries Energy Storage, Lithium
Batteries and Power System Modeling

I. INTRODUCTION

The research project IREN2 (Future Oriented Electricity
Grids for Integration of Renewable Energy Systems) runs
from 2014 to 2017 and is executed in a cooperation be-
tween the German entities Siemens AG, the electricity sup-
plier Allgéiuer Uberlandwerk GmbH, ID.KOM, the Univer-
sity RWTH Aachen and the University of Applied Sciences
Kempten. The main goals are: the development of mathemat-
ical models to analyze the dynamic behavior of microgrids
including new control concepts on the one hand, and setting up
a real system in the village Wildpoldsried in the south of Ger-
many on the other hand. The microgrid consists of renewable
energy sources, a stationary 300kVA/170kWh battery system
with Lithium Nickel Cobalt Oxide (NCO) - Titanate cells,
an 100kVA Genset with vegetable oil fueling for secondary
control, a 500k VA back to back station between the 20kV and
the 400 V grid for test purposes and a 3x 50kW unsymmetrical
load bank.

The Energy Storage System (ESS) which is analyzed in
this paper is a modular system consisting of 6 independent

978-1-4673-8463-6/16/$31.00 (© 2016 European Union

strings. Each string consist of a Lithium-Ion (li-ion) battery,
an inverter and a filter [1]-[3]. Three strings are connected
via a transformer to the grid. For this paper only one string is
examined. Fig. 1 shows the block diagram of the system.

II. EVALUATION OF THE EQUIVALENT CIRCUIT MODELS’
COMPLEXITY

In this section three different Equivalent Circuit Model
(ECM) are used in order to simulate the electrical dynamics
of the li-ion cells which are utilized in the ESS, the One
Time Constant (OTC) model, the Two Time Constants (TTC)
model and the Three Time Constants (DTC) model. As shown
in Fig. 2 the ECM models consist basically of an ideal
voltage source representing the cell’s Open Circuit Voltage
(Voc) and an impedance composed of parallel RC-elements
connected with an ohmic serial resistance. The number of
the RC-elements defines the order of the ECM and all the
model’s parameters are functions of State of Charge (SOC),
cell’s temperature and State of Health (SOH). The ECM’s
parameters are identified by applying a sequence of current
pulses on the cell then employing the voltage and current
measurements in time domain. For optimization using multiple
exponential functions, the identification procedure is shown
in details in [4], [5]. The identified ECM parameters of one
cell are stored in Lookup Tables (LuTs) to be accessed and
adapted during the simulation run depending on SOC, cell’s
temperature and SOH, then they are converted based on the
number of cells in parallel and series resulting in a battery
model of one string.

In order to choose the right battery’s model for the sim-
ulation of the ESS, the accuracy of the battery models in
estimating the battery’s output voltage is evaluated, hence a
simulation benchmark is designed, in which the OTC, TTC
and DTC models are simulated for an active power pulse of
Pset=50kW for 5 sec, the initial conditions of the simulation
are SOC=60%, T=20°C and SOH=aged/new (new: no cycles,
aged: after approx. 640 full cycles). The active power pulse
(Pset), battery current (Ip4¢), battery output voltage (V34:) and
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the relative voltage difference (V) between (V44:) and Voc are
plotted in Fig. 3.

The V; diagram in Fig. 3 shows that the model order plays
a bigger roll as the battery ages, so in order to demonstrate
the variation between the different models regarding (Vpat)
calculation, the Vg at the end of the active power pulse is
displayed in Fig. 4 for a new and an aged cell. The Fig.
4 manifests that for a new cell, the difference between the
three models is about 5 %, but as the cell ages, the difference
between the OTC and the TTC models increases faster than
the difference between the TTC and DTC models. The reason
behind this behavior is that the OTC is very influenced by the
long time constants of the cell, thus the TTC and DTC models
which include short time constants, lead to bigger voltage drop
than the OTC model in the short time range. Based on these
evaluation results the DTC model is used for all of the next
simulations since it is a capable model to describe the cell
behavior for both short and long time ranges.

Z 2,3 16 .

aged new

Fig. 4. Voltage difference evaluation of OTC, TTC and DTC models for a
new and an aged cell.

III. STEADY STATE ANALYSIS

The steady state behavior of the complete system depending
on SOC, temperature and aging is analyzed in the following.
As described above, the DTC battery model is used for
simulation. A reference active power step of 25 kW controlled
at the filter output is applied to the system. For variation of
SOC, temperature and aging, 9 battery settings are defined and
compared (Tab. I). For aging it is distinguished between new
cells, aged cells and - to show the effect of dc link voltage
drop - an old cell with SOH =~ 0.87.

A. Voltage Drop at DC Link

Due to the battery dynamics taken into account by the DTC
model, the decrease of the dc link voltage (V) depends on:
SOC, aging and temperature (Fig. 5). It is illustrated that old
cells at the end of their lifetime (setting No. 7) have an early



TABLE 1
BATTERY SETTINGS FOR SIMULATION

No. SOC (%) Temp. (°C) Aging
1 30 20 new
2 aged
3 new

30 35
4 aged
5 new
70 20
6 aged
7 new
70 35
8 aged
9 30 20 old

limitation of the maximum power due to the under voltage
protection of the system (at Vg = 450V'). Thus for further
analysis it is not taken into account anymore.

(] 5 10 15 20 25 30
Time (5)

Fig. 5. Battery Voltage Response for a 25kW Active Power Step.

The relative voltage drop at the dc link is investigated as
well as the corresponding battery current (rms value).

The relative voltage drop Avg, is defined as the difference
between open circuit voltage Voo and V.(30s) (1):

Avge = Voo — Vae(30s))/Voe * 100% (@)}

1) Dependency on SOC: For SOC dependency simulation,
the settings No. 1,2 are compared with the settings No. 5,6.
The temperature is kept at 20°C while SOC and aging is
varied.

New cells show a relative voltage drop of approx. 6.6%
at SOC = 30% and approx. 4.7% at SOC = 70% when
applying the mentioned active power step. For aged cells,
the relative voltage drop is approx. 19.4% at SOC = 30%
respectively 12.8% at SOC = 70% (Fig. 6).
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Fig. 6. Relative Voltage Drop at the Battery Terminals after a 30s Power
Step.

For the cells used in our ESS it could be shown that
the influence of aging has a similar importance than SOC
concerning battery voltage dynamics.

Battery currents Ip,: vary depending on SOC and aging
(Fig. 7). As the power at the filter output is controlled to
achieve a constant value, a lower dc voltage V. leads to a
higher battery current .
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Fig. 7. Battery Current (RMS).

2) Dependency on Temperature: The cell temperature as an
influence to the system behavior is analyzed in this section.
The SOC is set to 30% while temperature (20°C/35°C) and
the aging (new/aged) are varied according settings 1-4 (Tab.
I). As a result, a higher temperature leads to a voltage drop
reduction. Nevertheless, aging effects play a more dominant
role than temperature (Fig. 8) in this range.
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Fig. 8. Relative Voltage Drop after 30s Power Pulse.

B. Harmonics Dependency at the Grid Side

The influence of SOC, temperature and aging of Li-Ion cells
on the system’s power quality was investigated. Hence the
harmonic distortion of the grid current is analyzed. The Fast
Fourier Transform (FFT) shows dominant content at order N=1
(50Hz, grid frequency), at order 157 and 161 (7850Hz and
8050Hz, side-bands of switching frequency) as well as at order
317 and 319 (side-bands of the double of switching frequency
(15850Hz, 15950Hz). Hence, for current THD determination
only these dominant orders (N=157, N=161, N=317, N=319)
are taken into account (2):

Vi + Vig + Vi, + V3
THDI—\/ 157 161‘/2 317 319 (2)
1

In mains parallel operation, current harmonic distortion is
low and practically independent from the SOC, temperature
(20°C ...35°C and aging (Tab. II).

C. Steady State Conclusion

It is shown that due to the power control the ac behavior
of the battery storage system at the grid side is independent
of the SOC and the cell’s temperature. This applies as long as
the dc voltage does not fall below the under voltage limit. To
reach this minimum voltage depends mainly on the parameters
SOC, SOH and active power demand.



TABLE II
TOTAL HARMONICS DISTORTION (THD) OF GRID CURRENT

Case SOC (%) Temp.(°C) Aging THD;j (%)
1 30 20 new 0.80
2 30 20 aged 0.86
3 70 20 new 0.75
4 70 20 aged 0.78
5 30 35 new 0.80
6 30 35 aged 0.82

IV. EVALUATION OF THE ENEREGY STORAGE SYSTEM IN
THE HIGH FREQUENCY RANGE

The usage of the Pulse Width Modulation (PWM) technique
with a switching frequency of f; = 7.95kHz results, in
a high frequency voltage and current harmonics. Therefore,
the evaluation of the dc-side signals requires knowledge of
the battery dynamics within the High Frequency (HF) range.
For this reason the battery’s behavior within the HF range is
investigated in subsection IV-A, next the necessity of using a
HF model is explained in subsection IV-B, and finally the
influence of SOC, temperature and SOH on the battery’s
impact is presented in subsection I'V-C.

A. High Frequency Battery Model

The Electrochemical Impedance Spectroscopy (EIS) mea-
surement technique is used to inspect the cell’s dynamic
characteristics within the [3kHz,30kHz] frequency range,
though several impedance measurements have been done for
the operation conditions (1-8) mentioned in Table I describing
the dependency of the cell’s dynamics on the SOC, the
temperature and the SOH. At the first step a 1RL-model
is adapted to the complex impedance measurements using
the Levenberg-Marquardt Complex Nonlinear Least Squares
(CNLS) algorithm, the 1RL-model shown in Fig. 11 (a) forms
the equivalent circuit diagram of the cell in the HF range,
so it consists of an ideal voltage source representing the
cell’s Voc wired to an impedance consisting of one RL-
element and a serial resistance R, connected in series. The
1IRL-model’s impedance together with the cell’s measured
impedance are plotted in Fig. 12 in bode and nyquist diagrams
showing that the 1RL-model fits the measurements well, but
the error diagram in Fig. 12 shows that the relative error varies
within the [3kH z, 30k H 2| range, having a local minimum less
than 5% around 7kHz then increasing in both directions to
about 13% at the range limits. In order to reduce the error
over the whole frequency range, one more RL-element is
connected in series to the 1RL-model resulting in the 2RL-
model shown in Fig. 11 (b). The 2RL-model’s impedance in
Fig. 13 shows clearly with a relative error less than 3% over
the whole frequency range that 2RL-model guarantees a very
good accuracy.

The 1RL-model resp. 2RL-model parameters are depicted
in Fig. 14 and Fig. 15 for the different operation conditions,
it can be seen that both models’ parameters are influenced

mainly by aging. Both models are implemented in PSCAD by
extending the Low Frequency (LF) part in the battery’s model
(consisting of RC-elements) with the HF part (consisting of
RL-elements) as it is drawn in Fig. 10. The parameters of the
HF models are stored in LuTs in order to be accessed and
adapted during the simulation run according to the SOC, the
cell’s temperature and the SOH.

B. Impact of the Battery Behavior on the DC Currents within
the HF Range

In order to show the impact of the battery’s HF model on
the dc currents in the HF range, the ESS is simulated for three
different cases:

1) Without using HF-model
2) Using the 1RL-model
3) Using the 2RL-model

In every case an active power pulse of P = 50k and a
reactive power (Q = Okvar are applied for all the operation
conditions (1-8) in Table I. The FFT of both I, and I, are
plotted in Fig. 9 showing the main current harmonics when
using the 2RL-model for (SOH: aged, SOC=70 %, T=35 °C),
the dominant frequency components are around the switching
frequency (fs = 7.95kH z) and at the double of the switching
frequency (2fs; = 15.9kHz).

The impact of the battery behavior on the dc currents within
the HF range is determined by using the harmonic content
(Hy) of the I4. and the Ipq:. The H; represents the effective
value of the ac part of the current in respect to the effective
value of the current, and it’s given mathematically in (3).

effective value of In.  Isceff
Hr = - = 3)
effective value of I Tess
In order to eliminate the influence of any noise on the
calculation of the harmonic content (H), only frequency com-
ponents with an amplitude larger than 1% of the dc component
are considered. The Hy4. and Hjpe: are shown in Fig. 16 for
the three different cases, where it can be seen that the use of
HF model in the simulation of the ESS has no influence on
Idc, but it influences significantly the harmonic content of Ibat.
It can be seen also in Fig. 16 that there is almost no difference
in the harmonic content calculation of Idc and Ibat when using
1RL-model or 2RL-model, nevertheless, the 2RL-model has a
better accuracy in fitting the battery impedance than the 1RL-
model. Based on these results the 1RL-model is always used
in the next evaluations for representing the battery dynamics
in the HF range.

C. Influence of Operation conditions on the Battery dynamics
in the HF Range

The 1RL-model simulation results are used in this section
to evaluate the dependency of the harmonic content of Ipq:
and /4. on the SOC, the temperature , and the SOH. The H4.
displayed in Fig. 17 shows a slight dependency on SOC, if one
compares between Hg. for SOC = 30% and SOC = 70%.
But it shows almost no dependency neither on the temperature
nor on the SOH. The change of the H . because of the SOC
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application.

is mainly due to the change of the dc component of the Idc
as the battery output voltage varies with the SOC.

The Hpp,t depicted in Fig. 18 shows almost no dependency
neither on temperature nor on SOC. But it shows a slight
dependency on SOH, so for an aged battery the Hiyq: slightly
increases compared to a new battery. This effect is due to the
change of HF model parameters when the battery is aged.

Fig. 11. Battery equivalent circuit models for HF. (a): 1RL-model; (b): 2RL-
model.
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Fig. 16. Harmonic content of I 4. and Ij4+ calculated for three different cases
and for eight operation conditions.
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using 1RL-model for the eight operation conditions.
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Fig. 18. Harmonic content of I, calculated based on simulation results
when using 1RL-model for the eight operation conditions.

V. CONCLUSION

The paper is analyzing the usage of electrical models of
li-ion batteries for the simulation of the ESS. The following
6 results have been found out:

« Battery ECM with one time constant (OTC) does not
represent the fast battery’s dynamics accurately mainly
when the battery is aged. Therefore, at least two time
constants (TTC model) are needed in order to represent
the slow and fast dynamics of the battery over the whole
service life of the cells (Fig. 4).

o Temperature deviation within 20°C to 35°C range as well
as aging has a significant effect on the voltage drop at
the dc-side and needs to be taken into account (Fig. 6
and Fig. 8).

« The SOC, the aging and the temperature do not have
a significant effect on the Total Harmonics Distortion
(THD) on the grid side (Tab. II).

o In order to calculate correctly the harmonics of I4;, the
usual ECM for low frequencies need to be extended by
an HF model with one time constant (1RL-model).

o The harmonic content of I;. and I;4; in Fig. 17 and Fig.
18 depicts that the effects of SOC, cells’ temperature and
aging on the harmonic content can be neglected.

We would underline that our results are only valid for the
cells used in this investigation. Other cells might have different
behavior.
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Abstract—The paper presents an approach for modelling a
Battery Energy Storage System (BESS). This approach consists
of four stages. In the first stage a detailed model is developed
taking into consideration all the electrical details of the original
system. In stage two the detailed model will be validated using
real measurements. In the third stage the complexity of the
detailed model is reduced resulting in a simplified model which is
able to represent the relevant electrical dynamics of the original
system and to decrease the simulation time significantly. In the
last stage the simplified model is validated by a comparison with
simulation results of the detailed model.

Keywords—Battery energy storage, Power system analysis
computing, Power system dynamics, Microgrid

1. INTRODUCTION

The high penetration of inverter-connected Renewable
Energy Sources (RESs) in low voltage microgrids replacing
the conventional generators and their rotating machinery has
led to a significant reduction in rotating system inertia. In
island operation where no connection to a stiff grid is
available, the BESSs play a very important role to ensure
generation adequacy and to increase security and reliability of
microgrids [1]. The fast response of BESS improves also
microgrid transient stability for different type of disturbances
like fast changes of solar irradiation, loss of one Distributed
Generation (DG) and three phase short circuit cases [2]. This
means that having a BESS in a microgrid contributes to avoid
big deviations of voltage and frequency during such
contingencies in the microgrid. For these reasons an accurate
model of the BESS describing not only the State of Energy
(SOE) but also the electrical dynamics is essential for
analyzing the microgrid transients and stability. In the frame
of the research project IREN2 (Future Oriented Electricity
Grids for Integration of Renewable Energy Systems) a
microgrid has been set up in the village Wildpoldsried in the
south of Germany [3]. The microgrid consists of RESs, a
stationary 300kVA/170kWh battery system with Lithium
Nickel Cobalt Oxide (NCO) - Lithium Titanate cells, a
100kVA Genset with vegetable oil fueling for secondary
control, a 500kVA back to back station between the 20kV and
the 400V grid to emulate volatile photovoltaic generation as
well as a battery of infinite energy or create real disturbances.

978-1-5386-3846-0/17/$31.00 ©2017 European Union

Argo Rosin

School of Engineering: Department of Electrical Power
Engineering and Mechatronics
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Further a 3x 50kW controllable unsymmetrical load bank is
available.

One of the important goals of IREN2 is to develop a
mathematical model of the BESS for the two operation modes
of a microgrid i.e. synchronous mode and island mode. In
synchronous mode BESS synchronizes itself to an external
grid and tracks given reference setpoints Prr and Qrer, whereas
fast responses are avoided in order not to cause big
disturbances to the grid. All the details about the mathematical
modeling of BESS in this operation mode are described in [4].

In island operation mode the droop control forms a
decentralized control method which is based on the
communication between the different DGs over frequency and
voltage providing an expandable system without extra
communication requirements [5]. This approach implies that
every DG runs in Grid Forming (GF) mode and regulates its
active resp. reactive power output depending on frequency
resp. voltage. The dynamic behavior of BESS depends not
only on the electrical power components but also on the
control structure. The standard control structure using two
cascaded synchronous controllers working in dq reference
frame is extensively analyzed in literature [6]. However in
industrial applications a different control structure is used and
will therefore be discussed in this paper.

This research work starts with a description of the
electrical system including control structure of the BESS
being explained in detail in section II. Section III deals with
setting up a detailed mathematical model which describes the
electro dynamical behavior of the real system. Section IV
shows the verification of the detailed model by a comparison
with measurement results of the real system. Due to the fact
that the detailed model is very complex and is causing very
high computation time on a computer, section V focus on a
simplification of the detailed model resulting in a simplified
model suitable for the simulation of the BESS as a subsystem
in a microgrid which consists also of other power components.
The validation of the simplified model using simulation results
of the detailed model is carried out in Section VI. Section VII
concludes the paper.
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II. BESS STRUCTURE

During operation some unexpected Lithium-Ion (Li-ion)
cell issues had to be solved by a replacement of all battery
cells. The new cells were just available with different
geometry having the consequence that only three battery
strings with approx. the same total energy could be set up
instead of six in the original version. Due to this fact every
two inverters of the original system had to be connected to one
battery string resulting in a much more complex electrical
structure because extra filters and isolating transformers were
necessary. The modified structure affects the dynamic
behavior being discussed later in Section IV.

A. Electrical Structure

As shown in Fig. 1 the BESS consists of three Li-ion
batteries Battl, Batt2 and Batt3 which can be operated
independently. Each battery is connected to two 3-phase
inverters through an Electromagnetic Interference (EMI) filter
for protecting the Battery Management System (BMS) from
electrical noise due to the unsynchronized switching of the
two parallel inverters.

Every 3-phase inverter has a rated power of 55kVA and is
followed by an LCL filter in order to reduce the current
harmonics injected into the grid. The first three inverters Inv.1,
Inv.2 and Inv.3 are connected to the first matching transformer
MT, and the next three inverters Inv.4, Inv.5 and Inv.6 are
connected to the second matching transformer MT.
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Fig. 1. Block diagram of the BESS electrical structure.

The three phase two-winding matching transformers are
used to adapt the inverters' low output voltage to the grid
voltage. Two isolating transformers IT), IT, are used to avoid
circulating currents in the circuit of Inv.1 and Inv.6, and of
Inv.2 and Inv.5 which are connected to the same dc circuit.

B. Control Structure

The input of the control structure are the 3-phase voltage
and current measured at the output of the LCL filter. Based on
these measurements the output active and reactive power of
the inverter are calculated and fed into the droop controller.
The droop controller is composed mainly of two parts. The
first part adjusts the inverter frequency based on the active
power, the new frequency setpoint 7 is calculated based on
the P/f droop formula as shown in Fig. 2, then 7 is smoothed
using a Low Pass Filter (LPF) with a time constant T,

resulting in the inverter actual frequency f, which is integrated
to get the actual angle 6.

The second part of the droop controller regulates the
amplitude of the inverter voltage depending on the reactive
power at the output side of the inverter. The new setpoint of
the voltage amplitude 7/ is calculated using the Q/V droop
formula as shown in Fig. 2. The voltage ¥/ is smoothed using
a similar LPF filter as it is the case in the first part. The
filtered voltage amplitude 7 is used as reference for the
Proportional-Integral (PI) controller which regulates the
inverter voltage amplitude 7 to match the reference voltage
V.

Frequency Droop LPF I

LN PR/ S 2z 4
ey 1+Ts s
Voltage Droop LPF PI
O [ N i
=V =K,0+V" > — K +— [
v 1+7T,.s Ts

Fig. 2. Structure of frequency and voltage droop control.

III. DETAILED MODEL OF THE BESS

The detailed model considers the dynamics of dc and ac
sides and the switching operation of the IGBTs, thus it is
appropriate for analyzing short time transients and harmonic
content. Starting from dc side, the battery model is
implemented by upscaling a Li-ion cell's model. The cell is
modeled in a previous work using a third order Equivalent
Circuit Model (ECM) taking into account the dependencies on
State of Charge (SOC), temperature and State of Health (SOH)
[7], [8]. The EMI and LCL filters are modeled using their
equivalent circuits and the parameters are given in Table 1.
The IGBTs are modeled using two-state resistive switches.
The transformers are modeled using the standard 3-phase 2-
winding transformer model in PSCAD. The specifications of
both matching and isolating transformers are given in Table II.

The modular structure of the BESS enables to split the
BESS into three independent units U(Battl, Inv.1, Inv.6 and
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IT)), Ux(Batt2, Inv.2, Inv.5 and IT,) and Us(Batt3, Inv.3 and
Inv.4) shown in Fig.l in red, green and blue in Fig. 1
respectively. U; and U, have an identical structure and they
differ from Us by having an isolating transformer in series to
the output of Inv.l and Inv.2 respectively. Therefore two
detailed models are only needed for evaluating BESS
dynamics.

active and reactive power are analyzed mathematically and
will be presented in the next research work. The numbers
inside the figures show values of the relative error which are
calculated according to (1).

LCL Filter equivalent circuit parameters Value
Serial inductance L 160puH
Serial resistance Rr 16.4mQ
Parallel capacitor Cr 3.5uF

EMI filter equivalent circuit parameters Value
Serial inductance Ls 0.1uH
Serial resistance Rs 0.1mQ
Parallel capacitor Cp 8 uF

TABLE L. PARAMETERS OF LCL AND EMI FILTER.
257V/400V A-Y Matching transformer Value
Rating [Sr.ov] 165kVA
U 4.3%
Peopper 0.008484pu
Pro-toad 0.002424pu
260V/260V A-A Isolating transformer Value
Rating [Sr1v] 55kVA
g 3.73%
Peopper 0.021545pu
Pro-load 0.0029091pu
TABLE II. SPECIFICATIONS OF THE MATCHING AND ISOLATING

TRANSFORMERS.

IV. DETAILED MODEL VALIDATION

The verification of the detailed model is carried out using
real measurements of the BESS, where a 60kW ohmic load
step is applied on both Ul and U3 at the Point of Common
Coupling (PCC). The experiments are executed with a new
battery at 25°C and relative state of charge around
SOCr=50%. The voltages and currents are measured at three
different points in order to evaluate the quality of the detailed
models of Ul and U3. The first Evaluation Point (EP) is the dc
side of each unit. At this point the dc voltages and currents are
used directly for the comparison. The second EP is at the
inverters' output and the third EP is at the PCC. For the second
and third EPs the voltage phasor amplitude, frequency, active
and reactive power are calculated and used for the evaluation.

Figures 3, 4 and 5 show the comparison between detailed
model's signals of U; and corresponding measurements. These
figures show a fluctuation of the active and reactive power at
the moment of switching the load on due to the delay between
the different phases of the ohmic load which results in a
asymmetrical loading of U; which finally causes these
fluctuations. After these fluctuations, slow oscillations in
active and reactive power signals due to the different serial
impedances between Inv.1, Inv.6 and the PCC can be seen in
Fig. 4 (b,c).

Figures 6, 7 and 8 show the comparison between signals of
the detailed model of Us and measurements. These figures
show only the fluctuations due to the switching of the load but
they show no slow oscillations because Inv.3 and Inv.4 have
the same serial impedance to the PCC. The oscillations in
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Fig. 3. Unitl: Comparison between detailed model and measurements for: (a)
battery voltage; (b) battery current; (c) dc currents of inv1 and inv6.
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V. SIMPLIFIED MODEL OF THE BESS

Due to the complex structure of the BESS the detailed
model is unsuitable for long time simulations along with other
microgrid components. Therefore a simplified model is
required which represents the fundamental dynamics of the
original system but reduces the complexity of the detailed
model.

The simplification procedure is performed according to the
following steps:

1. The dc side dynamics are neglected as it does not influence
the ac side dynamics significantly [9].

2. Each 3-phase inverter is modelled using an ideal 3-phase
voltage source connected to the serial impedance of the
LCL filter.

3. All the transformers are replaced with their equivalent
serial and parallel impedances (ZMT and Z ") resp.
(ZMT,Z,"™ and Z,'™) referred to the high voltage side of
the matching transformers.

4. The control unit for the simplified model remains the
same.

The simplified electrical structures of Ul and U3 are
shown in Fig. 9 and Fig. 10 respectively.
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Fig. 9. Simplified model of Unit 1.
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Fig. 10. Simplified model of Unit 3.
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VI. SIMPLIFIED MODEL VALIDATION

In this section the simplified model simulation results are
compared with those of the detailed model and plotted in Fig.
11 and Fig. 12. It is carried out for U; at the inverters' output
and at PCC respectively. The simplified model shows also the
oscillations in active and reactive power signals similarly to
the detailed model.

Figures 13 and 14 for U3 at inverters' output and at PCC
respectively show that a good coincidence between the
simplified and detailed model of U3.
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Fig. 11. Unitl: Comparison between detailed and simplified model at the ac
side of invl and inv6 for: (a) voltage amplitude; (b) reactive power; (c) active
power; (d) frequency.
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VII. CONCLUSION

Figures 3, 4, 5, 6, 7 and 8 show a good coincidence with a
relative error less than 5% between measurement and
simulation results for the detailed model of U; and U;
respectively. The high error values for dc currents, active
power and reactive power are due to the asymmetrical loading
at begin of the load step.

The comparison between simulation results for detailed
and simplified models in Fig. 11, 12, 13 and 14 confirms that
the fundamental dynamic behavior is accurately represented
for Uj resp. Us when the simplified models are applied.
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Determination Methods for Controller
Parameters of Back-to-Back Converters in
Electric Power Grids

Nauman Beg, Ahmad Rahmoun, Andreas Armstorfer, Argo Rosin, and Helmuth Biechl

Abstract—The paper presents a new optimization method
for PI controllers of back-to-back voltage source converters
using a vector control scheme to enable the control of active
and reactive power transmission between two independent
grids, for example, an emulator as a load or a source between
the medium voltage distribution grid and a low voltage island
grid. The control principle based on three phase systems in dq-
components enables an independent control of active and
reactive power with a simple structure using PI controllers.
The presented optimization method using pole placement (PP)
technique for tuning of the controllers leads to a higher degree
of freedom and therefore to better results compared to the
modulus optimum (MO) optimization method discussed in [1],
[2]. A cascaded control model consisting of inner current and
outer power/voltage control loops is being used for the optimi-
zation of the system’s transient response. The mathematical
modeling of the control system as well as the evaluation of the
controller parameters are described in detail. A comparison of
the presented optimization method for controllers with existing
methods is shown by simulation results using the software
PSCAD.

Index Terms—Modulus Optimum Method (MO), Pole Place-
ment Method (PP), Back-to-Back Voltage Source Converter
(VSC), Vector Control, Controller Parameter Determination.

1. INTRODUCTION

Integration of decentralized and renewable energy sources
in existing grid structures is a fundamental challenge for the
energy transition. In the research project IREN2 (Future-
Oriented Grids for the Integration of Renewable Energy
Systems), a micro-grid with islanding capability is investi-
gated theoretically and established practically in the village
Wildpoldsried in Southern Germany [3], [4]. A low voltage
grid area consisting of households, PV plants, a genset with
plant-oil operation as well as a stationary battery storage
system is operated in island mode. For testing purposes, a
DC-link converter (back-to-back converter) is installed
between the 400 V low voltage (LV) grid and the 20 kV
medium voltage (MV) grid (Fig. 1).
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The back-to-back voltage source converter (VSC) is used as
an emulator for a source (e.g. PV plant), as a controllable
load or even as an energy storage system with infinite
energy. The system topology of VSC is depicted in Fig. 2.
The VSC can be operated in 4-quadrants, hence active and
reactive power can be controlled independently.

A generic schematic of a grid connected single PWM
controlled 3-phase converter is given in Fig. 3. An effective
control scheme based on vector control method discussed in
[5] is being investigated in this paper. Since vector control
gives an alternate representation of voltages and currents of
a three phase system using Clark-Park transformations, it
enables the use of relatively simple PI controllers to regulate
active and reactive power in the system. A new approach for
tuning PI controllers using PP method in contrast to empiri-
cal tuning techniques such as MO and symmetric optimum
(SO) discussed in [1], [2], [5] which relies on dominant pole

20 kv ‘
S
I
[
400 V ‘ W ‘ ‘ ‘ ‘
Islanding \‘ \‘ \ \ \‘
[ [ [
H }-{ | Unsymmetrical Load Bank . \\
Battery Genset PV
Fig. 1. System overview in island mode.

20kV

2

400v 600-800 V D link 288V
~ —f=
T3 g+
Filter2 MV VSC LV VsC Filter 1

Fig. 2. VSC topology for LV and MV coupling.
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cancellation improves transient control response and gives
more degree-of-freedom (DOF) for optimizing the system
response. As this approach is much more generic, it can be
applied to a wide variety of systems without pre-conditions
imposed by the system under consideration.

A detailed system description along with transformed
system equations for voltage and power controllers is
handled in Section II. Control loops for current and power/
voltage are discussed in Section III whereas the PI controller
tuning approach is presented in Section IV. Section V shows
system simulation results and a comparison for controllers
tuned by using the discussed approach based on PP as well
as MO and symmetric optimum (SO) methods [1]. Section
VI concludes with a discussion and comments on both
presented techniques and highlights benefits of controller
tuning using the PP method.

II. SYSTEM DESCRIPTION

The mathematical description of the grid connected VSC
in Fig. 3 is given by
Vi,apc = Reot * lape + Leot 'T“:C + Vc,ac )
where Ry, and Ly describe combined grid, filter and
transformer resistance and inductance respectively. The
branch comprising of Rp and Cprer is neglected due to the
high impedance at w,=2n-50 Hz. The converter terminal
voltage vcusc is taken with respect to grid voltage viusc
reference point. After applying dg-transformation, the system
can be described as follows [6]:

[VH d

-l il SR 0

The dg-frame rotational speed is synchronized to the grid
voltage speed by using a standard PLL structure. Aligning
the grid voltage state vector with the d-axis voltage compo-
nent vy results in relationships for active and reactive power
in LV VSC [2], [6]:

P(t) = 2[00 (ia()] (3)

Q(t) = 2[~a(®ig(8)] )

Equations (3) and (4) describe that by applying Clark-
Park’s transformation, it is possible to independently control
active and reactive power in the system given that the
currents iz, in the coupled transformed system according
to (2) are independent. Similarly, a relationship between ac
and dc power is given by

P = S[Uy,a (t)id(t)] = Vaclac
av, .« (©)
lge = Cpc - 5; +1,

Equation (5) describes that active power in the LV system
affects the DC link voltage Vpc. To stabilize Vipc, a voltage
controller is implemented in the MV VSC.

To decouple the system in (2), the system transfer
function between current / and voltage difference between
converter and grid AV is evaluated which is given by

>

j 1
G =—=
)= T =S+ R+jw.L
T=ig+j-i,

AV = AV, +j - AV,

(6)

where R and L corresponds to Ry and L, respectively.

The coupling term jw,L in (6) is compensated by the
feedback transfer function G(s) shown in Fig. 4 [7] which
is evaluated so that the system transfer function I/AV
results in two decoupled systems in ¢ and ¢ components so
that AV' = AV independently controlled by using two
separate PI-controllers, one for active and one for reactive
power. The transfer function G»(s) is evaluated as

G,(s) = jw,L )

AV +© AV _}

Fig. 4. Feedback decoupling scheme.

Fig. 5 shows the feedback decoupling implemented alto-
gether with a PI current controller loop so that the system
transfer function seen by the controller is decoupled and can
be tuned independently for active and reactive power.

dglabe

dglab
dglabe \r

Fig. 5. dg-decoupling for inner current controller.

III. CASCADED CONTROL SYSTEM

A cascaded control is implemented in both LV and MV
VSCs to regulate active/reactive power and Vpc respec-
tively. An overview of the control topology is shown in
Fig. 6 where the inner transient current controller regulates
iqq and the outer slow P, Q / voltage controller regulates
active / reactive power and Vpc in the system. An advantage
of using a cascaded control structure is its ability to improve
the disturbance rejection since the inner current loop reacts
much faster than the outer power loop. Current references
for the inner current loop are generated by the outer control
loop. Gyy(s) and Inv(s) represents system and inverter
transfer function for the current control loop, respectively.
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Fig. 7. Block diagrams of control loops.

Fig. 7a demonstrates the block diagram of the current
control loop after decoupling. It consists of a 1st order
inverter delay where Ty, is the switching period of VSC.
The system transfer function consists of an equivalent
transformer and filter impedance. The current loop structure
remains similar for both Vpc and P-Q control blocks.

Fig. 7b shows the block diagram of the outer active power
control loop where G(s) is the closed loop transfer func-
tion of the inner current control loop. Ge.c(s) is taken as
unity since the inner loop reacts significantly faster than the
outer power control loop. The reactive power control loop
has a similar control structure. Fig. 7c shows the block dia-
gram of the outer voltage control loop for controlling the
DC link voltage Vpc in MV VSC. The relationship between
iq and Ipc as well as [ is derived from (5). The inner current
loop is modeled as a 1st order system to better approximate
transients of the current control loop within the voltage
loop.

The PI controller is opted as a reasonable controller type
to avoid a steady state closed loop error (P controller) and
additional overshoot as well as increased sensitivity due to
the differential part in the PID controller.

IV. PICONTROLLER TUNING USING POLE PLACEMENT
METHOD

Tuning of a PI controller based on PP method [8], [9] as
an alternative to the MO method in [1], [2], [10] is presented
here. The highlighted advantage of the PP method is its
higher degree of freedom in terms of fine tuning of the
system response and its generic characteristics which enable
to apply this method on a wide range of systems in contrast
to the MO method which is constrained by a pole zero
cancellation of the dominant system pole and fixed control
loop structures.

A. Current Control Loop in LV VSC

The closed loop transfer function of the current loop
described in Fig. 7a is given by (8):

sKp + K;
T,L
Geeer = £ (8)
g TaR+ L R+ K K,
3 2(la LR L
s34 ( T.L )+ ( T.L )+TaL
where T, =T;./2. The denominator of the system in (8) is

compared with a 3rd order characteristic equation given by
(s + p)(s? + 2ewys + wy?) )

By a coefficient comparison, the current controller parame-
ters are calculated as
Kp = (TaL)(wnz + 2ewppy) — R
KI = plwnzTaL

The controller parameters depend on w,, natural fre-
quency of the system, ¢ which represents damping factor
and pole p1 which affects rise time, overshoot and disturb-
ance rejection in the system. w, controls the bandwidth of
the controller and is kept smaller than the switching fre-
quency. The damping ratio on the other hand is adjusted
close to 1 so that the system has a reduced rise time and
minimal overshoot. There exists a tradeoff between ¢ and
w,. Increasing w, results in higher overshoot (smaller &) and
vice versa. The final values of these parameters will be
adjusted according to the application requirements.

The step response of the current control loop for both PP
[9] and MO [6] method as well as without current controller
with the system and controller parameters given in Table I
are shown in Fig. 8. The current loop is stable even without
controller but has a high overshoot and settling time. Stabil-
ity diagrams which include root locus as well as open loop
bode plots for current control loop tuned by the PP method
are shown in Fig.9. Root locus and bode plot diagrams
show the location of closed loop poles and stability margins,
respectively.

(10)

TABLE L SYSTEM AND CONTROLLER PARAMETERS
FOR CURRENT LOOP IN LV VSC
Parameter Value
Sow 4 kHz
T, 125 ps
L 116 pH
R 0.982 mQ
P 3 rad/s
w, | BW 5000 | 4310 rad/s
& 0.8
Va 235V
K, 0.362
K; 1.0875
1.4 T T
12F
1 wio.
Controll,
é 0.8t i
Eoer -
0.4
0.2
% 0.2 04 06 08 i 12

Time [s]

Fig. 8. Step response of current control loop in LV VSC.
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Fig. 9. Stability diagrams of current loop for PP method in LV VSC.

B. Power Control Loop in LV VSC
The closed loop transfer function of the active power loop
described in Fig. 7b and for unity closed current control loop
is given by
(sKp' + K'Y (sv4)
G (24 3vK)
pecel — ( 317:11(1, )
2+ 3v4K,'
A pole comparison with 1st order characteristic equation
given by

(11)
s+

s+s (12)
delivers controller parameters as follows:
1 3K,
Ky = (—) i P
3vq 51 (13)

K'=1

Pole s; controls the rise time as well as the bandwidth of
the system and is selected between 1/10 and 1/20 of the
bandwidth of the inner current control loop. v, is an input to
the system. Gecc(s) is considered as a constant since inner
current loop reacts faster than the outer power loop.

The step response of the power loop using the PP and
MO are shown in Fig. 10 respectively. The system and
controller parameters are included in Table II. Stability
diagrams for the PP method are shown in Fig.11. The
improved rise time for PP method can be seen clearly.

C. Current and Voltage Control Loop in MV VSC

The current control loop in MV VSC has a similar
structure and equations as in LV VSC shown in Fig. 7a. All
system and current controller parameters for the PP method
for the system in [6], shown in Fig. 16 are summarized in
Table III.

The closed loop transfer function of the voltage control
loop in MV VSC shown in Fig. 7c is given by (14).

(sKpy + Kiy) Bug)
4V, T,C (14)

1 3K,,v4 3v,K;
3 2(_~_ pv dMiv
sits (zra)”(wdcTac) (4VdcTaC)

A coefficient comparison of the denominator in (14) with
a 3rd order characteristic equation gives the following
voltage controller parameters:

Gvc,cl =

09
08 PP
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9
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£
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Fig. 10. Step response of power control in LV VSC.
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TABLE II. SYSTEM AND CONTROLLER PARAMETERS

FOR POWER LOOP INLV VSC

Parameter Value
W 5000 rad/s

$1=m,/20 | BW 250|273 rad/s
Vg 235V
K, 8.254¢™*
K 1
TABLE III. SYSTEM AND CONTROLLER PARAMETERS
FOR CURRENT LOOP INMV VSC

Parameter Value
fow 4 kHz
T, 125 ps
L 145 pH
R 2.368 mQ
P 3 rad/s

w, | BW 5000 | 4310 rad/s
€ 0.8
K, 0.4513
K; 1.3594
K. = (wnz + Zgwnpl)(4VdcTaC)
Py 3v,
) (15)
K. = (prwn*)(4Vp T, C)

¢ 3v,

All system and controller parameters for the voltage loop
are summarized in Table IV.

A higher bandwidth w, is selected to compensate the
intrinsic slow response of the open voltage control loop.
Further, p1 is selected to reduce overshoot and settling time
due to a higher selected value of w,.

The step response for the inner current loop of the voltage
controller for the PP and MO method are shown in Fig. 12.
Stability diagrams for the PP method are shown in Fig. 13.



TABLE IV. SYSTEM AND CONTROLLER PARAMETERS
FOR VOLTAGE LoOoP INMV VSC
Parameter Value
Jow 4 kHz
Ta 125 ps
L 145 pH
R, 2.368 mQ
C 0.2304 F
P 6 rad/s
, | BW 500 | 75 rad/s
£ 4
Vd 326.6 V
Vbe 700 V
Ky 22.55
K 123.4543
14 T T T T T
12F ]
e
208l MO, |
go PP ;
§ 06 1
0.4 1
0.2F ]
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Time [s] x 107

Fig. 12. Step response of current control loop in MV VSC.
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Fig. 13. Stability diagrams of current loop for PP method in MV VSC.

The step response of the voltage control loop given in
Fig. 7c, tuned by the PP method and the loop structure
according to [6] which utilizes controller linearization
through coordinate transformation and tuned by the sym-
metrical optimum method (SO) [2] are shown in Fig. 14. In
spite of a slower response in Fig. 14 for the PP method, the
controller is robust during faster current transients compared
to the non-linear controller discussed in [6] as shown and
briefly discussed in Section V. Stability diagrams for the
voltage loop for PP method are shown in Fig. 15.
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Fig. 14. Step response of voltage control loop in MV VSC.
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Fig. 15. Stability diagrams of voltage loop for PP method in MV VSC.

V. SIMULATION IN PSCAD

The coupled DC link system shown in Fig.16 and
modeled in the simulation software PSCAD is analyzed for
the following three load scenarios:

1. Full load transients P =500 kW, Q =500 kvar for

VDC =700 V.

2. P Step (0 to 500 kW) for Q =0kvar and Vpc=700V.

3. Vpc Step (700 V to 600 V) during steady state load.

Measurement results are shown for P, O, LV and MV
grid currents and voltages (space vectors magnitude) as well
as Vpc for each scenario, simulated for both control tech-
niques discussed in Section IV.

A. Scenario 1: Full Load Transients

The system is simulated for P=500kW, QO =500kvar
without a pre-charged DC link capacitor to analyze transi-
ents in the system shown in Figs. 17 and 18. In Fig. 18,
higher transients when using the SO method are a conse-
quence to the bandwidth mismatch between the inner
current and the outer voltage loop in MV VSC. This
happens due to a limited selectivity as the bandwidth of the
current loop for the MO method is system dependent
whereas using the PP method, the bandwidth of the inner
and outer loops can be optimized to the system response.

Six_Pulse_Bridge Filter

ArLd = 0.600 [MVA] A ILAG frnd 26 A 0.750 [MVA] A RLC]?
OAred MVA v ;’\G [_|a out Aink—1A CP k- Dcl; 5 DC_P Al—3Ain Aout] | vj\e MVA ©
(8RB wﬁ \ﬂw B /;\ LES {8 out B_ink—B S V.DC 1 Bl—>{B_in B_out;12.C /;\ B #A \ﬂz B RLP(DHr
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Fig. 16. System overview in PSCAD [6].
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Fig. 18. Transients in MV grid for full load transients (Scenario 1).

B. Scenario 2: Active Power step P Step (0 to 500 kW)

In Figs. 19 and 20, the system is simulated for an active
power step to analyze the transient performance of the
power controller as well as the effect on Vpc since the DC
link voltage is affected by a disturbance regarding active
power. The disturbance rejection of the voltage controller is
also observed.

In Fig. 20, the slow response of the MV voltage controller
for PP method is a consequence of the relatively low band-
width. The lower bandwidth has been selected to reduce the
controller sensitivity during faster transients (such as in
Scenario 1) in order to avoid stability issues.

C. Scenario 3: Vpc Step (700 V to 600 V)

To analyze the effect of change in Vpc on system
parameters, a step in Vpc is applied to evaluate the perfor-
mance of the MV voltage controller and transients in the
system as shown in Figs. 21 and 22. In Fig. 22, higher
current peak transients with the SO method is due to a
higher overshoot of the inner current control loop tuned by
the MO method in Fig. 12 in contrast to the PP method.
Disturbance rejection of the SO method is better than with
the PP method due to a lower rise time as shown in Fig. 12.

VI. SUMMARY AND CONCLUSION

This paper presents an alternate tuning concept for PI
controllers of three phase VSCs in dg-frame. The system
decoupling in dq-frame using feedback control enables
independent control of active and reactive power under ideal
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operating conditions, i.e. without harmonics. It is shown that
controller tuning using the PP method in contrast to the MO
/ SO method gives a better selectivity and a higher DOF in
terms of control of system’s output response at the expense
of a higher model complexity. The mathematical model of
the system as well as control loop structures are discussed in
detail.

Response diagrams for both PP and MO/ SO methods are
presented. Later system simulations in PSCAD are per-
formed and results are discussed. Important output respons-
es and stability margins are summarized in Table V and
Table VI respectively for comparison. Improved timing
response, reduced overshoot and robustness during high
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Fig. 22. Transients in MV grid for VDC Step (Scenario 3).
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transient scenarios are highlighted advantages of the
presented tuning scheme. The controller performance during
faults and high unsymmetrical load scenarios are not
considered and requires further investigation into control
structure. Power disturbances in LV VSC caused by a
change in Vpc and voltage disturbances in MV VSC caused
by load changes in LV VSC are ignored. This requires
controller optimization w.r.t disturbance transfer function
and is a basis for future work.

TABLE V. SUMMARIZED RESULTS FOR PP AND MO METHOD

PP Method [ MO /SO method

Current Control Loop (Power Controller)

Settling Time [s] | Overshoot [%] Settling Time [s] | Overshoot [%]

0.000757 1.33 0.00101 7.82

Power Control Loop

Settling Time [s] | Overshoot [%] Settling Time [s] | Overshoot [%]
0.0137 0 0.0181 0
Current Control Loop (Voltage Controller)
Settling Time [s] | Overshoot [%] Settling Time [s] | Overshoot [%]
0.000767 1.06 0.00108 5.19
Voltage Control Loop

Settling Time [s] | Overshoot [%] Settling Time [s] | Overshoot [%]
0.285 6.59 0.0129 1.7
TABLE VL SUMMARIZED GAIN AND PHASE MARGIN FOR

CONTROL LOOPS
PP Method | MO /SO method
Current Control Loop (Power Controller)
Gain margin Phase margin Gain margin Phase margin
inf 70° inf 61.6°
Power Control Loop
Gain margin Phase margin Gain margin Phase margin
inf 114° inf 90.6°

Current Control Loop (Voltage Controller)

Gain margin Phase margin Gain margin Phase margin
inf 70.2° inf 64.7°
Voltage Control Loop
Gain margin Phase margin Gain margin Phase margin
inf 84.5° inf 85.2°
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