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1 Introduction

The transition area between river and ocean, which have often been referred to as an
estuary, offers a wide range of natural opportunities for different ecosystems to flourish
and form one of the most productive and versatile habitats on Earth (Hansen and Rattray
1966, Aubrey and Friedrichs 1996, Kaiser et al. 2001). Urban habitats have been
established near the large estuarine systems benefitting from their favorable conditions
for fisheries, trading ports and agriculture where fertile plains are available (Barbier et al.
2011, Zapata et al. 2018). The mixing of riverine freshwater with underlying circulation
creates a natural pathway for nutrients to reach offshore areas. Contrarily, strong
stratification can suppress the mixing of oxygen to the bottom layers of the productive
sea areas, creating vast zones of oxygen depletion. Therefore, estuarine ecosystems
depend on the governing physical processes which may be distinctive for each estuary
(Kaiser et al. 2001).

The basic concept of tidally averaged (also referred to as residual) estuarine
circulation lies in the gravitational circulation of buoyant and dense water on the estuary
head and mouth, respectively (Pritchard 1952, Hansen and Rattray 1965, MacCready and
Geyer 2010, Geyer and MacCready 2013). The river inflow to the estuary head creates a
barotropic pressure gradient towards the estuary mouth and increases longitudinal
salinity gradient towards the estuary head, which results in barotropic net outflow from
the estuary. The balance between the baroclinic pressure gradient from the longitudinal
salinity gradient and vertical friction from the bidirectional flow system results in an
exchange flow between the head and mouth of the estuary, where buoyant freshwater
flows in the surface layer towards the estuary mouth and salty water in the lower layer
towards the estuary head along the main axis of the estuary (Pritchard 1952, Hansen and
Rattray 1965). Based on the strength and extent of the vertical stratification, four types
of estuaries are recognized: salt wedge, partially mixed, vertically homogeneous and
strongly stratified estuaries (Pritchard 1955). Recent findings of Burchard and Hetland
(2010) and Burchard et al. (2011) challenge the assumption that forcing of the estuarine
circulation arises from gravitational circulation by showing that tidal straining circulation
is the dominant contributor to the classical estuarine circulation in tidally energetic
estuaries (Geyer and MacCready 2014, Dijkstra et al. 2017). Cheng et al. (2013) suggested
that the ratio between tidal excursion and salinity intrusion control whether the baroclinic
or tidal forcing dominates the estuarine circulation.

The extent of saline water intrusion into the estuary sets the scale for longitudinal
estuarine exchange (Geyer and MacCready 2014). The intrusion is often characterized as
a salt wedge which is formed under the presence of a steady outflow which is gradually
shrinking towards the estuary mouth above the inflow in a deeper layer towards the
estuary head (Hansen and Rattray 1966). The intrusion length of the frictionally arrested
salt wedge has been shown to be dependent on river discharge (Schijf and Schénfeld
1953) and estuarine convergence (Poggioli and Horner-Devine 2015); however, the realistic
extent of salty water intrusion is greatly modified by tidal currents, prevailing wind forcing
and the density structure of a particular estuary (Geyer and MacCready 2014).

The theory of a 2-dimensional (2D) estuarine circulation has shown to be applicable
in many well-known estuaries eg. Columbia River, Juan de Fuca Strait, Mersey Narrows,
James River (Hansen and Rattray 1965), Hudson River (Ralston et al. 2008), Merrimack
river (Cheng et al. 2013), San Francisco Bay (Walters and Gartner 1985, Monismith et al.
1996, McCready 2004), Chesapeake Bay (Goodrich and Blumberg 1998), Mersey Estuary



(Bowden 1963, Bowden and Din 1966), Willapa Bay (Banas et al. 2004).

The rotational effects of the Earth become important when the width of the estuary
becomes comparable with the internal Rossby radius and weak friction (Gill 1982, Winant
2004). The Kelvin number Ke, as a measure for Coriolis force in the estuary, is defined as
the ratio between basin width W and internal Rossby deformation radius R4, Ke=W/Ry,
where Rs= (g’ D)°°/f, where g’ is reduced gravity, D is the thickness of the upper layer
and f is the Earth’s rotation frequency. In wide estuaries (Ke>1), the effect of Earth
rotation causes a significant lateral shear with inflow along the left hand side and outflow
along the right hand side of the estuary (Valle-Levinson 2008). This results in cyclonical
(i.e anticlockwise) horizontal water circulation in the northern hemisphere (Valle Levinson
et al. 2011). The inclusion of frictional effects accounted for the vertical Ekman number,
Ek= A./fH?, where A; is vertical eddy diffusivity, f is Earth rotation frequency and H is
characteristic water depth, results in a laterally sheared flow pattern with outflows along
the coasts and an inflow along the central part of the estuary in case of moderate and
high Ek (Kasai et al. 2000, Valle-Levinson 2008). Such a scheme in a shallow shoaling
estuary head should result in an anticyclonic (i.e. clockwise) shear flow along the left
hand side and a cyclonic shear along the right hand side of the estuary (e.g. Fischer 1972,
Wong 1994, Wei et al. 2017). Several studies have demonstrated the existence of a
persistent anticyclonic (AC) circulation gyre in the head of the wide estuary or the region
of freshwater influence (ROFI) (James 1997, Johnson et al. 1997, Fujiwara et al. 1997,
Kasai 2000, McClimans et al. 2000, Fujiwara 2003, Nielsen 2005, Panteleev et al. 2007,
Malaci¢ and Petelin 2009, Nakayama et al. 2014, Soosaar et al. 2014, Lips et al. 20163,
Itoh et al. 2016, Yoon and Kasai 2017).

Freshwater outflow in the head of the wide estuary or ROFI typically forms a coastally
trapped buoyant current along the right hand coast (Griffiths and Lenden 1981, Garvine
1987, Chapman and Lentz 1994, Horner-Devine et al. 2015). Under the geostrophic
balance of pressure terms and favorable conditions, the fresh water can reach distances
over hundreds of km, influencing coastal current systems of other estuaries (Geyer et al.
2004, Giddings and McCready 2017). The coastal current may be modified by external
factors such as fluctuations of river discharge (Avicola and Hug 2003, Yankowski and
Chapman 2005), winds (Geyer et al. 2004, Whitney and Garvine 2005, Choi and Wilkin
2007, Jurisa and Chant 2012), waves (Gerbi et al. 2013), tides (Halverson and Pawlowicz
2008) or ambient currents (Fong and Geyer 2002). It is shown in Soosaar et al. (2016)
how external factors affect the coastal current and how ambient AC circulation causes
river water to be transported along the left hand coast. Fujiwara et al. (1999) developed
an analytical framework based on vorticity balance to study persistent AC circulation in
Ise Bay (Japan). They showed that constant upward entrainment is the source of negative
vorticity in the surface layer. The steady state cross-sectional model applied by Kasai et
al. (2000) was able to explain the baroclinic inflow in the deep layer of Ise Bay, but the
strong coastal current, which was part of the observed AC circulation, was absent in the
model results. Thus, there are evidence of the AC circulation and coastal current at the
left hand coast in natural marine systems, but no solid dynamical explanation is available.

The effect of wind has been found to either enhance or hinder estuarine circulation due
to the additional surface momentum flux (Reyes-Hernandez and Valle-Levinson 2010, Li
and Li 2011) and to induce barotropic pressure gradients (Gibbs et al. 2000, Elken et al.
2003). The effects of far-field processes have been shown to set up favorable conditions
for reversals of the estuarine circulation by altering stratification in the mouth of the
estuary (Giddings and MacCready 2018) or forcing ambient water inflows to the estuary
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(Alvarez-Salgado et al. 2000, Lopez et al. 2001). There are many other indirect drivers for
estuarine circulation like asymmetry of tidal currents and nonlinearities in momentum
transport due to geometry of estuaries (Schultz et al. 2014, Beckerer et al. 2015).

The microtidal Baltic Sea (BS) offers a unique opportunity to study residual circulation
of wide ROFIs and the underlying estuarine physical processes. The small tidal impact on
hydrodynamical conditions of the BS enables research of the processes governing low
frequency motions that are less contaminated with short-term variability of the currents
and hydrography than in the tidally energetic estuaries. The depth of the BS sub-basins
and their spatial temperature and salinity distributions are sufficient to manifest
thermohaline circulation with a strong estuarine circulation component.

This study is focused on the two wide easternmost basins of the BS — the Gulf of Riga
(GoR) and the Gulf of Finland (GoF). Those ROFIs differ by their unique basin
morphologies, but share similar climatology of atmosphere and ambient boundary
conditions from the Baltic Proper (BP). Large freshwater supply and exchange flow in the
mouth in those gulfs sets the longitudinal density gradients which in turn give rise to
baroclinicity of the currents. The large Kelvin number of those sub-basins suggest that the
transversal currents are an important component in the prevailing circulation patterns.
The results of the study are comparable to the circulation dynamics of any wide estuary.

The main goal of the thesis is to provide scientific evidence and build up a solid
justification that AC, prominent coastal current at the left hand side of the estuary and
estuarine exchange flow are essential components of the general circulation of the two
easternmost ROFIs of the BS — GoF and GoR.

The following specific objectives are met:

e validity of long-term model simulation results is proven through comparison of the
model results with the measurements (Paper |, Il);

e simulated long-term mean surface current field and thermohaline fields suggested
that seasonal variations of the surface layer currents and estuarine exchange along
the thalweg are prevalent in the GoF (Paper I);

e basinwide AC circulation patterns are essential features in the GoF and GoR as derived
from the validated and state-of-art long-term numerical model simulations (Paper |, I, ll1);

e realization of the AC gyres, the intensity of the left-hand coastal current and estuarine
exchange flow is dependent on the strength of the zonal wind component until the
generation of stratification collapses (Paper I, lll, IV);

e possible mechanisms behind the dynamics of the LHCC and AC circulation is
geostrophic baroclinic adjustment and upward entrainment of the salty water into
the less saline upper layer (Paper I, ll1);

e salt wedge dynamics, LHCC and AC circulation are interrelated and affected by MBIs
(Paper ).

The research is based on the numerical model simulations, where the validation of
the model results is emphasised in Paper Il. The results from the long-term model
simulations are presented in Papers | and Ill. The long-term processes (Paper Ill and 1)
and short-term processes (Paper IV) are put in the context of the far field forcing via
Major Baltic Inflows in the BP (Paper V).

The overview of study areas is given in Chapter 2. The description of GETM model and
setups is presented in Chapter 3. The main results from the long-term mean and
interannual investigations of different circulation features is presented in Chapter 4.
In Chapter 5 discussion focuses on the underlying dynamics which force the water
circulation in particular ROFls. Conclusions in Chapter 6 summarize the main findings.
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2 Study areas

2.1 The Baltic Sea

The Baltic Sea (BS) has been characterized as a shallow semi-enclosed intracontinental
sea with a strong permanent stratification (Elken and Matthaus 2008, Lepparanta and
Myrberg 2009). The surface area of the BS (including Kattegat) is 415 000 km? and the
average depth is 55 m (Elken and Matthaus 2008). The extensive runoff from its vast
catchment area, extending over 1 720 000 km?, and inflows of saline water through the
narrow Danish Straits in the west, create a strong vertical stratification with halocline
extending into depths of 80—100 m. Geographically the BS is divided into multiple
sub-basins that differ by their unique hydrographical and topographical peculiarities.
They are connected to the BP via straits and sills where exchange flows form complicated
horizontal fronts (Elken 1994, Pavelson et al. 1997, Lilover et al. 1998, Mattias et al.
2006).

The physical conditions can be related to the fjord type of estuary due to low mixing
and occasional inflows of dense water over the shallow Danish Straits, which can be
viewed as a sill between the North Sea and the Baltic Sea. However morphological
description of a fjard [sic] (Perillo 1995) is better suited to describe the BS as it is a wide
and shallow submerged glacial valley with low relief. According to Geyer and McCready
(2014) the BS has been classified as a transition between a strongly stratified and fjord
type estuary in scales of tidal mixing and freshwater velocity.

D66s et al. (2004) suggested the concept of a Baltic haline conveyor belt to
characterize water circulation as a great meridional overturning cell extending from the
Kattegat to the Bay of Bothnia. According to that the vertical circulation of the BS is
described as a pathway of a dense water mass entering from the North Sea and extending
to the depths of the BS sub-basins, where it is gradually mixed to the surface.

An important feature of the hydrographical conditions of the BS are the sporadic
occurrences of the Major Baltic Inflows (MBI), which shape the thermohaline conditions
and intensify stratification in all sub-basins (Matthaus and Franck 1992, Mohrholz 2018).
The favorable conditions for MBI’s occur when easterly winds have lowered the total
volume of the BS and the following prevailing westerly winds force a large volume of salty
water into the Arkona Basin (Lass and Matthdus 1996, Schinke and Matthaus 1998).
Following the gravitational spread of dense water into the depths of the BP forces old
brackish water to flush downstream or entrain into the surface layer, hence shifting the
vertical isohalines in almost every sub-basin. Even intermediate inflows, which occur
almost every winter (Matthdus and Franck 1992, Lehmann et al. 2017), enhance
transport within the halocline and influence the haline conditions of the downstream
basins. Recent occurrences of dense water inflows to the BS have been described in
Mohrholz et al. (2015) and Grawe et al. (2015). In the Paper V of this study it was found
that the recent MBI at the end of 2014 set favorable conditions for the following smaller
inflows to reach the Gotland Deep.

A number of numerical model results show the dominance of the cyclonic mean
horizontal water circulation in the BS (eg. Lehmann and Hinrichsen 2000, Lehmann et al.
2002, Meier 2007, Jedrasik 2008, Jedrasik and Kowalewski 2019). Lehmann et al. (2002)
suggested that the geostrophic barotropic currents are topographically steered and form
cyclonic circulation gyres around the deeps of the BP and in the Sea of Bothnia.
The largest transports are found around the Gotland Basin and in the Gulf of Bothnia
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(i.e the Sea of Bothnia and the Bay of Bothnia combined, see Fig. 1), while currents in the
GoF and GoR show lower stability and strength (Meier 2007). Vili et al. (2013) showed
that the volume transports in the BP undergo large interannual variations.

The surface currents averaged over the 40-year model run (Paper I) show average

cyclonic circulation with strong boundary currents near the coasts in the BP and the Gulf
of Bothnia (Fig. 1). There are several local scale circulation cells embedded in the main
flow, which recirculate the inflowing and outflowing water. In the GoF and GoR the
current field shows an anticyclonic tendency and extensive coastal currents near the
southern and western coast, respectively. The currents have a higher persistency and
velocity near the shoals compared to the open sea.
The tides are found to be negligible in the BS, remaining within a range of a few cm,
due to shallowness and low connectivity with the ocean (Witting 1911, Magaard and
Krauss 1966, Medvedev et al. 2013). Only in the GoF diurnal tidal currents may reach
velocities up to 8 cm/s in the eastern part (Evdokimov et al. 1974) and 9.5 cm/s in the
western part (Lilover 2012). Generally, other periodic processes, such as seiches and
short term sea level variations, surpass the influence of tides (Alenius et al. 1998).
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Figure 1. The mean surface (0—10 m) current field redrawn from the vector field of long-term model
simulation (Paper 1, Il). The stability of currents is underlaid in grayscale. Distribution of the mean
sea level is shown in the upper-right inset.
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2.2 The Gulf of Finland

The Gulf of Finland (GoF) is a large (29 751 m? according to Alenius et al. (1998))
elongated sub-basin in the eastern part of the BS. It has an unrestricted connection with
the BP without any sills in the western part of the gulf. The depth at the entrance to the
GoF (at the 23° E) reaches over 100 m meaning that the deep water of GoF is formed
below the halocline in the BP. The southern slope is slightly steeper than the northern
slope and therefore the thalweg is shifted southward from the main axis of the gulf.
The coastline is irregular and characterized by many embayments and peninsulas at the
southern coast and with many small islands at the northern coast.

Vertically the water column is stratified by the salinity, except for the summer months
when seasonal thermocline has developed in the upper 15—20 m layer. The mean
depth of quasi-permanent halocline was approximately 67 m during the summers of
1987—2008 (Liblik 2012). However, the halocline depth varies substantially near the
entrance of the GoF (Elken et al. 2006). Over the longitudinal length of 400 km the salinity
increases from 3—4 g/kg at the eastern part and up to 6—7 g/kg in the western part.
The horizontal salinity gradient is maintained by the voluminous freshwater runoff in the
eastern part of the GoF and the saline water transport to the gulf in the western part.
During enhanced estuarine circulation saline water inflows to the gulf can increase
salinity up to 10—11 g/kg below the halocline at the entrance of the gulf (Alenius et al.
1998, Liblik et al. 2018). The high-saline salt wedge has shown sensitivity to the westerly
impulse which could result in a reversal of the estuarine circulation (Elken et al. 2003).
Wind mixing and current-induced straining have shown to reduce vertical stratification
significantly and even bring a water column to a mixed state during strong westerly wind
impulses (Elken et al. 2003, Liblik and Lips 2012, Liblik et al. 2013). The wind has also been
found to be responsible for the transverse variability of the pycnoclines (Liblik and Lips
2017) and the variability of the general flow field (Lilover et al. 2017). The ice is present
in the GoF during winter time from December to April and covers the whole gulf during
a severe winter (Soodar and Jaagus 2007.

The earliest studies on the long-term average circulation in the GoF were made by
Witting (1910) who introduced the concept of general cyclonic circulation (Fig. 2a).
The following study by Palmen (1930) and Hela (1952) analyzed multi-year observations
from light-ships across the GoF conducted during ice free seasons. Although surface
currents showed low stability, the mean cyclonic circulation was suggested (Fig. 2b).
Later modelling studies of Andrejev et al. (2004) and Elken et al. (2011) confirmed the
general cyclonic circulation and suggested a persistent Finnish coastal current on the
northern flank of the GoF (Fig. 2 c-d).
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Figure 2. Historical view of a mean circulation from fundamental studies of Witting (1912) a) and
Palmen (1930) b). Surface circulation as shown in studies of Andrejev et al. (2004) c) and Elken
et al. (2011) d). c) and d) are reprinted from corresponding papers with the permission from the
Boreal Environment Research Publishing Board.

There have been studies based mainly on numerical model simulations, showing
contradicting results with the main idea of cyclonic circulation. The anticyclonic mean
circulation and indications of the persistent outflow on the southern flank of the GoF
have been suggested in the modelling studies (Fig. 3) by Maljutenko et al. (2010),
Soomere et al. (2011), Lagemaa (2014), Suhhova et al. (2015), Westerlund et al. (2018)
and in Paper | of current study. Only a few studies based on measurements confirm the
existence of a strong outflowing coastal current on the southern flank of the GoF
(Raudsepp 1998, Suursaar 2010, Suhhova et al. 2015).

a) Maljutenko et al. 2010 b) Soomere et al. 2011
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Figure 3. Model studies of various authors depicting average surface layer circulation in the GoF.
Plots replicated from corresponding studies are shown as Maljutenko et al. (2010) a), Soomere
et al. (2011) b), Westerlund (2018) c) and Lagemaa (2012) d). b) is reprinted from corresponding
papers with the permission from the Boreal Environment Research Publishing Board. a) is reprinted

with permission from author (©2010, IEEE). c) and d) are reprinted from corresponding studies
with permission from author.
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2.3 The Gulf of Riga

The Gulf of Riga (GoR) is a circular shallow semi-enclosed basin in the eastern BS. It is
connected with the BP via the shallow Irbe Strait, where the sill depth is 23 m, and with
the Estonian Archipelago Sea via the Suur Strait with a sill depth of 5 m (Stipa et al. 1999).
Therefore, only the surface water of the BP reaches the GoR under favorable conditions
(Berzinsh 1995, Lilover et al. 1998). The basin is bowl-shaped with an average depth of
26 m and maximum depth of 66 m near the western coast (Stiebrins and Valing 1996).
The deeper eastern part is separated from the shallower western part of the gulf by
Ruhnu Island located in the central part of the GoR.

Relatively strong vertical stratification is maintained by the seasonal thermocline
during summer by the buoyant freshwater flow from the rivers during springs and
increased salinity below 20 m in summer (Stipa et al. 1999, Raudsepp 2001). During the
period from December to March the thermal stratification is absent in the gulf.
The longitudinal salinity gradient from the southern coast toward the northwestern Irbe
strait is maintained by the runoff from the Daugava river and inflowing water from the
BP. Ice is present in almost every winter, forming in December and lasting until April
(Soosaar et al. 2010). The contribution of tides to the dynamics of currents and mixing is
small as the largest tidal amplitudes of most energetic O1 constituents have been 1.6 cm
(Haritonova 2016).

Occasional inflow events into the GoR from the BP have been identified, both in
measurements and modelling studies (Lilover et al. 1998, Raudsepp and Elken 1999).
However, such inflow events could last over a considerable period of time. Lilover et al.
(1998) suggests that on average the multilayer water exchange in the Irbe Strait is
consistent with estuarine circulation. Further, they argue that the seasonal thermocline
enhances the formation of dense bottom flows by reducing the wind mixing.

The circulation of the GoR has been predicted as cyclonic from the classical theory
(Leppéranta and Myrberg 2008). However, several studies on salinity distributions and
current measurements have revealed the anticyclonic nature of the surface circulation in
the GoR (Lips et al. 1995, Paper Illl, Lips et al. 2016a). The new findings based on
multi-year model simulations by Paper Ill and Lips et al. (2016a, 2016b) suggest that the
mean circulation pattern can be characterized by basin-wide anticyclonic gyres with a
northward current along the western flank of the GoR. Based on the vorticity
conservation equation Lips et al. (2016a) drew the conclusion that a negative wind curl
along with the bathymetry variations is responsible for the anticyclonic tendency in the
GoR. The dynamics of basin scale topographic waves with characteristic double gyre
circulation has been studied by Raudsepp et al. (2003).

The voluminous freshwater discharge of the Daugava River in the southern coast of
the GoR creates a buoyant coastal current along the eastern coast of the GoR
(Stipa et al. 1999, Lips et al. 2016a, Paper lll). The coastal current is evident during the
spring, but indistinguishable from ambient water in the late-summer (Stipa et al. 1999).
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3 Model description and setups

The current study is based on a 3-dimensional hydrodynamic model, the General
Estuarine Transport Model (GETM, Burchard and Bolding 2002). The model solves
advection-diffusion equations for momentum, salinity and temperature. The sub-grid
turbulence is parametrized by means of constant horizontal eddy viscosity and dynamic
vertical eddy viscosity, which is calculated using two-equation K-g¢ model via
implementation of GOTM (General Ocean Turbulence Model, Umlauf and Burchard
2005). Arakawa-C grid is used for horizontal discretization. Adaptive bottom-following
coordinate system is used for vertical discretization. Model is split into barotropic and
baroclinic mode using the mode splitting technique. For the advection total variation the
diminishing (TVD) scheme is used with directional split and P2-PDM limiter (Lax and
Wendroff 1964, Pietrzak 1999, Klingbeil et al. 2014). Internal pressure has been
parameterized according to Shchepetkin and McWilliams (2005). Ice cover, which limits
heat and momentum fluxes at the surface, is assumed from when the water temperature
reaches freezing temperature.

3.1 Long-term model setup

The GETM model (Paper I and Il) with one nautical mile (nml) horizontal resolution was
set up for the whole BS. Digital bathymetry of the BS was adopted from Seifert et al.
(1995). We have used a simple 3x3 boxcar filter in order to smooth steep slopes, and
adjusted water depths at the Danish Straits (Great Belt, Darss Sill). In the vertical
direction, 40 bottom-following adaptive layers with adjustments parameters of
alpha=0.2 and c_d=0.2 (Hofmeister et al. 2013) have been defined. Jerlov coastal water
type 3 (Jerlov 1976) has been chosen for double exponential light attenuation
parametrization following the adjustment of parameters by Stips (2010). The timestep
for the barotropic mode of the model is 20 s and for the baroclinic mode 400 s.

The model was initialized from the average summertime salinity and temperature
fields and constructed using the Data Assimilation System coupled with the Baltic
Environmental Database (Wulff et al. 2013). Only a short spin-up period of a few weeks
was possible from the zero velocity and sea level fields, otherwise a large-scale
gravitational adjustment was beginning to cause unrealistic salinity and temperature
conditions in the Southern BS. Atmospheric forcing for the BS region was prepared from
the BaltAn65+ dataset, which is a dynamical downscaling of the ERA40 reanalysis using
the HIRLAM model (Luhamaa et al. 2011). The atmospheric parameters were available
on a spatial grid with a resolution of 0.1° and at a temporal resolution of 6 hours. Monthly
river runoff data of the 37 largest rivers from the Baltic catchment was adopted from the
hindcast simulation of the E-HYPE hydrology model (Donnelly et al. 2016). The sea level
at the open boundary in the Kattegat was prescribed using daily measurements from the
Smggen gauge station.

For realistic salinity data, we prescribed boundary conditions based on recorded
salinity measurements made on Danish Lightships in Kattegat (Madsen et al. 2009) and
used local wind conditions from BaltAn65+ to describe the tendency toward oceanic
salinities during westerly wind impulses Gustafsson (1999). Detailed description of
constructing boundary data is in Paper Il. The monthly mean air temperature from the
Kattegat was used as the surface water temperature boundary condition. When negative
air temperatures occurred, 0°C was used.
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3.2 Process oriented setup

In the more process oriented studies of Paper Ill and IV we applied the 2 nml GETM model
setup for period of 1997—2006 which was developed prior to 1 nml setup and therefore
differs substantially by forcing and implementation of GETM model. In the vertical
25 sigma layers were defined. Extensive vertical mixing was suppressed by using the TVD
advection scheme with Superbee limiter (Roe 1986, Pietrzak 1999, Klingbeil et al. 2014).
For the open boundary, climatological monthly mean salinity and temperature profiles
(Janssen et al. 1999) were used. The atmospheric forcing was adopted from the RCAO
ERA40 reanalysis (Hoglund et al. 2009, Meier et al. 2011).

3.3 Validation

The Landsort station at Sweden’s eastern coast (Fig. 1) characterizes the overall mean
sea level and the whole volume of the BS (Lehmann et al. 2017). The simulated sea level
variations followed measurements with a correlation of 0.94 and RMSD of 7.4 cm.
Recently, it was shown that the mean sea level derived from satellite altimetry is a good
indicator for the inflows of saline water into the southern basins of the BS (Paper Ill).
Therefore, simulated sea level quality also indicates the model’s ability to reproduce
in- and outflow events through the Danish straits and thermohaline conditions in the
downstream basins.

The modelled profiles of the salinity and temperature comparison with the measured
profiles for the period of 1993—2006 (Major Baltic Inflow Ocean Monitoring Indicator
(MBI OMI), Paper V) show a good coherence of inflow signals in space and time (Fig. 4).
For the overlapping period from 1993 to 2006 four deepwater inflows to the Gotland
Deep are seen in the simulated and observed salinity and temperature data (Fig. 4).
The inflowing saltier water increases bottom salinity from 11 g/kg close to 13 g/kg by the
end of 2003. The temperature distributions also show inflows to the intermediate layer
between depths of 80—150 m. These occasional inflows are crucial for the further
spreading of the water masses into the GoF (Fig. 4bd). The model is a bit too sensitive to
the inflows showing similar inflow patterns, but slightly overestimating the temperature
values. For example, the inflow in 1997 is a prominent event in the model results, but is
hardly seen in observations. In the surface layer, seasonal temperature cycle, interannual
variations of salinity, upper mixed layer depth and cold intermediate layer are well
reproduced by the model.

A detailed validation of the model results for physical parameters in various locations
in the BP, GoR and GoF is provided in Paper Il. Different aspects of the model results and
observational data comparison are presented in Paper V.
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4 Results

4.1 Mean fields

The time-averaged salinity distributions show longitudinal asymmetry with a remarkable
transversal gradient (Fig. 5a). In the western GoF a high salinity region can be seen at the
southern coast, while at the northern coast approximately 1 g/kg lower salinities are
evident. In the central part, the cross-shore salinity difference almost vanishes.
The longitudinal gradients are higher in the eastern part of the gulf where major
freshwater sources are located. Remarkable westward freshwater intrusions are evident
on both the southern and the northern coast.

The average circulation field from the 40-year long-term model simulation reveals low
average velocities in the major part of the GoF, except for the southern coast where the
westward coastal current, which we call the Left-Hand Coastal Current (LHCC), stands out
(Fig. 5b) (Paper I). The LHCC extends from the eastern part to the western part of the
GoF, where the LHCC merges with the north-eastern loop of the cyclonic gyre of the BP.
LHCC has multiple meanderings across the numerous peninsulas at the southern coast
and forms multiple cross-shore extensions, which can be interpreted as anticyclonic
circulation cells. The instabilities of the LHCC feed the weak eastward flow along the main
axis of the gulf and therefore explain the eastward salinity intrusion in the central part of
the GoF (Fig. 5a).

The general low persistency of the average current field (average of 0.28) indicates
that the mean horizontal circulation pattern is more a statistical property, suggesting
significant seasonality in current patterns. Higher persistency is evident over the whole
span of the LHCC and in the eastern GoF where freshwater from the Neva Bay splits into
the northward and southward branch.

The mean springtime circulation in the GoR (Paper Ill) has revealed an anticyclonic
gyre on the left hand coast near the freshwater source along with a cyclonic gyre in the
central part of the basin (Fig. 5¢c). The 40-year mean currents provide evidence of a
well-developed LHCC and an AC gyre in the GoR (Fig. 1). Weak southward flow together
with a narrow northward coastal current is evident on the eastern coast.

Sequential transects of zonal velocity show that the LHCC is associated with the
bi-directional flow on the southern flank of the GoF (Fig. 6a). Such bi-directional flow is
evident over the whole span of the LHCC system. The vertical extent of the westward
flow extends to 20—30 m in the eastern part and up to 50 m in the western part of the
GoF, where the current is shifted offshore. The salinity transects (Fig. 6b) do not show a
strong freshwater intrusion along the LHCC, indicating that the LHCC has a significant
source from the underlying salty water inflow, which is also confirmed from the pattern
of average vertical advective flux (Paper I).
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4.2 Seasonality of the LHCC and AC gyre

Monthly climatology of the average current field in the GoF calculated from the
long-term simulation shows a large seasonal variability in the upper layer of 0—10 m
(Paper ). The series of monthly mean surface velocity patterns show that the strength of
the LHCC varies within the year, being a dominant current feature during the spring
months (Fig. 7a) and weakening in the second half of the year. During the period of
February to May the westward current is also evident on the northern coast, where it is
creating transversal salinity gradient between coastal and offshore regions. After July the
cross-shore currents in the central part along with the eastward flow on the northern
coast and the westward current on the southern coast form two basinwide AC gyres in
September (Fig. 7b). The third, smaller gyre, is evident in the Narva Bay for most of the
year. The AC gyre in the eastern part of the GoF diminishes in October due to the
disappearance of LHCC, while the eastward current and southward cross-shore current
in the central part maintain the western AC gyre. In November eastward velocities
dominate the surface current field, without any distinctive gyre-system.

The visual inspection showed frequent occurrences of AC gyres and LHCC during the
whole simulation period (Table 1). The development of LHCC during the spring months
was less frequent during the periods of 1972—1982 and 1999—2003, but was
continuously present over the period of 1983—1998. The development of AC gyres was
less clear in the beginning of the simulation from 1966—1976, when the AC gyre
dominated either in one or another part of the GoF. There are periods when
development of AC gyres is not present (e.g 1982—1988, 1991—1992) and periods when
a well-developed AC system could be identified in both the western and eastern part of
the GoF (e.g 1980—1981, 1994—1997). The development of AC gyres is more frequent
after 1993.

The existence of AC circulation in the GoR during the spring months has been analyzed
using Principal Component Analysis (PCA) in Paper Ill (Fig. 8). The first mode, which
embodied double gyre circulation with AC gyre in the southern part of the GoR, explained
46% of variability. For instance, the resemblance of the first PC with circulation pattern
in April 1998 was 89%. The second mode, which explained 14% of variability, describes
the occurrence of general cyclonic circulation embodying the strong coastal current on
the right-hand coast. Third mode describes 10% of variability with basin wide anticyclonic
circulation pattern. As the PCs describe symmetric flow schemes, depending on the sign
of the PC amplitude, then the anticyclonic circulation pattern emerges for the positive
1st mode, negative 2nd mode and positive 3rd mode. The interannual occurrence of AC
patterns is evident during the spring of all years, but most pronounced during the period
from 1998 to 2005.
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Table 1. The prevalence/occurrences of LHCC in the period from April to June and two basin scale
anticyclonic (AC) gyres in the western (W) and eastern (E) part of the GoF during the period from
July to September. The detection of LHCC and AC gyres is based on visual inspection of monthly
mean circulation patterns. 1 - fully developed LHCC/AC; 2 - partially developed LHCC/AC; 3 - no
WCC/AC has been identified. The last two digits of the years from 1966—2005 are shown in the first
row.
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4.3 Salt wedge dynamics

Monthly mean salinity transect along the thalweg (definition in Paper 1) shows annual
longitudinal variability of the estuarine circulation in the GoF (Paper |, Fig. 9). Longitudinal
co-alignment of the isohalines 6.5 g/kg and 8 g/kg describes a winter situation in the GoF,
which is characterised by strong convective and wind-induced mixing, which penetrates
down to 50—60 m depth (Fig. 9a). The bottom-located isohaline of 8 g/kg is selected to
describe the salt wedge’s (SW) longitudinal movement and the surface isohaline of
6.5 g/kg is selected as the boundary for the low saline upper layer water (LSULW).
The most inward (from west to east) location of SW and the most outward (from east to
west) location of LSULW in July resemble the result of dominant estuarine circulation,
where the upper layer and lower layer water have moved in the opposite directions.
The climatological monthly variability of the longitudinal salinity distribution, as well as
the locations of the 6.5 g/kg and 8 g/kg isohalines, is described in detail in Paper I.
Two extreme positions of SW and LSULW are depicted on Fig. 9, showing the highest
(Fig. 9b) and lowest (Fig. 9a) longitudinal separation.
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Figure 9. The monthly mean salinity distribution along the thalweg of GoF for January a) and July b).
The bold blue lines represent boundaries for the less-saline upper layer and salt wedge.

Temporal evolution of vertical salinity distribution at the location of 23 °E on the
thalweg confirms the seasonal evolution of SW and LSULW (Fig. 10). The 8 g/kg isohaline
reached up to 40—50 m during its shallowest position in the summer of 1969.
The interannual course of salt wedge height is declining after the 1960s reaching its
minimum in 1992. Since that more saline water reaches GoF and increases the height of
the salt wedge until 2004. The seasonal destratification during the autumns often results

26



with the stratification collapse events during the winters of 1975/1976, 1977/1978,
1980/1981, 1991/1992, 1994/1995, 1999/2000 and 2004/2005, which are also evident
in the measurements (Fig. 10b). The collapse in 1999/2000 was investigated in Paper IV,
using the results from the process study model.

The salinity inflows to the GoR are intermittent due to the shallow sill, which hinders
the saltier surface water of BP reaching the interior of the gulf (Lilover et al. 1998).
In Paper lll the sensitivity between zonal wind and salt flux through the Irbe strait was
evaluated. The inflow of saltier water into the gulf was evident in case of negative and
low positive zonal wind forcing. The inflows to the gulf were shown to increase the 3D
stratification along the main axis of the gulf. Two components together, stronger density
gradient and lower wind forcing, were shown to increase the anticyclonic shear in the
head of the gulf.
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Figure 10. Temporal evolution of vertical salinity profiles at the western part of the GoF (station M) a)
and density difference between the surface and bottom layers at LL7 station b). Black isohalines
show 6.5 and 8 g/kg salinities which defines less saline upper water and salt wedge in the current
study.

4.4 The effect of wind on LHCC, AC and SW

The mean zonal wind calculated from observations at Kalbadagrund shows weak,
north-eastward airflow of 2 m/s (Paper I). The positive zonal wind flow is consistent with
the mean current speed at northern coast where the mean flow is eastward, however,
the mean airflow is opposite to the westward waterflow on the southern coast.
Annual climatology of the zonal wind is in the range of 0.5—1.5 m/s with the lowest
values in April—May. The intensification of zonal wind is evident during the period from
May to July, after which airflow reaches the maximum value of 1.5 m/s. Such conditions
prevail from July until February and after that the wind speed starts to decrease toward
its springtime minimum.
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The seasonal intensification of the LHCC is simultaneous with decreasing zonal wind
velocity in the beginning of the year. During the period of April—May, when the zonal
wind is the weakest, the intensity of the LHCC is the highest. After June the positive zonal
wind increases simultaneously with an increasing eastward current on the northern
coast. This forms northern loops of two basin wide AC gyres which share extensive
cross-shore bi-directional exchange in the center of the GoF.

The wind also has important influence on the interannual variability of the intensity
of LHCC, development of the AC gyres and intensity of estuarine circulation (Paper 1).
During the years when zonal airflow is stronger, mean zonal currents are weaker along
the southern coast, indicating weaker LHCC. However, weak zonal wind in the summer
period does not completely destroy LHCC, while it enhances currents on the northern
coast and development of AC gyres. Strong positive zonal wind suppresses both LHCC
and AC systems. During the longer periods of relatively low zonal wind in spring
(e.g. 1983—1989), the LHCC is well-developed each year.

The estuarine circulation is enhanced by down-estuary wind forcing (Li and Li 2002),
therefore, larger separation of LSULW and SW in July has a high correlation with low
annual positive zonal wind speed (Paper I). The most intensive separation of LSULW and
SW takes place during the period when the zonal wind has its annual minimum in April.
The retreat of the SW takes place during the second half of the year when zonal wind
gains strength. In the interannual scale the maximum separation distance between
LSULW and SW shows a negative correlation with the annual zonal wind speed as the
intensity of estuarine circulation is hindered with a stronger up-estuary wind speed.
In Paper IV it is shown that wintertime up-estuary wind impulses have increased since
the 1990s and have further caused an increase in the number of stratification collapse
events.

The position and shape of the GoR results in a slightly different wind/SW relationship.
The inflow of saline water from BP is enhanced with negative and low zonal winds
(Paper IlI). Such conditions are also favorable for the AC circulation pattern in the
southern part of the GoR. Moreover, the sensitivity study showed that the negative zonal
wind favors cyclonic circulation in the north-western part of the GoF, which transports
saltier water further toward the southern part of GoR. In the study of Paper Ill, the mean
circulation of April 1998, which showed AC gyre in the southern part of GoR, was
investigated and sensitivity study was conducted using four forcing functions.
The monthly mean zonal wind, which was negative in April 1998, resulted in a similar
circulation pattern as was obtained using full forcing. The wind forcing alone did not
produce the full extent of the LHCC and AC gyre. Therefore, it was suggested that the
characteristic velocity field for April 1998 was a combination of density-driven and
wind-induced circulation patterns.
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5 Discussion

Basin-scale cyclonic circulation has been considered natural for stratified wide estuaries
in terms of Kelvin and Ekman numbers (Valle-Levinson 2008). Dynamically cyclonic
circulation pattern is explained by the balance between baroclinic and barotropic
longitudinal pressure gradient, vertical friction and Coriolis’ force (Valle-Levinson et al.
2003). The influence of longitudinal wind forcing has been found to either enhance,
reduce or inverse density-driven flows (Reyes-Hernandez and Valle-Levinson 2010).
Emery and Csanady (1972) have argued that the residual wind stress curl has to be
positive in order to generate cyclonic mean circulation in a closed basin. In the steady
state, cyclonic circulation could become a statistical property if seasonal variability of the
circulation system prevails. In the basins of BS, cyclonic circulation has been shown to
dominate in the BP, the Sea of Bothnia and the Bay of Bothnia (Lehmann and Hinrichsen
2000, Meier 2007, Jedrasik and Kowalewski 2019). In the GoF, the cyclonic circulation has
been assumed, although already Witting (1912), Palmen (1930) and Hela (1952)
emphasised that this could be only a statistical property. In the GoR the generalization of
cyclonic circulation is suggested, based on the same early observations described in
Witting and Palmen (Lepparanta and Myrberg 2008), however, recent investigations
have shown that the cyclonic circulation is prevailing only during the cold seasons (Lips
et al. 2016a). More recently, Westerlund et al. (2018) have questioned the dominance of
the cyclonic circulation in the GoF and Lips et al. (2016a) have shown the dominance of
cyclonic/anticyclonic circulation in the GoR during the cold seasons/calm periods
respectively.

The AC circulation in the GoF has been found to be prevailing in the monthly average
current field during the summertime (Paper 1) and in GoR during spring and summer
(Paper lll, Lips et al. 2016a). In both cases, the AC gyres are well-developed in the estuary
head. In the GoF the second AC gyre has formed in the mouth part of the estuary, but is
less developed, has a shorter life-time and is inter-annually present less frequently.
AC circulation has been reported in several wide gulf type ROFIs worldwide (e.g Fujiwara
et al. 1997, Panteleev et al. 2007, Malaci¢ and Petelin 2009). The dynamics of the AC
gyres in the estuary/ROFI head have been explained by Fujiwara et al. (1997).
Their two-layer vorticity balance theory suggests that the steady upward entrainment
velocity generates negative vorticity tendency in the upper layer. Such vertical flux is
maintained by longitudinal estuarine circulation. Similar mechanism for the formation
and maintenance of the AC gyres has been suggested for the GoF and GoR (Paper I, Ill).

The GoF and GoR are strongly influenced by the freshwater inflow from Neva and
Daugava rivers. It is well documented that an anticyclonically rotating bulge is formed in
the close vicinity of the river outflow. Configuration of the GoR is very suitable for the
formation of the Daugava River bulge compared to the Neva estuary. Development of
the Daugava River bulge was well seen in the satellite remote sensing imagery and
reproduced by the numerical model (Soosaar et al. 2016). The river bulge can contribute
to the overall AC circulation in the estuary head, but the horizontal dimensions of the AC
river bulge are much smaller and the dynamics are rather different than for the AC gyre.
The sensitivity study by Westerlund et al. (2018) showed that increasing river runoff in
GoF produced a larger river bulge and stronger velocities across the gulf, but did not
change the pattern of dominant basinwide anticyclonic circulation.

In the GoR, the existence of the AC gyre has been explained by the negative wind curl
(Lips et al. 2016b) and in relation to the 3D density difference (Paper 1), which is more
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consistent with the theory by Fujiwara et al. (1997). In Paper lll it was shown that
negative zonal wind enhances AC circulation in the GoR. It has been shown that
wind-induced topographic waves could also generate basinwide AC gyres (Raudsepp 2001).
In the GoF the existence of anticyclonic gyres is consistent with lower zonal wind speed.
Negative zonal wind enhances the strength of the AC circulation, while strong positive
zonal wind could destroy the anticyclonic circulation pattern.

The Left Hand Coastal Current (LHCC) has been obtained as a characteristic current
feature for both the GoF and GoR (Fig. 1, 5). In the GoF, LHCC prevails during most of the
months and has high persistency (Paper 1). During the spring months, LHCC is the
dominant current system in the GoR (Paper Ill). It is also an essential source of AC shear,
which eventually develops into basinwide AC gyres in both gulfs. The LHCC has been
shown in multiple model studies (Andrejev et al. 2010, Soomere et al. 2011, Lagemaa
2012, Lips et al. 2016a, Westerlund et al. 2018) and also in observations (Raudsepp 1998,
Suursaar 2010, Suhhova et al. 2015).

The possible mechanism behind the LHCC could be geostrophic baroclinic density
adjustment (Wake et al. 2004). The rotating lock-exchange experiment conducted by
Wake et al. (2004) created a horizontal density jump in a rotating circular tank (Fig. 11).
The advection of dyed water showed two coastal currents at the right hand and left hand
sides of the tank and geostrophic flow along the front in the center of tank. Similar
pattern is evident in the salinity distribution in April in the GoF (Fig. 4a), where there were
strong coastal currents with northward cross-shore flow in the central part. The tank
experiments are consistent with the numerical model experiments conducted for the
GoR as LHCC prevails during the adjustment of the 3D density field both in experiments
of Paper Ill and Lips et al. (2016b).
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Figure 11. The scheme of lock-exchange experiment in a rotating tank with height H and rotation
period f as conducted in the study of Wake et al. (2005) a) and the dye pattern and the location of
potential vorticity (PV) front after 1 rotation period of density adjustment b). The lower density p
water and higher density water with density p, forms an initial spatial density gradient due to a
sharp density jump with interface displacement of AH and he dye was injected along the PV front.
b) is reprinted from Wake et al. (2005) with permission from Elsevier.

Both seasonal and inter-annual intensity of the LHCC in the GoF have shown to be
dependent on the intensity of westerly winds (Lagemaa 2012, Paper I). The positive zonal
wind reduces the LHCC by either suppressing the longitudinal flow in the GoR and/or
enhancing wind circulation (Paper Ill). The negative zonal wind could also enhance the
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LHCC due to development of the upwelling and following geostrophic adjustment on the
southern coast of the GoF (Suursaar 2010, Laanemets et al. 2011). The sensitivity study
in Westerlund et al. (2017) showed that increased river runoff in the GoF enhanced LHCC
and related anticyclonic circulation patterns.

In the study of Kasai et al. (2000) and Fujiwara et al. (1997), a similar LHCC system is
evident and is characterized as part of AC surface layer circulation in the Ise Bay.
The observed current structure was similar to the ones obtained as long-term averages
in GoF (Fig. 6a) where the bi-directional current structure was evident along the left-hand
coast. The LHCC dynamics seems to be consistent with the longitudinal divergent flow in
the surface layer (e.g Fujiwara et al. 1997). The vertical extent of the LHCC is smaller on
the eastern side of the GoF (about 20 m), but extends up to 50 m in the western boundary
of the GoF. The divergence in the surface layer is consistent with the positive vertical
velocities on the southern coast of the GoF. During the period of strong estuarine
circulation, the deep water inflow to the gulf is enhanced, which means that also the
divergence in the upper layer is large. This results in stronger LHCC during the spring
period or in the years when mean zonal wind is weaker. Low and negative zonal wind
enhances also inflows to the GoR which in turn enhance LHCC along the western coast.

The seasonality of the LHCC has concurrent timing with the development of the
seasonal thermocline, but also with decreasing mean sea levels across the GoF and GoR
(Raudsepp et al. 1999). Development of the seasonal thermocline could suppress
convection and wind-induced mixing allowing up-estuary advancement of the SW.
Decreasing sea level creates a longitudinal sea-level gradient, which results in barotropic
outflow and baroclinic water exchange enhancing estuarine circulation.

The SW shows a non-stationary position in the GoF through the full annual course.
The dynamics of the halocline variability and thus SW mobility follow the dynamics
described in Elken et al. (2006), which suggested that the deep water in- and outflow is
associated with the baroclinic exchange, rising from the rapid volume changes in the GoF.
The sea level variations have a detectable seasonal cycle (Raudsepp et al. 1999), thus it
is straightforward that the barotropic water exchange has a similar seasonal cycle with
an impact on the baroclinic component. In case of GoF the SW advancement toward the
head is simultaneous with reducing mean sea level in the eastern BS (Raudsepp et al.
1999). The seasonal sea level variability in BS has been shown to be forced externally by
the sea level variations in the North Sea, which in turn depend on the intensity of
westerlies and the strength of the zonal air pressure gradient (Matthaus and Franck
1992). The invariant/steady variability of seasonal sea level variations as a driving force
for seasonal SW extent could explain why the SW/LSULW maximum separation is not
sensitive to salinity conditions. In the Irbe Strait, easterly wind impulses drive inflows of
more saline BP surface water to the GoR, which subducts below buoyant surface water,
when reaching the interior of GoR (Lilover et al. 1998, Raudsepp and Elken 1999, Paper I,
Lips et al. 2016a). Such a gravitational current strengthens estuarine circulation in the
southern part of the GoR.

The interannual SW extent in the GoF shows sensitivity to the salinity conditions in
the BP. The MBIs in 1969, 1971, 1993, 1998 and 2003 have risen the mean depth of the
halocline in BP. Since the depth range of thalweg in the entrance of the GoF coincides
with the depths of the long-term halocline variability, the large variations in longitudinal
SW extent can also be due to relatively small changes in halocline depth.

The maximum separation distance of SW and LSULW in July was shown to be sensitive
to the mean annual zonal wind speed, although no long-term trends similar to salinity
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trends were evident. This suggests that the MBIs set the longitudinal location for the
LSULW/SW system, but do not influence the separation of LSULW/SW system or the
general estuarine circulation.

Lower zonal winds have been shown to favor the inflow of saline water to the GoR
(Lilover et al. 1998, Paper 1). The inflows through the Irbe Strait have shown to occur
when the sea level in the BP is higher than in GoR, which occurs during the easterly winds
(Lilover et al. 1998). This is in accordance with the calculated salt flux relationship with
zonal wind impulse (Paper Ill). Further propagation of dense water towards the head of
the estuary as a geostrophic gravity current intensifies the estuarine circulation in the
southern part of the GoR.

Both the LHCC and AC circulation have been shown to be an integral part of the
normal/positive estuarine circulation. The intensification of the estuarine circulation has
been evident in the seasonal course of SW and LSULW separation. The estuarine
circulation inflicts natural upward entrainment/ divergence which was shown to
dominate the left hand coast in the GoF (Paper I). All three circulation features - AC gyres,
LHCC, SW - have shown similar sensitivity to the zonal-wind forcing, but are also essential
parts of the dynamics described by both Fujiwara et al. (1997) and Wake et al. (2004).
The important premise for AC circulation development is a strong LHCC, which forms
southern loops of the AC gyres. Later development of the eastward current and cross
shore exchange closes the loops and forms basin-wide gyres. The development of the
LHCC is initiated simultaneously with advancement of SW towards the head since
February. The location of the LHCC is consistent with the mean divergence pattern
described in Paper I. The upward water/entrainment is necessary for development of
both LHCC and the basinwide anticyclonic circulation (Fujiwara et al. 1997). In the GoF
and GoR such entrainment could be either advective as a SW intrusion or related to
mixing of deep water to the surface layer through boundary-, wind- and internal wave
mixing.

The results of the current study rely on the results of multi-year simulations using the
state of the art 3D numerical model, which enables to study the temporal dynamics of
multidimensional processes. Moreover, application of 3D modelling has shown multiple
advantages over simplified 1D or 2D models, which are unable to predict spatial density
gradients and consequent baroclinic dynamics (e.g Kasai et al. 2000). Many features of
the applied GETM model are necessary to simulate the estuarine dynamics in the GoF
and GoR. The vertical discretization using temporarily varying stratification-adaptive and
bottom-following coordinates is necessary for realistic propagation of the SW along the
longitudinally varying slopes. The provided higher on-demand vertical resolution
improves accuracy in the development of seasonal upper-layer stratification. Moreover,
the higher-order advection schemes and state of art pressure gradient parametrization
help to reduce both the numerical mixing and numerical scheme errors (Gréawe et al.
2013, Klingbeil et al. 2018).

It is important to note that the AC circulation patterns cannot be simulated using
steady-state process models with reduced dimensionality (e.g. Valle-Levinson 2008, Kasai
et al. 2000), but are evident in numerous simulations with 3D numerical models (Yanagi
et al. 1998, Soomere et al. 2011, Lagemaa 2012, Westerlund et al. 2018). Multiple model
studies have shown different circulation patterns in the GoF. In case of a too coarse
vertical resolution resulting in a too shallow halocline, the SW would lose its longitudinal
mobility and vertical entrainment would inflict AC circulation gyres in different locations,
where the vertical estuarine circulation shows non-stationarity.
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The validation of the model results show good agreement with observations and are
comparable with other recent model studies (Placke et al. 2018, Jedrasik and Kowalewski
2019). The complexity of the simulations include also numerous uncertainties which are
discussed in Paper I. The largest discrepancies between model and observations were
due to the occasionally overestimated inflows to the BP and the following intensification
of estuarine circulation.

Westerlund (2018) raises justified doubt in the accuracy of the numerical models as
some of the processes have been included with the first order accuracy or through robust
parametrizations. For example, the coupling of atmosphere-ice-water is absent in many
of the studies and therefore, the momentum flux from the wind could have a higher
uncertainty.

In the current thesis the momentum flux of long-term model simulation was limited
using seawater freezing temperature. With a more realistic ice model, taking also into
account ice volume, the momentum flux could be limited for a longer period in the spring
resulting in a more realistic estuarine circulation. The results could be biased due to the
uncoupled windwave and atmosphere effects, unresolved bathymetry (Andrejev et al.
2010) and ice-ocean dynamics (Roy et al. 2015).
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6 Conclusions

This work emphasizes the importance of AC circulation, down-estuary LHCC and
estuarine exchange flow along the thalweg during the annual course of the GoF. In the
GoR, similar features are apparent or indicative in the multi-year study of the
hydrography and the circulation. These sub-basins of the BS are both wide enough
compared to the internal Rossby deformation radius, so that Coriolis force plays a
significant role in the water circulation and shapes the hydrographic fields. Nonetheless,
different morphology of these two basins has a significant role regarding how the
considered features and underlying dynamics are realized. The GoF has an elongated
shape and unrestricted connection to the BP, making it more an example of a classical
wide estuary. The GoR has almost a circular shape and the water exchange with the BP
is limited through the narrow Irbe Strait with a shallow sill, making it more like a gulf-type
ROFI.

In both basins the mean climatological surface layer currents (residual circulation) are
weak, <2 cm/s, but still the down-estuary coastal current at the left hand side with
persistency up to 0.5 emerges. In the GoF the current extends to the central area of the
gulf (24 °E), while it spans along the entire western coast in the GoR. The AC circulation
gyre covers the southwestern part of the GoR, but is hardly seen in the south-eastern
GoF. Seasonal variations of the surface layer circulation are shown to overwhelm mean
circulation, emphasizing a highly energetic coastal current system and two AC circulation
gyres in the GoF in spring and summer, respectively. In the GoR the dominance of AC
circulation is presumed during spring and proven accordingly with a hint that this
circulation feature can be more common in summer.

Zonal wind has shown to have a decisive effect on the coastal current and AC
circulation in both sub-basins. Negative zonal wind component enhances the coastal
current and AC circulation. Zero and even weak positive zonal wind enables the existence
of the circulation patterns, but a stronger positive zonal wind destroys them.

Free connection between the GoF and BP enables the two-layer estuarine circulation
to fully develop. During the first half of the year, SW in the bottom layer and less saline
upper layer water are advancing up-estuary and down-estuary, respectively. During the
second half of the year, the SW retreats and upper layer water is mixed down to the
halocline. In case of favourable wind conditions, i.e. relatively strong positive zonal wind
component, estuarine circulation reversals cause a collapse of the vertical stratification,
the frequency of which has increased since the 1990s. Free estuarine circulation is
hampered in the GoR due to the shallow sill in the Irbe Strait and saline water inflows to
the gulf are intermittent. Still, the increase in the bottom layer salinity in the
northwestern GoR and anticyclonic vorticity in the southern gulf are positively correlated.
Negative zonal wind strengthens AC circulation in the southern GoR by itself, but forces
inflow to the GoR through the Irbe Strait, which in turn drives AC vorticity tendency.

Salinity stratification in the BP is the far-field driver of the estuarine exchange flow in
the GoF. The MBIs, which increase the stratification in and below the halocline, shift the
estuarine exchange flow pattern towards the estuary head, while the estuarine exchange
flow system is shifted towards estuary mouth during the stagnation period. Inside the
gulf, the longitudinal travelling distance of the LSULW and SW are independent on the
stratification in the BP, but affected by the strength and a sign of the zonal wind
component. Dynamically, but so far speculatively, rapid advancement of the SW in the
GoF and intermittent inflows to the GoR force LHCC through the baroclinic geostrophic
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adjustment. In more steady estuarine circulation conditions, vertical entrainment of
saline bottom layer water into the buoyant surface layer water and earth rotation drive
AC circulation in the surface layer of the gulfs.

Although the analyses of this thesis are mainly based on the numerical model
simulations, thorough validation of the model results and consistency with other
published studies provide confidence that the conclusions of this study are valid for the
GoF and the GoR, and could be exported to the other wide estuaries and gulf type ROFIs.
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Abstract

Water Circulation in Gulf Type Regions of Freshwater Influence
— the Gulf of Finland and Gulf of Riga

The thesis questions the validity of the cyclonic surface layer circulation in the Gulf of
Finland and in the Gulf of Riga. The prevailing cyclonic circulation scheme proposed by
Witting (1912), Palmeén (1930) and Hela (1952) as a statistical property has been picked
up as a fact by a number of researchers. Still, there have been new measurements and
modelling studies that do not agree with this circulation scheme that has been used for
the past century. This study relies on a long-term numerical simulations of 40-years,
which have been conducted by using the 3-dimensional hydrodynamical model.
Numerous state of the art parametrization and numerical techniques have made it
possible to perform long-term model simulations with reasonable quality without data
assimilation. The comparison with measurements has shown that model has reproduced
the main characteristics of the short-term and long-term thermohaline variability.

The current thesis provides scientific evidence that a seasonal cycle of the surface
layer circulation and the salt wedge dynamics are prevalent over the mean climatology
in the Gulf of Finland. Basinwide anticyclonic circulation patterns are evident in the
seasonal climatology as well as in yearly realizations in the Gulf of Finland. In the Gulf of
Riga anticyclonic circulation emerges in the southwestern part in the climatological mean
fields and monthly realizations in spring and summer. A new unrecognized feature of the
surface layer circulation, down-estuary directed left hand coastal current, is proven to
exist in the Gulf of Finland and Gulf of Riga. This current has a higher persistency than the
anticyclonic gyres and it exists at the estuary head throughout the year. Seasonal cycle
of estuarine exchange flow comprises down-estuary transport of less saline upper layer
water and up-estuary transport of the salt wedge in summer and retreat in winter. Under
favourable wind conditions, reverse estuarine circulation may culminate with
stratification collapse in the central Gulf of Finland. Wind forcing, especially zonal wind
component, can enhance or destroy anticyclonic circulations, left hand coastal current
and estuarine exchange flow. In the Baltic Sea scale, the Major Baltic Inflows shift less
saline upper layer water and salt wedge system towards the estuary head, while the
system is shifted towards the estuary mouth during the stagnation period. It is suggested
in the thesis that the left hand coastal current and anticyclonic circulation are driven by
salt wedge transport. The dynamics could be explained by baroclinic geostrophic
adjustment and the mutual effect of vertical entrainment of the saline bottom layer
water into buoyant surface layer water and earth rotation. Still, solid scientific
justification remains the subject of forthcoming research.
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Lihikokkuvotte

Vee tsirkulatsioon poolsuletud magevee mojualas — Soome
lahes ja Liivi lahes

Kaesolev t606 seab kahtluse alla tsiiklonaalse tsirkulatsiooni kehtivuse Soome- ja Liivi lahe
pinnakihis. Tslklonaalset tsirkulatsiooni, mis on varasemalt esitatud Wittingi (1912),
Palmeéni (1930) ja Hela (1952) toodes kui statistilist hoovusvalja karakteristikut, on
paljudes uuringutes kasitletud kui pusivat vee horisontaalset liikumist. Siiski on paljud
moodtmised ja mudeluuringud ndidanud vastuolu juba sajand tagasi pakutud
tsirkulatsiooni skeemiga. Ka kdesolev t66 on tugineb pikaajalisel simulatsioonil kasutades
numbrilist kolmemddtmelist hiidrodiinaamika mudelit GETM. Mudelis on kasutatud
mitmeid uusi parametriseeringuid ja uuenduslike numbrilisi v&tteid, mis vdimaldavad
teostada pikkaajalisi simulatsioone rahuldava kvaliteediga, samas kasutamata
modtmisandmete assimileerimist. Mudel naitas vordluses mootmistega head kooskdla
vaadeldud termohaliinsete véljade liihi- ja pikaajalise muutlikuses.

Kdesolev t60 pakub teaduslike tGendeid, et sessoonne kadik domineerib pinnakihi
tsirkulatsioonis ning vertikaalses estuaarses veevahetuses/soolakeele diinaamikas.
Mudeli tulemustest selgub, et sesoonne hoovuste ja soolsuse muutlikkus on Soome lahes
olulisem kui vastavad pikaajalised keskmised. Antitsiiklonaalne tsirkulatsioon ilmneb
Soome lahes nii kuude keskmistatud klimatoloogias kui ka erinevate aastate hoovusvilja
mustrites. Liivi lahes domineerib antitsiiklonaalne tsirkulatsioon lahe I1dunaosa pinnakihis
nii kevad-suvisel ajal kui ka pikaajalistes keskmistes hoovusvéiljades. Oluliseks
hoovusvilja isedrasuseks Soome ja Liivi lahes ilmnes pisiv pari-estuaari suunatud vasema
kalda hoovus. See hoovusteslisteem naditas suuremat pisivust kui antitsiiklonaalne
tsirkulatsioon ning eksisteeris joe suudme aladel aasta ringi. Sesoonne estuaarne
veevahetus kujutab endast magedama veemassi liikumist estuaari suudme suunas ja
soolakeele tungimist joe suudme poole suvel samas kui siigis-talvel on need liikkumised
vastupidised. Tugevamate pdsivate ldane-tuulte korral vdib Soome lahe keskosas
estuaarse voolu péérdumisega kaasneda ka veesamba taieliku segunemist. On ndidatud,
et tuul ning eriti selle tsonaalse komponendi tugevus, soodustab v&i |Ghub
antitsliklonaalset tsirkulatsiooni, vasema kalda hoovust ja estuaarset veevahetust.
Suuremas pildis, suured soolase vee sissevoolud Lddanemerde nihutavad soolakeelt ja
magedaveelist (lakihti j6gede suudmete suunas ning stagnatsiooni perioodide korral
estuaari suudme poole. T66s on kill pakutud, et kujunenud antitsiiklonaalsust ja vasema
kalda hoovust vdiksid tekitada tihedusvalja barokliinsest geostroofilisest kohanemisest ja
alumise kihi vertikaalsest kaasa hardest tingitud negatiivse p&ériselisuse kasv Glemises
veekihis, kuid tdpsema teadusliku pdhjenduse peavad vilja selgitama tulevased
uuringud.
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ARTICLE INFO ABSTRACT

Circulation of the wide gulf type ROFI or salt wedge estuary, the Gulf of Finland (GoF), was studied using a
numerical 3D hydrodynamic model with 1nmi horizontal resolution and 40 vertically adaptive layers for a
period of 40 years. The results show an extensive down estuary or westward coastal current (WCC) on the left
hand flank of the GoF. The WCC is more vigorous during the spring and summer months when longitudinal
Baltic Sea positive estuarine circulation with salt wedge up estuary transport and less saline upper layer water (LSULW)
Long-term circulation down estuary transport prevails. In the beginning of summer, the coastal current forms an extensive northward
ROFI cross-shore current in the center of the gulf, giving rise to two basin-wide anticyclonic circulation gyres. The
intensity of the WCC, anticyclonic gyres and estuarine transport vary interannually. The zonal wind component
averaged over the period of the dominance of a particular feature — April-June for the WCC, July-September
for the anticyclonic gyres and annual for estuarine exchange flow — modulates the strength of these circulation
patterns. A negative/positive zonal wind supports/destroys the WCC and increase/decrease the intensity of the
salt wedge and LSULW transport. The anticyclonic gyres are well developed during weak positive zonal wind,
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mainly.

1. Introduction

The circulation in wide estuaries and gulfs has attracted researchers
for a long time. Relatively easy access to the water has made it possible
to collect measurements there. The variety of the estuaries where
measurements have been performed and a desire to generalize the re-
sults brought about the need to classify them. Cameron and Pritchard
(1963) defined an estuary as a semi-enclosed and coastal waterbody
that has an open connection with the ocean and exhibits a significant
density gradient between mouth and head of the estuary. This is the
most widely accepted definition of an estuary. Estuaries are classified
based on geomorphology, water balance, vertical salinity structure and
hydrodynamics (Valle-Levinson, 2011).

Simpson (1997) defined the Region Of Freshwater Influence (ROFI)
as the region where buoyancy input by rivers is comparable to or ex-
ceeds the seasonal input of buoyancy as heat and gave the classification
of different ROFIs. The main dynamical difference between wide estu-
aries and ROFIs is that pressure gradient forcing caused by river dis-
charge is the main driver in the estuary, while being negligible in
ROFIs. The main forcing there comes from spatial density gradients
caused by interaction between buoyancy input by rivers and stirring
mechanisms (Simpson, 1997).

* Corresponding author.
E-mail address: ilja.maljutenko@taltech.ee (I. Maljutenko).

https://doi.org/10.1016/j.jmarsys.2019.03.004

The Gulf of Finland (GoF) is a very good example of a wide non-tidal
positive coastal plain salt wedge estuary or a gulf-type ROFI (Elken
et al.,, 2003; Liblik and Lips, 2011; Liblik et al., 2013). The current
velocity measurements date back over a century. In the GoF, classical
longitudinal density gradient, surface outflow and net inflow under-
neath as described by Valle-Levinson (2011) is maintained due to
freshwater discharge at the head and open connection with more saline
Baltic Proper at the mouth of the estuary. Circulation studies relying on
measurements or numerical modelling have been performed in the past
to investigate the current dynamics of the GoF (Andrejev et al., 2004;
Elken et al., 2011; Jonsson et al., 2011; Palmén, 1930; Witting, 1912).
They have concluded that the mean circulation, although low in speed,
is cyclonic in the GoF, with inflow near the southern coast and outflow
near the northern coast. Over the last decade, several authors have
started to question the validity of this circulation in light of more recent
findings (Delpeche-Ellmann et al., 2016; Soomere et al., 2011;
Suursaar, 2010; Westerlund et al., 2017). Recent analyses of the ADCP
measurements on the southern slope of the GoF show mean outflow in
the surface layer of 20-m (Lilover et al., 2017; Suursaar, 2010) which is
opposite to the cyclonic circulation scheme.

Both vertical stratification and horizontal gradients of density in the
GoF undergo large seasonal variability due to the seasonal dominance
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of different types of forcing (Alenius et al., 1998). Generally, the surface
temperature distribution does not show large gradients due to uniform
solar heating, except during occasional upwelling events (Myrberg
et al., 2008). An additional longitudinal pressure gradient in spring can
arise from a difference of heating between the shallower eastern GoF
and the deeper western GoF (Alenius et al., 1998). The seasonal course
of thermal stratification is ruled by the solar irradiation cycle, while
salinity stratification is determined by wind modifications to estuarine
circulation (Elken et al., 2003; Liblik and Lips, 2012; Lips et al., 2016a)
and by convective mixing (Liblik et al., 2013; Lips et al., 2016a). This
mixed state results in a longitudinal salinity gradient which is highly
unstable and generates an energetic state for buoyancy-driven bar-
oclinic currents (Alenius et al., 1998).

The general view is that water movement in a positive stratified
estuary is characterized as relaxation of the longitudinal density gra-
dient, where buoyant water outflow takes place in the surface layer and
dense water inflow in the bottom layer. Implications of basin geometry,
friction and Earth rotation can induce horizontally sheared flows. The
width of the GoF is far beyond the internal Rossby radius, thus, the
Earth's rotation gives rise to significant transverse pattern of the es-
tuarine circulation (Valle-Levinson, 2008). With a high Kelvin number
0[10] and a low Ekman number O[10~*], the GoF should possess an
inflow on the left-hand coast and an outflow on the right-hand coast
from the perspective of the head of the estuary. In aparticular estuary,
various factors such as tides, waves and prevailing winds modify the
general circulation scheme (Geyer and MacCready, 2013).

In a finite basin with a gradual bottom slope, the characteristics of
saline water inflow can be inflow length or the point of overturning.
Salt wedge intrusion is greatly hindered by longitudinal estuarine
convergence (Poggioli and Horner-Devine, 2015). Liblik et al. (2013)
suggested that the salt wedge intrusion in the central part of the GoF
can be hindered by topographic irregularities.

Recent estuarine circulation studies have focused on the implica-
tions of tides on residual circulation in tidally energetic estuaries. Geyer
and MacCready (2013) suggested to scale estuaries according to the
ratio of tidal and vertical mixing timescales, which places the GoF as a
part of the Baltic Sea into a category of microtidal estuary. Despite the
absence of significant tidal oscillations, Lips et al. (2016a) scaled the
GoF using (atmospheric forcing generated) self-oscillation velocities
and placed the GoF into the stratified estuary class. Burchard and
Hetland (2010) found that in a well-mixed estuary tidal straining in-
duced circulation can dominate over gravitational circulation.

Evidence suggests that circulation in a ROFI type estuary could be
anticyclonic instead of cyclonic (Fujiwara et al., 1997; Lips et al.,
2016b; Soosaar et al., 2014). Kasai et al. (2000) conceded that con-
ventional study conducted on a transverse section assuming a steady
state balance between Coriolis, pressure and friction terms is unable to
explain important anticyclonic circulation features in the Ise Bay, which
were observed by Fujiwara et al. (1997). The anticyclonic circulation in
Ise Bay was reproduced by the diagnostic numerical model by Yanagi
et al. (1998). The circulation pattern during the spring months in the
Gulf of Riga (GoR) was found to be driven by a horizontal density
gradient with prevailing wind conditions either enhancing or reversing
it (Soosaar et al., 2014).

Main aim of this study is to investigate seasonal climatology of the
upper layer water circulation and the salinity distribution along the
thalweg of the GoF. This research was motivated by the uncertainties
about the circulation scheme as both the model and measurement
studies listed above show evidence of the cyclonic and anticyclonic
basin-scale mean circulation depending largely on the averaging period
or numerical model used. The 40-year mean circulation and salinity
distribution as shown from our model simulation forms the background
for seasonal climatology. A prominent feature of the upper layer cir-
culation is an intensive westward coastal current along the left-hand
side of the estuary, which transforms into two anticyclonic circulation
gyres lined along the estuary. Therefore, one objective is to study
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interannual variations of these current features. Seasonal variation of
the salinity distribution along the thalweg is the other prominent fea-
ture in the seasonal climatology. Therefore, the other objective is to
study interannual variations of the intensity of the salt wedge and less
saline upper layer water (LSULW) transports, i.e. estuarine circulation.
Based on the dominant features of the upper layer circulation we argue
that the GoF could be classified as wide gulf type ROFI (Fujiwara et al.,
1997), but focusing on the seasonal variations of the salinity distribu-
tion along the thalweg the GoF could be classified as salt wedge estuary
(Hansen and Rattray, 1966). The effect of the wind on the WCC, an-
ticyclonic gyres and salinity variations along the thalweg is presented
and discussed.

2. Methods
2.1. Numerical model description

Our hindcast simulation was carried out using the General Estuarine
Transport Model (GETM) (Burchard and Bolding, 2002), which is a
numerical 3D circulation model developed for coastal and estuarine
applications (Grawe et al., 2013a; Hofmeister et al., 2011; Holtermann
et al., 2014). GETM solves nonlinear Navier-Stokes equations under
Boussinesq and hydrostatic approximation in a 3D space based on the
Arakawa C-staggered grid system. Horizontal spherical and vertical
adaptive coordinate systems were used for spatial discretization.
Compared to the fixed o-layer grid, the adaptive vertical coordinate
system has been shown to produce less numerical dissipation (Grawe
et al., 2013b) by offering a better resolution for stratification and the
bottom boundary layer (Hofmeister et al., 2011). Temporal discretiza-
tion was done using the volume conserving time-split technique which
split the model into baroclinic and barotropic modes. The third order
monotone P2-PDM advection scheme was applied using the directional
split approach (Pietrzak, 1998). Klingbeil et al. (2014) showed that this
scheme had smaller numerical dissipation compared to the other high
order schemes. Internal pressure was parameterized using the z-inter-
polation method proposed by Shchepetkin (2003). Vertical turbulence
is prescribed using the two-equation x — ¢ model coupled with the al-
gebraic second-moment turbulence closure via GOTM (Canuto et al.,
2001; Umlauf and Burchard, 2005). Background diffusivity was set to
10~ °m?s ™!, which is in good agreement with previous observations,
e.g. Holtermann et al. (2014). Subgrid-scale horizontal turbulence was
parameterized by means of a horizontal viscosity coefficient of
10m?s~!. The choice was made based on the considerations by
Wallcraft et al. (2005). Heat and momentum fluxes through the surface
were calculated using bulk formulas by Kondo (1975). We applied a
simple rigid lid approach to mimic the ice coverage in the Baltic Sea
when sea surface temperature reached freezing point. That reduced
latent heat flux and wind stress at the surface.

2.2. Model setup and forcing

The model domain with one nautical mile grid step covers the Baltic
Sea with an open boundary in Kattegat, where sea level elevation,
temperature and salinity are prescribed. Digital bathymetry of the BS
with a resolution of 1 nautical mile (nmi) was adopted from Seifert and
Kayser (1995). Adjustments of initial bathymetry were necessary to
reduce artificial mixing near steep-sloped and enhanced saline water
inflows through the Danish straits. Therefore, we have used a simple
3 x 3 boxcar filter in order to smooth steep slopes and adjusted depths
at the Danish Straits (Great Belt, Darss Sill). In vertical, 40 bottom-
following adaptive layers have been defined, ensuring vertical resolu-
tion below 5m. We use the tendency parameters described in
Hofmeister et al. (2013), with the adjustments of ap, = 0.2 and
cq = 0.2. The timestep for the barotropic mode was chosen as 20 s and
for the baroclinic mode as 400 s. We have stored daily mean values of
main prognostic variables for the analysis if not stated otherwise.
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The initial conditions of salinity and temperature for our simulation
period of 1966-2006 were compiled using observation data from the
Baltic Environmental Database (BED; http://nest.su.se/bed), which
comprise long-term measurements of salinity, temperature and other
hydrophysical parameters from various institutions around the Baltic
Sea (Gustafsson and Medina, 2011; Wulff et al., 2013). The data is
quality checked and is therefore widely used for model validations (e.g.
Placke et al., 2018; Vili et al., 2013). The spin-up period was two weeks
to enable fast gravitational adjustment of the initial temperature and
salinity (density) and the velocity field. Hindcast atmospheric forcing
for the Baltic Sea region was prepared from the BaltAn65+ dataset,
which is a dynamical downscaling of the ERA40 reanalysis using the
HIRLAM model (Luhamaa et al., 2011). The atmospheric parameters
were available on a spatial grid with a resolution of 0.1° and at a
temporal resolution of 6 h. Monthly river runoff data of 37 largest rivers
from the Baltic catchment was adopted from the hindcast simulation of
the E-HYPE hydrology model (Donnelly et al., 2015). The sea level at
the open boundary in the Kattegat was prescribed using daily mea-
surements from Smggen gauge station. For realistic salinity data, we
prescribed boundary conditions based on recorded salinity measure-
ments made on Danish Lightships in Kattegat and used local wind
conditions from BaltAn65+ to describe the tendency toward oceanic
salinities during westerly wind impulses (Gustafsson, 1999). Monthly
mean air temperature from the Kattegat was used as the surface water
temperature boundary condition. When negative air temperatures oc-
curred, 0 °C was used. Details of constructing boundary data are given
by Maljutenko and Raudsepp (2014).

2.3. Defining thalweg

The characteristic distribution of salinity and estuarine exchange is
often described as a vertical section along the thalweg of the estuary
(Lilover et al., 2017; Lips et al., 2016a). However, unlike conventional
drowned river estuaries and fjords where the main erosion direction
aligns with the main gulf axis, the sea bed of the GoF is shaped by
erosion of the last ice age and river runoff, thus, the gulf is character-
ized by many underwater depressions and mounds. This makes it hard
to define one continuous line combining the deepest points as a
thalweg. We have defined a thalweg as 10% of the deepest grid points
along the selected meridional transect. The grid points defining the
thalweg are shown in Fig. 1b.
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3. Results
3.1. Model validation

Here, we briefly summarize the model validation results presented
in detail in Maljutenko and Raudsepp (2014). The statistical compar-
ison of measured and simulated sea levels has been conducted in three
sea level observing stations at Landsort, Dirham and Narva-Joesuu
(Fig. 1a). Sea level in Landsort station, characterizing the total volume
of the Baltic Sea, has been simulated with a high correlation (R = 0.94)
and a small root mean square difference (RMSD = 7.5 cm). Sea levels in
Dirham (R = 0.94, RMSD = 8.8cm) and Narva-Joesuu (R = 0.96,
RMSD = 8.2 cm) stations show validity of basin wide barotropic pres-
sure gradient forcing in the GoF. The quality of our simulation results
was comparable to other long-term modelling results (e.g. 8.9 cm by
Jedrasik et al., 2008).

Comparison of the simulated and observed time-series for the
bottom and surface salinity from the Gotland Basin (BY15) and the GoF
(LL7) is shown in Fig. 2a, b. In the time-series plots, monthly mean data
from the Baltic Environment Database (Wulff et al., 2013) and daily
mean values from the model were compared. The monthly mean values
from the database were used because of scarcity of data on the one hand
and because of large scattering of temperature and salinity values,
when several measurements fall into short time interval and mesoscale
and sub-mesoscale features dominate in the area, on the other hand.

Measured surface salinity in the Gotland Basin shows a steady in-
crease up until the end of the 70's, which is followed by a decrease up
until the mid-90's and a slight increase thereafter (Fig. 2a). A similar
tendency is less pronounced in the GoF. In the model, the salinity level
is rather steady until the end of the 70's because the initial salinity level
is already higher compared to observed salinity values. The model
salinities and observed salinities even out after the first 10 years of the
simulation, and the following decrease in salinity starting with the
beginning of the 80's is well reproduced by the model. Since 1995, the
model gives statistically significant linear salinity trend of
0.03gkg !year ! and 0.04 gkg ™ !year ! in the Gotland Basin and in
the GoF, respectively, while there are no trends in the measured salinity
values. The seasonal salinity cycle is well-reproduced both in timing
and in range. The latter does not exceed 1gkg~! in the BY15, while
being around 2 gkg™"' in the GoF. Low salinity values are observed in
summer. This is caused by the development of vertical stratification and
less mixing.

At the beginning of the simulation, the initial salinity is about
1 gkg ™! lower than observed in the bottom layer of the Gotland basin
(Fig. 2a). This affects the salinity until the Major Baltic Inflow (MBI) in
1993. The maximum salinity difference between the model and
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Fig. 1. Map of model domain and area showing location of the Baltic Proper (BP) and the Gulf of Finland (GoF) on (a). Map of study area with locations of current
observations and selected stations (b). The red diamonds on (a) and (b) show locations of sea level gauges and red squares show locations of salinity and temperature
monitoring stations. Black circles on (b) show the selected stations. Light blue dots show the thalweg location of depths below 90 percentile on the corresponding
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observations of 1.5gkg ™! is evident in 1977 because the model does
not have a signal from the moderate MBI in 1976. By the end of the
stagnation period in 1993, both model and observed salinities reached
11 gkg ™', which shows that the freshening of the bottom layer in the
Gotland Deep between the MBIs in 1976 and in 1993 is slower in the
model than in nature. Model results show artificial inflows to the
Gotland Basin in 1978 and 1980, which reduce observed salinity de-
crease. Model results show oversensitivity to some smaller inflows
reaching the Gotland Basin, e.g. the inflows of 1996 and 1997 have
hindered the inflow signal in 1998, which is visible in the measure-
ments. Thus, with some exceptions, the model reproduces the dynamics
of MBIs and the following transport of saline water from the Danish
Straits to the Gotland Deep rather well.

The seasonal signal in the GoF is overwhelming in the bottom
salinity variations, with a range of up to 3gkg ™" and 2.5 gkg ™" in the
observations and model, respectively. High salinity conditions prevail
in summer, followed by low salinity in winter. This indicates that the
estuarine circulation is more pronounced in summer than in winter. In
late autumn and winter, intense vertical mixing due to convection and
estuarine flow reversals (Elken et al., 2014; Liblik et al., 2013) reduce
vertical salinity stratification in the GoF. Long-term salinity variations
that had a clear signal in the surface layer of the Gotland Basin are
obvious in the bottom salinities in the GoF. The long-term trends of
bottom salinity decrease in the 70's and 80's, and the following increase
after the MBI in 1993 are well-simulated by model.

A simple rigid lid formulation for ice reproduced maximum ice
extent for the Baltic Sea in mild winters but underestimated ice extent
in severe winters, while interannual variations were simulated well
(Maljutenko and Raudsepp, 2014).

A more detailed validation of the results from the current simulation
has been presented in Maljutenko and Raudsepp (2014).

3.2. Mean fields

Spatial pattern of 40-year mean wind vectors is uniform with the
direction being predominantly south-west and the speed of about
2ms~! over the GoF (not shown). This is in agreement with Isemer
et al. (2008), Keevallik (2008) and Keevallik and Soomere (2014).

As a proxy for the mean circulation, mean surface salinity char-
acterizes fresh and saline water exchange between the mouth and head
area of GoF (Figs. 3a, 4a). Over the longitudinal length of 400 km,
salinity changes from 6 gkg™' to 2gkg™", which results in a mean
salinity gradient of 0.01 gkg ™ 'km ™! (or 10 °gkg ™ 'm™1). The sali-
nity gradient is somewhat steeper in the north-eastern part of the GoF
where freshwater from Kymi and Neva rivers are major contributors. In
the eastern part of the gulf, distorted isohalines show a westward in-
trusion of freshwater at the north-eastern and south-eastern coast and
eastward spread of saline water in the central part (Fig. 3a). This is
consistent with the dominant westward coastal current (WCC) at the
southern coast and weak eastward flow in the central part (Fig. 4a). In
the eastern part of the gulf, detachments of the WCC from the coast are
merging with a weak eastward flow at the center of the gulf, which can
be easily interpreted as an anticyclonic circulation gyre. Significant
transformation of WCC takes place near the mouth area where WCC
merges with coastal inflow from BP and continues as an outflow near
the central axis of the gulf. This results in a well-known cyclonic cir-
culation pattern and a transversal salinity gradient.

The persistency of surface currents (Fig. 4b) is calculated as a ratio
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Fig. 3. Mean salinity distribution of average upper 10 m (a), transverse transections (b) and the mean salinity transect along thalweg (c).

of mean vectorial and scalar current velocities,
|7+ V [/Id+7V ], (€))]
where u is the zonal current component and v is meridional current
component. The mean persistency, calculated from daily mean velocity
fields, over the gulf area (0.28, std. 0.05, median 0.22) reflects a low
stability of the general current pattern. However, the stability of WCC is
above 0.28 over the whole length of GoF. The current system associated
with the Neva River outflow in the eastern part of the GoF reveals a
persistency above 0.28 and occasionally above 0.5.

Sequential meridional transects in Figs. 3b and 4c reveal the vertical
structure of the salinity and zonal velocity fields. From the surface
down to about 15 m isohalines tend to be vertical, which is a sign of a
mixed upper layer. In the intermediate layers/deep layers of the wes-
tern part of the GoF, isohalines decline/incline toward the northern
coast, resulting in stronger vertical stratification on the northern slope
than on the southern slope of the GoF. However, in the eastern part of
the gulf, transverse isohalines are horizontally more flat.

The WCC extends over the upper 20-30 m in the eastern part of the
GoF and reaches 50 m in the western part, where it detaches from the
southern coast. The eastward current extends over the entire water

5}

column in the western part and submerges below the WCC as the WCC
attaches to the coast. Although the WCC originates from the less saline
eastern GoF, it does not cause a low salinity area similar to the north-
eastern coast of the GoF. Higher salinity could be explained by an en-
trainment of saline water from the deep inflow current. In order to
investigate vertical advective flux, the integral of mean vertical velocity

ijD”?dz,

D (2)

where D is depth, 7 is sea level and w is vertical velocity, is plotted on
Fig. 4d. The patchy distribution of vertical velocity (e.g. Meier, 2007;
Myrberg and Andrejev, 2003) is smoothed twice using a moving
average horizontal filter over a 4 X 4 cell in order to reveal larger re-
gions of vertical advective fluxes. The average vertical velocities over
the whole GoF area are positive but two orders of magnitude lower than
local values. The regions with upward and downward fluxes are alter-
nating sequentially, revealing that vertical advective flux mostly has a
local nature. However, the southern slope is characterized by a rela-
tively uniform upward flux, which is contradicting the results by
Myrberg and Andrejev (2003). This area overlaps with WCC, suggesting
there is a significant vertical salt flux along its longitudinal extension.
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Fig. 5. Monthly mean surface layer current field averaged over depth of 0-10 m. Every 3rd velocity gridpoint is shown for better visibility. Monthly mean salinity

distribution averaged over same depth range is shown as black and grey isohalines.

The subducting area near the southern coast of the western GoF marks
the sinking of saline inflow near the surface. Farther offshore, mostly a
downward flux dominates until the northern coast where isolated areas
of upwelling appear in the vicinity of peninsulas near the northern
coast. The latter is consistent with the results by Myrberg and Andrejev
(2003). There is no significant difference in spatial distribution of
vertical advective flux through the different layers i.e. 10-m, 20-m, 40-
m, 60-m layer (not shown), compared to the vertical velocity averaged
over the whole water column.

3.3. Seasonal climatology

Monthly mean upper layer (0-10 m) circulation patterns are plotted
in Fig. 5 showing significant annual surface current field variability.
The inflow in the western part of the gulf near the southern coast is the
dominant current structure over the course of the months from No-
vember to January. This inflow begins to form in September/October
and disappears in April as WCC starts to prevail and becomes the
dominating current in May and June. Only a weak inflow is evident
during July and August. The strength of WCC varies within the year,
being strongest during spring months. First signs of developing WCC are
evident in February when the coastal current forms in the eastern part
of the GoF. During the period from April to June, the coastal current
stretches from the eastern edge of the gulf and extends further into the
Baltic Proper along the southern coast. In July, the WCC weakens due to
extensive cross-shore transport and transforms into two basin-wide
anticyclonic gyres. Weakening of the gyres takes place in autumn and
they disappear by November. The small-scale anticyclonic loop is pre-
sent in the Narva Bay during all months.

A westward current along the northern coast starts to develop in

February being most intensive in April-May. The latter coincides with
the period of high river discharge (Donnelly et al., 2015). The current is
stronger in the western part due to a substantial cross-shore exchange
originating from the WCC in the central part of the gulf. In June, the
current reforms into an inflow which lasts from July to October.

The seasonal climatology of dominant current that features the WCC
and two anticyclonic gyres is also evident on the Hovmoller diagrams,
i.e. temporal variability of vertical distribution of current velocity
components at the selected locations (daily mean climatology smoothed
once over 13 days). Temporal variability of vertical distribution of daily
climatology of unsmoothed zonal velocity component at the SW and SE
locations shows that WCC is a prominent feature in the surface layer of
20 m from April to June (Fig. 6¢, ). During that period, the WCC breaks
inflow at the SW location which is otherwise strong and vertically
unidirectional.

At the NW location, there is an outflow period from February to
June over the upper 30 m layer and weak inflow below (Fig. 6a). The
outflow is reversed to inflow in the surface layer while extending over
the rest of the water column in June. The inflow layer deepens and the
outflow layer shrinks in time until inflow covers the whole water
column by November. The bi-directional flow is strong from July to
October, which corresponds to a dominating anticyclonic circulation in
the upper layer over the western Gulf. A low southwards meridional
velocity component at the CW location (Fig. 6b) confirms existence of
anticyclonic circulation that extends to 20 m depth in July and August.
Occasionally, zonal flow at the SW location is negative during that
period. Comparing velocities at the NW, SW and CW locations indicates
a cyclonic circulation in a depth ranging from 20 to 40 m, i.e. below the
anticyclonic circulation pattern. From September to October, the an-
ticyclonic circulation extends over the entire water column but is



1. Maljutenko and U. Raudsepp

Lat [°N]

Journal of Marine Systems 195 (2019) 1-19

Lat [°N]

Lat [°N]

Lon [“E]

Fig. 5.

pushed offshore due to increasing inflow at the SW location.

A similar anticyclonic circulation starts to develop over the eastern
part of the Gulf in June. Then, the WCC transitions smoothly into the
southern part of anticyclonic circulation. The flow at the SE location is
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continuously westward (Fig. 6f). The meridional flow at CE location is
northward, although relatively weak (Fig. 6e). We like to note that at
the adjacent CW location, the mean flow is southward (Fig. 6b). At the
NE location, the flow is eastward (Fig. 6d), thus forming the northern
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part of anticyclonic circulation. It should be noted that in spring the NE
location is outside the coastal current of the river plume. Initially, an-
ticyclonic circulation is weak, but it extends over the thick upper layer
of about 30 m. While strengthening, the anticyclonic circulation shrinks
in depth as cyclonic circulation in the bottom layer increases.

To summarize the seasonal climatology of the dominant current
structures, the WCC and two anticyclonic gyres, we have depicted
seasonal course of the surface zonal current velocity and zonal wind
speed at the selected locations in Fig. 7 (daily climatology of zonal
current and wind speed which is twice smoothed over 61 days). The
zonal current velocity at the SE and SWC locations describe the strength
of WCC, at the SW location the north-eastern branch of cyclonic cir-
culation in the Baltic Proper and at the NE and NW locations the ex-
istence of the anticyclonic gyres. The full 40-year time series are pre-
sented in Fig. 8 to show that seasonal climatology is not a statistical
property only. The zonal wind is included because of the mean wind
although small in magnitude plays significant role in the modification
of the WCC and affecting the development of the anticyclonic circula-
tion gyres. The zonal velocity at the SW location is dominantly positive,
which is consistent with the general cyclonic circulation in the Baltic
Proper (Lehmann and Hinrichsen, 2000; Meier, 2007). At the SWC and
SE locations, the zonal flow is mainly negative which supports the ex-
istence of WCC and southern part of anticyclonic gyres. At the NW lo-
cation, mean zonal flow is weakly positive, but persistently positive at
the NE location in the support of northern part of the anticyclonic gyres.
The zonal wind is mainly positive, thus the dominating flow at the
northern GoF is consistent with zonal wind, but the zonal flow at the
southern coast is opposite to the zonal wind.

The correlation coefficients between the zonal currents and zonal
wind calculated from unsmoothed daily mean values are presented in
Table 1. Zonal wind component has strong correlation with zonal cur-
rent velocity of WCC and zonal velocities of the northern parts of an-
ticyclonic gyres (Fig. 8). This shows that wind has significant role in
reducing (positive zonal wind component) the intensity or enhancing
(negative zonal wind component) the intensity of the WCC. In case of
the western anticyclonic gyre, the positive zonal wind drives the east-
ward flow at the northern part of the GoF, which is needed to form the

anticyclonic loop. In case of the eastern anticyclonic gyre, the positive
zonal wind increases eastward flow and intensifies northern part of
anticyclonic gyre. Considering zonal current velocities at the selected
location, we would like to emphasize the high correlations between the
flow at the southern coast on the one hand and at the northern coast, on
the other hand. For the WCC, it means that cyclonic circulation in the
Baltic Proper influences the strength of the WCC and vice versa. For the
anticyclonic gyres, it means that both of them exist simultaneously.

In the seasonal scale, the development phase of the WCC from
February coincides with the decrease of the zonal positive wind velocity
(Fig. 7a). The most intensive WCC in April-May falls into the period
where zonal wind is in its minimum. Since June, the WCC reforms into
anticyclonic circulations as the zonal wind increases simultaneously.
Since July until October 2, anticyclonic gyres dominate the circulation
in the surface layer of the GoF in response to the positive zonal wind.
From October-November to January—February, vertical mixing due to
wind and thermal convection due to surface cooling, as well as ice
coverage affect the circulation in the GoF, but remain out of the scope
of current study. Besides, we would like to mention that the circulation
in the entrance area to the GoF is strongly influenced by the main cy-
clonic circulation of the Baltic Proper.

The monthly mean salinity distributions along the transect of the
thalweg of the GoF describe estuarine circulation in general (Fig. 9).
Seasonal salinity dynamics resemble advancement of salt wedge toward
the head of the estuary during the period from February to June and the
retreat of the salt wedge from July to October. We defined lower sali-
nity of the salt wedge as 8 gkg ~! and higher salinity of less saline upper
layer water (LSULW) as 6.5gkg™'. The choice was made because
during the period of the most intensive mixing these isohalines share
approximately the same location on the thalweg (Figs. 7b, 11b). From
November until January, salinity distribution is relatively stable
(Fig. 7b). The upper mixed layer reaches about 40 m in the eastern part
and up to 60 m in the western part of the GoF, followed by a stratified
water column below. The following development of a seasonal salinity
stratification due to the freshwater discharge and solar heating reduce
the mixed layer depth to 10 m. The period from February to June is
characterized by a westward transport of LSULW, which is most
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Table 1
Correlation matrix of 60-days running mean zonal wind flow in Kalbaddagrund
and zonal surface current speed at five stations (Fig. 1b).

Wind SE SW SWC NW NE
Wind 1.
SE 0.782 1.
sw 0.467 0.719 1.
SWC 0.711 0.794 0.763 1.
NW 0.837 0.681 0.406 0.515 1.
NE 0.582 0.238 —0.034 0.159 0.733 1.

intensive in May and June. The water with salinity of 6.5gkg™*
reaches the longitude of about 22°E making the travelling distance of
about 120 km. Simultaneously, a strong eastward saline water transport
takes place in the lower water column from February to June. Max-
imum eastward extension of the salt wedge, to 26.30°E which is about
140 km in distance, is achieved in June. The most intensive eastward/
westward advancement of the salt wedge/LSULW is during low wind
period (Fig. 7a). In late summer, from July to September, the shifts of
the surface and near-bottom salinity isohalines resemble weak reverse
estuarine circulation without drastic changes in the depth of the mixed
layer. In October and November, continuous mixing increases upper
layer salinity over the entire gulf.

3.4. Interannual variations

We divide the annual period into two sub-periods: one from April to
June (Fig. 10a) and the other from July to September (Fig. 10b). These
periods correspond to the dominance of the WCC and two anticyclonic
gyres respectively. The low or high wind periods of the three month
mean zonal wind in spring (Fig. 10a) and summer (Fig. 10b) do not
coincide. As low zonal wind favors both the WCC and anticyclonic
gyres, then we do not expect these two phenomena to be strong during
the same year. The exceptions are the years of 1979 and 1980, when the
zonal wind component was high and low during both periods, respec-
tively. The WCC and the anticyclonic gyres were absent in 1979, but
well-developed in 1980. We have visually checked the current struc-
tures for each year, and the subjective estimates of the rate of the de-
velopment are presented in the panel in Fig. 10c. Besides the intensive
WCC, well-established anticyclonic gyres existed in 1969, 1995-1997
and 2002, but the correlation with the wind is not so obvious.

The WCC emerges in the zonal velocities (3-month mean calculated
from daily mean values) at the selected locations of the southern coast
of the GoF, especially at SWC and SE locations (Fig. 10a). There, the
negative zonal velocity shows the existence and intensity of the WCC. In
case of a very intensive WCC, the WCC extends to the NE Baltic Proper
and negative velocity is visible at SW location. Until 1989, there is very
good correlation with the intensity of WCC and the wind strength. Low
wind speed or even very small negative wind corresponds to intensive
WCC and high positive wind destroys WCC, except in 1976. During the
period from 1969 to 1972, the wind is low and the WCC is intensive
every year except in 1972. Since then until 1981, the years with strong
and weak WCC follow each other. The period from 1983 until 1989 has
relatively low wind speed and the WCC is well-developed. Since that
period until the end of the simulation, the coincidence between wind
speed and intensity of WCC is not so strong. The WCC exists almost
every year, but does not extend so far west as it was during 70's. There
are several publications showing regime shift of the airflow over the
GoF in 1989 (Elken et al., 2014; Keevallik and Soomere, 2014; Soomere
et al., 2015).

The anticyclonic gyres emerge on the zonal velocities at the loca-
tions on the southern as well as on the northern coast (Fig. 10b) (3-
month mean calculated from daily mean values). The velocities on the
southern coast should be negative similar to the period of the WCC, but
positive on the northern coast. The higher absolute values of the zonal
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velocity components indicate more established and more intensive
anticyclonic gyres. During summer months, the stronger zonal wind
favors stronger currents at the northern coast of the GoF (Fig. 10b). The
correlation is especially good at the NW location. On the other hand,
stronger wind weakens westward current at the southern coast or even
reverses it. The westward currents are the strongest when the wind is
weak. In general, anticyclonic gyres are present when zonal wind is
weak, but may not exist when zonal wind is strong. Since the start of the
simulation until 1979, the established anticyclonic gyres exist during
the summers with moderate wind (Fig. 10b, c). In 1980-81, we have
strong anticyclonic gyres at both locations simultaneously. From 1982
to 1988, the anticyclonic gyres do not establish during summer as this
period is characterized with relatively strong westward zonal wind.
Since 1993, the anticyclonic gyres occur more frequently, also the zonal
wind is lower than during the 60-80's. The changes in the frequency of
occurrence and intensity of the WCC and anticyclonic gyres before year
1990 and after could be related to the changes in the zonal wind
component (Elken et al., 2014; Keevallik and Soomere, 2014; Soomere
et al., 2015). Before 1990, the three month mean zonal wind was
stronger in summer than in spring, but equalized after 1990, in general.
There are some years, when the wind favors the WCC or anticyclonic
circulation, but they are absent or are weak, and vice versa. This leaves
the possibility that in some cases the structures are hindered/sup-
pressed by the physical processes not tackled in this paper.

The Hovmoller diagram, i.e. the temporal variability of vertical
distribution for salinity, confirms the seasonal nature of estuarine ex-
change flow in the GoF (Fig. 1la). Salinity stratification begins
strengthening during the spring with increasing bottom layer salinity
and decreasing surface layer salinity. Maximum height of the salt
wedge as well as the easternmost extent of it is achieved by the end of
June (Fig. 7b). Following destratification during autumn and winter has
two different mechanisms, vertical mixing and reverse estuarine cir-
culation. The latter results in stratification collapses in winters of 1975/
1976, 1977/1978, 1980/1981, 1991/1992, 1994/1995, 1999/2000,
2004/2005, which coincide with the years of a very small density dif-
ference calculated from the measurements (Elken et al., 2014).

Interannual variations of the height of salt wedge at the entrance to
the GoF (Fig. 11a) and its eastward transport along the thalweg
(Fig. 11b) as well as thickness and westward transport of the LSULW are
consistent with the bottom salinity variations in the Gotland Deep
(Fig. 2a). After the MBIs and following high-saline water period the salt
wedge extends up to 40-50 m depth from the bottom and reaches about
27°E. Since the beginning of 1970's the height of the salt wedge slowly
decreases, its wintertime location shifts westward as well as the east-
ward extent decreases accordingly. The MBI in 1976 as well as mod-
erate inflow in 1982 cause some recovery of the salt wedge height,
location and eastward distance. The stagnation period in the Baltic Sea
until the MBI in 1993, has a substantial effect to the salinity variations
in the GoF. The salt wedge becomes weak, it remains in the entrance
area and reaches the longitude of 24°E during its maximum extent in
1990-91. At the same time, LSULW is pushed much more westward
reaching 21°E during summer and remaining at 23°E in winter. Fol-
lowing MBIs and moderate inflows in 1993, 1994, 1998 and 2003 re-
store the situation with salt wedge and LSULW that was characteristic
to the end of 60's and beginning of 70's.

Although MBIs and moderate saline water inflows that increase the
salinity in the Gotland Deep set the scenery for the salt wedge variation
and estuarine circulation in the GoF, the mean zonal wind component
considerably modifies salt wedge and LSULW dynamics. The distance
between salt wedge and LSULW do not have obvious trends during their
maximum separation (Fig. 11c). Interannual variations cover a wide
range being < 100km in 1979 to 310km in 1980 for instance. The
maximum distance between salt wedge and LSULW is strongly depen-
dent on annual mean zonal wind component in the way that stronger
positive zonal wind reduces the distance between the isohalines. Dy-
namically, eastward zonal wind works against the westward movement



L Maljutenko and U. Raudsepp Journal of Marine Systems 195 (2019) 1-19

T e

75 4 ~ L

4

Depth [m]

100 r

125 2 4 6 8 10 |
Salinity [g kg™]

4 6 8 10 |
Salinity [g kg1

25

50

75

Depth [m]

100

125
Salinity [g kg™

I I \I% ' \\\\\\v—ss Ls_ I :

|~ ~ L
Mar

Depth [m]

2 4 6 8 10 |
Salinity [g kg™

4 6 8 10 -
Salinity [g kg™

. \My_/ _ 1 v |
b e
- L 6.5 —
E
=4 E -
s Apr
a P I Oct |
| eee————
4 6 8 10 | 4 6 8 10 |
Salinity [g kg™*] Salinity [g kg™
0 L v ll,\ Ul
k L\ L
— F 50 -
E
= 75 = F
2 .
a L 100 Nov L
| ceee——— ] [ ceee———
10 | 125 2 4 6 8 10 |
Salinity [g kg™

E
— 7~ —
s Fo7s F
% ~
e I 100 Dec L
EEEEE T EEEET T Taam
125 ; 2 4 6 8 10 L 125 2 4 6 8 10 |
Distarice [km] 200 Salinity [g kg1 Salinity [g kg1
22 23 24 25 26 27 28 29 30 22 23 24 25 26 27 28 29 30
Lon [°E] Lon [°E]

Fig. 9. Vertical distribution of monthly mean salinity along the thalweg.

12



1. Maljutenko and U. Raudsepp

Journal of Marine Systems 195 (2019) 1-19

a) Fig. 10. Mean zonal current speed and
13 zonal wind speed in upper part for periods
1> ,_"._‘ of April-June (a) and July-September (b) at

w0 selected stations (Fig. 8). The solid and da-
11 & shed lines correspond to western and
15 — eastern stations respectively. Color shade
a5 4? shows station location on northern and
0 4 southern coast. Identification of WCC and
25 o . R R X
= o] anticyclonic (AC) circulation cells based on
= 0 > visual inspection of monthly mean surface
b -2.5 circulation field on (c¢). Numbers corre-
S s spond to: 1 as fully developed WCC/AC, 2
o as partially developed WCC/AC and 3 as no
g 15 WCC/AC has been identified. (For inter-
-10 pretation of the references to color in this
L figure legend, the reader is referred to the
1970 1975 1980 1985 1990 1995 2000 2005 web version of this article.)
Zonal wind Zonal surface current sw WE .
NW — SWC 4 alb.
b) = w= == NE = = = SE ||gw ::»5'“\-\&) -3
é‘\' WC  SE
-2 ,—"4_'
n
= 1 E
%) 0 =
E s Z
= 25 8
> ==
= (]
[%} >
O 25
()
> 5
-75
-10
) N I I N Y N S U S S S —— ) N I T I I N I -
1970 1975 1980 1985 1990 1995 2000 2005
c) Years
66 67 68 69 70 71 72 73 74 75 76 77 78 79 80 81 82 83 84 85 86 87 88 89 90 91 92 93 94 95 96 97 98 99 00 01 02 03 04 05

oo A V1 R I I ] 1 S S T Y e e e e e T T T T R A 2 RS 2] 2

AC-W (AS) [Ba| 2|is[Salil 2[ sl 2[ s 2| 2[Fd 2| s|hallEl 2| s|is| s[FS| 2| s|ia| s[s| s| s|Ns Al 2[NSl 2[Fs] 2

AC-E (As) | 2| 2| 2[Ta| a| 2[FafWal s[Fs[Wal 4l 2| a[Fal"al 2| 3| | 3| a|Fs| 3 2[Ta| af s[Ta["4 1ER R SR

of LSULW and the pressure gradient which is set up at the head of the
GoF does not allow eastward penetration of the salt wedge. The es-
tuarine circulation and corresponding eastward transport of saline
water and westward transport of LSULW is most intensive with low
zonal wind. We like to note that there is no difference when mean zonal
wind of spring period is used instead of annual mean zonal wind.

Although we have considered the WCC and salt wedge dynamics
separately, they are connected anyhow. The WCC has low intensity
during the peak of stagnation period from 1986 to 1994 in general, but
1989-1992 in particular. Indeed, during the last period zonal wind
component is relatively high, which reduces the WCC. The WCC is re-
latively strong after the MBI in 1993. Investigation of the inter-
relationship between the WCC and salt wedge dynamics is the scope of
a future paper.

4. Discussion

Numerous previous studies have explicitly stated that mean circu-
lation is cyclonic in the GoF (Delpeche-Ellmann et al., 2016; Jonsson
et al.,, 2011; Kullenberg, 1981; Laanemets et al., 2004; Lessin and
Raudsepp, 2006; Lilover and Talpsepp, 2014; Omstedt et al., 2014;
Pavelson et al., 1997; Raudsepp, 1998; Vahtera et al., 2005) based on
the data interpretation by Hela (1952), Palmén (1930), and Witting
(1912).

On the other hand, many authors (e.g. Alenius et al., 1998; Andrejev
et al., 2004) have stated that the generalization of anti-clockwise cir-
culation with low persistency is rather a statistical property than a
permanent feature. Our model study shows that mean circulation
comprises a mixture of dominant and more persistent currents which
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are shifted over time. It was also noted by Palmén (1930) that current
persistency was much larger within seasons than over the course of the
whole year, suggesting that specific seasonal currents do exist. Re-
cently, there have been several studies discussing the seasonality of the
currents in the GoF e.g. Jedrasik and Kowalewski (2019), Lilover et al.
(2017), Soomere et al. (2011), and Westerlund (2018).

We have shown that WCC is a dominant feature in the surface layer
of 20 m at the southern coast of the GoF during April-June, but starts to
develop in February and transforms into a southern branch of the an-
ticyclonic gyre in summer. The current measurements at the Muuga Bay
during two periods, 23-28.07 and 2-6.08, in 1994 by Raudsepp (1998)
showed extensive WCC in the upper layer and reverse flow below
seasonal pycnocline over the whole bay, although the interpretation of
the dynamics of the flow might not be valid, today. Visual inspection of
model results for April-June and July-September 1994 confirmed the
qualitative consistency of the current model results and the measure-
ments. The analyses of the WCC dynamics indicated that wind could
modify the WCC. The WCC is well-developed during a calm period and
weak positive zonal wind component. Strong positive zonal wind re-
duces the intensity or even destroys the WCC, while negative zonal
wind enhances the WCC. In spring and summer 1994, the zonal wind
was moderate (Fig. 10), but weak during the measurement period in
particular (Raudsepp, 1998).

The physical mechanism of the enhancement of the WCC by nega-
tive zonal wind component could be due to the development of the
coastal upwelling at the southern coast. Cross-shore pressure gradient
associated with coastal upwelling favors the development of alongshore
coastal current in the direction of the wind (Csanady, 1982). In several
cases, measurements and model studies show a strong WCC current
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Fig. 11. Temporal variability of vertical salinity distribution at the mouth of the GoF (location M in Fig. 1) on (a). Longitudinal extent (from longitude of 21°E) along
thalweg of the LSULW and salt wedge (b) and separation/difference during July on (c). Annual mean zonal wind speed from Kalbddagrund is shown on (c).

during the coastal upwelling events (Laanemets et al., 2011; Suursaar,
2010; Suursaar and Aps, 2007). Equally well, there are measurements
and model studies that show the existence of the westward currents at
the southern coast that could not be explained by the upwellings
(Hoglund and Meier, 2012; Jedrasik et al., 2008; Lagemaa, 2012;
Lagemaa et al., 2010; Raudsepp, 1998; Soomere et al., 2011; Suursaar,
2010; Westerlund et al., 2017).

In the mean fields, we have shown that the upward flux dominates
at the southern coast. Indeed, development of coastal upwellings sup-
ports this upward flux, but statistical analyses show that upwelling
events are more frequent at the northern coast than at the southern
coast of the GoF (Lehmann et al., 2012; Myrberg and Andrejev, 2003;
Uiboupin and Laanemets, 2009). Myrberg and Andrejev (2003) use
vertical velocity to define the upwelling index, which is similar to our
study, but their model setup accounts for mainly the wind effect, on the
forcing of vertical velocity which varies from year to year. In our study,
we speculate that the upward flux at the southern coast is mainly en-
trainment velocity caused by the eastward transport of the salt wedge,
which feeds the WCC. To confirm this, the summer periods of the years
1979-1988 are characterized with relatively high positive zonal wind
component (Fig. 10b), which is not favorable for upwelling, but WCC is
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evident. The mean wind vector, calculated over the whole modelling
period is toward northeast, which favors upwellings at the northern
coast and mean downward flux at the southern coast. In spring and
summer, mean zonal winds for different years of the modelling periods
show dominating positive zonal wind, once again not supporting the
WCC and southern branches of the anticyclonic gyres, as well as up-
ward flux at the southern coast.

Indeed, there could still be debates about the role of negative zonal
wind component in the forcing of a coastal upwelling and their re-
lationship to the WCC, but the detailed research of the dynamics of the
WCC remains the subject of forthcoming papers. For instance, recently,
Westerlund et al. (2017) has explained the WCC as the result of accu-
mulation of the upwellings at the southern coast of the GoF. The
alongshore barotropic currents show exponential decay already within
one day after ceasing of the favorable winds for an upwelling (Zhurbas
et al., 2006). Following relaxation of the upwelling, the front induces
baroclinic alongshore flows, which reach their maximum velocity
within a time period of a week unless diminished by growing baroclinic
instabilities or by the consecutive wind impulse.

The second, relatively new feature that emerges in this study is the
double anticyclonic gyre system, one in the eastern and the other in the
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western part of the GoF. The existence of recurrent anticyclonic circu-
lation cells in the GoF has been shown in previous modelling studies
(Andrejev et al., 2004; Elken et al., 2011; Lagemaa, 2012; Soomere
etal., 2011; Westerlund et al., 2017). The anticyclonic gyres could exist
separately, but also simultaneously (Fig. 10c). The eastern anticyclonic
gyre is usually better developed than the western one. These two gyres
are separated in the longitude of about 24.50°E. This longitudinal area
is characterized with intensive cross-shore exchange (Delpeche-
Ellmann et al., 2017; Delpeche-Ellmann et al., 2016; Elken et al., 2011;
Lagemaa, 2012; Lips et al., 2017; Soomere et al., 2011; Viikmie et al.,
2012). The current velocity measurements, which fall into this area,
show relatively variable currents with even stronger meridional com-
ponent compared to the zonal velocity component (Hela, 1952; Liblik
and Lips, 2012; Lilover et al., 2011).

The effect of the wind in relation to the anticyclonic circulation is
not straightforward. Stronger zonal wind component results in stronger
eastward currents at the northern coast (Fig. 10b). Simultaneously, if
the wind is too strong, it destroys the westward current at the southern
coast, so that no anticyclonic gyre can emerge. As the mean eastward
flow is characteristic of the northern coast in summer, the establish-
ment of the anticyclonic circulation gyres depends on the strength of
the zonal wind. Currently, we cannot provide quantitative estimates
about the thresholds of the wind speeds in relation to the existence of
anticyclonic gyres, which will be the subject of forthcoming studies.
When we look at the seasonal course of the anticyclonic gyres and salt
wedge transport, we can argue that anticyclonic gyres start to develop
when the salt wedge has reached its maximum eastward extent, be-
comes steady and is slowly retreating (Fig. 7). The period of eastward
advection of the salt wedge coincides with the period of intensive WCC.
A hint for the dynamics of the eastern anticyclonic gyre could be ob-
tained from the paper by Soosaar et al. (2014). In the conclusion, they
suggest that anticyclonic circulation in the Gulf of Riga is caused by the
3-dimensional estuarine type density gradient and maintained by up-
ward entrainment of lower layer water into the upper layer (Fujiwara
et al., 1997) due to continuous inflow of saline water into the estuarine
basin. Soosaar et al. (2014) showed that in the Gulf of Riga anticyclonic
circulation is either enhanced by the wind impulse from the east, de-
stroyed or reversed to cyclonic circulation by the wind impulse from the
west, which is similar to the effect of the zonal wind in the GoF. The
coastline configuration and peculiarities of bottom topography could
support the separation of the WCC from the southern coast and in-
tensive transverse exchange flow at the longitude of about 24.5°E, and
the formation of two anticyclonic gyres (e.g. Geyer and MacCready,
2013; Peffley and O'Brien, 1976). In general, the existence of the WCC
and two anticyclonic gyres describes the GoF as a gulf type ROFIL

A seasonal course of the salinity stratification manifests the sig-
nificance of estuarine exchange flow along the thalweg of the GoF.
Usually vertical salinity stratification in the deeper (> 70 m) part of the
gulf has been characterized as a two-layer structure in winter and three-
layer structure in summer, with quasi-permanent halocline at the depth
of 50-80 (Alenius et al., 1998; Liblik and Lips, 2011; Liblik and Lips,
2017). Our modelling study as well as several recently published studies
(Elken et al., 2014; Liblik et al., 2013; Liblik and Lips, 2017) show that
quasi-permanent halocline, as well as the entire vertical salinity stra-
tification, is highly dynamic. The up-estuary penetration of the salt
wedge and down-estuary spreading of a LSULW during the first half of
the year, as seen on the hydrography measurements along the thalweg
(Liblik et al., 2013; Lips et al., 2017), support the concept of a salt
wedge estuary for the GoF. There are multiple recent studies of salt
wedge dynamics that were based on ADCP measurements near the
thalweg of the GoF (Liblik et al., 2013; Liblik and Lips, 2012; Lilover
et al., 2017; Lips et al., 2017).

To study the dynamics of the salt wedge, we have selected 8 gkg™*
isohaline as the lower limit of the salt wedge. The choice was somehow
arbitrary, but we expect that spatio-temporal variations of the water
mass with S = 8 gkg ™! is more influenced by advection than vertical
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mixing. There is indirect evidence, that wind and convective mixing
alone does not penetrate to the depth of the corresponding water mass.
Although there are calculations of the wind-mixing penetration depth
(Laanemets et al., 2004), there are no estimates about the depth of
convective mixing, that depends on the stratification of the water
column in the GoF. This choice, as well as the selection of 6.5 gkg ™"
isohaline for the upper limit of the LSULW, is supported by the mea-
surements (Lips et al., 2017).

The range of travel distance of the salt wedge along the thalweg is
up to 200 km during the phase of estuarine circulation, but could be up
to 250 km during reversal estuarine circulation, like in 1974 and 1980
(Fig. 10b). The transport of salt wedge and LSULW is not symmetrical,
either during estuarine circulation phase or retreatment phase, which is
straightforward as the water masses at the surface layer are directly
influenced by wind transport and mixing, as well as by convective
mixing. Interannual variations of the seasonal course of the salt wedge
and LSULW could not be directly related to the annual mean zonal
wind. Situation is different for the distance between corresponding
isohalines. Annual mean zonal wind is positive, thus not favorable for
the estuarine transport. This results in the larger distance between the
selected isohalines when annual mean zonal wind is weak, but smaller
distance otherwise. The distance could vary from 70 km in one year to
320km in the following year, like in 1979 and 1980 (Fig. 10c). Es-
tuarine exchange flow has been explained by the decrease of cumula-
tive along-gulf wind stress (Lips et al., 2017), as well as retreat of the
salt wedge and weakening (or even collapse) of the stratification by the
increase of cumulative along-gulf wind stress (Elken et al., 2014; Elken
et al., 2003; Liblik et al., 2013; Lips et al., 2017). Our results indicate
that variability of wind forcing is not a single factor explaining varia-
bility of estuarine circulation and its reversal, but the interannual
variations of the zonal longitudinal pressure gradient forcing should be
considered also, a detailed study of which is left for the forthcoming
paper.

The salt wedge dynamics on the other side are strongly related to
the Major Baltic Inflows. Lessin et al. (2014) and Liblik et al. (2018)
have showed reshaping of the salinity distribution in the northwestern
Baltic Proper by the MBIs. A comparison of 7.5gkg™! isohaline in
Fig. 10a and bottom salinity in Gotland Deep in Fig. 2a shows the
shallowing of 7.5 gkg ™! isohaline in the GoF after the inflows in 1969,
1976, 1993, 1998 and 2003. In general, the LSULW-salt wedge system
is pushed more/further eastward from the entrance of the GoF, fol-
lowing the MBIs to the Baltic Sea, but retreated westward during
stagnation period (Fig. 10b). As a result, the salt wedge penetrates
further to the east during estuarine circulation phase in case of higher
salinity in the Gotland basin and northern Baltic Proper, than in case of
low salinity there. We like to note that intensity of estuarine circulation,
i.e. maximum distance between the selected isohalines (Fig. 10c), does
not depend on the salinity conditions in the open Baltic Sea. For in-
stance, at the end of stagnation period the salt wedge extends to 190 km
eastward from 21°E, but the separation of selected isohalines is still
about 200 km, which is close to the mean yearly maximum distance
over the 40-year period. Seemingly, after the MBIs estuarine circulation
is more dominant in terms of salt wedge transport, while during the
stagnation period in terms of LSULW transport.

Model results are sensitive to the forcing, which is applied to the
boundaries. The atmospheric forcing for current study is based on
downscaling of ERA-40 reanalysis using HIRLAM (Unden and Rontu,
2002) atmospheric model which has been described and briefly vali-
dated by Luhamaa et al. (2011). Here, we present comparison with
measured and modelled wind velocities at Kalbddagrund (Fig. 1) for the
overlapping period of 1981-2005. The modelled mean airflow was di-
rected northeast (1.73, 1.28)ms~ ', which is consistent with the
average airflow from measurements (1.52, 1.21)ms~'. The average
model wind direction is deflected by 2 degrees clockwise from the
measurements. In some periods, the difference between model and
measured wind direction can be larger (Keevallik et al., 2010; Keevallik
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and Soomere, 2010). The correlation coefficient between measured and
simulated zonal wind component is 0.89 and RMSD 2.7 ms~ . Monthly
mean zonal wind followed the seasonal cycle of measured wind, which
was lowest in April and highest during January and October with po-
sitive bias (reanalysis minus measurements) up to 0.6ms~' in Feb-
ruary.

Having realistic runoff volumes of freshwater is essential to correct
the estuarine circulation; therefore, calibrated and validated data from
the hindcast simulation of hydrology model E-HYPE (Donnelly et al.,
2015) have been used. The model takes into account different land use
and soil type for the whole Baltic Sea catchment area. River runoff
values estimated from the direct measurements could be of variable
quality, also Stalnacke et al. (1999). However, Westerlund et al. (2017)
argued that the simulated river discharges could differ from measure-
ments by up to 28%, but our preliminary check of E-HYPE data does not
confirm their argument.

Prescribed boundary data in our case involves sea level, tempera-
ture and salinity at the Kattegat (see Fig. 1 for the location of model
open boundary). While the sea level data could be readily obtained for
the Kattegat, prescription of the temperature and salinity sections could
pose a problem, especially for the correct simulation of the MBIs.
Madsen and Hgjerslev (2009) have shown that salinity conditions in
Kattegat during MBI events differ considerably from climatological
averages used by Jedrasik et al. (2008) and Meier (2007). After nu-
merous mid-term tests with different boundary conditions for the model
open boundary and in order to obtain realistic temperature and salinity
fields for inflowing water masses, the salinity and temperature condi-
tions were parameterized based on long-term salinity and temperature
observations (Madsen and Hgjerslev, 2009) as described by Maljutenko
and Raudsepp (2014). Besides, we adjusted initial bathymetry at the
Danish Sounds, which is rather common procedure (Biichmann et al.,
2011; Dietze et al., 2014; Hordoir et al., 2019; Stips et al., 2008). The
other possibilities used for the Baltic Sea modelling are applying cou-
pled North Sea-Baltic Sea model with a nesting approach in Kattegat-
southern Baltic area (Biichmann et al., 2011; Griawe and Burchard,
2012; Holtermann et al., 2014), using data assimilation in the Baltic Sea
(Placke et al., 2018; von Schuckmann et al., 2016; von Schuckmann and
Traon, 2018) or focusing on the GoF with prescribed boundary fields at
the entrance to the GoF (Andrejev et al., 2004; Vankevich et al., 2016;
Westerlund et al., 2017).

The horizontal and vertical resolutions of the models have been
stated to be one of the biggest shortcomings of models that have been
applied in the GoF (Myrberg et al., 2010). Internal Rossby radius is in
the range of 2-6 km in the GoF (Alenius et al., 2003). Thus, to resolve
mesoscale features properly, the horizontal grid step should be at least
two times lower than the local deformation radius (Sein et al., 2017;
Soomere et al., 2008). In long-term numerical studies, it sets severe
limit to the choice of the length of the modelling period versus hor-
izontal resolution of the modelling studies. The numerical modelling
studies that use eddy-resolving horizontal grid in the GoF show in-
creased number of submesoscale vortices and filaments with more de-
tailed internal structure (e.g. Andrejev et al., 2010; Vili et al., 2017;
Vankevich et al., 2016; Westerlund et al., 2017). Considering existence
of the WCC, this feature is present in low horizontal resolution model
results (Jedrasik et al., 2008; Soomere et al., 2011; Westerlund et al.,
2017), as well as in high resolution model results (Andrejev et al., 2010;
Westerlund et al., 2017). The WCC, anticyclonic circulation gyres and
salt wedge advection are basin scale features, which occurrence should
be resolved by the models that have horizontal resolution lower than
needed for the eddy resolving models.

Our results suggest that intensity of the WCC and development of
the anticyclonic gyres depends on the salt wedge dynamics. In the
numerical model studies, these three features should be acceptably
reproduced by the model. Besides, the wind affects the dynamics of all
these features. Myrberg et al. (2010) have stated that low vertical re-
solution can cause severe inaccuracies in the results of the model
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simulations. The salt wedge dynamics could be accurately simulated
with the model which resolves vertical structure of the salinity and
temperature fields, especially their strong vertical gradients. The ver-
tical resolution is higher near the surface layer in almost all recently
published hindcast simulations setups (Andrejev et al., 2004; Dietze
et al., 2014; Elken et al., 2011; Hordoir et al., 2019; Meier, 2007; Placke
et al., 2018). Such approach allows to properly resolve the upper
Ekman layer dynamics and the evolution of seasonal thermocline at
reduced computational cost. In the GoF along the thalweg, the depth of
the halocline associated with the salt wedge varies between 50 and
100 m seasonally (Figs. 3c, 9) (Elken et al., 2006; Liblik and Lips, 2017).
Dense water overflows and further gravitational spread near the bottom
need special treatment due to spurious mixing during advection which
could significantly change the properties of inflown water masses
(Beckmann and Doscher, 1997; Hordoir et al., 2015). The adaptive
coordinate system used in the present study has shown advantages in
the representation of thermocline distribution (Grawe et al., 2013b)
and dense water inflows into the Baltic Sea (Hofmeister et al., 2011) by
significantly reducing numerical mixing. In the case of the GoF, the
locations where salinity shows a seasonally varying halocline over the
complex topography (Fig. 9), such an adaptive vertical mesh is a great
advantage in representing the bottom boundary layer and the long-
itudinal movement of the salt wedge. In the GoF, Andrejev et al. (2010)
and Westerlund et al. (2017) have shown that WCC can be modelled
using the 1 m vertical resolution. However, even the coarse scale model
of Jedrasik et al. (2008) shows a sign of WCC with only 18 bottom-
following layers, but with enhanced resolution toward the upper- and
bottom boundary.

The 40-year mean surface layer circulation field (Fig. 4a) conceals
the WCC and the anticyclonic gyres, which are dominant features in the
seasonal climatology fields (Fig. 5). Only the eastern part of the WCC
with several cross-shore branches and medium scale anticyclonic cir-
culation cells is obvious on the mean circulation field. Comparison of
the model results by Elken et al. (2011) and by Lagemaa (2012) shows
that the mean velocity scheme in the sub-surface layer (4-8 m depth) of
the northern GoF could be completely different if the averaging periods
were different and comprised only a few years, although the model used
and the setup were similar. If the models and their setups are different
then the contradictory results on the same field could be obtained for
the similar period (Fig. 3, (Soomere et al., 2011) and Fig. 8, (Andrejev
et al., 2004)). The surface layer (0-10m) currents from our model
averaged over the period 1987-1991, which coincides with the period
by Soomere et al. (2011), are similar to the 40-year mean currents
(Fig. 4a) and show qualitatively similar circulation pattern to Soomere
et al. (2011), but have different current speeds. An explanation of the
differences in the model results requires a detailed comparison of the
models, their setup, forcing and averaging procedure, which is not
straightforward and is beyond the scope of this paper. To resolve the
discrepancies in the different model results and to show validity of our
results we suggest that simultaneous ADCP measurements should be
performed at several locations along the northern GoF and western part
of the southern GoF covering the period from March to November.

Another aspect to mention is that using adaptive vertical co-
ordinates decreases numerical mixing by quarter compared to the sigma
coordinates (Griwe et al., 2013b). They suggested that these im-
provements are needed for inclusion of the subgrid scale processes (e.g.
Langmuir circulation, internal waves) in the future models. The bias of
surface salinity in the GoF at the end of our simulation period (Fig. 2)
could hint that either mixing or salt water transport to the GoF is
slightly overestimated in our simulation. Validation has shown over-
ventilation of mid-layers during the medium inflows to the Baltic Sea
(Fig. 4 of Maljutenko and Raudsepp, 2014). Still, we may argue that this
has not changed the dynamics of estuarine circulation (Fig. 10c), i.e. the
variability of salinity in the bottom layer of GoF (Fig. 2b) substantially.
The most notable shortcoming of the current model study could be that
we have overestimated the intensity of estuarine circulation and
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following surface circulation patterns. The study of Westerlund et al.
(2017) has shown that the exaggerating river runoff, which should in-
duce increased estuarine circulation, leads to amplification of the WCC
current system, but does not change the current directions. Our results
may also have some uncertainties due to uncoupled wavefield inter-
actions (e.g. Raudsepp et al., 2011; Staneva et al., 2017; Tuomi et al.,
2018), unresolved bathymetry features (Andrejev et al., 2010), de-
coupled air-ocean interactions which could alter atmospheric forcing
(Tisler et al., 2008), and surface ice-ocean boundary layer dynamics
during the ice-season (e.g. Roy et al., 2015).

5. Conclusions

The long-term salinity distribution and circulation of the GoF were
studied with a 40-year numerical model simulation using regional at-
mospheric forcing. The validity of the forcing fields for the model was
briefly discussed. Model results were in close agreement with the ob-
servations of the sea level, salinity and temperature during the simu-
lation period.

The results of our model study confirmed that the mean circulation
and salinity distribution could be considered as statistical properties,
while the seasonal variations of the circulation and salinity distribution
are significant in the GoF. The seasonal climatology shows that WCC
along the southern coast of the GoF and two anticyclonic gyres, one on
the eastern and the other on the western part of the GOF separated at
the longitude of about 24.5°E, are dominant circulation features from
March to September. The WCC starts to develop in March and trans-
forms into an anticyclonic circulation in July. The existence of these
features supports the concept that the GoF can be characterized as a
wide gulf type ROFI. The seasonal variations of the salinity distribution
along the thalweg classify the GoF as a salt wedge estuary.

Interannual variations of the circulation and salinity distributions
prove that the WCC and estuarine exchange flow are modified by zonal
wind. In general, negative/positive zonal wind supports/destroys the
WCC and increase/decrease the intensity of the estuarine exchange
flow. The intensity of the estuarine exchange flow is defined by the
maximum distance between the LSULW and the salt wedge. The salinity
increase/decrease in the Gotland Deep following the MBIs/stagnation
period shifts the LSULW-salt wedge estuarine system toward the head/
mouth of the GoF. The effect of the wind to the anticyclonic gyres is
more complex and is not quantified in this study. Positive zonal wind
favors stronger eastward currents at the northern coast, but destroys
westward current at the southern coast. Our study shows that antic-
yclonic gyres are well-developed during small positive zonal wind,
mainly. There could be years when neither the WCC nor anticyclonic
gyres exist, but also years when all three features are present.

Current study enables us to outline the following dynamical scheme,
which couples salt wedge estuarine circulation, and the WCC and anti-
cyclonic circulations of the wide gulf type ROFI. The estuarine circu-
lation and the development of the WCC correspond to the baroclinic
geostrophic adjustment (Wake et al., 2004). The up-estuary transport of
the salt wedge feeds the WCC through upward entrainment. When the
salt wedge reaches its maximum up-estuary distance and starts to re-
treat slowly, the WCC transforms into anticyclonic gyres maintained by
continuous upward entrainment of lower layer water into the upper
layer (Fujiwara et al., 1997). The detailed study of the outlined dy-
namics of the system remains the subject of forthcoming papers, as well
as tests of the sensitivity of these circulation features to the horizontal
and vertical resolution of the numerical model.
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Abstract-The hydrodynamic model GETM was used to simulate the hydrographic conditions in the Baltic Sea for the hindcast period
from 1966 to 2005. Time series of surface and bottom salinity and bottom temperature at four monitoring stations belonging to the
Bornholm Basin, Gotland Basin, the Gulf of Finland and the Gulf of Riga were used for model validation. The model has reproduced
realistic conditions through the simulation period that was characterized by stagnation period in the 80s and numerous Major Baltic
Inflow events. The simulated salinity and temperature at different depths were in good agr t with Y ts. Also, the sea level
and maximum ice extent were compared with observations.

1. INTRODUCTION

There have been numerous long-term modelling studies of the circulation and ecosystem dynamics in the Baltic Sea during the
last decade by [1], [2], [3], [4] etc. The validation of model results is essential when numerical models are used for climate change
studies. It is rather common to use the hindcast period from early sixties until mid 2000 for model validation. Reference [5] has
validated MOM for the period 1960-2000. Simulated sea surface salinity (SSS) and sea surface temperature (SST) were
underestimated in the Gotland Basin in their model results. Reference [6] compared the performance of 2 nm setup of the Rossby
Centre Ocean model (RCO ) with observations from the period of 1961-2007. They found that the model overestimated the long-
term surface salinity median, underestimated the depth of the halocline and overestimated the strength of stratification in the Baltic
Proper. At the northern and western BS the bottom salinities were overestimated. Reference [7] compared simulated and observed
bottom salinities at three stations in the western Baltic Sea for the period 1971-2000. They showed that GETM can reproduce
bottom salinity statistics rather well. It is especially challenging to correctly simulate Major Baltic Inflows (MBI). The MBIs
influence long term salinity and oxygen variations in the NE subbasins of the Baltic Sea. Therefore, the validation of model
simulation results in the Bornholm Basin, Gotland Basin, the Gulf of Finland and the Gulf of Riga is performed.

II. MODEL DESCRIPTION AND SETUP

For the simulation of the Baltic Sea hydrodynamics the 3D circulation model GETM (General Estuarine Transport Model) has
been used [8]. The GETM solves numerically primitive ocean equations using hydrostatic and Boussinesq approximation and eddy
viscosity assumption. For the advection total variation the diminishing (TVD) P2-PDM scheme has been applied [9] and internal
pressure has been parameterized according to [10]. The vertical mixing is parameterized using the coupled GOTM (General Ocean
Transport Model) model [11]. Two equation k-¢ model with algebraic second-moment closures have been applied for this study.
The model is missing the dynamical ice model, thus the artificial ice (which is limiting both heat exchange and wind stress) has
been applied when water temperature reaches freezing point.

The GETM model was applied to the BS for the simulation period from the January 1%, 1966 to December 31%, 2005. The spatial
discretization has a horizontal resolution of 1 x 1 nautical mile and 40 layers in vertical. The layer distribution has both spatial and
temporal adaptation to the density and velocity fields, which allows good reproducibility of inflow events to the BS [12].
Bathymetry data have been adopted from the BS digital topography by [13]. Maximum depths have been limited with 260 m and
depths in the Danish straits have been slightly adjusted to enhance water flow through narrow straits. Initial salinity and temperature
fields have been interpolated from climatic mean fields that have been constructed using the Data Assimilation System coupled with
the Baltic Environmental Database at Stockholm University (http://nest.su.se/das) [14].

Atmospheric forcing has been adopted from BaltAn65+ dataset which is result of regional downscaling of ERA-40 and ERA-
INTERIM re-analysis using HIRLAM atmospheric model [15]. The horizontal resolution of this dataset is 11 km and 6 hours in
temporal scale. The river discharge has been adopted from the hindcast simulation of the Balt-HYPE hydrological model [16]. The



total number of the 37 rivers has been taken into account. At the open boundary in northern Kattegat, sea levels from the
measurements at Smogen were prescribed. The boundary conditions for salinity and temperature have been parameterized using
monthly zonal wind stress and air temperature data from the BaltAn65+ dataset.

Boundary data

Recently, data from the Danish Lightships have been made available for scientific research by DMI [17]. Despite the long time
series the data still contains many temporal gaps which restrain us from using direct measurements for boundary forcing. Jakobson
[18] has shown that salinity at the entrance of the northern Kattegat is sensitive to westerly wind forcing. Thus we derive the
monthly mean salinity from monthly wind impulse calculated from BaltAn65+ dataset at Kattegat at 58 °N 14' and 10 °E 15".

Monthly wind impulse 7, is defined as

L=Cy*p, [ Wi* Usp dt, (@)

where C=1.2 *107 is drag coefficient, p,=1.22 kg/m3 is air density, W, is wind speed and Uy, is zonal wind speed at 10 m.

The monthly salinity at surface SSS is calculated by normalizing the wind impulse to the measured monthly mean salinity at the
Skagens Rev. lightship at 58 °N 46' and 10 °E 46' during the period of available data (1966 — 1979) as

SSS =max { min { (1,,—ml, ) /std(,) * std(S,s) + mS,ps ,34},25}, 2)
where mI,=3.9*10* is mean wind impulse over the forcing period of 1966 — 2005, std(f,,)=6.1*10" is standard deviation of the wind
impulse, std(S,,)=2.5 is standard deviation of observed monthly mean salinity and S,,=30.5 is mean of the monthly mean
observed salinity. The calculated correlation between observed monthly mean and calculated salinity is 0.55 and RMSD 2.1 g/kg.
The monthly salinity at the bottom SBS is calculated as

SBS=max { 0.1* (SSS — mSSS) + 33.5, SSS}, 3)
where mSSS is time averaged (2). The hyperbolic tangent function (4) with zs=25 as the depth of the halocline and ¢s=0.2 as the
smoothness parameter

Fs(z) = tanh( (z —zs)* ¢s ) ()]
is used to derive the smooth salinity profile
S(z)=(SSS+ SBS) /2 + Fs(z) * (SBS—SSS) /2. (5)

Monthly sea surface temperature SST have been constructed using limited monthly mean air temperature 7, data from the same
location
SST=max {7T,, 0}. (6)
The correlation between measured and calculated sea surface temperature is 0.98 and RMSD 1 K.
The bottom temperature SBT is calculated as,
SBT = max{0.4*(SST — mSST) +7.5, 0}, 7)
where mSST is the time average over the calculated SST from (6).
Similar to the salinity profile the slightly sharper (¢ = 0.4 ) and seasonally varying (zt= 25 — 0.6*SST) thermocline is defined using
a hyperbolic tangent function as following

Ft(z) = tanh( (z—zt)* ct ), ®)
T(z)=(SST + SBT) /2 + Ft(z) * (SBT — SST) / 2. )
If the density profile is unstable, the temperature profile is recalculated with adjusted bottom temperature
SBT'=SBT * 0.5 (10)
III. RESULTS

1. Sea level elevation
Two stations along the southern coast of the GoF and one at
Landsort have been selected for the validation of simulated
sea levels. Narva-Jdesuu and Dirham represent the sea levels Landsort |Dirham |Narva-J
in the eastern and western GoF, respectively, while Landsort CORR (R) 0.94 0.94 0.96
station is situated on the eastern coast of Sweden, thus
representing the sea level of the open Baltic Proper (Fig. 1). RMSD, cm 7.5 8.8 8.2
Daily mean sea levels have been used for comparison. The STD obs., cm 19.8 23.8 26.3
comparison between modelled and measured sea level
elevgtions at these three stations indicates that the model can STD mod., em 22.5 26.9 29.1
reproduce sea level variations accurately (Table 1.). In general,
RMSD between simulated and observed sea level do not
exceed 9 cm, but the variability is somehow higher in the
model than in observations.

TABLE I. MAIN STATISTICS OF DAILY SEALEVEL ELEVATIONS.
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Fig. 1 The model domain and location of the monitoring stations. Sea level stations are marked with triangles.

2. Salinity and temperature timeseries
The validation of thermohaline fields has been done for 4 monitoring stations (Fig. 1) belonging to the Bornholm Basin, the
Gotland Basin, the Gulf of Finland and the Gulf of Riga. Hydrographic data were extracted from the Baltic Environment Database
[20] which combines the monitoring data adopted from the various databases around the BS. Monthly mean data are extracted over
the period of 1966 —2005.
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Fig. 2 Number of months covered with observations for each year (a) and for each month (b).

A distribution of measurement data over time is presented in Fig. 2. In the Bornholm and Gotland Basin the yearly data
availability from the database is relatively uniform over time. In general, the data availability has improved in the Gulf of Finland
with time. Data coverage for different years varies considerably in the Gulf of Riga. The data is lacking completely until 1973.



Monthly data coverage is more uniform for the Bornholm and Gotland Basin than for the Gulf of Finland and the Gulf of Riga. The
latter two are frequently covered with ice during winter and early spring, which has complicated data acquisition during that period.

In the visual comparison of salinity and temperature time series daily mean values from the model have been used.

Long term variations show steady increase of surface salinity until the end of the 70s following decrease until mid 90s and slight
increase thereafter (Fig. 3). These changes are more pronounced in the southern and central Baltic Sea, but less in the Gulf of
Finland and the Gulf of Riga. The salinity increase during the first period is not so obvious in the model results because the initial
salinity level is already higher compared to observed salinity values. After the first 10 years of the simulation the model salinities
and observed salinities equalize and the following decrease in salinity is well reproduced by the model. The salinity increase during
the last period is overestimated by the model. Interannual and seasonal variations are well reproduced by the model in all sub-
basins. The range of short-term salinity variability is wider in the model because daily mean values are plotted in the model time
series, but monthly mean values from the observations.

Surface temperatures (not shown) follow natural seasonal cycle without any remarkable deviations and bias from observed values
(R>0.95).

At BYS the dynamics of saline water inflows is well reproduced by the model (Fig. 4). Some of the inflow salinities are
overestimated and some are underestimated. During the inflows of 1983, 1992 and 2003 the model has overestimated the salinity
values by more than 2 g/kg, while during the inflows in 1972 and 1977 salinity values are underestimated. In the bottom layer of the
Gotland basin (BY15) the salinities are underestimated by about 1 — 1.5 g/kg from the beginning of the simulation until the end of
the stagnation period in 1993. This discrepancy could be attributed partly to the errors in the initial salinity field in the model, as at
the beginning of the simulation period the model salinity is about 1 g/kg lower than observed. By the end of the stagnation period in
1993 both model and observed salinities reached 11 g/kg. This indicates that the freshening of the bottom layer in the Gotland Deep
between MBIs is slower in the model than in nature. The following cascade of inflows increases observed salinity values up to 13
g/kg, which is also evident in the simulation results. The MBI in 1977 is not reproduced by the model. Model results show an
artificial inflow to the Gotland basin in 1997. The seasonal signal is dominant in the bottom salinity variations in the Gulf of
Finland (LL7). The amplitude of the variability is well reproduced by the model for the entire simulation period. Until 1984, high
values of bottom salinity during summer are slightly underestimated by the model. Oppositely, the model overestimates salinity in
summer since the period from 1995. The stagnation period is reflected in the bottom salinities in the Gulf of Finland at the end of
80s and beginning of 90s. This period and following increase in salinity is well reproduced by the model. The model results also
show dominant seasonal signal in bottom salinity time series of the Gulf of Riga (G1). This variability is not so obvious in the
measurements due to the scarcity and irregularity of the observations in the gulf. Interannual variations are reproduced relatively
well. As in the Gulf of Finland, the model underestimates salinity level until 1984 and overestimates it starting from 1998. The
salinity during the intermediate period is reproduced very well.

The temperature variations in the bottom layer of southern and central BS (stations BYS and BY15) are mainly guided by the
inflowing water temperatures (Fig. 5). The simulated temperature variability is slightly overestimated at BY5, overestimating
warmer and underestimating colder inflows. At BY15 stations we see that all inflows own their characteristic temperature. The
model has captured all inflows with a correct temperature change towards observed values. At the G1 and LL7 stations the model
has captured high seasonal variability and characteristic mixing events in autumn and winter. Well-mixed states, where cold water
reaches the bottom layer, have been also well reproduced by the model.
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Another way to validate modelling results is to use the cost function defined by [20]. The score is defined as bias between
observed and modelled value divided by the standard deviation of observed values. According to [20] the model has given good
agreement with observations when the score is 1 or less, values of 1 - 2 indicate reasonable quality and score over 3 is poor. The
BY15 and Gl station have given the best cost function score for surface layer. At station LL7 the salinities are in good accordance
through all levels. The poorest results are simulated at the G1 bottom layer, BY5 mid layers and BY15 bottom layer. At G1 the
model has given lower score due to higher bias from observations. The temperature in the whole water column had good agreement
with observations.

3. Ice coverage

The ice coverage in the Gulf of Finland and the Gulf of Riga may affect the evolution of thermohaline fields to a large extent.
Air-sea heat exchange and momentum transfer are restrained in case of ice coverage. A simple approach is used for the modelling
of ice conditions. A so called rigid lid approximation is implemented in the model. When sea surface temperature is equal to
freezing temperature, the model grid cell is assumed to be covered with ice. The observation data are adopted from compiled
observations [21] and covers the whole Baltic Sea including Skagerrak. The model reproduces interannual variations of maximum
ice extent well (Fig. 7), but has a clear tendency to underestimate it. The error between the simulated and observed maximum ice
extent increases with the severity of the winter.

The snapshot of spatial ice coverage on February 24", 1996 illustrates the disparities between model results and observations.
The Gulf of Finland and the Gulf of Riga are both covered with ice. Also, the model is able to reproduce ice coverage at the coasts
of the central and southern Baltic Sea. The model underestimates the ice extent over the deeper parts in the northeastern Baltic Sea
where the water column holds more heat and thus does not cool down rapidly enough below freezing temperature. Thus, the
difference between the maximum ice extent in the model compared to the observations increases when the ice edge progresses
southward in the Baltic Proper.
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Fig. 6 Cost function values of salinities (left column) and temperature (right column) at different stations.
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Fig. 7 a) Yearly maximum ice extent (red - observations, blue — simulation). b) Ice extent on 24th February 1996 (red - ice
extent redrawn from the ice chart by EMHI, blue — model).



IV. CONCLUSIONS

The GETM was used for the simulation of the Baltic Sea hydrodynamics during the hindcast period 1966-2006. Simulated sea
level, salinity, temperature and ice extent were compared with observation data. The correlation coefficients and RMSDs between
simulated and measured sea level at three location in the NE Baltic Sea were higher than 0.94 and lower than 9 cm, respectively.
The temporal course of surface and bottom salinity and temperature in the Bornholm Basin, Gotland Basin, the Gulf of Finland and
the Gulf of Riga was well reproduced by the model. The MBIs were captured by the model as well as the stagnation period in the
Gotland Deep at the end of 80s and beginning of 90s. According to the cost function values [21] the quality of the simulated
temperature and salinity was good with only a few exceptions. The model reproduces the interannual variations of maximum ice
extent well, although no dynamic ice model was used.
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ABSTRACT

Previous studies of the gulf-type Region of Freshwater Influence (ROFI) have shown that circulation near
the area of freshwater inflow sometimes becomes anticyclonic. Such a circulation is different from basic
coastal ocean buoyancy-driven circulation where an anticyclonic bulge develops near the source and a
coastal current is established along the right hand coast (in the northern hemisphere), resulting in the
general cyclonic circulation. The spring (from March to June) circulation and spreading of river discharge
water in the southern Gulf of Riga (GoR) in the Baltic Sea was analyzed based on the results of a 10-year
simulation (1997-2006) using the General Estuarine Transport Model (GETM). Monthly mean currents in
the upper layer of the GoR revealed a double gyre structure dominated either by an anticyclonic or
cyclonic gyre in the near-head southeastern part and corresponding cyclonic/anticyclonic gyre in the
near-mouth northwestern part of the gulf. Time series analysis of PCA and vorticity, calculated from
velocity data and model sensitivity tests, showed that in spring the anticyclonic circulation in the upper
layer of the southern GoR is driven primarily by the estuarine type density field. This anticyclonic
circulation is enhanced by easterly winds but blocked or even reversed by westerly winds. The estuarine
type density field is maintained by salt flux in the northwestern connection to the Baltic Proper and river
discharge in the southern GoR.

© 2014 Published by Elsevier Ltd.

1. Introduction

Fresh water from rivers contributes significant amounts of
buoyancy to large areas of the coastal sea. The region where
buoyancy input by rivers is comparable to or exceeds the seasonal
input of buoyancy as heat is called ROFI (Region Of Freshwater
Influence; a term adapted by Simpson (1997)). Buoyancy input
results in a circulation pattern where lower density water from
river output forms a circulating bulge near the source and a coastal
current along the right hand coast (in the northern hemisphere)
(Yankovsky and Chapman, 1997). Such a circulation pattern is
believed to be the result of the combined effect of the inertial and
Coriolis forces and is confirmed by multiple in situ measurements
and laboratory and numerical simulations (Horner-Devine et al.,
2006; Yankovsky and Chapman, 1997).

Local winds, tides and ambient currents modify the spreading of
buoyant plume (see Osadchiev and Zavialov, 2013 and reference
therein). Regarding local effects, winds that favor downwelling

* Correspondence to: Marine System Institute at Tallinn University of Technology.
Akadeemia tee 15a-321, Tallinn, Estonia.
E-mail address: edith.soosaar@msi.ttu.ee (E. Soosaar).

http://dx.doi.org/10.1016/j.csr.2014.02.009
0278-4343 © 2014 Published by Elsevier Ltd.

(towards the buoyant coastal current) compress the plume to the
coast (Whitney and Garvine, 2006) and enhance the coastal current
(Jurisa and Chant, 2012). Winds that favor upwelling (opposite to
the buoyant coastal current) spread buoyant water offshore and can
reverse the coastal current (Whitney and Garvine, 2006), so that
new discharged water is transported leftwards from the source
(Choi and Wilkin, 2007). On the basin scale of large lakes and
enclosed seas, spatially uniform wind drives barotropic circulation
with downwind currents at the coast and return flow in the center
of the basin (Bennett, 1974).

A study by Fujiwara et al. (1997) shows theoretically that when
an estuary is wider than the internal Rossby deformation radius, the
combination of classical longitudinal estuarine circulation and the
Earth's rotation may cause the surface circulation to become antic-
yclonic at the estuary head. In the northern hemisphere, this
circulation will eventually transport fresh water from the river along
the left hand coast. Anticyclonic residual circulation has been
observed at the estuary head in Ise Bay, Osaka Bay and Tokyo Bay
(Fujiwara et al., 1997). The presence of an anticyclonic circulation in
the ROFIs is also confirmed by an observational study in the
Kattegat-Skagerrak region, which is a transition area between the
brackish Baltic Sea and the saline North Sea (Nielsen, 2005).
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Measurements in the Kara Sea show the presence of an anticyclonic
circulation in the Ob River discharge region in the late summer
period (McClimans et al., 2000). The process was reproduced by
numerical simulations (Panteleev et al., 2007). In the Gulf of Trieste,
in the northern Adriatic, an anticyclonic gyre covers the surface layer
during the stratified season (Malaci¢ and Petelin, 2009). In all of
these cases, the salinity distribution consists of vertical stratification,
i.e. a brackish upper layer and a more saline lower layer, and a
horizontal salinity gradient in the surface layer.

The morphological characteristics and hydrographic conditions in
the Gulf of Riga (GoR) in the eastern Baltic Sea are well suited for the
emergence of an anticyclonic circulation in the GoR head. The GoR is
an almost bowl-shaped brackish-water semi-enclosed estuarine sub-
basin (Fig. 1a). The area of the GoR is about 18,000 km® (140 km in
length and 110 km in width), with a maximum depth of 56 m and
mean depth of 22 m. The Daugava River located in the south-eastern
part of the GoR is the main fresh water source. The river discharge
ranges from 200 m® s~ ! in late summer to 2500 m> s~ ! in spring. The
GoR has two openings connecting it to the Baltic Sea: the Irbe Strait
(with a sill depth of 25 m and a minimum cross-section area of
0.4 km?) in the west and the Virtsu Strait (with a sill depth of 5 m and
a minimum cross-section area of 0.04 km?) in the north (Fig. 1b).

As the GoR is shallow, water is usually well mixed throughout
the period from December to March (Raudsepp, 2001). Ice is
formed in the GoR every winter. The annual ice extent as well as
duration of ice season has a wide range of variation determined by
the severity of the winter (Soosaar et al., 2010). During severe
winters ice starts to form in December and may last until the end
of April. Increased freshwater discharge from the melting of snow
and ice in early spring (March-April) stabilizes the surface layer
and contributes to the seasonal stratification, resulting in a more
or less two-layered salinity structure (Stipa et al., 1999). In summer
and autumn the stratification is mostly maintained by tempera-
ture fluxes from the atmosphere. The tides are negligible in the
GoR, which simplifies the problem by eliminating one cause of
mixing.

Thus, the aim of our study is to investigate the springtime
water circulation in the southern GoR, which is well precondi-
tioned for the formation of anticyclonic circulation and is char-
acterized by high river discharge. The input of freshwater

buoyancy exceeds the input of buoyancy as heat, which is in
accordance with the formal definition of ROFI by Simpson (1997).
As there are no extensive field measurements of currents and
salinity distribution available, we mainly rely on the results of
numerical model simulations. Sparse in situ measurement data
that are used in this study are available for May 1994 and 2006.

2. Materials and methods
2.1. Numerical model

In this study we use the fully baroclinic and hydrostatic ocean
model GETM (General Estuarine Transport Model (Burchard and
Bolding, 2002)) that is coupled with the GOTM (General Ocean
Turbulence Model (Umlauf and Burchard, 2005)) which is used for
vertical turbulence parameterization. The GETM uses a spherical
coordinate system in the horizontal plane and a bottom-following
vertical coordinate system. Using the mode splitting technique,
GETM solves water dynamics on the Arakawa C grid (Arakawa and
Lamb, 1977). The GETM is characterized by the advanced numerical
techniques of advection schemes and internal pressure discretiza-
tion schemes that minimize computational errors (Stips et al., 2004;
Burchard and Rennau, 2008). Here we used the total variance
diminishing (TVD) advection scheme for salinity, temperature and
momentum (Pietrzak, 1998) and internal pressure parameterization
suggested by Shchepetkin and McWilliams (2003).

For the current model simulations, the model domain covers
the whole Baltic Sea (Fig. 1a). The bathymetry has been inter-
polated to the 2 nautical mile grid from the digital topography by
Seifert et al. (2001). Depths have been adjusted so that the
maximum depth is 260 m in the deepest areas of the Baltic Sea.
The vertical water column is split into 25 sigma layers, where z; is
the layer depth and D is the depth of the water column.

The model simulation covers the period from 1 January 1997 to
31 December 2006. Initial salinity and temperature fields were
interpolated from the climatic mean field constructed using the
Data Assimilation System coupled with the Baltic Environmental
Database at Stockholm University (http://nest.su.se/das). Initial sea
surface elevation was set to zero. Atmospheric forcing was

_ 58.5° N
Virtsu
a Strait
F 580
r 57.5°
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Baltic Sea
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225°
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Fig. 1. Map showing the location of the Gulf of Riga (a) and its topography (b). R and arrow mark the location of the Daugava River outflow, At is the location of the north-
south transect for the calculation of salt flux, A and B are sites where density is calculated (a depth of 30 m for A and 5 m for B).The box shows the area over which spatially

averaged relative vorticity is calculated.
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adopted from the ERA40 re-analysis data which had been dyna-
mically down-scaled with the Rossby Centre Atmosphere Ocean
(RCAO) model (Doscher et al., 2002, 2010). Wind gustiness had
been added to wind fields, according to Hoglund et al. (2009).
For open boundary sea level elevations, data from measurements
in Smogen (Sweden) was used. Salinity and temperature at the
open boundary was adopted from Janssen et al. (1999) climatolo-
gical mean fields. River runoff was obtained from the hydrological
model HYPE (Lindstréom et al., 2010). Validation of the model in
terms of temperature and salinity has been presented by Passenko
et al. (2010). The root mean square error (RMSE) for sea surface
temperature at three stations in the Gulf of Finland varied
between 0.3 and 0.4, and the RMSE for surface salinity was
between 0.7 and 0.9. The corresponding values for bottom
temperature and salinity were 0.5-0.9 and 0.9-1.1, respectively.

22. PCA

To assess the circulation patterns in the southern GoR over a
longer time period, the principal component analysis (PCA) of
monthly mean horizontal velocity vectors from March to June in
1997-2006 was performed. The velocity vectors were extracted at
a depth of 5m. At first, a time-averaged velocity field was
subtracted from the original data, before applying the PCA
(Fig. 2). In general, the mean current velocities were low. The
strongest current (0.03 ms~') was obtained at the river mouth.
The velocities of the coastal current along the eastern coast of the
gulf and over the interior of the gulf did not exceed 0.02 m s~ ' and
0.015m s~ !, respectively. The data was analyzed in the S-mode of
the PCA where eigenvectors, Ex(X), represent different modes of
the velocity vector field and principal amplitudes (PA), A(t;,), display
temporal variations of the corresponding mode (Preisendorfer and
Mobley, 1988), where k refers to mode number, ¢, is time in months
and X is location in the horizontal plane. The horizontal velocity
vectors can be reproduced from the orthogonal modes as

U (tn, ¥) = W)t X) = kf]Ak(tn)Ekm, o))

where (u,v) are current velocity components in x and y directions,
respectively, and K is the total number of orthogonal modes. The
corresponding PA shows how dominant this mode is for a particular
month. Positive amplitude values show circulation in the same
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Fig. 2. Mean velocity at a depth of 5m calculated over the four spring months
(March-June) and covering a simulation period of ten years (1997-2006).

direction as shown by the mode. When amplitude values are
negative, corresponding circulation is opposite in direction.

The coefficient of determination, 1%, shows how well a parti-
cular mode explains the corresponding monthly mean circulation
and is defined as

~ Zijllufft) = At ()] + VI (En) — AtV (E)])

2(tn) =1
i i (En) + Vi (En)]

)

where superscript m refers to the model and k to the principal
component. The subscripts i and j refer to the location in the
model grid in x and y directions.

3. Results

The model data for the GoR was extracted from the model
simulation for the whole Baltic Sea for the period 1997-2006. We
use monthly mean velocity and salinity data for the four months of
March, April, May and June during each model year. These months
comprise the period of the melting of ice in the GoR and high river
runoff (Soosaar et al., 2010), which cause stratification of the water
column due to salinity (Raudsepp, 2001; Stipa et al., 1999) and
represent the gulf-type ROFI according to the definition by
Simpson (1997).

3.1. The cases of anticyclonic and river plume circulations

From the whole model data set, we present horizontal salinity
and velocity distribution at a depth of 5 m together with salinity
and the cross-section velocity component along the transect in the
southern part of the GoR for April 1998 and 2006 (Figs. 3 and 4).
We analyzed monthly mean salinity profiles from the southern
GoR and a 5-m depth was chosen because this depth represents
the upper layer in the two layer approximation of the water
column stratification during all the months considered, and is
within the river plume thickness. April 1998 (Fig. 3) represents a
combination of wind induced double gyre circulation that can be
driven by persistent winds from the east (monthly mean wind
speed was 3.2 m s~ ') and anticyclonic circulation as described by
Fujiwara et al. (1997). April 2006 (Fig. 4) represents river plume
circulation (Yankovsky and Chapman, 1997) that is supported by
weak wind from the south (monthly mean wind speed was
1.6 ms—"). In April 1998 low saline water has spread anticycloni-
cally from the mouth of the Daugava River (Fig. 3a). There is a
notable southeast-northwest salinity gradient along the line from
Daugava River mouth to Cape Kolka (0.7 x 104 g kg~ ' m~" as the
mean value within the river plume up to 11 km from the coast, and
0.09 x 10-* g kg~ ! m~" over the rest of the line), which is typical
for an estuarine type gulf with its main freshwater sources in the
gulf head and an open connection to the sea. A well-established
anticyclonic gyre covers the southern part of the GoR (Fig. 3b).
The currents are strongest (0.07 ms~!) on the southwestern side
of the gyre and drop to a negligible value on the northeastern side.
A stagnation point can be identified at the eastern coast of the GoR
(57.98°N, 24.34°E) where the flow reaching the coast splits into
northward and southward currents. A prominent cyclonic gyre
resides in the northwestern part of the GoR (Fig. 3b).

Salinity and cross-section velocity distribution on the east-
west transect across the anticyclonic gyre show that the gyre
extends down to a depth of 20-25 m and is confined by a halocline
below (Fig. 3c and d). Below the halocline, the cross-section
velocity is directed to the south over the entire transect. Within
the gyre, the vertical salinity distribution is nearly homogeneous
(maximum potential energy anomaly (PEA) of 1.83 ] m~> between
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Fig. 3. Monthly mean horizontal salinity (a) and velocity (b) distributions at a depth of 5 m in the GoR in April 1998. Dashed line shows the cross-section for salinity and
cross-section velocity distribution. Salinity (c) and cross-section velocity (d) on the east-west transect (solid lines show northward and dashed lines southward velocity).
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a depth of 0-20 m and longitude of 23.3-23.94°E). PEA, ¢, is
defined as the integral of the product of the buoyancy force and
distance from the reference level

1 /0
¢=H/Hg(p—p)zdz 3)

where g is gravity constant, H is water depth, z is the layer depth
and p is average density of the water column

_ 1 /°
P=y /_ ; p(2)dz. (4)

The northward currents are strongest at the surface (0.06 ms~1)
and decrease with depth. The southward currents on the eastern
side of the gyre do not exceed 0.02 m s~ ! at the surface due to the
merging of the gyre with the northward flowing river water in the
upper 8-m thick layer at the eastern coast. The return flow is
established below the river water with a maximum southward
velocity of 0.04 ms~' at a depth of 19 m.

In April 2006, low saline water from the Daugava River has
spread along the right hand coast from the river mouth and
extends almost to Pdrnu Bay (Fig. 4a). There is a strong coastal
current of up to 0.08 m s~ over the same area (Fig. 4b). The mean
salinity gradient along the line between Daugava River mouth and
Cape Kolka is 1.3 x 10”4 g kg~ ! m~! within the river plume (up to
11 km offshore) and 0.06 x 10~* g kg~' m~"! along the rest of the
line. The circulation pattern consists of 2 cyclonic and 2 antic-
yclonic circulation cells (Fig. 4b). Except for the river water belt,
the water column is well mixed down to a depth of 30 m, the
maximum PEA is 3]Jm~> between a depth of 0-30m and a
longitude of 23.3-23.94°E. The cross-section flow to the south is
slow (<0.01 ms~') and vertically uniform, except on the water
surface. A considerable surface layer current with a northward direc-
tion is present in the frontal zone of the river water. This
flow is strongest at the surface (0.08 ms~') and extends to a depth
of 10 m while decreasing in speed. Below, a southward countercurrent
exists with a maximum flow of 0.05 m s~ on the bottom slope.

Two snapshots of the measured salinity distribution in the
surface layer are available for the southern GoR in May 1994 and
2006 (Fig. 5). The salinity distribution in May 1994 shows that
fresh water from the river has spread offshore and a bulge-like
structure has formed close to the river mouth. The salinity
gradient over the gulf is mainly south-north directed. This salinity
distribution indicates the presence of anti-cyclonic circulation
near the river mouth. Monthly mean wind of 2.3 m s~ ! was from
the south in May 1994. In May 2006 there is a strong east-west
salinity gradient at the eastern coast of the GoR and a much

a

N°s7.7

more homogeneous salinity distribution in the offshore area.
The salinity distribution corresponds to the circulation scheme
of a buoyancy-driven coastal current. Monthly mean wind of
0.8 m s~ ! was from the southwest in May 2006.

3.2. Circulation patterns in the upper layer

The first three modes from the PCA analysis of the period from
March to June in 1997-2006 explain 43%, 14% and 10% of the total
variability in the model, respectively. These modes with corre-
sponding time series of the principal amplitudes are presented in
Fig. 6. The first mode (Fig. 6a) shows a double gyre circulation
pattern where the anticyclonic circulation is located in the south-
eastern and cyclonic gyre in the northwestern part of the GoR. This
pattern matches the circulation pattern in April 1998 (Fig. 3b) with
?=0.87. The circulation pattern of the second mode (Fig. 6b)
shows general cyclonic circulation in the whole GoR. There is a
strong along-coast current at the eastern coast of the GoR,
extending from the mouth of the Daugava River to the Virtsu
Strait, and decreasing anticyclonic shear offshore. The coefficient
of determination between simulated mean circulation in April
2006 (Fig. 4b) and that explained by the second mode is r?=0.53.
In the case of the third mode, a large anticyclonic/cyclonic gyre
covers most of the GoR area extending to 58°N (Fig. 6¢).

In addition to the principal amplitude (PA), we calculated the
coefficient of determination according to (2) for each month
(Fig. 7). As there is no exact linear relationship between PA and
1%, we use the threshold value r? > 0.5 to define whether monthly
mean circulation is dominated by a particular mode or not.
The threshold value was selected after visual inspection of all
monthly mean circulation patterns. According to this criterion, the
anticyclonic circulation explained by the first mode in the south-
ern GoR is dominant in April 1998 (*=0.87), March and April
2001 (r*=0.63 and 0.63), May 2002 (r*=0.83), April 2003
(r?=0.51) and April 2005 (1?=0.65), i.e. in six cases. A similar
flow structure, but with opposite direction of current vectors, i.e.
cyclonic circulation in the southern GoR (negative PA) prevails in
March and April 1997 (?=0.51 and 0.70), March, May and June
2000 (r*=0.76, 0.61 and 0.79), June 2003 (r*=0.61) and June
2004 (r’=0.66), i.e. in seven cases. The circulation pattern
explained by the second mode with a positive PA prevails in
March 1999 (?=0.66), April 2000 (r?=0.64) and April 2006
(r*=0.53). The second mode with a negative PA explains the flow
pattern in May 1999 (?=0.63), only. There is only one occasion
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Fig. 5. Measured salinity distribution at a depth of 1 m in the southern GoR in May 1994 (left) and in May 2006 (right). The rhombuses mark locations of stations.
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when the third mode exceeds the threshold value, i.e. in June 2005
(r*=0.66) with PA < 0.

3.3. Model sensitivity tests

To analyze the factors that may cause anticyclonic circulation
we focus on April 1998 when anticyclonic gyre is strongly present
in the southern GoR. Water exchange through the Irbe Strait
and Suur Strait, the effect of river discharge, wind forcing and

density-driven circulation were considered. All simulation runs
were made over a period of two months (March and April), but
only the mean circulation in April was analyzed.

Comparing monthly mean circulations, with the Irbe and Suur
straits being either closed or opened, only minor differences emerge
that occur mostly in the northern part of the gulf near the straits
(Figs. 8a and 3b). The coefficient of determination between the two
cases for April 1998 is R?=0.93. Hence, we use closed boundaries for
the three idealized simulations with 3-dimensional initial density
gradient forcing, wind forcing and river discharge forcing accordingly.

To separate density-driven circulation, the simulation was initiated
with salinity and temperature fields from the numerical model
simulation results of 28 February 1998. Wind forcing and river
discharge were excluded. Monthly mean circulation for April shows
large anticyclonic circulation over the entire southern GoR reaching up
to 57.75°N and a cyclonic loop in the northern part of the gulf (Fig. 8b).

In order to separate wind-driven circulation, simulation was
initiated with uniform water density. Wind forcing from March
and April 1998 was applied, while river discharge was switched
off. Resulting circulation shows a double-gyre pattern with an
anticyclonic loop in the southeastern part and a large cyclonic gyre
over the central and northwestern parts (Fig. 8c). Wind in April
1998 was mainly from the east and northeast.

To separate river circulation, a simulation was initiated with a
uniform ambient salinity of 5 g kg~ ". Wind forcing was switched off.
The Daugava River discharge from March and April 1998 was
applied. The resulting monthly mean circulation for April shows a
river water bulge near the river mouth and a cyclonic coastal current
along the eastern coast. Rest of the GoR is covered by weak cyclonic
circulation (Fig. 8d). Monthly mean river discharge was 1700 m>s~!
and 1188 m> s~ ! in March and April 1998, respectively.

The sensitivity tests show that wind forcing dominantly from
the east as well as 3-dimensional density gradient forcing result in
anticyclonic circulation at a depth of 5 m in the southern GoR in
April 1998. Moreover, when we used initial 3-dimensional density
distribution from 28 February 2006, the result was once again an
anticyclonic circulation pattern in the southern GoR. The buoyancy
input by the river does not produce anticyclonic circulation, but
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Fig. 8. (a)-(d) Monthly mean velocity patterns at a depth of 5m (in April 1998) from the idealized simulations. (a) Closed boundary at the Irbe and Suur straits, (b) 3-
dimensional density gradient forcing, (c) wind forcing from March and April 1998, (d) river discharge forcing in March and April 1998, and (e)-(h) respective vertical profiles
of the relative vorticity averaged over the south-eastern part of the GoR (see Fig. 1 for the area).

merely contributes to the anticyclonic shear within the river bulge
area. Obviously, this particular realization is not the result of a
single factor, but a combination of them.

3.4. Relative vorticity

We study the rotation patterns further by using monthly mean
relative vorticity. The PCA modes represent orthogonal flow
patterns at a depth of 5 m over the whole GoR. Spatially averaged
relative vorticity provides evidence for the presence of either
anticyclonic or cyclonic circulation in the southern part of the
GoR (see Fig. 1 for the area). The area was selected to capture the
anticyclonic circulation according to the flow scheme of the first
mode in the southeastern GoR (Fig. 6a). First, vertical profiles of
horizontally averaged relative vorticity at 5 m depth intervals were
calculated over the southern part of the gulf. Then, the relative
vorticity profiles were vertically averaged while presuming that
relative vorticity is homogeneous in the 5-m thick layers.

In the southern part of the GoR negative mean vorticity is
clearly dominant during the spring period (Fig. 9). Frequency as
well as average and maximum values are higher in the case of
negative vorticity. Thus, when we use relative vorticity for describ-
ing the circulation in the southern GoR, we get “asymmetric”
temporal occurrence of cyclonic and anticyclonic circulation. On
the other hand, when we use the circulation pattern of the first
principal mode for describing the circulation in the GoR, we get
“symmetric” temporal occurrence of cyclonic and anticyclonic
circulations. Still, there is a statistically significant linear relation-
ship between the mean vorticity and the PA of the first mode
(R?=0.62, p <0.001) (Figs. 6a, d and 9).

Vertical profiles of relative vorticity were calculated from the
idealized test cases over the same area in the southern GoR.
Relative vorticity is negative all over the water column when the
GoR is closed (Fig. 8e). Vertically averaged vorticity is close to the
value of the continuous run in April 1998, being —0.56 x 10~ 65!
and —0.50 x 10~® s~ in the case of the straits closed and opened,
respectively. In the case of 3-dimensional density gradient forcing,
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Fig. 9. Monthly mean relative vorticity averaged over the southern part of the GoR
(see Fig. 1 for the area) from March, April, May and June 1997-2006.

relative vorticity is negative in the upper 10-m layer and around
zero below (Fig. 8f), so that vertically averaged vorticity is
negative, —0.11x 10~ ®s~'. Wind forcing results in negative
vorticity over the whole water column with a vertically averaged
value of —0.2x10~®s~! (Fig. 8g). Buoyancy forcing caused by
river inflow results in positive vorticity in the upper and lower
10-m thick layers, while being negative in the intermediate layer
(Fig. 8h). Vertically averaged vorticity is 0.06 x 10~6s~".

3.5. Linear regression model for vorticity time series

The monthly mean values of PEA, river discharge, Qg wind
mixing, monthly accumulated salt flux through transect in the Irbe
Strait, Sp, east-west and north-south components of monthly
accumulated wind impulses, I, and I, and density difference



82 E. Soosaar et al. / Continental Shelf Research 78 (2014) 75-84

between northwestern and southeastern GoR, Ap, were consid-
ered as potential factors affecting cyclonic/anticyclonic circulation
in the southern GoR. Positive salt flux means that salt is trans-
ported into the GoR. Monthly mean density values at atmospheric
pressure have been calculated from two sites and at different
depths. The northwestern site is located at 57°42" N 22° 52' E
where the density has been calculated at a depth of 30 m, and the
southeastern site is located at 57° 13' N 24° 4' E where the density
has been calculated at a depth of 5 m. Only monthly mean salinity
values were extracted from the numerical model while the
temperature was kept constant with the value of 10 °C. Choosing
the density difference between these locations and depth levels
will take both the horizontal density gradient as well as the
vertical stratification into account, thus being a proxy for the
3-dimensional density gradient.

At first, a multiple regression model for the dependent variable
of vertically averaged vorticity, @, that included all above listed
independent variables was applied. Obviously, this model was an
exaggeration of the physical factors that could affect vertically
averaged vorticity in the southern GoR. The rough model revealed
that zero hypothesis can be rejected for the east-west wind
impulse and density difference. Therefore, a new multiple linear
regression model including these two independent variables was
built. Model sensitivity tests showed that both wind with a mean
vector from the east as well as the 3-dimensional density gradient
can drive anti-cyclonic circulation in the southern GoR (Fig. 8b and c).
Overall goodness of fit of the model for monthly mean spatially
averaged relative vorticity in the southern GoR

w=aly+aAp (5)

(;=423x10""9skg™"!, a=-34x10""kgg 's~ ') is rather
high (R®=0.77, p<10~4). A t-test for separate coefficients has

le-7

- 6 L T

|‘<_o‘ g | * L. i
— 0 , &
] S % g f
S L * i
£ 4« * Hhe x

S -6 1
> _8 . * . .

—-1000 -500 0 500 1000 1500

E-W wind impulse [kg s2]

g
1.6
o_ 14 F Tx ]
g7 Hr . ]
S5 08 [k Xx ok PE* ]
.2 06 Fx*T % x koK K R
2= 04 r * ¥ * B
2 oafws *F v
a "0 500 1000 1500 2000 2500 3000
River flux [m? s']
lel2
- 15
x ' 10F%* * E
2. o05f e ,,,g- . 1
= £ o0 * W Kk -
g T -05F i‘**** 1
) *
= -1.0f * * x o
= -15 : A

;1000 -500 0 500 1000 1500

E-W wind impulse [kg s]

p <10~* for both coefficients. Density difference between selected
locations is maintained by river discharge in the gulf head (Daugava
River) and salt flux in the gulf mouth (Irbe Strait), so that we obtain
the multiple linear regression model for Ap

A[):b]QR+b25f (6)

(b1=55x10"%gkg 'sm~3 b,=317x10""®sm~3) with R’=
0.67 (p<10~*). The p-values for Qz and S; are p<10~* and
p=0.016, respectively. Salt flux in Irbe Strait is related to the east-
west wind impulse

Sp=cilk+C2 (7)

(=—12x10°gsm’kg 2 ;=274 x 10" gm> kg~ s~ 1)(R?=0.62,
p <10~%). The scatterplots of dependent variables versus indepen-
dent variables in (5), (6) and (7) are shown in Fig. 10. We have
presented values calculated from the model results. Negative vorti-
city persists even at positive values of east-west wind impulse,
while positive vorticity can be produced if east-west wind impulse,
in case of our parameters, exceeds 500 kg s~2. (Fig. 10a). There is a
tendency towards higher difference in density between southeast-
ern and northwestern GoR being in favor of negative vorticity
(Fig. 10b). River discharge contributes to the density difference but
does not dominate in the process of setting up the density difference
between southeastern and northwestern GoR (Fig. 10c). Positive salt
flux in the Irbe Strait supplies saline water into the GoR and
increases the density difference (Fig. 10d). Low values of density
difference are related to negative salt flux. Salt flux is clearly
negative when wind impulse is positive and exceeds the value of
500 kg s~ 2 (Fig. 10e). At lower values of positive wind impulse salt
flux can be either positive or negative, while negative wind impulse
mainly supports salt flux into the GoR.
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4. Discussion

The results of a model simulation covering a period of ten years
were analyzed to investigate circulation in the southern GoR in
spring, when the GoR can be considered a gulf-type ROFL

Our results show that double gyre circulation is the most
prominent circulation pattern in the upper layer of the GoR.
It may be either anticyclonic or cyclonic in the southeastern gulf
and the opposite in the northwestern part. This pattern corre-
sponds to the classical wind-forced double gyre circulation
scheme in large lakes (Bennett, 1974) when there is steady wind
from the east or west. Due to shallowness of the GoR, double-gyre
wind-driven circulation is readily excited in the GoR (Raudsepp,
2001; Raudsepp et al., 2003). In addition to wind forcing, antic-
yclonic circulation in the southern GoR can be forced by three-
dimensional density distribution. Baroclinic geostrophic adjust-
ment in a rotating circular basin consists of a geostrophic compo-
nent in the form of a basin-scale double gyre (Wake et al., 2004).
In the case of the GoR, the anticyclonic gyre should reside over the
southern and the cyclonic gyre over the northern gulf. The main
connection of the GoR to the Baltic Sea is through the Irbe Strait
with a sill depth of 22 m. This limits the water and salt exchange
between the gulf and the Baltic Sea. After an inflow event in the
Irbe Strait, we may treat the GoR as a closed circular basin where
baroclinic geostrophic adjustment results in anticyclonic circula-
tion in the southern gulf. According to theoretical considerations
by Fujiwara et al. (1997), anticyclonic circulation is generated at
the head of a wide estuary with a two-layer salinity stratification
and a longitudinal salinity gradient. To preserve the latter, upward
entrainment of lower layer water into the upper layer is required.
The primary difference between baroclinic geostrophic adjust-
ment and anticyclonic circulation driven by estuarine circulation is
that when using potential vorticity formulation the horizontal
divergence in the upper layer is in the case of the former caused by
changes in layer thickness (Wake et al., 2004) and in the case of
the latter by upward entrainment (Fujiwara et al., 1997). In the
case of continuous salt transport to the GoR through the Irbe Strait,
we presume that anticyclonic circulation is forced by the mechanism
described by Fujiwara et al. (1997). Both mechanisms support the
occurrence of anticyclonic circulation in the southern GoR. In the
present study we are not trying to separate these two mechanisms.

McClimans et al. (2000) speculated that the anticyclonic
circulation in the Kara Sea ROFI is caused by increased river
discharge during previous months. Freshwater accumulated in
the ROFI zone during intensive river discharge acts as a zonal
barrier, directing the flow to the left during reduced discharge
months. Idealized numerical experiments in the Kara Sea show
that the absence of baroclinic effects (using uniform salinity and
temperature distribution) results in cyclonic circulation (Panteleev
et al, 2007). An observational study in the Kattegat-Skagerrak
region (Nielsen, 2005) confirms the presence of strong antic-
yclonic circulation in that area. Although there is a strong
horizontal density front separating the brackish Baltic Sea water
in the upper layer and the North Sea saline water in the lower
layer, he concluded that wind-generated vertical entrainment is
the primary driving agent for the anticyclonic circulation.

The cyclonic/anticyclonic circulation in the southern GoR was
accounted for through spatially averaged relative vorticity. Nega-
tive vorticity (anticyclonic circulation) is forced by the winds from
the east and by the 3-dimensional density distribution that
vertically takes into account the two layer stratification and
horizontally the estuarine salinity distribution. Positive vorticity
(cyclonic circulation) is forced by winds from the west. River
discharge may contribute to negative or positive vorticity in the
southern GoR. Previous simulations and laboratory experiments
of buoyant discharges have shown that buoyant water can form

a large surface-trapped anticyclonic bulge (Garvine, 2001;
Yankovsky and Chapman, 1997) near the river mouth, which has
also been observed in the field (Huqg, 2009; Horner-Devine et al.,
2008). The formation of an anticyclonic bulge contributes to
negative vorticity, while a coastal current contributes to positive
vorticity. A bulge is expected to form if h/D <0.25 (Huq, 2009),
where h = (2Qfg'~")'/? is depth scale, D is ambient water depth, Q
is river flow rate and g' is reduced gravity. Rough estimates of h
with a river discharge rate between 500 and 2500 m*>s~!, and a
density difference between 1 and 5kgm~>, give values in the
range of 1.5 to 7.5 m. Thus, we may expect that in certain months
the anticyclonic buoyant bulge is well established, while in certain
months river water is just deflected to the right from the river
mouth. Our results showed that there is no significant relationship
between the river discharge rate and the relative vorticity in the
southern GoR, which indicates that the buoyancy input by Daugava
River contributes to positive/negative vorticity in the southern GoR.

Taking into account potential forcing mechanisms and calcu-
lated monthly mean spatially averaged relative vorticity, we may
conclude that there is asymmetry in the realization of either
cyclonic or anticyclonic circulation in the southern GoR. The
present study shows that negative mean vorticity is more frequent
in the southern GoR than a positive one. A relatively strong
positive east-west monthly accumulated wind impulse is needed
to reverse anticyclonic circulation in the southern GoR.

Most previous studies assume that with little or no wind
forcing river water will spread along the right hand coast, which
is indeed the case when ambient water density is homogeneous.
The present study supplements the common understanding of
river water circulation by taking into account anticyclonic circula-
tion caused by three-dimensional density stratification that trans-
ports river water to the left and offshore from the river mouth.
Furthermore, nutrients as well as dissolved and particulate matter
discharged by the river may be transported from the river mouth
along the left hand coast. A numerical model study by Andrejev
et al. (2010) for the Gulf of Finland shows anticyclonic circulation
forming near the Neva River mouth and fresher water from the
river discharge being partly transported along the left hand coast.
While summarizing the measurement results, Wassman and
Tamminen (1999) stated that the southwestern part in the GoR
in spring was more influenced by the freshwater flow from the
Daugava River than the south-eastern part and as a consequence
phytoplankton bloom was more pronounced there.

5. Conclusions

The spring (from March to June) circulation and spreading of
river discharge water in the southern GoR was analyzed based on
the results of a 10-year simulation (1997-2006) using the GETM
for the entire Baltic Sea. Three basic circulation schemes prevail in
the upper layer of the GoR in spring. Dominant circulation patterns
in spring were the anticyclonic/cyclonic gyre in the souhteastern
and cyclonic/anticyclonic gyre in the northwestern part of the Gulf
of Riga. The spreading of Daugava River water along the eastern
coast of the GoR took place less frequently.

The anticyclonic/cyclonic circulation was accounted for with
the spatially averaged relative vorticity in the southern GoR. There
is asymmetry in the realization of cyclonic or anticyclonic circula-
tion in the southern GoR. The present study shows that in the
spring period anticyclonic circulation is far more frequent than
cyclonic circulation.

The 3-dimensional estuarine type density field drives the antic-
yclonic circulation in the upper layer of the southern GoR in spring.
The forming of circulation is either enhanced by the wind impulse
from the east or destroyed or reversed to cyclonic circulation by the
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wind impulse from the west. The 3-dimensional estuarine type
density field is maintained by the salt flux in the Irbe Strait and by
the freshwater discharge from the Daugava River. The wind impulse
from the east directly drives the salt flux through the Irbe Strait into
the GoR.

Our results suggest that anticyclonic circulation is a natural
phenomenon in the wide ROFI caused by the 3-dimensional
estuarine type density gradient, which is realized either by
baroclinic geostrophic adjustment (Wake et al., 2004) in the case
of an event like the supply of saline water, or by upward
entrainment of lower layer water into the upper layer (Fujiwara
et al,, 1997) due to continuous inflow of saline water into the
estuarine basin.
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ABSTRACT

Since the 1990s, an increased frequency of stratification collapse events in the Gulf of Finland has been no-
ticed, when the density difference between near-bottom and surface waters fell below 0.5 kg m 3. Such
stratification crashes occur in the winter months, from October-November to March-April, when saline
and thermal stratification decrease compared to the summer period according to the well-known seasonal
cycle. The stratification decay process is forced primarily by (1) the westerly-southwesterly wind stress,
which causes anti-estuarine straining, and (2) direct wind mixing proportional to the wind speed cubed.
The potential energy anomaly (PEA) is occasionally reduced from the average winter level of 70 ] m—>
(per unit volume; 4.9 k] m~2 per unit area of 70-m water column) to nearly zero, manifesting the stratifica-
tion collapse, when the current-straining work and wind-mixing work significantly exceed their average
levels. Increased collapse frequency is caused by the shift of wind forcing. Namely, the average bimonthly cu-
mulative westerly-southwesterly wind stress in December and January has increased from 1.7 N m 2 d dur-
ing 1962-1988 to 3.7 N m~2 d during 1989-2007, yielding a reduction in PEA during these two winter
months of about 4.4 k] m~?2 between the periods. The other component of the reduction in PEA, wind mixing

work per unit surface area, has also increased by 4.6 k] m~2 since 1999 for these two months.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

Kullenberg (1981), among others, has noted that the Gulf of Finland
(Fig. 1) is a “true estuarine embayment” of the Baltic Sea multi-basin
brackish water system. With its dimensions (length of about 400 km
and width from 48 to 135 km over most of the length), low salinity at
the entrance (from 6-7 g kg'/on the reference-composition salinity
scale, I0C et al., 2010/at the surface to 8-11 g kg™! in the bottom layers
below 80-100 m), and almost absent tides, the gulf is, however, quite
unique among the world estuaries (Hansen and Rattray, 1966; see
also the reviews by Alenius et al., 1998; MacCready and Geyer, 2010).
In the west, the gulf has a free connection, 60 km wide and about
90 m deep, to the Baltic Proper, the central basin of a system that
undergoes in its northern part large variations of the stratification
(e.g. Elken et al., 2006; Matthdus, 1984). River discharge is concen-
trated in the eastern part of the gulf, where at the estuary head the
Neva River drains an average of 2400 m?® s~ of freshwater, about two
thirds of all of the freshwater imported to the gulf. Despite the large di-
mensions, compared to the internal Rossby radius (typical scales from 2
to 4 km, Alenius et al., 2003) and variable cyclonic circulation with a
number of loops, eddies, fronts, and upwelling events (Andrejev et al.,
2004; Elken et al, 2011; Lehmann et al, 2002; Lips et al, 2009;
Pavelson et al., 1997, Zhurbas et al., 2008), the along-basin salinity and
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0924-7963/$ - see front matter © 2013 Elsevier B.V. All rights reserved.
http://dx.doi.org/10.1016/j.jmarsys.2013.04.015

density gradients are still very profound, especially when studied on the
basis of temporally mean values over the seasons.

Salinity and stratification of the Gulf of Finland undergo strong
seasonal variations (Haapala and Alenius, 1994). In the period of
highest thermal stratification in summer, after the spring maximum
of freshwater discharge, the surface salinity is decreased from the
winter values of about 6.5 g kg™! down to about 5.5 g kg™! in the cen-
tral part of the gulf. At the same time, the deep salinity at around
90 m depth is increased from about 7.5 g kg™! to about 10 g kg™,
forming a kind of salt wedge. While a decrease of surface salinity dur-
ing and after the period of high river discharge is a common feature of
most of the estuaries (e.g. Hong et al., 2010; Kimbro et al,, 2009; van
Aken, 2008), a simultaneous increase of deep salinity is quite unique.
The latter can be partly explained by the seasonal conditions of the ad-
jacent larger sea basin, the Baltic Proper, where halocline goes deeper
during the winter due to convection and entrainment from the layers
above (e.g. Reissmann et al.,, 2009); in the Northern Baltic Proper deep
salinity decrease in winter may exceed 1 g kg™' below the halocline
down to the bottom (e.g. Matthdus, 1984).

Interannual changes of the oceanographic conditions of the Gulf of
Finland reflect the variations in the large-scale forcing factors. Re-
garding direct climate forcing, stronger zonal (westerly) winds have
been identified in the 1990s and 2000s compared to the 1970s and
1980s. A number of climatic indices, including those at the regional
level like the Baltic Sea Index (BSI, Lehmann et al., 2002, 2011) and
the Baltic Winter Index (WIBIX, Hagen and Feistel, 2005) also reveal
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Fig. 1. A map of the Baltic Sea (a) and close-up of the Gulf of Finland (b). Locations of the HELCOM monitoring station LL7 (BMP F3), the Ut6 weather station, and the main axis of the
Gulf (red line) are shown. The depth contours are drawn from the gridded topography (Seifert et al., 2001) in metres.

such a change. Combined with the changes in heat flux, net precipita-
tion, freshwater discharge, and human impact, marine ecosystems have
responded with variable regimes (e.g. Dippner et al.,, 2012, Voss et al.,
2011).

A specific feature of the Baltic Sea is the intermittent nature of the
large inflows of highly saline water from the North Sea (MBIs, Major
Baltic Inflows, after Matthdus and Frank, 1992). With a stronger and
shallower halocline in the Baltic Proper, more saline water can be
transported to the Gulf of Finland, increasing the strength of stratifica-
tion. The opposite occurs during the stagnation periods when MBIs
are missing for many years. While deep layers of the Baltic Proper are
supplied with oxygen only during MBIs by lateral advection, those of
the Gulf of Finland are also ventilated during the stagnation periods
when stratification is weaker (e.g. Conley et al., 2009, Kahru et al.,
2000). As an example, on the basis of monitoring data for 1965-2000,
Laine et al. (2007) have shown a decrease in salinity and density strat-
ification until the early 1990s and a slight increase afterwards, while op-
posite changes in the oxygen content took place. Vermaat and Bouwer
(2009) have proposed that a reduced ice extent during the recent peri-
od has favoured vertical mixing, causing a reduction of the extent of
hypoxic bottoms.

Among the complex ventilation processes (Meier et al., 2006),
convection due to surface cooling, turbulent erosion from surface to-
wards deeper layers, and turbulent shear mixing are usually considered
as most important in the Gulf of Finland. In summer, a significant decay
of observed stratification has been explained by persistent south-
westerly winds, creating a temporary estuarine circulation reversal
(Elken et al., 2003). With reference to other estuaries, Blumberg and
Goodrich (1990) showed for the Chesapeake Bay that wind-induced
current shear is more effective in destratification than surface-
generated turbulence. In the framework of estuarine dynamic con-
cepts, Scully et al. (2005) presented a conceptual model for the
exchange processes during up-estuary and down-estuary winds and
pointed to the role of wind-induced current straining interacting with
along-basin density gradients.

Observational data are quite rare for winter, during the period of
the weakest stratification in the Gulf of Finland. Still, events of complete
stratification collapse (reaching the well-mixed state) can be frequently
observed during recent winters. These situations, when the bottom-
to-surface density difference (and consequently, the potential energy
anomaly) decreases drastically to almost zero, cannot persist over lon-
ger time periods since longitudinal gradients of mean density restore
the stratification.

The aim of the paper is to study the stratification collapse events in
the Gulf of Finland using observational data and to find the governing
wind forcing mechanisms for such events. Further on, the purpose is
to assess whether it is likely that the collapse events have also oc-
curred during non-sampled times and whether there is a change of

frequency of complete destratification related to the changing climate
factors.

Our hypothesis is that purely vertical mixing processes in the Gulf of
Finland are not always strong enough to cause complete destratification
as observed, and wind-induced current straining is important. To eval-
uate the role of the different mechanisms, we use the balance for the
potential energy anomaly (PEA), that is, the vertical integral of the po-
tential energy density in reference to a well-mixed state (Burchard
and Hofmeister, 2008; Simpson et al., 1990; Wang et al,, 2011). The
“normal” wintertime PEA values are determined from the hydrographic
observations and they manifest the stratification under average forcing
conditions. We further study changes in PEA due to straining by wind-
induced currents and direct wind mixing using the data from long-term
wind observations. The straining effect is estimated from the established
correlation between the specific wind stress component and the time-
dependent amplitude of the “strain” EOF mode of along-basin currents.
The wind-to-EOF dependency is found from a numerical model. The ef-
fect of direct wind mixing is evaluated from the cubic relation to the
wind speed. Changes in PEA are calculated for the ice-free periods of
each winter. The paper ends with a discussion of the relation of PEA
changes to the climatic forcing data.

2. Data and methods
2.1. Observational data

The basic data set describes stratification conditions in the Gulf of
Finland. We used long-term data of hydrographic observations for the
period 1900-2008 extracted from the ICES (International Council for
the Exploration of the Sea) international database. The data are main-
ly from the standard depths (e.g. Haapala and Alenius, 1994; Janssen
et al,, 1999). Deeper layers have less data coverage than the surface,
especially in the first half of the period. We focused on the data
around HELCOM monitoring station BMP F3 (historically known
also as LL7, @ = 59.8465° N, N = 24.8378° E). This station is located
in the deepest part of the central area of the gulf near the transect
Tallinn-Helsinki, with a depth range of 80-110 m. For inclusion of
the data we adopted a search radius of 15 km, well below the dimen-
sions of the gulf. The ICES data were complemented with 38 profiles
from the national CTD data set, observed since 1984. They were also
converted to the standard depths to maintain homogeneity with his-
torical data.

The main aim of the analysis was to characterize the strength of
stratification over time, especially during the winter period. The
basic approach is to investigate the near-bottom py, to surface ps density
difference p, — ps, as can be found in many studies (e.g. Laine et al,,
2007). For the deep values, we used the closest depth to 70 m below
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that value. In total we obtained 47 values of p, — ps in December and
January since 1975.

The strength of variable stratification can be more precisely (in terms
of dynamic equations) characterized by the PEA, the potential energy of
the water column of a thickness H relative to the well-mixed state when
the initial density p takes the depth-mean value (origin of vertical coor-
dinate z is laid on the undisturbed sea surface and pointed upward).

10
ﬁ:ﬁ jpdz 1)
“H

Following the definitions by for example Simpson (1981) and
Simpson et al. (1990), PEA per unit volume of the water column
(Jm~3), as work needed to convert the water column into a
well-mixed state, is

0
o=% jH (p—p)2dz @

where g is the acceleration due to gravity.

PEA is zero for the well-mixed state and positive for stable
stratification.

The main technical question in PEA calculation is to convert the
data into fixed levels (compared to slightly variable levels in observa-
tional data). We used linear interpolation/extrapolation to the levels
of 0 m and 70 m when the difference in depth from the sampled
value did not exceed 5 m. Only profiles with at least seven data points
between the surface and the 70 m depth were taken into account.
Unfortunately, there were no data for 1915-1920 and 1940-1953
that could meet the above criteria.

For the evaluation of wind forcing we used the three-hour wind
observations at the Ut6 meteorological station provided by the Finnish
Meteorological Institute since 1961. The station is located on the island
at the entrance to the Gulf of Finland (Fig. 1) and presents the wind con-
ditions over the open part of the Gulf of Finland well (Soomere and
Keevallik, 2003). In order to take into account variable ice conditions
in transferring the wind force to the water surface, we used digitized
ice charts (grid steps of 10’ latitude and 60’ longitude) from the archive
of the Estonian Meteorological and Hydrological Institute (Pdrn and
Haapala, 2011).

2.2. Model data

We used the data from the 10-year simulation of 1997-2006 by
the general estuarine transport model (GETM) described in detail
by Burchard et al. (2004). The GETM model has numerous successful
applications in the Baltic Sea, including a decadal high-resolution
simulation of circulation in the Gulf of Finland (Maljutenko et al.,
2010; Passenko et al., 2010). The present model setup used 25
sigma layers with a horizontal resolution of the model grid of two
nautical miles for the whole Baltic Sea. The bathymetry has been in-
terpolated on the computation grids from the digital topography by
Seifert et al. (2001). Depths have been adjusted so that the maximum
depth is 260 m. Initial temperature and salinity fields were constructed
using the Data Assimilation System coupled with the Baltic Environmen-
tal Database at Stockholm University (http://nest.su.se/das). Atmospher-
ic forcing (wind stress and heat flux components) with three-hour
intervals was adopted from ERA40 re-analysis data dynamically down-
scaled with the help of the Rossby Centre Atmosphere Ocean model
(Ddscher et al., 2010). For sea level elevations at the open boundary in
the northern Kattegat, one-hour averaged measurements at Smegen
(Sweden) were used. Salinity and temperature at the North Sea open
boundary have been adopted from the climatological mean fields by
Janssen et al. (1999). The model output during the long-term run was

written with a one-day interval, which is adequate for temperature
and salinity but does not represent short-term current variations.

Variations of currents and sea level were investigated from the re-
sults obtained from the operational HIROMB model (e.g. Lagemaa et
al., 2011). The finest grid of the setup provided by the Swedish Mete-
orological and Hydrological Institute has a resolution of one nautical
mile. Vertical fixed levels have variable layer thicknesses from 4 m
near the sea surface to 15 m near 100 m depth. We used hourly out-
put data for 2005-2009 to study the EOF modes of currents in relation
to wind forcing.

3. Results
3.1. Observational evidence of temporary stratification collapse

Re-inspection of historical hydrographic time series from the Gulf
of Finland has drawn our attention to the “missing stratification” profiles
in winter. We collected the profiles from December and January as
shown in Fig. 2. On the background of normal (weaker than in summer)
stratification, several vertically nearly constant profiles can be identified.
One can suspect instrument failure during ice conditions. According to
the database, such unusual profiles were carefully checked. For example
on 14 January 2000, the Finnish research vessel Aranda made three
consecutive profiles at station BMP F3, all of which revealed the same
stratification collapse. Such events of vertically well-mixed stratification
conditions were occasionally observed during many winters, but they
are not so easy to catch because of the historically low sampling
frequency.

We define stratification collapse as an event where the bottom-
to-surface density difference becomes less than 0.5 kg m~>. A time
series of bottom-to-surface density difference observed at station
BMP F3 during December and January (Fig. 3) reveals 11 winters
with collapse out of 26 winters with available observations. We note
again the poor data availability in winter; several winters have no obser-
vations due to the hard navigation conditions during ice cover and/or
winter storms. Also, collapse is a short-term event that may not be
caught by irregular and sparse sampling.

In order to quantify the stratification collapse in terms of PEA, we
calculated the PEA values in a 15 km radius around the station BMP
F3 based on hydrographic observations from 1901 onwards. In sum-
mer the PEA values are higher than in winter, and the highest value
of 360 ] m~> was found during the summer of 1930. Very high values,
above 300 ] m~3, were also observed during the summers of 1970,
1973, 1980, 1983, 1988, 1994, and 2004-2006. Compared to the begin-
ning of the twentieth century, the range of PEA variation has increased
slightly: summer maximums have increased from 280 to 350 ] m~>
and winter minimums have decreased from 20 ] m~> to nearly zero.
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Fig. 2. Salinity values observed in the Gulf of Finland in 1900-2008 during winter
(December-January) at station BMP F3 (dots), median and quartile profiles of all data
(dashed lines), and profiles with collapsed stratification (solid lines).
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Fig. 3. Temporal course of winter (December-January) bottom-to-surface difference in
water density calculated from HELCOM monitoring data at station BMP F3 for 1976-2008.

The seasonal PEA cycle for the whole observational data set is presented
in Fig. 4. The monthly mean PEA in winter is about 70 ] m~> but the
variation range is from nearly zero to 160 ] m 2. Stratification collapse
may be defined as a PEA value below 30 ] m~>. Such values were ob-
served 44 times during the low stratification season from October to
April, most frequently in January (13 times).

3.2. Evaluation of wind-induced current straining and direct mixing

We are further interested in evaluating the role of different dy-
namical factors in creating wintertime destratification and eventual
stratification collapses. Here we consider the main assumptions of po-
tential energy conversion.

The temporal change in PEA is governed by the energy conversion
budget (W m~3):

0o o5  dgy 00
a ot o o D¢ @)

where the terms of interest to us (further evaluated step by step) are
as follows: @s is the work done by straining (time-dependent verti-
cally differential lateral advection on the background of mean estua-
rine gradients), ¢w denotes the work executed by direct vertical
(wind) mixing, ¢q is the work done by heating or cooling at the sea
surface, and D, reflects the power of other processes in changing
the PEA. Concerning the derivation of complete PEA equation and in-
terpretations we refer to Burchard and Hofmeister (2008).
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Fig. 4. Seasonal cycle of potential energy anomaly per unit water volume in the Gulf of
Finland calculated from the data in a 15 km radius from the central station BMP F3.
Data are from 1900 to 2008; the monthly mean over the whole period (February and
March missing due to the low number of observations) and the individual data points
of the two sub-periods are explained in the legend.

The power from straining (work per unit time) can be estimated
sufficiently by

dos_gop T,
W_ﬁﬁij )zdz (4)
where
1 0
E:EJHudZ (5)

is the vertical average (over depth H) of the along-basin velocity u.
We have pointed the along-basin coordinate x in the up-estuary di-
rection, i.e. looking from the open sea to the estuary head. Positive
values of Eq. (4) describe an overall strengthening of stratification.

In Eq. (4) we assume a constant along-basin density gradient
over the depth and time. Indeed, the long-term mean %‘X’ is about
—4.5 - 107 % kg m~* in the surface and deep layers, according to
the results of climatic simulations using the GETM model, while
somewhat smaller gradients are found in the mid-depths.

The long-term mean of the vertically averaged current () originates
from the river discharge and is distributed over the cross-sectional area
of the basin. In the Gulf of Finland, taking the section area of 3 km?
(Elken et al, 2011) and mean river discharge of 3600 m> s~!, the
depth-mean current is only about 0.1 cm s~ . On shorter time scales,
variations of o are related to the basin volume changes due to fluctuat-
ing mean sea level. Within the time scales of weeks and months, the
mean sea level of the Gulf of Finland may vary together with the overall
Baltic sea level by about 0.5 m in 10 days (neglecting the short-term
storm pulses and Baltic Sea seiches), yielding a variability range of o
of about 0.5 cm s~! (the gulf's surface area is about 29,500 km?).
Baroclinic currents show a much higher speed range of roughly
10-20 cm s~ !, and their contribution to the PEA change is of primary
interest in the following.

Further we want to estimate time series of Eq. (4) over a long pe-
riod using only the wind data. Elken et al. (2011) have shown that
along-basin currents can be decomposed on the cross-basin transects
of the Gulf of Finland by the EOF analysis into a “flat” barotropic mode
(unidirectional over the whole water column, 23-42%, correlated with
the short-term volume changes), a two-layer mode (surface Ekman
transport with the deeper compensation flow, 19-22%, correlated with
the southwesterly wind stress component), and a number of other
modes whose correlation with the wind field was statistically insignifi-
cant. While the first, nearly barotropic mode resembles an analogue to
the tidal motions, the second mode can produce wind-induced current
straining. In order to evaluate the time- and depth-dependent along-
basin current component u(zt) in Eq. (4), we recalculate the EOF
modes (Fig. 5) from the hourly HIROMB model data at time moments
t, and discrete depths z, over two winter months from December 2005
to January 2009. For that purpose we take the initial data as cross-basin
averages of u—1u over the deeper part of the basin with depths of more
than 50 min order to suppress the effects of coastal currents and upwell-
ing processes. We use the decomposition

M

Uz ty) = Wi+ > Anlty) Fn(z) (6)

m=1

where (u), is the depth distributed mean vertical profile of current over a
longer time period, F,(z;) are dimensional EOF modes (m = 1...M is
the mode number, with M equal to the number of vertical data points
K, k = 1...K), and A;(t,) are non-dimensional amplitudes, to yield the
unit standard deviation over the whole time period. We have calculated
the EOF modes for two longitudinal sections along 23.65° E (section A,
at the gulf entrance) and 24.38° E (section B, near BMP F3). The ampli-
tude of the second mode A;(t,) has a quite good correlation with the
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Fig. 5. Mean along-basin current and corresponding EOF modes which are dimensional
to obtain unit standard deviations of time-dependent amplitudes along longitude
24.38° E for December and January during 2005-2009.

southwesterly wind stress component in both of the sections. Namely,
in section B the correlation squared, R?, is significantly above 0.5 for
the wind direction range 190-250° (positive slope, maximum R? =
0.60 for directions 210-220°) and 10-60° (negative slope) and the cor-
relation is missing (below 0.1) for directions 290-330° and 110-150°.
Amplitudes from section A are highly correlated (R?> = 0.90) with
those from section B, due to the much larger spatial scale of overlying
wind fields and the channel-like basin geometry. The corresponding
wind stress regression is Ap(t,) = as cp pa Wsw(t,) W(t,), where as

51

is the regressive slope (we determined 6.8 and 7.8 m? N~! for A and
B, respectively), Wsy is the southwesterly wind speed component,
and W is scalar wind speed. We used common values for air density
pa = 12 kg m—> and drag coefficient cp = 1.3 - 10~>. The value of
the integral in expression (4) over 90 m depth, using the second EOF
mode as shown in Fig. 6, is about 78 m* s~ for both of the sections
(we note also that regression of EOF amplitudes on both of the sections
yielded the ratio of 1.0). Consequently, power from wind straining
(a corresponding temporal change of PEA over the whole water column)
per unit surface area is
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The site-specific value of As has been estimated empirically from
the HIROMB model results. We adopt As = 570 m* s kg~ since the
individual values on sections A and B are 530 and 610 m* s kg~ ", respec-
tively. Within this estimate, the southwesterly (nearly up-estuary) wind
stress Tsw = Cp Pa Wew W of 0.1 N m~2 (wind speed about 8 m s~1)
creates an anti-estuarine straining power of —2.5 - 107> W m~2, that
is, weakening of stratification, since the density gradient is negative. The
straining by mean current (u), favours re-stratification but its power is
only 0.4 - 107> W m~?2 and we have omitted it in Eq. (7). During the
EOF calculation period, the mean wind vector was from the southwest
with a speed of 3.3 m s, superimposed by isotropic wind vector varia-
tions with a standard deviation of 6.2 m s~ . Therefore the mean east-
ward current at the surface as shown in Fig. 5 reflects the Ekman drift.

PEA is reduced by mixing through a chain of processes that de-
pends on the wind (the term ¢ in Eq. (3)). Mixing power per unit
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Fig. 6. Snapshot vertical transects of salinity along the main axis of the Gulf of Finland
energy anomaly distributions (c) for 27 November (blue) and 12 December 1999 (red).

(see Fig. 1) on 27 November (a) and 12 December 1999 (b) and corresponding potential
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surface area, generated by the wind, fan be estimated in cubic formu-
lation from the wind speed W:
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where y = 1072 is a non-dimensional mixing efficiency parameter
(see the discussion by Pavelson et al., 1997). As an example of the
range of values, to reduce the average winter PEA level, 70 ] m~3, of
the 70 m layer to zero in a weekly stormy period, (constant) W must ex-
ceed 17 ms™ .

In winter, the temperature lies within a few degrees Celsius of the
temperature of maximum density, about 2.5 °C in the western and
3.5 °C in the eastern part of the gulf (Alenius et al., 1998). Therefore
changes in temperature have a negligible effect on water density,
and the work done by heating or cooling of the water surface (¢q in
Eq. (3)) may be omitted in the wintertime PEA balance.

According to the recent literature, the contribution of other win-
tertime processes (D, in Eq. (3)) is unknown in the Gulf of Finland.
Later, we use the assumption that restoration of stratification by D,
is, on average over time, in balance with the mean destratifying terms
given by straining and wind mixing.

The relations (7) and (8) can be interpreted using a specific case of
two stratification situations given in Fig. 6 along the main axis of the
gulf, simulated using the GETM model. From 27 November to 12
December 1999, after 15 days of strong southwesterly winds with
speeds of 10-15 m s~ (according to the model forcing data), the salt
wedge lying under the halocline was considerably pushed out from the
gulf, and the halocline became deeper and/or disappeared. As calculated
from the modelled density distributions, PEA was reduced at section A
(23.65° E) by about 120 ] m~2 but remained unchanged at section B
(24.38° E) and eastward from it. The average PEA reduction in the
western half of the Gulf of Finland can be estimated as 60 ] m~3;
for the surface area of the whole water column this gives an estimate
of 5.4 k] m~2. The southwesterly wind impulse (cumulative wind
stress) was 1.2 N m~? d, giving a PEA reduction due to wind straining
of 2.6 k] m~2, according to Eq. (7). Time integration of Eq. (8) gave a
PEA reduction due to direct wind mixing of 2 k] m~2. The sum of
these two estimated amounts of work corresponds roughly to the calcu-
lated loss of PEA. From this example we conclude that expressions (7)
and (8) do not resolve the details of the change in PEA in space and
time but they can be used for gross estimates of PEA reduction due to
anti-estuarine wind straining and direct wind mixing. We also found
that in this particular model case the straining work slightly exceeded
the wind mixing work.

3.3. Time series evaluation of wind effects on PEA

Based on the relations (7) and (8), we estimate the contributions
of wind-induced current straining and direct wind mixing in chang-
ing PEA during the winter months from December to January. Based
on the three-hour wind data observed at the Uté meteorological station
during 1961-2007, we have made time integrations of wind-dependent
terms for each winter.

According to Eq. (7), cumulative westerly-southwesterly wind
stress (wind impulse)

t t
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generates a PEA change of Ads due to the work by straining

.
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whereas the wind impulse of 1 N m~2 d creates a PEA reduction of
about 2.2 kj m™2.

The wintertime bimonthly wind impulse time series (Fig. 7) re-
veal remarkable changes, from —2 to 8 N m~2 d. On average, the
westerly-southwesterly wind impulse Tsw(t) is positive. Exceptions
are the winters of 1966 (winter is noted by the year of January),
1967,1977,1979, 1982, 1985, and 1987, when northeasterly wind stress
dominated over this two-month period. Since the winter of 1988, the
wind impulses have been only positive, favouring anti-estuarine trans-
port in the Gulf of Finland. Because Tsw(t) is changing over time, we
have also found maximum positive values of Tsw(t) corresponding to
the maximum PEA reduction due to straining. From 1989 onwards,
westerly-southwesterly winds have dominated throughout the winter
and maximum Tsw(t) values are found at the end of January.

We have kept the mean density gradlent in Eq. (10) constant
over the whole period, since its relative varlatlon between individual
years is small compared to that of the wind impulse. Still, the effects
of varying deep water density and halocline depth of the adjacent Bal-
tic Proper, impacting on the PEA change in the Gulf of Finland may be
in details more complex than given by the relation Eq. (10). As an ex-
ample from the yearly mean data, during the period 1985-1995 the
halocline in the Baltic Proper was exceptionally deep (e.g. Reissmann
et al., 2009); observed salinities in the Gulf of Finland were generally
lower than the long-term average both in the surface and bottom layers
(Laine et al., 2007) but the strength of stratification in terms of
bottom-to-surface density difference did not show a significant reduction.

Wind impulse changes were estimated using the sequential shift
detection technique proposed by Rodionov (2004) based on successive
t-tests. The estimated mean bimonthly westerly-southwesterly wind im-
pulse is about 1.7 N m~2 d during 1962-1988 and about 3.7 N m~2 d
during 1989-2007. For the regime shift detection, the cut-off length
was set to 10 years and the Huber's weight parameter to 2. The latter
means that the values exceeding two standard deviations from the re-
gime are considered to be outliers and a certain weighing procedure is
applied to them to estimate the average values of the regimes. In the
present case, only one outlier was detected in the winter of 1992. Setting
Huber's parameter to 1, the number of outliers increased to 12, but this
procedure changed only the average values of the regimes and did not af-
fect the switch-time of the shift. The method ensures that the regimes of
periods longer than the cut-off length will certainly be determined with
statistically significant differences of mean values, but detection of
shorter regime periods is also possible.
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Fig. 7. Temporal course of the cumulative westerly-southwesterly component of wind
stress (positive eastward) calculated from the Ut6 weather station data (filled bars) for
the period December-January in 1962-2007. Filled circles mark maximum cumulative
wind stress within the period December-January for each winter. The black bold line
shows mean values with the 1987/89 regime shift identified by the technique pro-
posed by Rodionov (2004). Filled boxes on the x-axis show the winters during which
at least 50% ice cover appeared in December-January in the western Gulf of Finland.
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An increase of the mean bimonthly westerly-southwesterly wind
impulse by 2 N m~? d corresponds to a PEA reduction in terms of Adg
of about 4.4 k] m~2 and might potentially cause full destratification of
the water column under the assumption that stratification restoring fac-
tors and changes in mixing intensity are not important. Note that the ob-
served average wintertime PEA level of 70-100 ] m—2 per unit volume
corresponds to 5-7 k] m~?2 per unit surface area of the 70 m water
column.

PEA change due to direct wind mixing, Ady, is estimated by time
integration of the relation (8):

t
Ay, = —ycpp, [W2dt. (11)
0

On average, the wintertime bimonthly wind mixing work (Fig. 8)
for PEA reduction in terms of Ady, is frequently 5-7 kj m~2 but can
exceed 15 k] m™2, as observed in 2000 and 2005. Higher |Ady,| values
were also observed in the winters of 1965, 1993, 2004, and 2007. The
applied regime shift detection technique revealed that the mean value
of about 7.5 k] m~2, which was evident for 1962-1998, increased to
12.1 k] m~2 from 1999 onwards. However, this regime shift is less reli-
able than the change observed in the westerly-southwesterly wind
stress.

The effects of ice cover on wind mixing and currents are not well
known, because they depend on the ice concentration, ice types, vi-
cinity of coasts, and so on. Zhang and Leppdranta (1995) have noted
that in ice conditions, the piling-up of water decreases and the sea
level slope, which forces the deep currents, may be reduced to one
third of the value of an ice-free slope in similar wind conditions. For
the rough calculation, we assumed that free atmosphere-to-sea transfer
occurs if less than 50% of the western Gulf of Finland is covered by ice
and blocking occurs when there is more extensive ice cover. The results
given in Figs. 7 and 8 show that high values of —Ads and —Ady, oc-
curred in mild winters when the surface waters of the western gulf
were nearly ice-free until the end of January. In severe winters, the
PEA reduction by straining in terms of Ads was as a rule much lower
than the average value for the period.

For the independent interpretation, the PEA time series calculated
from the GETM model results for 1997-2006 showed minimum values
in winter. The average PEA level per unit surface area was 5-7 k] m~2,
well within the range of observed values, but remarkable changes
occurred, from 1 to 19 k] m~2 The strongest stratification, with the
highest PEA, was modelled for the severe winter of 2003 with early
ice cover. Low PEA values were modelled for the winters of 1999,
2000, and 2005. During the winters of 2000 and 2005 the stratification
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Fig. 8. Temporal course of wind mixing work over the period December-January (filled
circles) calculated from the Ut weather station data for 1962-2007. The bold line cor-
responds to that in Fig. 7. Filled bars show wind mixing work over the period from the
beginning of December until at least 50% of the western Gulf of Finland is covered by ice.

collapse was observed (Fig. 3), validating the model performance, while
observations were missing for the winter of 1999.

According to the model data, the low PEA periods were quite long,
lasting several tens of days, and the along-basin extent of low PEA
events was about 150 km (from about longitude 22° E to 25° E),
which is considerably larger than the baroclinic Rossby deformation
radius. According to these scale estimates, wintertime monitoring should
be done with a weekly time interval, in order to avoid aliasing error. Un-
fortunately, historical monitoring was performed a few times per winter,
while several years remained unsampled.

For full mixing of the water column, additional work of 5-7 kj m—?
is needed to change the climatic situation. We assume that in the
long-term average conditions, the PEA loss values over the water col-
umn (Ads) ~ —6 k] m~2 and (Ady) ~ —8 k] m~?2 are balanced by
PEA production due to the average freshwater discharge and average
higher salinity/density of the inflowing open sea waters. For the col-
lapse forcing criterion, we need to find the critical value of Ad.. below
which the PEA loss creates the event Ads + Ad,, < Ad... The best
match with the observed cases was found for Ad. = —14 k] m—2.
Among the wintertime stratification observations in 23 winters during
December and January, all the collapse cases satisfied this criterion, ex-
cept for the winter of 1978. Therefore we consider that our approach to
assessing the stratification collapses based only on the wind data is
qualitatively workable.

Based on the episodic time series of wintertime stratification obser-
vations (Fig. 3), we have a very rough collapse frequency estimation:
during 1975-1989, out of nine winters with available measurements,
stratification collapse was evident during three winters, giving a col-
lapse frequency of 1/3, whereas during 1990-2008 there were 14 ob-
served winters, among which collapse was evident in seven, giving a
frequency of 1/2. Within these low sample amounts, the frequency esti-
mation is, however, quite arbitrary. The confidence of determination is
increased by the inclusion of estimates of potential energy conversion
from regular wind observations, presented above: we estimate an in-
crease in wintertime collapse frequency from 40% to 60%.

4. Discussion and outlook

Although increased mixing in the Gulf of Finland has been briefly
noted in several papers and data reports, the events of temporary
stratification collapse have not received attention so far. The reasons
for such ignorance could be (a) difficult wintertime sampling logistics
due to ice cover and/or winter storms, and (b) problems of validating
the numerical models in reproducing the short-term stratification
events (except for upwelling, which is modelled adequately).

We have extended the knowledge from limited historical observa-
tions to the PEA changes using the relations to the wind forcing. One
of the key findings is the approximate relation of PEA reduction to the
impulse (cumulative wind stress) of westerly-southwesterly winds.
This approach, derived from the EOF analysis of vertical current pro-
files and correlative relation of the “straining” EOF mode amplitude
to the wind stress projection, is in agreement with earlier findings by
Krauss and Briigge (1991). They found that the volume transported
through the Stolpe Channel is proportional to the wind stress projected
onto a specific (not necessarily along-channel) direction. For the Gulf of
Finland, the importance of the southwesterly wind for the forcing of
along-basin transport was discussed by Elken et al. (2003). While the
deep transport is geostrophically adjusted to the cross-basin sea level
slope over the deep area (generating the barotropic part of currents),
the relation of the slope to the prevailing wind forcing remained
unresolved in detail. In the present study we also had to use the site-
specific constants in relation (7). Feng and Li (2010) have found that
in estuaries with open mouths, both wind components cause nearly
equal sea level changes. Their model is an extension of that by
Garvine (1985). Forcing of sea level slopes in an elongated estuary
has also been considered by Reyes-Hernandez and Valle-Levinson
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(2010) and Hinata et al. (2010). These results partly explain the em-
pirical wind direction relationship found and also motivate further
studies of wind-forced motions in the Baltic Sea.

Considering the wintertime impulse of westerly-southwesterly
winds, it becomes evident that a shift took place in 1989. The chosen
cut-off length of 10 years ensures that the regimes whose duration
exceeds this time interval will be detected with sufficient statistical
confidence. The observed shift in wind regime supports the increase
of temporary reversals of estuarine circulation in the Gulf of Finland.
Such a change is caused by the larger scale climatic processes. Meier
(2005) has found that average salinity of the Baltic is dependent on
zonal winds: increase of westerly winds reduces average salinity. It is
widely recognized that the western flow over northeast Europe has in-
tensified during winter months. Keevallik (2011) has shown that this
intensification can be partly ascribed to an abrupt increase in the
upper-air zonal wind component in January and February around
1987. Such an increase is accompanied by a shift in the meteorological
regime at the surface: during the period of 1987-1989 simultaneous
shifts have taken place at the observation sites in Estonia, where the
monthly mean zonal wind component, temperature, and precipitation
have increased. Such findings are supported by other investigations
that also suggest switch-like changes in meteorological regimes at the
end of the 1980s (Kysely and Domonkos, 2006; Lehmann et al., 2011).
Regarding the forcing of stratification collapse events by stronger
winds and sea level gradients (of appropriate direction), further inde-
pendent studies of the climatology of such forcing factors in the Gulf
of Finland area in the context of large-scale patterns are needed.

The results in the present paper are based on the routine hydrog-
raphy and wind observations and unfortunately lack any details of
spatio-temporal features of stratification collapse events. Therefore
several detailed studies of wintertime dynamics have just started or
are in the planning phase. Consideration of the ecological effects of
abrupt stratification dynamics is also of significant interest. During
strong stratification, hypoxic conditions may develop near the bottom
(Conley et al., 2009; Kahru et al., 2000; Laine et al., 2007), favouring
the release of accumulated phosphorus from the sediments. But,
how and by which processes is the new near-bottom phosphorus
transported to the euphotic layer when the stratification is strong?
Eventual collapse of stratification is likely to be one important process
that brings the (before collapse) bottom-released nutrients back into
the active ecological cycle, intensifying eutrophication and harmful
algal blooms. On the other hand, if mixing throughout the water col-
umn is intensive over a longer period, hypoxia does not develop and
benthic communities have favourable living conditions. We hypothe-
size that climatic change of the dominance of the two stratification
collapse processes — wind-direction-dependent straining and direction-
independent direct wind mixing — might have different consequences
for the marine ecosystem health in the Gulf of Finland: the first one am-
plifying the eutrophication and the second one improving the living con-
ditions for the benthic communities.

5. Conclusions

A measure of the stratification strength - potential energy anom-
aly (PEA) - has in the central and western parts of the Gulf of Finland
an overall wintertime value of about 5 k] m™~? per unit surface area of
the water column of 70-80 m depth. There is some observational ev-
idence that this PEA level could be balanced by the PEA production
due to the freshwater discharge and inflow of open sea waters of higher
salinity and density and by the PEA reduction due to the mixing at aver-
age forcing conditions. The PEA is occasionally reduced nearly to zero,
manifesting the stratification collapse, when the wind mixing work and
the work by wind-induced current straining (due to the up-estuary
southwesterly winds) significantly exceed their average levels. On a bi-
monthly scale, in December and January, the estimates for average
work by straining and wind mixing are 6 and 8 k] m~2, respectively.

These estimates are based on the observed time series of wind and the
derived relations for PEA change. The relations are validated by the re-
sults from episodic hydrographic observations. During all the observed
stratification collapse cases, the wind-dependent PEA reduction work,
with reference to the long-term average work, exceeded the average
PEA level. Since 1991, “overshoot” of PEA reduction compared to its aver-
age level increased, implying a longer duration of collapse events.

An analysis of wind data, using the derived and validated PEA re-
lations, showed that since the 1990s the frequency of stratification
collapse events and the duration of such events have both increased.
This change is most probably related to an abrupt increase in the
upper-air zonal wind component around 1987 in January and Febru-
ary over northeast Europe, which may form a significant part of the
intensification of the western flow. As a result, since the late 1980s
the winter season of the Baltic Sea area has tended to be warmer,
with less ice cover and warmer sea surface temperatures. In Estonia,
near the Gulf of Finland, an abrupt increase in the monthly mean
zonal wind component and temperature has taken place in January
and February.
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Figure 3.6.3. Estimates of the probability density function for (a) oxygen inventory and (c) cold content within the Cold Intermediate
Layer, which is a proxy for convective dense water formation. Panel (b) highlights the ventilating role of cold water formation by depict-
ing the relationship between cold water and oxygen content. Black dots locate the 2016 Argo profiles on this diagram.

is an urgent need to evaluate at regional and national
levels the risk and consequences of further deoxygena-
tion, and to measure the impact of global warming by
quantifying the sources and sinks of the Black Sea oxygen
budget and their respective variability. In particular,
large fishes are known to avoid suboxic conditions
(Stramma et al. 2012). In the Black Sea, studies suggest
that zooplankton migrate to remain in oxic waters
(Ostrovskii and Zatsepin 2011). We therefore suggest
that habitat compression may have affected the Black
Sea trophic web. Yet, to our present knowledge, the poss-
ible impact of deoxygenation-related habitat com-
pression on Black Sea fisheries has not been documented.

3.7. Baltic inflows

Leading authors: Urmas
Legeais, Jun She
Contributing authors: Ilja Maljutenko, Simon Jandt.
Statement of outcome: Major Baltic Inflows (MBI),
which usually occur many years apart, bring saline and
oxygenated water to the dead zones of the Baltic Sea.
The MBI in December 2014 improved the bottom oxy-
gen conditions in the Gotland Basin, but the oxygen con-
centrations started to decline quite rapidly after the
inflow. More persistent salinity stratification favoured
the saline and oxygenated water of the following
inflows in winters 2016 and 2017, not even categorised
as MBIs, to be easily transported to the downstream
basins. The mean sea level of the Baltic Sea derived
from satellite altimetry data can be used as proxy for
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the detection of saline water inflows to the Baltic Sea
from the North Sea.
Products used:

Ref.
No. Product name & type

3.7.1 BALTICSEA_ANALYSIS_FORECAST_ PUM: http://marine.copernicus.
PHYS_003_006 eu/documents/PUM/CMEMS-
Model BAL-PUM-003-006.pdf
QUID: http://cmems-resources.
cls.fr/documents/QUID/
CMEMS-BAL-QUID-003-006.pdf
PUM: http://marine.copernicus.
eu/documents/PUM/CMEMS-
INS-PUM-013.pdf
QUID: http://marine.
copernicus.eu/documents/
QUID/CMEMS-INS-QUID-013-
030-036.pdf
http://climate.copernicus.eu/
climate-data-store

Documentation

3.7.2  INSITU_BAL_NRT_
OBSERVATIONS_013_032
In situ

3.7.3  Merged sea level maps
from Copernicus
Climate Change Service (C35)

The saline water inflows to the Baltic Sea through the
Danish straits, especially the Major Baltic Inflows (MBI),
shape hydrophysical conditions in the Baltic Sea, which
in turn have a substantial influence on marine ecology.
However, along with bringing oxygenated water to the
dead zones of the Baltic Sea the displacement of old stag-
nated water can cause temporary anoxic conditions in
the bottom layers of shallow downstream basins. The
numerical experiments conducted by Lessin et al
(2014) have shown that absence of oxygenated saline
inflows increased anoxia in the deep Gotland Basin of
the Baltic Sea (see Figure 3.7.1(a) for geographical
locations), while oxygen conditions in the Gulf of



Finland (shallower downstream basin) improve due to
weaker vertical stratification. The MBI in December
2014, which reached the Gotland Basin in March 2015
(Raudsepp et al. 2016) improved the bottom oxygen con-
ditions there, but the effect was temporary (Neumann
et al. 2017).

The MBIs occur seldom, usually many years apart,
(e.g. Matthdus and Franck 1992; Schimanke et al.
2014) being initiated by a special sequence of large-
scale meteorological events (Schinke and Matthdus
1998), p. 1) prior to the inflow, in many cases, there
is an outflow from the Baltic Sea and a decrease of
the mean sea level in response to the easterly winds
and barotropic pressure gradient from the Arkona
Basin towards the Kattegat (Mohrholz et al. 2015,
p. 2) the following change of easterly winds to westerlies
causes the inflow of saline water to the Baltic Sea and
the increase of the mean sea level (Lass & Matthaus
1996).
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Lehmann et al. (2017) have defined large volume
changes (LVC) of the Baltic Sea as a change between
local minimum and maximum sea level at the Landsort
(Figure 3.7.1(a)) over a certain time period, subtracted
by the corresponding runoff over the same period, with
the predefined threshold of 60 km’. Not all LVCs are
categorised as MBIs. Thus, LVCs/MBIs can be qualitat-
ively expressed as a sequence of sea level changes consist-
ing of ‘decrease-increase’ pattern of the Baltic mean sea
level.

We use time series of the mean sea level averaged over
the Baltic Sea area (including Kattegat at 57.5°N and
from 10.5°E to 12°E) from product reference 3.7.3, and
compare these basin wide changes with the bottom sal-
inity of the Arkona Basin and Bornholm Basin from
Copernicus Marine and Environment Monitoring Ser-
vice (NRT CMEMS) product (3.7.1). The mean sea
level time series has been computed with the altimeter
two-satellites merged sea level maps produced by the
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Figure 3.7.1. (a) Map of the Southern Baltic Sea showing locations of the basins. 60 m isodepth is marked with grey line. Blue and red
contours show isohalines of the bottom salinities from the regional NRT CMEMS product (3.7.1) for the 1st January (t1) and for the 16th
May (t2) of the year 2017. (b) Time series of the maximum distance of the water with salinity greater than 11 g/kg. The distance is
shown along the black dashed line starting from point T on subplot (a). Dates t1 and t2 with arrows correspond to dates t1 and t2
on subplots (a) and (c). (c) Time series of basin wide daily mean sea level of the Baltic Sea area derived from the satellite data product
(3.7.3) and bottom salinity in the Arkona and Bornholm Basins from the regional NRT CMEMS product reference 3.7.1, smoothed using a
12 day running mean. The grey shaded areas correspond to the winter periods when rapid sea level changes and subsequent inflows
occurred. Dates t1 and t2 with arrows correspond to dates t1 and t2 on subplots (a) and (b).
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Figure 3.7.2. Hovmoller diagram (time-depth) of salinity in (a) the Arkona Basin and (b) Bornholm Basin from in situ measurements
product reference 3.7.2. Black circles show the locations of the deepest measurements at specific date. Red line shows the depth of the
mixed layer (smoothed using a 14 day running mean) calculated using modelled density from the product reference 3.7.2 at the

respective locations.

Copernicus Climate Change Service (C3S) (product
reference 3.7.3).

The saline water inflows, i.e. increase of bottom sal-
inity in the Arkona Basin, are pronounced in late
autumn and winter (Figure 3.7.1(c) and Figure 3.7.2
(a)), which is consistent with the previous results on
the temporal occurrence of LVCs (Lehmann et al
2017). The abrupt change of mean sea level from
decrease to increase is evident during the winter
inflows (shaded areas in Figure 3.7.1(c)). The salinity sig-
nal of winter inflows can be traced downstream to the
Bornholm Basin every year (Figures 3.7.1(c) and 3.7.2
(b)). There are two exceptional cases: 1) increase of bot-
tom salinity in the Bornholm Basin in May 2014 next to
the salinity increase due to inflow in 2013/2014; 2)
absence of the bottom salinity increase following the
inflow in winter 2015/2016 (Figure 3.7.1(c)). The former
case corresponds to the exceptionally low mean sea level
in February 2014 (Figure 3.7.1(c)). Afterwards the
Arkona Basin was filled in with saline water (Figure
3.7.2(a)), a part of which spread to the Bornholm Basin
(Figure 3.7.2(b)). In the latter case, the bottom layer of
the Bornholm Basin was already filled in with the saline

water that entered the Arkona Basin (Figures 3.7.1(c),
3.7.2(a) and 3.7.2(b)). In that case, we suggest that
water transported to the Bornholm Basin slipped over
the saline water beneath there.

The smaller inflows in 2011/2012 and earlier did not
reach the Gotland Basin. The 2013/2014 winter inflow
resulted in a bottom layer salinity increase from 15.5 to
16.5 g/kg in the Bornholm Basin (Figure 3.7.2(b)). The
salinity started to increase in the Gotland Basin since
February 2014 (Figure 3.7.3(a)). The main water masses
of the MBI in December 2014 filled the Bornholm Basin
on the 26th of December 2014 with maximum salinity of
19.5 g/kg and reached the Gotland Basin in March 2015
(Raudsepp et al. 2016). Neumann et al. (2017) report that
maximum oxygen concentrations were measured at the
beginning of April in 2015. There is a data gap of bottom
layer oxygen in April and May 2015 in in situ measure-
ments, product reference 3.7.2. Yet, the measurements
show that oxygen conditions improved in the deep
layer between about 140 m and the bottom (Figure
3.7.3(c)) in 2015. There was still an anoxic intermediate
layer between 80 and 140 m. Anoxic conditions re-
appeared by the end of December 2015, which is
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Figure 3.7.3. Hovmoller diagram (time-depth) of (a) salinity, (b) temperature and (c) dissolved oxygen concentration in the Gotland
Basin from the in situ measurements product reference 3.7.2. Black circles show the locations of the deepest measurements at specific
date. Time series of the mixed layer depth (smoothed using a 14 day running mean) at the Gotland Basin calculated from modelled

density in the product reference 3.7.2 are superposed with red line.

consistent with the result by Neumann et al. (2017), who
reported almost zero oxygen concentrations in Novem-
ber 2015. In time, oxygen concentrations started to
decline simultaneously from the intermediate anoxic
layer and the bottom. The former suggests the effect of
water advection in the intermediate layer from adjacent
areas where anoxic water was pushed by inflowing
water. The latter indicates potential effect of local biogeo-
chemical processes. Myllykangas et al. (2017) reported
strong aerobic oxidation rates for CH4 below 70 m in
the Gotland Deep, depleting the oxygen pool by August

2015. Hypoxic conditions initiated nitrification and
denitrification processes, which led to high N,O concen-
tration in the Gotland Deep.

The small inflow events that follow the main MBI are
very important for improved oxygen conditions in the
deep basins of the Baltic Sea, as emphasised by Neumann
et al. (2017). The salinity stratification showed rather
persistent pattern over the year of 2015 in the Bornholm
and Gotland Basin (Figures 3.7.2(b) and 3.7.3(a)). Thus,
the MBI in December 2014 filled the deep basins of the
Baltic Sea, which enabled the dense salty water of the
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following inflows, not even categorised as MBIs, to be
easily transported to the downstream basins.

Consequently, smaller inflows in December 2015 and
in February 2016 as indicated by time series of mean sea
level and bottom salinity in the Arkona Basin (Figure
3.7.1(b)) could supply saline and oxygenated water to
the downstream basins. Since the beginning of 2016
the bottom salinity and oxygen concentration started
to increase in the Gotland Basin (Figure 3.7.3(c)). Bot-
tom salinity reached values of 14 g/kg and oxygen con-
ditions improved. The oxygen concentrations remained
lower than during the inflow in December 2014, but
extended vertically to the permanent halocline. The
peculiarity of the inflow in 2015/2016 was the much
higher temperature of the saline water reaching the Got-
land Basin, when compared to the previous case (Figure
3.7.3(b)). The latter may indicate that the water that
reached the Gotland Basin may not be completely
fresh from the North Sea. Oxygen concentrations
started to decline quite rapidly after the inflow (Figure
3.7.3(c)). The decline started in the bottom layer and
extended upward in time, which indicates the effect of
local biogeochemical processes. Besides being important
for supplying of fresh oxygenated water with high den-
sity to the Baltic Sea, the inflows have an effect on ver-
tical stratification of the Baltic Sea sub-basins. Being
important in determination of the halocline depth and
the stratification beneath, the inflows affect even the
temporal changes of the mixed layer depth (MLD). In
the Bornholm and Gotland Basin the MLD has well
defined seasonal cycle, while in the Arkona Basin fre-
quent inflows may surpass seasonal changes (Figures
3.7.2 and 3.7.3).

Our study shows that the mean sea level of the Baltic
Sea derived from satellite altimetry data can be used as
proxy for the detection of saline water inflows to the Baltic
Sea from the North Sea. Relative changes of the mean sea
level between local minimum and maximum could be
used as an indicator of the strength of the Baltic inflows
and, in the future in conjunction with numerical model-
ling and in situ measurements, for the prediction of ver-
tical stratification, deep water oxygen conditions and
marine ecology in the Baltic Sea. However, it should be
kept in mind that the Baltic Sea is a region where the
uncertainty of the altimeter sea level measurements is
particularly high because of the errors of the instrument
and the altimeter geophysical corrections and also due
to the large internal variability of the observed ocean
(see Section 1.5). Recent measurements at the MARNET
station in the Arkona Basin show an inflow in January
2017 with instantaneous maximum salinity of 23-25 g/
kg (not shown). As saline water is still present in the
deep layers of downstream basins, the inflow in 2016/

2017 could contribute to the following oxygenation of
the bottom water in the Gotland Basin. Operational
models with their NRT products could be a valuable
tool to observe the pathways of inflowing water and the
changes of oxygen conditions in the Baltic Sea. Prelimi-
nary results from the CMEMS NRT model (product
reference 3.7.1) show spreading of 2016/2017 inflow
water into the southern Gotland Basin (Figure 3.7.1(a,b)).

3.8. Eutrophication and hypoxia in the Baltic
Sea

Leading authors: Urmas Raudsepp, Jun She.

Contributing authors: Vittorio E. Brando, Mariliis
Kouts and Priidik Lagemaa, Michela Sammartino, Rosa-
lia Santoleri.

Statement of outcome: HELCOM assessment charac-
terises the Baltic Sea as a eutrophicated marine area,
which is caused by a combination of anthropogenic
over-enrichment and climate change. Nutrient inputs
have decreased in the last two decades but no decline
in eutrophication effects has been documented with
high concentrations of chlorophyll-a still observed
every summer. Hypoxia is one of the most severe conse-
quences of eutrophication. While Major Baltic Inflows
bring new, oxygen enriched water into the deep areas
of Baltic Sea, the conditions are improved only for a
short period, as was the case in the study period of
2014-2016.

Products used:

Ref.

No. Product name & type

3.8.1 OCEANCOLOUR_BAL_CHL_L3_REP_
OBSERVATIONS_009_080
Remote sensing

Documentation

PUM: http://marine.
copernicus.eu/documents/
PUM/CMEMS-OC-PUM-
009-ALL.pdf
QUID : http://marine.
copernicus.eu/documents/
quid/cmems-oc-quid-009-
080-097.pdf

3.82 OCEANCOLOUR_BAL_OPTICS_L3_REP_ PUM: http://marine.

OBSERVATIONS_009_097 copernicus.eu/documents/
Remote sensing PUM/CMEMS-OC-PUM-
009-ALL.pdf
QUID: http://marine.
copernicus.eu/documents/
quid/cmems-oc-quid-009-
080-097.pdf

PUM: http://marine.
copernicus.eu/documents/
PUM/CMEMS-BAL-PUM-
003-007.pdf
QUID: http://marine.
copernicus.eu/documents/
QUID/CMEMS-BAL-QUID-
003-007.pdf

3.8.3 BALTICSEA_ANALYSIS_
FORECAST_BIO_003_007
Model

Eutrophication in the Baltic Sea is mainly caused by
anthropogenic enrichment of the nutrients as well as cli-
mate change (HELCOM 2014). The nutrient over-



s118 COPERNICUS MARINE SERVICE OCEAN STATE REPORT, ISSUE 2

Mediterranean outflow. Geophys Res Lett. 44:5665-5672.
doi:10.1002/2017GL072615.

Sammartino S, Garcia Lafuente ], Naranjo C, Sanchez Garrido
JC, Sanchez Leal R, Sanchez Roman A. 2015. Ten years of
marine current measurements in Espartel Sill, Strait of
Gibraltar. ] Geophys Res Ocean. 120.

Schroeder K, Chiggiato J, Bryden HL, Borghini M, Ben Ismail
S. 2016. Abrupt climate shift in the Western Mediterranean
Sea. Sci Rep. 6:23009. http://www.ncbi.nlm.nih.gov/pmc/
articles/PMC4786855/.

Schroeder K, Ribotti A, Borghini M, Sorgente R, Perilli A,
Gasparini GP. 2008. An extensive western Mediterranean
deep water renewal between 2004 and 2006. Geophys Res
Lett. 35:L18605. doi:10.1029/2008 GL035146.

Simoncelli S, Fratianni C, Pinardi N, Grandi A, Drudi M, Oddo
P, Dobricic S. 2014. Mediterranean Sea physical reanalysis
(MEDREA 1987-2015) (version 1) [dataset]. Copernicus
Monitoring Environment Marine Service (CMEMS).
doi:10.25423/medsea_reanalysis_phys_006_004.

Zunino P, Schroeder K, Vargas-Yafiez M, Gasparini GP,
Coppola L, Garcia-Martinez MC, Moya-Ruiz F. 2012.
Effects of the Western Mediterranean transition on the resi-
dent water masses: pure warming, pure freshening and pure
heaving. ] Mar Syst. 96:15-23. http://www.sciencedirect.
com/science/article/pii/S0924796312000280.

Section 3.6

Capet A, Stanev E, Beckers JM, Murray J, Grégoire M. 2016.
Decline of the Black Sea oxygen inventory. Biogeosciences.
13:1287-1297.

Capet A, Troupin C, Carstensen J, Grégoire M, Beckers JM.
2014. Untangling spatial and temporal trends in the varia-
bility of the Black Sea cold intermediate layer and mixed
layer depth using the DIVA detrending procedure. Oce
Dyn. 64(3):315-324.

Garcia HE, Locarnini RA, Boyer TP, Antonov JI, Mishonov
AV, Baranova OK, Zweng MM, Reagan JR, Johnson JR.
2013. World Ocean Atlas 2013. Vol. 3: dissolved oxygen,
apparent oxygen utilization, and oxygen
saturation. S. Levitus, editor; Mishonov A, Technical edi-
tors. NOAA Atlas NESDIS 75, 27 pp.

Jaccard P, Norli M, Ledang AB, Hjermann D@, Reggiani E R,
Serensen K, Wehde H, Kaitala S, Folkestad A. 2015. Real
time quality control of biogeochemical measurements, ver-
sion 2.5. My Ocean document.

Konovalov S, Murray JW. 2001. Variations in the chemistry of
the Black Sea on a time scale of decades (1960-1995). ]
Marine Syst. 31:217-243.

Murray J, Jannasch H, Honjo S, Anderson R, Reeburgh W,
Top Z, Friederich G, Codispoti L, Izdar E. 1989.
Unexpected changes in the oxic/anoxic interface in the
Black Sea. Nature. 338:411-413.

Ostrovskii A, Zatsepin A. 2011. Short-term hydrophysical and
biological variability over the northeastern Black Sea conti-
nental slope as inferred from multiparametric tethered
profiler surveys. Ocean Dyn. 61:797-806.

Ozsoy E, Unliiata U. 1997. Oceanography of the Black Sea: a
review of some recent results. Earth Sci Rev. 42(4):231-72.

Schmechtig C, Thierry V and the Bio Argo Team. 2015. Argo
quality control manual for biogeochemical data. doi:10.
13155/40879.

Stanev E, He Y, Grayek S, Boetius A. 2013. Oxygen dynamics
in the Black Sea as seen by Argo profiling floats. Geophys
Res Lett. 40(12):3085-3090.

Stramma L, Prince ED, Schmidtko S, Luo J, Hoolihan JP,
Visbeck M, Wallace DW, Brandt P, Kortzinger A. 2012.
Expansion of oxygen minimum zones may reduce available
habitat for tropical pelagic fishes. Nat Clim Change. 2
(1):33-7.

Tugrul S, Basturk O, Saydam C, Yilmaz A. 1992. Changes in
the hydrochemistry of the Black Sea inferred from water
density profiles. Nature. 359:137-139.

Section 3.7

Lass HU, Matthaus W. 1996. On temporal wind variations for-
cing salt water inflows into the Baltic Sea. Tellus A. 48:663—
671.

Lehmann A, Hoflich K, Post P, Myrberg K. 2017. Pathways of
deep cyclones associated with large volume changes (LVCs)
and major Baltic inflows (MBIs). ] Mar Syst. 167:11-18.

Lessin G, Raudsepp U, Stips A. 2014. Modelling the influence
of major Baltic inflows on near-bottom conditions at the
entrance of the Gulf of Finland. PLoS ONE. 9(11):e112881.

Matthidus W, Franck H. 1992. Characteristics of major Baltic
inflows — a statistical analysis. Cont Shelf Res. 12:1375-1400.

Mohrholz V, Naumann M, Nausch G, Kriiger S, Grawe U.
2015. Fresh oxygen for the Baltic Sea - an exceptional saline
inflow after a decade of stagnation. ] Mar Syst. 148:152-166.

Myllykangas J-P, Jilbert T, Jakobs G, Rehder G, Werner ],
Hietanen S. 2017. Effects of the 2014 major baltic inflow
on methane and nitrous oxide dynamics in the water col-
umn of the Central Baltic Sea. Earth Syst Dynam Discuss.
doi:10.5194/esd-2017-14.

Neumann T, Radtke H, Seifert T. 2017. On the importance of
Major Baltic Inflows for oxygenation of the central Baltic
Sea. ] Geophys Res Oceans. 122:1090-1101.

Raudsepp U, Axell L, Almoroth-Rosell E, Viktorsson L. 2016.
Baltic Sea. In: von Schuckmann K. et al. 2016. The
Copernicus  Marine Environment Monitoring Service
ocean state report. ] Oper Oceanogr. 9 Suppl:5235-320.

Schimanke S, Dieterich C, Meier HEM. 2014. An algorithm
based on sea-level pressure fluctuations to identify major
Baltic inflow events. Tellus A. 66:21.

Schinke H, Matthdus W. 1998. On the causes of major Baltic
inflows — an analysis of long time series. Cont Shelf Res.
18:67-97.

Section 3.8

Brewin R, Sathyendranath S, Miiller D, Brockmann C,
Deschamps P-Y, Devred E, Doerffer R, Fomferra N, Franz
B, Grant M, et al. 2015. The ocean colour climate change
initiative: III. A round-robin comparison on in-water bio-
optical algorithms. Remote Sens. Environ. 162:271-294.
doi:10. 1016/j.rse.2013.09.016.

Carstensen ], Sanchez-Camacho M, Duarte CM, Krause-
Jensen D, Marba N. 2011. Connecting the dots: responses
of coastal ecosystems to changing nutrient concentrations.
Environ Sci Technol. 45:9122-9132.

Funkey CP, Conley DJ, Reuss NS, Humborg C, Jilbert T,
Slomp CP. 2014. Hypoxia sustains cyanobacteria blooms
in the Baltic Sea. Environ Sci Technol 48:2598-2602.



Curriculum vitae

Personal data

Name: llja Maljutenko
Date of birth: 03.12.1986
Place of birth: Russia
Citizenship: Estonian
Contact
E-mail: ilja.maljutenko@taltech.ee
Education

2011-2019 Tallinn University of Technology, Earth Sciences — PhD
2009-2011 Tallinn University of Technology, Earth Sciences — MSc
2006-2009 Tallinn University of Technology, Engineering Physics — BSc
2003-2006 Tallinn N6mme Gymnasium, High school

Language competence

Estonian: Native speaker
English: Fluent
Russian: Intermediate

Professional employment

2017- Tallinn University of Technology, Department of Marine Systems, Junior
Researcher

2011-2016 Tallinn University of Technology, Marine Systems Institute, Junior
Researcher

2009-2011 Tallinn University of Technology, Marine Systems Institute, Technician

Supervised theses
2017 Joann Gustav Arro BSc thesis, defended in Tallinn University of Technology
2016 Meri Liis Treimann BSc thesis, defended in Tartu University
2015 Marili Viitak MSc thesis, defended in Tallinn University of Technology

Scientific work

1.1 (Articles indexed by the ISI WEB of Science)

Maljutenko I, Raudsepp U. 2019. Long-term mean, interannual and seasonal circulation
in the Gulf of Finland — The wide salt wedge estuary or gulf type ROFI. J Mar Syst
195:1-19. Elsevier. doi:10.1016/J.JMARSYS.2019.03.004

Raudsepp U, Maljutenko I, Kuts M, Granhag L, Wilewska-Bien M, Hassell6v I-M, Eriksson
KM, Johansson L, Jalkanen J-P, Karl M, et al. 2019. Shipborne nutrient dynamics and
impact on the eutrophication in the Baltic Sea. Sci Total Environ 671:189-207.
The Authors. doi:10.1016/j.scitotenv.2019.03.264

Raudsepp U, Legeais J-F, She J, Maljutenko 1, Jandt S. 2018. Baltic Inflows. In: von
Schuckmann K, Pierre-Yves Le T, Smith N, Pascual A, Brasseur P, Fennel K, Djavidnia
S, editors. Copernicus Marine Service Ocean State Reportlssue 2. Journal of
Operational Oceanography. p. 107-111.

118



Kotta J, Herkdl K, Jaagus J, Kaasik A, Raudsepp U, Alari V, Arula T, Haberman J, Jarvet A,
Kangur K, et al. 2018. Linking atmospheric, terrestrial and aquatic environments:
Regime shifts in the Estonian climate over the past 50 years. PLoS One 13(12).
doi:10.1371/journal.pone.0209568

Sildever S, Kremp A, Enke A, Buschmann F, Maljutenko I, Lips I. 2017. Spring bloom
dinoflagellate cyst dynamics in three eastern sub-basins of the Baltic Sea. Cont Shelf
Res 137:46-55. d0i:10.1016/j.csr.2016.11.012

Viitak M, Maljutenko I, Alari V, Suursaar U, Rikka S, Lagemaa P. 2016. The impact of
surface currents and sea level on the wave field evolution during St. Jude storm in
the eastern Baltic Sea. Oceanologia 58(3). doi:10.1016/j.0cean0.2016.01.004

Soosaar E, Maljutenko |, Uiboupin R, Skudra M, Raudsepp U. 2016. River bulge evolution
and dynamics in a non-tidal sea — Daugava River plume in the Gulf of Riga, Baltic Sea.
Ocean Sci 12(2):417-432. doi:10.5194/0s-12-417-2016

Erm A, Maljutenko I, Buschmann F, Suhhova I, Meerits A. 2014. Stormwater impact on
the coastal area of the Tallinn Bay. 2014 IEEE/OES Baltic International Symposium
(BALTIC):1-15. IEEE. doi:10.1109/BALTIC.2014.6887867

Lessin G, Raudsepp U, Maljutenko |, Laanemets J, Passenko J, Jaanus A. 2014.
Model study on present and future eutrophication and nitrogen fixation in
the Gulf of Finland, Baltic Sea. J Mar Syst 129:76-85. Elsevier B.V.
doi:10.1016/j.jmarsys.2013.08.006

Erm A, Maljutenko I, Buschmann F, Suhhova |, Meerits A. 2014. Stormwater impact on
the coastal area of the Tallinn Bay. Measuring and Modeling of Multi-Scale
Interactions in the Marine Environment - IEEE/OES Baltic International Symposium
2014, BALTIC 2014. doi:10.1109/BALTIC.2014.6887867

Elken J, Raudsepp U, Laanemets J, Passenko J, Maljutenko I, Parn O, Keevallik S. 2014.
Increased frequency of wintertime stratification collapse events in the Gulf of
Finland since the 1990s. J Mar Syst 129:47-55. Elsevier B.V.
doi:10.1016/j.jmarsys.2013.04.015

Soosaar E, Maljutenko I, Raudsepp U, Elken J. 2014. An investigation of anticyclonic
circulation in the southern Gulf of Riga during the spring period. Cont Shelf Res
78:75—84. Elsevier. doi:10.1016/j.csr.2014.02.009

Raudsepp U, Laanemets J, Maljutenko I, Hongisto M, Jalkanen J. 2013. Impact of ship-
borne nitrogen deposition on the Gulf of Finland ecosystem: an evaluation.
Oceanologia 55(4):1-21. do0i:10.5697/0c.55-3.000

3.1 (Articles in proceedings indexed by the ISI WEB of Science)

Maljutenko I, Raudsepp U. 2014. Validation of GETM model simulated long-term salinity
fields in the pathway of saltwater transport in response to the Major Baltic Inflows
in the Baltic Sea. Carroll J, editor. 2014 IEEE/OES Baltic International Symposium
(BALTIC):23-31. Tallinn: IEEE/OES. doi:10.1109/BALTIC.2014.6887830

Erm A, Maljutenko I, Buschmann F, Suhhova |, Meerits A. 2014. Stormwater impact on
the coastal area of the Tallinn Bay. Measuring and Modeling of Multi-Scale
Interactions in the Marine Environment - IEEE/OES Baltic International Symposium
2014, BALTIC 2014. d0i:10.1109/BALTIC.2014.6887867

Maljutenko |, Laanemets J, Raudsepp U. 2010. Long-term high-resolution
hydrodynamical model simulation in the Gulf of Finland. 2010 IEEE/OES Baltic
International Symposium (BALTIC):1—7. IEEE. do0i:10.1109/BALTIC.2010.5621641

119



Passenko J, Lessin G, Raudsepp U, Maljutenko I, Neumann T, Laanemets J. 2010. Analysis
of temporal variability of measured and modeled vertical distributions of salinity and
temperature in the Gulf of Finland during 10-year period. 2010 IEEE/OES Baltic
International Symposium (BALTIC):1-8. IEEE. doi:10.1109/BALTIC.2010.5621648

Selected projects

Advanced modeling tool for scenarios of the Baltic Sea ecosystem to support decision
making (ECOSUPPORT), 2009-2011

SNOOP - Shipping-induced NOx and SOx emissions - OPerational monitoring network,
2009-2012

Assessment of possible changes of Estonian climate and environmental status on the
basis of dynamical modeling of atmosphere, ocean and river runoff (EstKliima),
2012 - 2014

Investigations of the seabed sediments and environmental impacts during the time of
construction near the site of the shipwreck "TVER" and of the unknown object in the
southern part of the Tallinn Bay, 2017

Sustainable Shipping and Environment of the Baltic Sea region, 2015-2018

Multi-scale physical processes controlling the biogeochemical signal dynamics in the
stratified Baltic Sea, 2014-2019

Copernicus Marine Environment Monitoring Service’s at Baltic Monitoring and
Forecasting Centre, 2018-2021

120



Elulookirjeldus

Isikuandmed

Nimi: Ilja Maljutenko

Slinniaeg: 03.12.1986

Sinnikoht: Venemaa

Kodakondsus: Eesti
Kontaktandmed

E-post: ilja.maljutenko@taltech.ee
Hariduskaik

2013-2019 Tallinna Tehnikadilikool, Maa-teadused — PhD
2011-2013 Tallinna Tehnikatlikool, Maa-teadused — MSc
2008-2011 Tallinna Tehnikadilikool, Tehniline fuisika — BSc
2004-2007 Tallinna N6dmme glimnaasium, keskharidus

Keelteoskus

Eesti keel: emakeel
Inglise keel:  kérgtase
Vene keel: kesktase

Teenistuskaik
2017- TTU, meresiisteemide instituut, nooremteadur
2011-2017 TTU, Meresiisteemide Instituut, nooremteadur
2009-2011 TTU, Meresiisteemide Instituut, tehnik

Juhendatud I16put66d
2017 Joann Gustav Arro BSc, kaitstud Tallinna Tehnikatlikoolis
2016 Meri Liis Treimann BSc, kaitstud Tartu Ulikoolis
2015 Marili Viitak MSc, kaitstud Tallinna Tehnikadlikoolis

Teadustegevus

Publikatsioonid Eesti Teadusinfosiisteemi klassifikaatori 1.1 ja 3.1 jargi ning valitud
projektid on Ulaltoodud inglise keelses CVs.

121






	Blank Page
	Blank Page
	Blank Page
	Blank Page
	Blank Page
	Blank Page
	Blank Page
	Blank Page
	Blank Page



