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Abstract 

This study centres on data management capabilities of health technology providers in Europe. The 

research reflects current practices in their data governance to indicate the organizations´ potential 

to absorb the impact of proposed data regulations. European Health Data Space initiative and other 

recent data-related regulations aim to enhance the use and exchange of health-related data on the 

European scale. Better data governance is instrumental in adopting, upscaling and transferring 

technological solutions to foster the development of digital and data-intensive health and care 

services. The study brings new knowledge to define which data management capabilities, i.e. set 

of skills, routines and resources that lead to enhanced data use and interoperability. 

 

Keywords: data governance, health technology, innovation capacity, data management 

capabilities, data-related regulations 

Introduction 

The study is set to analyze how well data-intensive service providers in the health-care sector are 

prepared to meet the challenges in the legislative context as set forth by the European Commission 

(EC) in the data governance domain. Data-processing technologies and data-driven services are 

important facets of service innovation in Europe, including in the domain of health and care. 

Successful innovations in health and care are expected to bring personal, economic as well as 

social gains, starting from the human-centric aspect of personal well-being to considerable effects 

in the society (European Commission 2020c). Digital solutions supporting this vision rely on data 

to be collected, processed, and accessed for direct use in the provision of care, which is defined as 

the primary use of data. The regulations aim for health data to be increasingly re-used for scientific 

research, for scaling up innovation and for policy decisions to improve the public health system 

referred to as secondary purposes (Ibid.).  
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Innovative organizations that provide technology-based services on the market do not exist in a 

vacuum. They are part of an ecosystem that is influenced by national as well as supra-national 

level context, including regulations, policies and funding instruments to boost growth and enable 

scale-up on the market (Lundvall 2007). While member states in Europe make their own policy 

decisions on how to steer their health and care systems, technology that supports provision of 

health services can be used to connect disparate systems. All service providers must comply with 

regulative norms and common standards on technology use such as privacy protection, data 

management and information security. Legal acts such as General Data Protection Regulation 

(GDPR) have a direct effect on service providers in the health and care sector. The market actors 

must be ready to comply with and adopt the new regulations to their benefit.  

 

The European Commission envisions common European Health Data Space and other acts on data 

governance to achieve better accessibility and efficiency of services by making data available for 

re-use. “Better access to health data could significantly facilitate innovation over healthcare 

ecosystem: in public health and prevention, population health management, health resources 

planning, decision-making, product and services development and innovation, education and 

research” (European Commission 2020c). A number of recently adopted and upcoming regulations 

and policies (incl Data Governance Act, Data Act and others) are expected to strengthen the 

innovation capacities of companies, as well as research and development organizations. The Acts 

should “create new opportunities to collect, share and combine data between stakeholders, sectors 

and member states” (European Commission 2020c). By harmonizing data governance, the goal is 

improved interoperability within the national ecosystem of health and care, and between them so 

that more value will be created for citizens, the service users. 

 

Data-intensive health-care services are designed and delivered by a variety of actors. The health 

and care service providers, such as hospitals and care homes, are generally managing the care 

pathways in direct contact with end users and act as procurers of technology solutions that facilitate 

the service provision. Providers of data-intensive technology solutions develop health 

applications, provide data sharing platforms, conduct data analytics including AI-enabled support 

in decision-making for health care. Ground principles for managing data are relevant for all these 

actors. Each organization needs data governance function to have control over data they process, 

to comply with regulatory frameworks and ensure appropriate data management operations. 
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This thesis studies capabilities of data-intensive service provider organizations, focusing on the 

management and exchange of health data. Based on theory, the study shows that data governance 

capacity affects the overall innovation capacities of business organizations. Data management 

capabilities are a good indicator of maturity for innovation deployment. and ability to scale up 

innovative services across populations and borders (European Commission 2018b). The question 

is, which configuration of capabilities is needed to produce the anticipated outcomes.  

 

As such, the aim of the thesis is to find out how can providers of data-intensive services better 

adapt to the changes induced by the regulatory initiatives on data governance. What challenges 

must be overcome to harmonize data use and exchange in Europe? What capabilities must be 

improved in business organizations to facilitate implementation of regulations?  

 

The main research question as proposed by the author is the following:  

 What are the critical capabilities that digital health service providers need to adopt the 

emerging European regulatory framework on data governance?  

In order to approach the main question, the author conducts a case study to explore challenges 

related to data governance as experienced by health technology providers in Europe. In the 

empirical part, the maturity of data management capabilities is described based on a sample of 

providers of data-intensive services. The capabilities are assessed in the light of policies and 

regulations that strive to harmonize data governance in the digital health and care domain. 

The thesis is structured according to the questions that were formulated for the research. 

In the first chapter, the theoretical base is reviewed to describe the relationship between innovation 

capacities and data governance as a concept of exercising authority and control over data. 

Subsequently, data management functions are described and the author proposes a synthesis of 

data management capabilities that are needed in business operations for providing data-intensive 

services. Capabilities assessment framework is used to operationalize the indicators of maturity in 

data management practices. Chapter 2 outlines the European Commission regulations that have a 

direct effect on using and sharing health data in the European Union. The author presents an 

overview of challenges that stakeholders in the health care sector have highlighted in assessing the 

potential impact of the regulatory proposals. In Chapter 3, the method, process and findings of 

empirical reseach are presented. Chapter 4 is dedicated for discussing the research findings in the 

context of data policies that affect market actors. Based on the findings and analysis, the author 
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presents some recommendations that could facilitate policy implementation and support  

capabilities of organizations providing data-intensive services in the health care domain.  The final 

chapter concludes the thesis.
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1. Innovation capacities: theoretical framework  

Based on the stated potential impact of proposed regulations such as European Health Data Space, 

the Governance Act and the Data Act, the general goal of EC policymakers is to scale up the 

deployment of health and care innovation across Europe (European Commission 2020c). The 

impact is expected to appear in a systematic diffusion and improved availability of services for 

end users. As defined by WHO, innovation means “health service components or practices that are 

new or perceived as new in a particular context” (World Health Organization 2009). Rather than 

a single component such as new technology, innovation refers to a set of interventions, including 

organizational processes to support implementation capacities (Ibid.) 

 

To be able to scale up innovative solutions, there is an ongoing need to elaborate the pan-European 

interoperability of technological innovation (European Commission 2022b). Interoperable in this 

context does not mean a standardized approach on how to innovate health care provision as there 

cannot be a one-size-fits-all model due to differences in national health and care systems. The 

common and connecting aspects come from providing a framework of innovation enablers and 

drivers. These should be applicable independent of contextual specifics. In addition to driving data 

sharing and interoperable exchange, such enablers for innovation diffusion may include 

recognition of professions and professional conduct, standardizing conditions for reimbursement 

of health applications and other technology solutions; defining criteria for health technology 

assessment or enhancing general digital literacy to support take-up of innovative services (World 

Health Organization 2009). 

 

In the current study, enablers and drivers for data-driven innovation will focus on legal and policy 

aspects associated with data governance and data management capabilities. The challenges of 

complex regulation, along with funding and reimbursement issues are found by groups of experts 

and stakeholders as the main barriers hindering successful scale-up of digital health innovations 

(Schlieter et al. 2022). It should be noted that the alignment with regulatory provisions will not be 

explored in view of merely ensuring compliance – that is, adhering to legal norms. Instead, the 

focus is on policies as enablers for innovation. 
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1.1. Innovation management 

Innovation management is viewed as a form of organizational capability. Organizations should 

invest into and nurture innovation capabilities to develop new products, processes, and services 

(Sultana et al. 2022; Lawson, Samson 2001). Innovation capabilities are regarded as a strategic 

asset (Sultana et al. 2022; Kalmuk, Acar 2015) and are often considered critical resources for 

success in a highly agile environment (Lyon, Ferrier 2002). The strategic performance of business 

is positively associated with developing internal capabilities – such as capabilities related to data 

management (Sultana et al. 2022; Kopanakis et al. 2016). 

 

Many scholars have conducted research to describe information technology (IT) related 

capabilities as a subtype of innovation capabilities. For example, Bharadwaj (2000) defines IT 

capabilities as a multidimensional construct, the aim of which is “to mobilize and deploy IT-based 

resources in combination or co-present with other resources and capabilities”. This approach 

depicts IT capability to explicitly include business resources (such as people, processes, 

technology) and emphasizes the connection of IT-related and business resources and capabilities. 

Scholars further argue that different types of capabilities can have different effect on 

organizational performance (Shuradze, Wagner 2016). Several studies demonstrate significant 

positive relationship between IT capability and organizational ability to deal with changes that 

arise unexpectedly in business environment – such as changes in the regulatory context (Shuradze, 

Wagner 2016; Lu, Ramamurthy 2011). 

 

Data-driven innovations (DDI) are defined as “innovation processes that apply techniques (such 

as big data analytics) and technologies (such as machine learning, deep learning, AI) to extract 

meaningful value from data to generate innovative results” (Sultana et al. 2022). Organizational 

capabilities and technology-related capabilities should be combined to govern innovation 

(Cepeda, Arias-Perez 2018). Sultana and other authors show that by applying DDI in operations, 

research and development, new product and service development, marketing and management, 

companies can achieve a sustained competitive advantage (Sultana et al. 2022). Zolnowski et al. 

(2016) argued that data-driven innovations enable optimization of internal and external processes 

and thus productivity can be achieved. The managerial, technological and personnel capabilities 

that support DDI can be referred to as data-driven innovation capabilities (DDIC) (Sultana et al. 

2022). 
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The capability to tackle the fast and often unprecedented changes within the DDI environment is 

known as agility (Sultana et al. 2022; Teece et al. 2016). It represents the capabilities of 

responding competently to market opportunities or uncertainties in the external context (Sultana 

et al. 2022; Li et al. 2021). Therefore, developing agile organizational capabilities allows 

companies to adapt to changes and build higher value within the business ecosystem (Sultana et 

al. 2022; Akhtar et al. 2018; Chan et al. 2019).  

 

Innovation based on the adoption and usage of digital technology alone will not create an effective 

data governance function and vice versa – the ability to use data is not an innovation in itself. 

Shuradze and Wagner (2016) propose that many organizations have systems in place to collect 

data, however, they lack an approach to put data into use for strategic purposes. In order to achieve 

competitive edge by data-driven innovation, the organization must govern data to achieve its 

strategic goals (Sultana et al. 2022). It is recommended that organizations adopt a capability 

framework that incorporates people, processes and technology. These three elements are combined 

for successful data governance: to include expertise and capacity to perform data management 

functions; make proficient use of the technological tools and conduct data management processes 

(Shuradze, Wagner 2016). In the empirical part of this study, the author operationalizes this 

framework to conduct the empirical research. 

1.2. Data governance  

How to govern data as a valuable asset has become critical for business organizations (Alhassan 

et al. 2016). Legacy technologies and outdated business functions may prevent gaining value from 

data that the organization has acquired by considerable efforts and costs. There are data protection 

challenges and security risks to address. On top of internal challenges, there are factors in the 

external context such as regulatory requirements that the organizational data management function 

must comply with (Enterprise Data Management Council 2014). 

Data governance is “the exercise of authority and control over the management of data” (DAMA 

International 2009). Addressing external factors in the organizational policies is closely connected 

to data governance in an organization. Data governance comprises setting standards, defining 

rules, establishing policy and implementing oversight to ensure adherence to best practices. This 

would be achieved by activities related to strategy, operations, data architecture, IT deployment, 
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and maintaining data quality, with a goal to support business goals. (Enterprise Data Management 

Council 2014) 

The purpose of data governance is “to increase the value of data while minimizing data-related 

costs (e.g. for management, sharing, analysis) and alleviating risks such as privacy breach” 

(TEHDAS 2021a). The main difference between the terms ‘governance’ and ‘management’ is that 

governance refers to what decisions must be made and who makes them in order to ensure effective 

management and use of resources, whereas management involves implementing decisions (Fu et 

al. 2011; Khatri, Brown 2010). Hence, management is influenced by governance (Otto 2011). 

Governance also ensures that the principles of data management are backed by relevant 

capabilities. 

1.2.1. Data management capabilities 

Data management capabilities are defined as “sets of skills, routines, and resources a company 

needs to have in order to support business capabilities through data management” (Competence 

Center Corporate Data Quality CC CDQ 2022). Typical data management capabilities refer to data 

capture (i.e data collection from a range of sources), data standardization and harmonization, data 

processing, and data access policies including protection (Ibid.).  

 

Given that data governance is a dynamic area, organizations need to be agile to respond to constant 

change. Many change factors come from legislative context and need to be adopted in the business 

model and service processes that rely on data management. It is generally upheld that in the health 

and care service provision, “existing and emerging regulation and policies are likely to have a huge 

impact on data governance, affecting patients’ data privacy rights, professionals delivering care 

and healthcare organizations” (KMPG 2018). Organizations are also bound to address the problem 

of inaccurate and incomplete data and set up processes to constantly monitor and ensure data 

quality (Abraham 2019; Kim & Cho 2018).  

 

Categorizations of data management functions are proposed by several sources. The models 

described below are chosen as relevant for data-driven service providers. 

The reference model by CC CDQ specifies data management in three categories: goals, enablers, 

and results, which are interlinked in a continuous improvement cycle. (CC CDQ 2022; see also 

Figure 1) 
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Figure 1. Structure of the Data Management Framework  
Source: CC CDQ (2022) 
 
DATA STRATEGY (goals) 

“A data strategy is a broader strategic framework including corporate, digital, functional, 

divisional and IT strategies, all linked to the general business strategy”  - such as the strategy for 

data-driven innovation (Davenport et al. 2001). It follows by logic that the clearer and more 

targeted is the business strategy, the easier it is to define what data and what kind of data 

management capabilities are required to create business value (Ibid.).  

 

ENABLERS 

Enablers are necessary for providing the required data management capabilities, including several 

sub-categories (CC CDQ 2022):  

 People, roles and responsibilities to ensure effective data management and consistent use 

of data across the organization; 

 Performance management, by setting the appropriate measures to monitor and control the 

performance (i.e., progress and outcomes) of data management; 

 Processes and methods, such as adhering to standards for managing and using data; 

 Data architecture specifies data storage and describes how data flows between its 

applications, or organizational functions; 

 Data lifecycle defines data sources and operations ranging from data acquisition and 

creation to data archiving), connecting data consumers and data use contexts; 

 Data infrastructure designates software components and tools supporting data 

management activities.  

The sub-categories are inter-related and the boundaries cannot be clearly defined in practice. For 

example, technology, including the hardware and software used within an organization supports 

data management operations which are conducted by certain processes and methods.  In parallel, 

technology is also connected to the infrastructure capabilities needed to share data and provide 

end-user access (Davenport et al. 2001). 
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RESULTS 

In the CC CDG model, the results, or outcomes of data management can be viewed from two 

aspects: first, data management has a direct impact on the data itself (such as its quality and 

compliance with security standards or privacy regulation), defined as “data excellence” in the 

reference model (CC CDQ 2022). Secondly, data management is an instrument of creating 

“business value”, which relates to financial gains, improved business processes, more customers, 

and organizational growth (Ibid.). The two aspects are interrelated. For example, organizations 

with poor data governance spend time and human efforts reacting to data-related issues, therefore 

they cannot dedicate attention to improvements in other business processes (Abraham 2019; 

Barker 2016). 

1.2.2. Data management capability assessment models 

Data Management Capability Model (DCAM) defines the scope of capabilities required to 

establish, enable and sustain data management practices in an organization (Enterprise Data 

Management Council 2014). The model is organized into core capabilities that are needed for 

sustainable data management, including strategy, data management business case and funding, 

the operating model, data architecture which focuses on the core concepts of how data is defined 

(Ibid.). Technology architecture describes the relationship of data with the IT infrastructure 

needed for operational deployment. Data quality category describes the processes of control over 

data supply chain. Data operations are meant as data lifecycle process and how data content is 

linked to conducting organizations’ functions. Each capability is complemented with a set of 

measurement criteria to be used in evaluating data management practices (Ibid.). 

For the purpose of conducting analysis for this paper, the author proposes a categorization of 

capabilities that is drawing from and synthesizing the Data management capabilities assessment 

model (DCAM) provided by Enterprise Data Management Council (2014), Data Management 

Framework by CC CDQ (2022) and data governance functions proposed by KPMG (2018) (see 

Table 1). The categorization aims to cover all components that have been considered by 

researchers as most relevant for the data management functions.  

The proposed structure will further be used to formulate indicators that mark the readiness of an 

organization to respond to challenges brought about by external factors such as policies and 

standards, including regulatory requirements proposed by the European Commission and 

described in Chapter 2. The data management capabilities assessment model will be used to guide 
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the empirical research to develop hypotheses for the case study and answer research questions, as 

presented in the Introduction. 

 

 

Table 1. Capability categories and indicators  
Data management 

capability area 
Indicators 

Data governance  
Governance defines the 
organizational structure by 
which the data will be 
managed, and ensures that the 
principles of data 
management are implemented 
throughout the organization 
and the service chain 

o How are external and internal policies, procedures 
and standards incorporated (and compliance 
ensured) in the operations? 

o How is the alignment coordinated with 
stakeholders, e.g. with vendors and service users? 

People, roles and 
responsibilities  
How are skills and 
organizational structure 
supporting data management 
activities by determining roles 
and responsibilities as well as 
reporting and collaboration 
modes for  operational 
functions. 

o Are the tasks defined and skills sufficient to ensure 
effective data management and consistent use of 
data across the entire organization? 

Performance management  
A methodology for measuring 
data management progress, 
along with a set of metrics and 
consistent monitoring to 
identify the outcomes of data 
management activities.  

o Are the measures defined to monitor and control 
the performance (i.e., progress and outcome) of 
data management?  

o Are the key performance indicators defined and 
distributed across the organization? 

Processes and methods  
Work flows and protocols, 
including applying relevant 
standards for using and 
sharing data. 

o Are relevant procedures and standards defined for 
managing and using data properly, securely and 
consistently? 

Data architecture  
Data architecture identifies 
data domains, defines critical 
data elements, establishes 
taxonomies. All these 
elements ensure that the usage 
of data is consistent and the 
data content is relevant for the 
function it serves. 

o Is the conceptual model and policy defined to guide 
data flows between applications and business 
functions? 
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Data operations (data 
lifecycle management)  
Lifecycle management refers 
to the operations ranging from 
data acquisition and creation 
to data archiving, with an aim 
to improve the data quality 
and availability, including for 
re-use. 

o How are data objects and documents defined, along 
with reviews of data sources, operational data 
activities (i.e ranging from data acquisition and 
creation to data archiving), data consumers, and 
data use contexts? 

Data infrastructure 
management  
The category includes 
choosing and operating 
software components, 
platforms and tools to support 
data management activities in 
their complexity, including 
enabling data sharing with 
users outside organizational 
boundaries. 

o Are appropriate software components and tools 
used to support data management activities? 

Source: author, synthesis based on Data management capabilities assessment model (DCAM) by 
Enterprise Data Management Council (2014), KPMG (2018) and Data Management Framework 
by CC CDQ (2022) 
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2. Regulation on data governance in the European Union 

In 2020, the European Commission presented a reform package known as European strategy for 

data, a set of policy measures and investments to support the data economy (European Commission 

2020a). The Commission foresees a legislative framework for the governance of common 

European data spaces, including inter alia European Health Data Space regulation (EHDS), the 

Data Governance Act (DGA) and Data Act (DA).  

 

The European Health Data Space initiative is specific to digital health and care sector, comprising 

rules, standards and practices, commonly deployed infrastructures for data processing and a 

governance framework for digital health. The framework is foreseen to address issues that are 

specific to the exchange of and access to health data and the use of digital services, including 

artificial intelligence in the health and care ecosystem (European Commission 2022b). Along with 

non-sector specific Data Governance Act and Data Act, the initiative is expected to have a strong 

impact on all actors whose business model is dependent on generating and exchanging health-

related data and personal data (European Commission 2020c).  

 

The EHDS regulation seeks to standardise patient health files and ensure that electronic health 

data is interoperable (European Commission 2020c). Requirements on security and 

interoperability requirements would be introduced for Electronic Health Record (EHR) systems, 

the software used for storage and sharing of health records. A distinction is made between using 

electronic health data for medical reasons which is defined as primary use,  and the re-use of health 

data for purposes such as research, innovation or evidence-based policymaking referred as 

secondary use (Ibid.). 

 

The aim of proposed Data Act is to “foster business-to-government data sharing for the public 

interest, support business-to-business data sharing, and review the rules on the legal protection of 

databases, to further enhance data access and use” (European Commission 2020d). The Act also 

foresees improving technical standards for portability of data generated by individuals.  

 

The EU Data Governance Act aims to support the availability of data for use by increasing trust 

in data intermediaries and by strengthening data-sharing mechanisms across the EU. Personal data 

re-use would be enabled also on altruistic grounds. (European Commission 2020e)  

For all data holders, this requires setting up specific processes to collect personal data, ask for 
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informed consent by users, grant access for re-use, establish necessary safeguards to protect the 

person´s privacy. The aim is to enable persons to control who accesses their data and for which 

uses, to restrict access, and to transmit information from one health care provider to another. While 

GDPR focusses on “enabling individual control for data subjects of ‘their’ data” (van Veen 2018), 

the new conditions supplement the GDPR with additional rights and mechanisms relating to 

personal health data. 

 

The acts aim to increase re-use of data and exchange across organizational boundaries, including 

between stakeholders in a regional or national ecosystem, and across borders. The underlying 

ambition of the regulatory package is increased interoperability of technology platforms and data-

driven services in the European market. However, most prerequisites for achieving this ambition 

are rooted in the data management operations that a company needs to put in place internally. 

 

For example, companies routinely share their data with stakeholders such as vendors, other service 

providers or with public agencies for reporting and reimbursement purposes, etc. However, 

external policies and standards need to be followed to decide what data can (and cannot) be shared, 

what approvals permit further use of data and how data delivered to third parties will be protected, 

in alignment with information security standards (TEHDAS 2021a). To support these routines, the 

capabilities related to people, processes, or technology form the base for enabling further re-use 

for purposes such as data portability or ensuring data exchange across platforms (Ibid.).  

2.1. Stakeholder challenges in data governance 

Analyzing the digital health and care ecosystem in Europe, stakeholders can be described 

according to their functions and roles in view of data governance (Kütt et al 2022): 

 
a) Users of health and care services fall into different profiles – they may be patients or health 

care professionals, formal or informal care givers. In the aspect of data governance, they 

can be in the role of data subject, the person who owns data upon themselves or data user, 

a person who has lawful access to certain personal or non-personal data and is authorised 

to use that data, according to Data Governance Act (European Commission 2020e). 

b) Service providers i.e., actors who are directly involved in the service delivery for end users. 

They can be in either data controller or data processor roles according to GDPR definitions 
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acting as custodians of the data assets, ensuring the quality, accuracy and security of the 

data collected in their service processes (European Commission 2016). 

c) Data facilitators (data intermediaries) who provide data mediation services for re-using 

data sets to create new value within the ecosystem. The role of data intermediaries was 

defined by the Data Governance Act – these are services that deploy appropriate methods 

to enable data access in databases, or establishment of specific infrastructure for data 

processing (European Commission 2020e). Examples of data intermediaries are FinData 

in Finland and Health Data Hub in France which are government-backed agencies with a 

mandate to promote and support secondary use of health and social care data. 

d) Regional and national policymakers enforce norms and standards for data use and 

exchange within a jurisdiction, including defining access rights to data held by public 

registries. 

e) Regulators on the EU level set forth regulatory norms and technical requirements, 

including proposing infrastructure frameworks to enable exchange of data and services 

across borders within the EU. 

 

In light of the proposed regulations on data governance, stakeholders in the ecosystem experience 

diverse challenges. In a trouble-shooting analysis conducted by TEHDAS (2022b), European data 

users highlighted a wide range of barriers to data sharing, mostly related to legal and data 

management issues caused by misalignment of interpretations and implementation due to lack of 

semantic interoperability and differing interpretations of key terms. Regarding the real-life 

examples of the barriers identified  by case studies, more than half were legal-related barriers, 30% 

were caused by data management, 13% were technical issues and 5% were trust-and-transparency-

related barriers (TEHDAS 2022b). Fragmentation of the health data legal landscape is found to 

create significant challenges to data use and reuse, with new problems arising when scaling up 

innovative services across borders (EIT Health 2021). 

 

The following overview of challenges is based on consultation documents, impact assessment 

reports and policy papers that reflect European stakeholders´ views and expectations towards the 

proposed regulatory initiatives. 

 

i. Enablers for secure access to data  

Insufficient availability of data and barriers to health data exchange have negative impact on the 

provision of healthcare services, referring to primary use of health data (Digital Europe 2021). The 
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level and mindset for digitalization varies in member states which creates a barrier for 

interoperability between healthcare providers. Even within the national ecosystem, stakeholders 

have different approaches for access to and sharing of health data. Public authorities have 

diverging interpretations of what can be shared as anonymized data. This sets a barrier for data 

sharing as data holders deploy overly risk-averse procedures. Potential risk for non-compliance 

with the GDPR leads to a slow adoption of new technologies and low motivation to share data 

business-to business (European Commission 2018b). Another challenge lies in disparate sources 

of health-related data needed for secondary use. Most remarkably, socio-economic data could be 

valuable for providing personalized services but it cannot be collected from patients' medical 

records that only capture clinical data (TEHDAS 2021a). 

 

Based on the framework presented in Chapter 1, the challenges are connected to the following 

capabilities (see Table 1): 

- technical maturity, including infrastructure and tools to provide access to data in controlled 

and secure way, to enable business-to-business and business-to government exchange of 

health data; 

- capacity to establish clear safeguards and deidentification methods such as anonymization 

to protect the data from misuse and ensure privacy compliance in the full chain of service 

provision;  

- data holders´ ability to ensure quality and accuracy of data, including of metadata 

(description of data that is collected and processed for the primary purpose) to enable 

findability and re-use.  

 

ii. Users´ control over their own data  

Exercising access and control over their own health data is often difficult for persons. Electronic 

health records (EHRs) are not yet available in many countries, meaning patients cannot easily 

access and use the information digitally. Where data are held across several data controllers, data 

portability is not enabled, meaning the patient cannot exercise their right to move data between 

service providers (TEHDAS 2022b). The EHDS foresees mandating the development of specific 

tools to facilitate citizens’ access to and portability of their own health data, including citizen-

generated data (European Commission 2022b). For service providers, application of relevant 

safeguards and maintaining processes for user consent management means significant costs. 
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Based on data management capabilities framework (see Table 1), the service providers would need 

to demonstrate readiness for: 

- implementing and/or improving technical standards (such as standard APIs and 

interoperable data formats) to enable access to and portability of data; 

- setting up appropriate business processes to meet the requests by patients (service users) 

to access, control and move their data between service providers. The right for personal 

control includes the purpose of data altruism for the benefit of health care provision as 

defined by Data Governance Act (European Commission 2020e).  

 

iii. Standard-based interoperability  

The regulations reinforce an understanding that data sharing including business-to-business and 

business-to-government enables to create new value by serving different purposes than the primary 

function. However, limited technical interoperability and inconsistent use of technical standards 

sets limits on scaling up digital health services. It is a challenge for businesses when integrating 

digital health care solutions in healthcare systems on a national level, and even more in cases of 

cross-border provision of services. The EHDS aims to “strengthen semantic and technical 

interoperability by developing infrastructures, and related services to facilitate cross-border 

storage, processing and analysis of health data” (European Commission 2020c). 

 

Based on data management capabilities framework (see Table 1), service providers would need to 

demonstrate readiness for the following aspects: 

- capability to connect to interoperable data access infrastructures; 

- voluntary adherence to relevant standards and guidelines on technical and semantic 

interoperability; 

- participation in communities and networks that strive to harmonize interoperability 

standards with a view to enable cross-border data exchange. 

2.2. Capacity to adapt to the regulatory changes 

In order to conduct the empirical study and analyze the potential to absorb the effects of the 

regulatory aspects, the author proposes a framework for combining the data management 

capability areas defined in Chapter 1 with the challenges addressed by the regulations as 

summarized in Chapter 2.1 (see Table 2). Not all data management capabilities can be directly 
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aligned with the enabling provisions in the upcoming EC regulations. Based on the referenced 

capability assessment models, categories are included in the framework for comprehensive 

coverage. The framework is not meant to be normative and therefore does not include scores, 

scales or maturity levels (e.g. from basic to advanced). Rather, it can serve as a tool to describe the 

relevance of data management capabilities for technology providers who would be expected to not 

only comply with, but apply the regulatory provisions to their benefit. The questions which allow 

to assess current capabilities were developed by the author to conduct empirical research. They 

were created based upon synthesis of challenges as presented in Chapter 2.1. 

 

Table 2. Data management capabilities to address the impact of forthcoming regulations.  
Source: Author´s own creation 

Data management 
capability area 

Challenges addressed 
by regulations 

Indicators of 
relevant capabilities 

Questions to assess 
current capabilities 

1.Data governance 
How are policies, 
procedures and 
standards 
incorporated (and 
compliance ensured) 
in the operations? 
How is the 
alignment 
coordinated with 
stakeholders, e.g. 
with vendors and 
partners? 

Member states have 
different regulative 
approaches for access 
to and sharing of 
health data, even 
within the national 
ecosystem 
 
 
 
 

Capability to 
establish clear 
safeguards and 
implement legal 
compliance in the 
service chain, 
coordinating with 
partners and vendors 

Q1.What procedures  
have you established 
to ensure compliance 
with EU legislation? 
(e.g. in areas of 
privacy and data 
protection policy,  
data exchange policy, 
IoT generated data 
management or 
others) 
Q2. Do you 
coordinate 
compliance 
throughout the 
service chain, with 
vendors and partners? 
 

2.People, roles and 
responsibilities  
Are the tasks 
defined and skills 
sufficient to ensure 
effective data 
management and 
exchange? 

Digitalization and 
data-driven economy 
models in the 
healthcare sector will 
require new skills and 
positions to support 
service provision  
 

Capabilities to 
conduct effective data 
management in 
operations and ensure 
consistent use of data 
across the entire 
organisation 

Q3.Have tasks been 
assigned to perform 
the tasks relevant to 
data exchange 
functions (B2B and 
B2G)? 
Q4.Is the staff 
equipped with 
sufficient skills to 
perform these tasks? 
 

3.Performance 
management  
Are the measures 
defined to monitor 

Not regulated in the 
EC regulations in 
scope 

Capability to monitor 
performance and 
achieve outcomes of 
data management 

Q5.How you defined 
metrics to measure 
performance related 
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and control the 
performance (i.e., 
progress and 
outcome) of data 
management?  

to enabling data 
exchange and re-use?  
Q6.Are the key 
performance 
indicators distributed 
across the 
organization? 

4.Processes and 
methods  
Are the procedures 
and standards 
defined for 
collecting, 
managing and using 
data properly, 
securely and 
consistently? 

Inconistent and 
fragmented use of  
interoperability 
formats for data re-use 
and to enable personal 
data portability 
 

Ability to capture 
data from public 
databases 
   
Capability to 
provide non-personal  
as well as personal 
data for re-use by 
other actors by 
applying appropriate 
safeguards 
 
Processes and tools to 
ask informed consent 
of users to process 
their data for 
secondary use for the 
benefit of health care 
provision 

Q7.Have you  
defined processes to 
capture and re-use 
data from public 
sources? 
Q8.Are you able to 
apply safeguards or 
privacy-preserving 
technologies on 
personal data? 
Q9.Do you enable 
data portability for 
users (data subjects)? 

5.Data architecture  
The conceptual 
model covering 
what data is stored 
in which 
application, and 
how data flows 
between 
applications 

Lack of 
interoperability of 
electronic health 
records, as well as 
semantic and technical 
interoperability of 
different types of data  
 
 

Capability to connect 
to interoperable data 
access infrastructures 
 
Motivation to adhere 
to relevant standards 
and guidelines on 
process and semantic 
interoperability  
 

Q10.What enablers 
(technical 
organizational, 
semantical) are in 
place for 
interoperable 
exchange with 
external stakeholders 
(incl national and 
cross-border)? 
Q11.What standards 
(such as data models 
or specifications) do 
you adhere to in data 
processes? 

6.Data lifecycle 
management  
Operational 
activities (ranging 
from data 
acquisition and 
creation to data 
archiving) with an 
aim to improve the 

Voluntary standards 
exist on the 
maintenance process 
of health information 
but their take-up is 
low. Standards serve as 
guidance to ensure 
quality and accuracy 

Capability to ensure 
quality of data, 
including metadata 
(description of data 
that is captured and 
processed for the 
primary purpose) to 
enable re-use 
 

Q12.What is your 
data storage policy 
and how does it 
support secure 
access? 
Q13.Is there an 
appropriate retention 
policy to erase or 
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data availability and 
quality 
 

of data, including of 
metadata  

review the data 
stored? 
Q14.Has data quality 
maintenance process 
been defined (along 
with roles and tasks 
assigned)?  
 

7.Data 
infrastructure 
management 
Are the software 
components able to 
support data 
management and 
exchange? 

Fragmentation of 
digital standards and 
limited technical 
interoperability 
 

Technical capacity to 
provide access to data 
in controlled and 
secure way 
 
Capacity to 
implement and/or 
improving technical 
standards (such as 
standard APIs, open 
standards and 
interoperable data 
formats) to enable 
portability of data 
 
Participation in 
communities and 
networks that strive 
to harmonize 
interoperability 
standards to enable 
cross-border data 
exchange 

Q15.Do you have an 
inventory of 
applications and 
software components 
that are involved in 
data processing?  
Q16.Do you regularly 
monitor their 
coherence with 
relevant standards  
(national and EU) 
Q17.Do you have 
resources (skills and 
finances) to adapt 
your infrastructure to 
the standardized 
requirements? 
Q18.Which networks 
do you belong to for 
discussing 
interoperability 
standards with peers?  

 

The framework as summarized in Table 2 will be used to guide the empirical research in view of 

finding answers to the posed research question. Assessment of current capabilities of service 

providers reflects readiness to comply with the proposed norms and benefit from the opportunities 

created by the recent EC regulations.  
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3. Empirical research 

3.1. Research methods and process 

This thesis focuses on the case of the EU regulations on data governance and their potential 

impact in the health and care dservice provision. The objective of the case-study is to juxtapose 

current capabilities of data-intensive service providers, and the regulatory provisions which are 

expected to increase innovation capacities in the sector. The author explores which configuration 

of data management capabilities is needed to adopt the new opportunities in providing digital 

health and care services on the European market. 

 

Based on Yin (2003), the aim of the study is compatible with what the case study method, namely: 

- Investigating a contemporary phenomenon within its real-life context and acknowledging 

that the boundaries between phenomenon and context are not clearly evident; 

- The research benefits from the prior development of theoretical propositions to guide data 

collection and analysis. 

 

The unit of analysis of the empirical study is a small sample of organizations in the domain of 

health and care who have developed a data-intensive product or service. Such a business model 

relies on capturing, processing and using data to provide value to end-users of service. The end 

users may include different groups, such as people with needs to improve their health condition, 

or professionals that facilitate health and care services for end users. There may be other actors 

involved in the service provision, such as health care service providers as buyers and facilitators 

of technology-enabled products, but they are not included as direct units of analysis. 

 

The total population of providers of health technology solutions on the EU market is not known. 

Solution providers are diverse in the organization type including start-ups, small and medium-

sized enterprises as well as innovation teams in research institutions, or units incorporated in large 

health care service organizations such as hospitals or care homes. The focus of the study is on the 

provision of innovative data-driven services, independent of the type or size of organization, or if 

operated by private or public entity.  
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Following the analytical model developed in Chapter 2, the study relies on qualitative data 

gathering and analytical methods to enable in-depth case analysis. Qualitative research conducted 

for this study included interviewing a sample of health and care service providers to gain in-depth 

understanding of their current data management capabilities. 

 

Interviews were conducted with representatives of service provider organizations who develop 

technology-enabled solutions in the health and care sector. Companies which have developed data-

intensive services were selected. The interviewees were identified by searching networks of actors 

that have formed communities of practice around digital health and care services. The reason for 

selecting these networks is that they maintain inventories of health technology solutions that have 

been considered as ‘good practices’ according to  criteria defined for entries in each inventory. 

Listed services have Technology Readiness Level at a minimum level of TRL5, which means the 

service has been validated in real-life environment with end-users.The innovative service has been 

brought to market in at least one EU state, and the organization aims to scale it up outside the home 

market. 

 

Being listed as good practice is an opportunity to promote the solution or service in view of scaling 

up and make the service usable in other contexts. The networks and collections of good practices 

were selected as follows: 

- ECHAlliance is a community of over 20,000 experts and 700+ organizations including 

government, health & social care providers, leading companies and start-ups, researchers, 

insurances, patients groups and citizens. The Digital Health Observatory (DHO) and The 

Digital Health Society (DHS) movements facilitate and promote the transfer of knowledge, 

experiences and best practices creating a community of knowledge in Digital Health.  The 

repository is available at https://echalliance.com/membership/current-members/ 

- EIT Health is a knowledge and innovation community of the European Institute of 

Innovation and Technology (EIT). It maintains a database of startups and scaleups in the 

domain of digital health and care. The dashboard includes companies who have 

participated in accelerator programs and/or received investments facilitated by EIT Health. 

The repository is available at  

https://startups.eithealth.eu/companies.startups/f/data_type/anyof_Verified 

- The list of service providers who have registered as interested stakeholders of Innovation 

Networks for Active and Health Aging (IN-4-AHA) of which the author is a partner, and 

have given permission to be engaged in the research activities.  
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The author collected the list of adressees according to the  available description of the service to 

ensure that the service is collecting, processing and using data in the business model. The 

interviewees were contacted by snowball method, recruiting respondents by direct requests by the 

author and by recommendation of other interviewees. There were 12 interviews with 

representatives from 12 service providers that took place in the period April 13 to May 3, 2022 by 

means of conference calls by using either Zoom or Teams channel. The intervieweed persons were 

de-identified and given codes based on the sequence when interview was held (see Appendix 2). 

 

The aim of interviews was to collect information on present capabilities and identify gaps (see 

Appendix 1 for the interview structure). The questions were based on the data capabilities and 

indicators framework presented in Chapter 2 (see Table 2). The findings that emerged from 

collected information cannot be used to make a generalized assessment on data management 

capabilities in the digital health and care sector. The study did not aim to rate or compare the 

maturity of data management practices of individual organizations. However, the collected insights 

allow to analyze current capabilities as well as the organizations´ potential to absorb the impact of 

proposed data regulations. 

 

The interview was structured according to the proposed indicators and questions proposed by the 

author (see Appendix 1), but the semi-structured format allowed to elaborate discussion on topics 

that were prioritized by the interviewee. The interviews began by explaining the goals of the study 

and a request to reflect on the potential challenges stemming from upcoming EC regulations that 

would affect scaling up their innovation in the European market. The interviewee was then asked 

to give a brief introduction of the company and describe the data-intensive product that the 

company is providing in the domain of health and care. 

 

During interviews, the author also requested the respondents to rate (defined on a Likert scale) 

how important is the use of data from external sources (such as government, research institutions, 

other businesses). Using external data sources indicate that the business model relies on the capture 

of data from outside the customer base which requires ability to exchange data and therefore higher 

level of maturity in data management function. In their responses, all interviewees rated the 

importance of external sources as high or very high. 
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3.2. Findings 

The following findings are presented according to categories of data management capabilities as 

defined by the author in developing the concept of data management capabilities assessment model 

(see Table 2). 

 

Data Governance 

In this category, questions allowed to define the procedures which the company has established  to 

ensure compliance with EU legislation. It was also requested to specify the regulation (acts) of 

most relevance for the business. To indicate readiness for interoperability, it was explored if the 

company aims to coordinate compliance throughout the service chain, with vendors and partners. 

 

When respondents were asked about which data management functions have been clearly defined 

(documented) along with roles and responsibilities determined to operate these functions, the 

priority was put to handling and protecting personal data such as customers´ health-related data.  

Mostly, it was the data and privacy protection regulation GDPR that was mentioned as the most 

important act to be complied with. Stringent data protection regulations were also brought as the 

main reason for limited or missing access to data from external sources. The companies who have 

certified their products as medical devices, highlighted also the requirements posed by Medical 

Device Regulations and In Vitro Diagnostic Medical Devices (MDR/IVDR), which scrutinize 

technology components’ accessibility and security (Int-ID8, Int-ID12).  

 

It was stated that the service providers should not be disturbed or challenged by the regulations 

but supported to conduct their work and achieve outcomes for the benefit of end users. When 

prompted on the need to collaborate throughout the service chain to ensure compliance with data-

related regulations, the interviewees did not see themselves as initiatior for compliance procedures. 

Rather, institutions who procure digital solutions for the end users were referred (such as hospitals 

or government entities). The responsibility for compliance is commonly defined by the contract 

between the procurerer and the service provider (Int-ID1, Int-ID4, Int-ID9, Int-ID11). 

According to one interviewee, standard process of procurement is applied in most cases, and 

confirmed with the buyer based on what kind of information and parameters of data they need (Int-

ID1). In another case, the company is proactively building new features in their software for 

ensuring privacy and anonymization, and have conducted audits to ensure compliance with privacy 

protection regulations (Int-ID8). 
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In two cases, interviewees confirmed that relevant software is already integrated to the service to 

ensure that all partners follow the same standards and requirements for data handling (Int-ID3, Int-

ID11).  

 

People, roles, processes 

The author asked to define the roles and responsibilities connected to data management in the 

organization. In more detail, it was explored if tasks have been assigned for data management 

functions, incl functions related to sharing data with other businesses or with the government 

agencies. The interviewees were asked to assess if their team is equipped with sufficient skills to 

perform these tasks. 

 

Interviewees struggled to separate data management roles from other roles in operations. In some 

cases, the respondents stressed the priority to define the customer journey as the base for setting 

up business processes (Int-ID2, Int-ID4, Int-ID9). The general opinion was that service process 

should be complented by data flow along with applying appropriate standards and regulations. 

There was a suggestion to use business modelling software to visualize what kind of professional 

fills the necessary tasks in the service process including data handling functions. (Int-ID4). This 

suggestion would be useful to  trace the data flow, describe the processes, roles and data-related 

tasks, so it becomes possible to excercise control and improve data management. 

In one case, the interviewee noted that with public aagencies as clients, it is customary to define 

roles and responsibilities in great detail in service contracts (Int-ID1). Contracting process is quite 

long to confirm all specific aspects, as the public agencies are aiming to alleviate all possible risks. 

However, internal data processing in the organiztion is generally not documented which means 

that in case of deviances or discrepancies, tracing can be complicated. 

 

There was a distinct difference between smaller organizations and larger, more mature ones, the 

latter having a dedicated Data Protection Officer in-house or contracted as external consultant. 

Start-up phase respondents acknowledged the need for legal expertise but have yet not filled the 

role with appropriate staff (Int-ID5, Int-ID7). 

 

In a self-critical note, the legal compliance skills were believed not yet to be prioritized, there 

seems to be need for additional training for staff to address data protection and privacy concerns  

(Int-ID5, Int-ID7, Int-ID10). Technical skills for managing data were thought to be very good in 

the respondent companies and generally among the service providers on the market. It was a 
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general belief that alignment with technical standards and requirements is prioritized over legal 

compliance procedures.  

 

In small teams, staff has multiple roles and an expert dealing with software development might 

also be taking care of business model improvement. It was considered to be an organic process to 

share expertise and educate each other in complementing functions (Int-ID3). However, some 

interviewees state that more support is necessary in terms of consultancy, coaching, good 

practices or training programmes, to get knowledge on different aspects of data management, 

regulatory compliance and how to enable data sharing for secondary use (Int-ID1, Int-ID5, Int-

ID7, Int-ID10). 

 

Performance and monitoring 

The questions explored if the company is using metrics (KPIs) to analyse the value created by data 

management, including data sharing and re-use, and if these KPIs are shared through the service 

chain. The general opinion is that metrics are needed to assess the purpose for which the data is 

used, i.e. health outcomes. However, systematic monitoring is not yet in place. One respondent 

said that the value created by data should be measured in terms of economic benefit, such as costs 

savings or business gains created for the customer – depending if it’s a public agency or a B2B 

contract (Int-ID7). They intend to use this evidence for sales and for scaling up the service 

provision. An interviewee said that KPIs are established internally by an adopted standard 

operation procedure (Int-ID8). For a comprehensive evaluation of outcomes, however, it is 

necessary to take into account all contributors along the customer journey.  

 

In a case where the provider of data exchange platform acts as a facilitator for other businesses 

and end users, they monitor very closely how data is used and validated in the process (Int-ID3, 

Int-ID11). These providers have defined sources from which data was collected or generated, the 

processes and tools for handling and sharing data, highlighting the importance of data 

transparency.  

 

Processes and methods 

In this category, the questions concerned protocols and other documented work flows to capture 

and use data internally and if these procedures are distinguishing between data sources.  

In order to exercise control over data processing, some methods should be used to apply safeguards 

and enable further data re-use by other actors in the value chain, even in the case of personal data 



30 
 

(the methods can be pseudonymization and anonymization, differential privacy, generalization, or 

suppression and randomization). It was also explored if data portability is enabled for service users 

(data subjects). Safeguards are mostly applied at the point of capture of data. The technology 

solution providers prefer to handle data that is already anonymized, aggregated or otherwise 

protected by institutions in the data controller role (such as hospitals, municipalities or research 

institutions). 

 

When asked specifically if the organization enables personal data to be re-used by individual´s 

consent, some respondents said that in their practice, personal data is not shared at all, or shared 

only occasionally and then the decision is made on case-basis (Int-ID5, Int-ID7, Int-ID10). Very 

few respondents affirmed to have consent management protocol (Int-ID1, Int-ID3, Int-ID11). For 

non-personal data, generally there are protocols for data sharing and re-use by other stakeholders. 

An interviewee highlighted the case of genetics data which cannot be anonymized but need 

dedicated methods to handle the information i.e. personal genetic locker (Int-ID11). 

 

Mostly, there has not been siginificant need to issue data to a data subject, enabling data portability 

and patient mobility between multiple data controllers and processors. According to one 

interviewee, current customers are not yet interested in enabling revocation and dynamic consent 

processes concerning personal patient summaries: It was deemed valuable for the end user, but not 

visible in business processes (Int-ID1). 

 

The exception was an innovative service that provides data portability and data altruism in a 

controlled and secure manner (Int-ID3). In this case, the business is designed for ensuring privacy 

by design in the technology solution. The product enables tracking data provenance throughout 

processing, for the service provider and the customers to feel safe about liability and risk 

minimization by using a digital consent platform. The respondent stressed that functions for giving 

consent and revoking it i.e. dynamic consent are paramount for re-using patient data for any 

secondary purposes.  

 

Data architecture 

This category of capabilities includes readiness to connect to interoperable data access 

infrastructures, including by organizational processes and technical standards to allow for 

integration It was enquired which platforms or specifications are most commonly known and used 

for data sharing purposes. 



31 
 

While several networks (such as eHealth network, TEHDAS initiative) are known to dedicate 

efforts towards taking interoperability into practice, the interviewees highlighted the need to agree 

on which standards should be commonly used. HL-7 standards were used by some respondents as 

framework (and related standards) for the exchange, integration, sharing, and retrieval of 

electronic health information (Int-ID8, Int-ID11). 

 

In semantical standards, HL 7 FHIR was mentioned as the preferred framework with requirements 

that address health solutions. FHIR or Fast Healthcare Interoperability Resource is a data standard 

(or ‘language’) to connect different discrete elements. It is a base set of resources that, either by 

themselves or when combined, can be used for the majority of common use cases in health 

technology. (Health Level Seven International 2022)  

 

The general view favoured some standard to be chosen as the starting point for implementing 

interoperability. It was felt that any given country has failed to deploy  a common layer for enabling  

data exchange. However, it was recommended to refrain from creating the one and only technical 

interoperability layer but opt for a distributed approach and rather to prefer OpenEHR (Open 

electronic health record) (Int-ID11, Int-ID12). It is a technology for e-health, consisting of open 

specifications, clinical models and software that can be used to create standards, and build 

information and interoperability solutions for healthcare (OpenEHR Foundation 2021). 

 

Data lifecycle management 

The questions in this category concerned data hosting policy, retention policy to trace, review or 

archive the data, ways of ensuring findability of data for further access and data quality control in 

the service provider´s business operations. 

 

An interviewee stressed to address lifecycle management through contracts with vendors and 

buyers. The agreement clauses are very specific and define where data is and for how long it is 

kept at any data points, according to data use - if organisations interact with the data one-off or 

permanently (Int-ID3). 

Hosting is mainly outsourced from third parties, meaning service providers do not keep data in 

their own servers. Experts affirmed that there is need for very careful storage of sensitive data so 

it cannot be destroyed even in force majeure circumstances (Int-ID3, Int-ID4). It was generally 

understood that in order to be compliant, only Europe-based servers and cloud services should be 

used.  
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Maintenance of data quality was seen as lagging behind in the health technology sector. SMEs that 

provide digital solutions are often small and they have low capability to deploy metadata standard 

and generally pay attention to data findability. 

In just a few cases, there was a clear vision on the service provider´s role in ensuring metadata 

quality (Int-ID3, Int-ID11, Int-ID12). Some interviewees even stated that if data is not in described 

in coherence with semantic standards, the data does not give value (Int-ID4). 

SNOMED CT as a widely used semantics framework was mentioned as an international clinical 

reference terminology designed for use in electronic health. However, interviewees admitted that 

they experience problems in maintaining these standards in the field (Int-ID1, Int-ID7). Some 

interviewees experienced glossaries as overly granular and therefore difficult to implement (Int-

ID1). The WHO Family of International Classifications was also suggested for the purpose of 

classifications. 

 

Infrastructure 

The questions explored what software components are used, if companies keep an inventory of 

applications and which national or international standards and certifications are commonly used 

on the technical platforms. 

 

The commonly expressed opinion was that in-house engineers have control over the technology 

that they use or create for themselves and should be able to choose among the most appropriate 

components of infrastructure. Technology providers should be ready to comply with whatever 

choice is prevalent on the market (Int-ID1, Int-ID8). In some cases, the company prioritizes 

renewing installations regularly and have automated version management of software (updates) to 

support their products´ usability and security (Int-ID1, Int-ID8).  

 

Some companies highlighted the need for data warehouses for storage. It was also recommended 

for the EC Commission to push for standards for distributed ledger technology (Int-ID3).  

Relating Internet of Things, ENISA certification in connection with data security was mentioned 

which needs to be regularly updated. ENISA (European Union Agency for Cybersecurity) has 

defined guidelines for securing the supply chain for Internet of Things (Skouloudi 2020). 

 

An interviewee stated that their company follows ISO 13485:2016 on software (Int-ID8). This 

standard specifies requirements for a quality management system where an organization needs to 
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demonstrate its ability to provide medical devices and related services that consistently meet 

customer and applicable regulatory requirements (International Organization for Standardization 

2016). The company also applies ISO standard ISO14971:2019 which specifies terminology, 

principles and a process for risk management of medical devices, including software as a medical 

device and in vitro diagnostic medical devices (International Organization for Standardization 

2019). Besides medical devices which need to undergo certification, there are other types of data-

intensive solutions and services on the market. These do not need to demonstrate compliance with 

specific standards but would gain from adhering to the same principles as these represent good 

practice and give reassurance for investors and end-users. 

 

On the subject of infrastructure standards, the interviewees admitted lack of practical expertise in 

understanding which normative requirements they need to prioritize and which can be gradually 

added as business gains maturity (Int-ID5, Int-ID7). The competence is available on the market 

but inaccessible for start-ups due to high price level. There are similar barriers for information 

security standards and certification that may hamper scaling up on the market, and prevent entering 

public procurement schemes. Alignment with standards is ensured with assistance by qualified 

consultants at a considerable cost (Int-ID6).  

 

Collaboration and networks as instruments for organizational interoperability 

Respondents were asked to list networks they have joined and describe the benefit for discussing 

data exchange practices (including interoperability standards) with peers. Very few respondents 

said that they have initiated interoperability discussions with partners and stakeholders (Int-ID3, 

Int-ID4), Int-ID9). Some interviewees were however part of community to share best practices in 

data sharing and re-use. TEHDAS initiative was mentioned several times, being most directly 

concerned in preparing the ecosystem of stakeholders for the changes brought be the European 

Health Data Space. One interviewee recommended TEHDAS to take a firmer hand toward 

achieving interoperable ecosystem and dictate general frameworks for technical communities 

(Int-ID4). 

eHealth Network was mentioned as consolidating experts on interoperability policies, and 

European Open science cloud was referred as an expert group working on a specific topic (Int-

ID11). An interviewee was leading a regional Gaia-X hub and stressed its role in achieving 

agreements on common data architecture models that the Gaia-X principles represent (Int-ID7). 
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Standards association IEE and the HL7 network were mentioned as recognized promoters of 

semantics standards and data models.  

There are many consortia and networks who are working to promote secondary use of data, 

which gives plenty of opportunities for peer-to-peer exchange. A group was mentioned that 

engages to improve findability of data assets by creating adequate and interoperable catalogues, 

according to FAIR principles (Int-ID11). Information security aspects seem not be discussed 

through formal groups but rather practice-oriented communities. This topic was said to be 

directed by consultancies who provide certification and auditing for technology providers (Int-

ID7). 

PlatformUptake.eu is a network of stakeholders in the active and healthy domain, promoting the 

data sharing and data regulations in the field of open platforms and digital technology. 

Patient organizations were mentioned as an important representation of end users´ needs to be 

considered when improving data sharing practices. The representative organizations are also 

consulted when preparing legislation by policy makers, or when stakeholders work out 

recommendations addressed to policymakers (Int-ID4, Int-ID6, Int-ID9). 
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4. Discussion 

The study aims to highlight policy and regulation related challenges that have a major effect on 

data management practices in service providing organizations. The regulatory package proposed 

by the European Commission defines policy goals at ecosystem level, such as to stimulate free 

flow of data and improve access to high-quality data for re-use. 

All stakeholders, including providers of data-intensive services need to align their strategy and 

tactics accordingly. Firstly, they need to ensure compliance with the norms in order to keep 

operating in the EU market. Secondly, new provisions will create new opportunities to boost 

innovation and generate business growth. It is however necessary for business organizations to 

enhance their capabilities to capture the benefits. 

 

From the aspect of compliance obligations for companies, the current legal framework in Europe 

applicable to the use of health data is largely defined by the GDPR, with the new regulations to be 

rolled out within the next years. The regulatory package is seen to change norms and define new 

roles in using data for business purposes (European Commission 2022b). The focus is on 

increasing interoperability of data-intensive service provision. While regulatory drivers and 

enablers are defined by external actors, the organization in which data are collected, processed, 

stored and used is at the core of data governance. For business organizations, the implications of 

adopting regulatory reforms  in their operations are complex. Transition may require new technical 

solutions (such as platforms to enable data portability), assuming more accountability for data 

quality, and setting up data sharing support within a company, including hiring or re-training staff 

and aligning software to commonly agreed standards (Bräutigam et al. 2022). The investment, in 

terms of time and budget, is significant but necessary if technology providers want to keep bringing 

digital, data-driven innovation to the benefit of patients and health professionals. 

 

Researching the stakeholder ecosystem in the digital health and care domain, it became evident 

that most of challenges described by service providers are foreseen to be addressed by different 

policy instruments. There are several institutions and networks active on promoting data 

governance aspects such as adherence to common technical and semantics standards. However, as 

the landscape of actors is diverse, the path for policy adoption has not been adequately defined, 

and there is little knowledge which capabilities would need to be developed to cope with the 

changes. 
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Preparing to implement elements from the most recent (proposed between 2020 to 2022) legal 

package in pursuit of transforming the health and care domain in Europe, interviewed technology 

providers imply that either the national authorities or the Commission should support the 

implementation in order for the impact of regulations to be revealed. 

 

A broad approach in implementating interoperability would enable scaling up services within one 

ecosystem and  across borders. If interoperability is not achieved, data remain locked only for the 

purpose for which it was originally collected, which is the primary purpose of delivering care – 

and data valorisation by further re-use remains limited for all stakeholders (EIT Health 2021).  

Legal interoperability is about “ensuring that individuals and organisations, including public or 

private organisations, operating under different legal and regulatory frameworks, procurement 

rules, policies and strategies, can work together” (European Commission 2013). 

The capabilities connected to enabling legal interoperability mostly fall in the category of data 

governance that guides how policies, procedures and standards are incorporated and compliance 

ensured in the operations and throughout the service chain. Information shared by the interviewed 

service providers confirms that the importance of compliance with the data-related regulations is 

acknowledged but their complexity and varied interpretation remains a challenge. Most business 

organizations make it a priority to ensure privacy and data protection. Stakeholders also highlight 

the need to meet competition rules and follow safety and quality requirements such as the ones set 

by MDR/IVDR acts (ECHAction 2021). Complexity increases as no single legal provision such 

as data protection, intellectual property or competition law can be followed on its own. Instead, a 

comprehensive approach is required to align the business processes with all requirements. 

 

Among the challenges pointed out by stakeholders, compliance with privacy protection remains a 

main barrier for data sharing, mostly due to interpretation of how ‘personal data’  is defined is on 

national scale, and moreover by different member states. The GDPR requires that all processing 

of data has a legal basis and that appropriate safeguards are in place to preserve the person´s 

privacy (European Commission 2016). De-identification methods such as anonymization or 

pseudonymization can be used to render data non-personal. To alleviate risks that 

pseudonymization can be reversed, data should be kept securely and only used for legally 

acceptable secondary purposes such as research (Digital Europe 2021).  

Although anonymizing clinical data sets a barrier to provide personalized services, deidentification 

can be a valid method for purposes of research as well as innovation process such as testing a 

prototype. The interviewees stressed that anonymization methods should be applied at the point 
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where data is collected, before it is used for further processing in the technology solution. Even if 

there are standards on the anonymization of personal health data, they are not sufficiently 

mainstreamed to support re-use. Stakeholders expect the EHDS to propose harmonized rules on 

how to anonymize and pseudonymize data. Data intermediary agencies such as Findata in Finland 

are currently providing this service. 

 

The interviewees feel that initiative for alignment with norms and standards should come from  

public or private payers who procure the technology. Procurement criteria and contract clauses are 

the instrument to describe the roles and define responsibilities for ensuring compliance amd 

standardization (ECHAction 2021). In this case, the more standardized are the procurement rules, 

the more interoperability is achieved within the national ecosystem and in cross-border service 

provision. Guidelines on procurement standards have been proposed by the Joint Action 

supporting the eHEALTH Network, including recommendations to articulate clear functional 

interoperability requirements in bid proposals, purchases, and contracts (Ibid.). It should be noted 

that these guidelines apply mostly for public procurement purposes. In case technology solutions 

and services are acquired by private companies directly, the service providers´ responsibility 

increases. The EHDS makes it clear that for the purposes of re-using data, there will be no 

distinction between public or private reusers or data holders (European Commission 2022b). 

 

Organisational interoperability refers to the way in which organisations “align their processes, 

responsibilities and expectations to exchange relevant information” (European Commission 2013). 

Furthermore, active involvement of the user community can be part of the interoperability 

component. An example of user-driven needs for interoperability is data portability. Currently, 

there is little readiness for allowing patients to transfer their data from one service provider to 

another.  

 

The capabilities connected to enabling organisational interoperability include people, roles and 

responsibilities to ensure that the tasks are defined and skills are sufficient to ensure effective data 

management and consistent use of data across the entire organization and along the service chain. 

As data moves through its lifecycle of value creation, it requires different competences. Sharing 

data assumes that relevant competences are available in the organization, to carry out tasks such 

as developing an API, deploying deidentification methods for safeguarding data flow, applying 

relevant standards for the exchange etc. These are different tasks from basic tasks such as 

collecting data from customers by a user interface, or operating internal information systems for 
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back-office functions. The need for various tasks and roles (both legally mandated and as required 

by the business processes) changes along with the changing needs for competences. An 

organization, from start-up phase to established business needs new competences that correspond 

with the growing business complexity, so the number and profile of people who focus on data 

management may change at each stage (EIT Health 2021). Lack of skilled staff in data 

management functions was also highlighted in stakeholder consultations on proposed EC acts. The 

existing competences may not be sufficient to support the organization´s strategy for innovation 

and scaling up on new markets. 

 

The interviews with service providers showed that data management roles are addressed among 

other tasks. There is seldom a dedicated position in-house to ensure legal compliance in general 

or specifically, be responsible for data protection. External consultants are employed to audit 

processes and help to establish regulatory compliance but also advise on applying standards for 

data quality or correspond to requirements for security. Technical aspects connected to  data 

capture are prioritized, but other tasks related to data management are loosely divided between 

engineers and management positions. 

 

The ad hoc nature of data-related skills and roles becomes visible also while measuring 

performance. If the feedback loop on the performance (i.e., progress and outcomes) of data 

management procedures are not set, it is difficult to identify capacity gaps. For most interviewees, 

the concept of monitoring or measuring value created by data remained distant. In very few cases, 

KPIs were mentioned in terms of business value such as economic gains. Measuring outcomes is 

also in the interest of policy-makers to get feedback on the effect that the regulations aim for. 

 

Another aspect of organisational interoperability are the processes and methods of handling data 

in a service provider´s organisation. These are tools for managing and using data by establishing 

internal control over data flow. Only after internal control is established, can interoperability be 

created with external actors and partners along the service chain. Differencies in data access 

conditions cause challenges when bringing data from different sources together (EIT Health 2021). 

As the roles of data controllers and data processor, and corresponding legal duties may change 

with each additional source, it creates a lack of transparency towards the data subjects while also 

inreasing complexity for internal data management function (Ibid.).  

Interviewees point out that user consent models used in different countries could set barriers for 

data interoperability. Where the digital health solution supports a patient through several aspects 
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of their journey through the health system, consent may be requested at each data collection point 

and by several different actors, as each may be required to demonstrate that they have legitimate 

grounds to handle data from users. Stakeholders highlight cases when some data are controlled by 

the end user who wants to exercise their right (in accordance with the GDPR) to control personal 

data, the person may request deleting data from an app but may not achieve to delete the same data 

from the databases held in the healthcare system (EIT Health 2021). 

 

One remedy is consistent use of meta-data to identify data points on a given user. However, it is 

not sufficient if only one provider in the service chain is able to do it. Regardless of the original 

source, there should be a way to follow data changes over its lineage (life cycle) and  exert control 

over what metadata gets added to the data at each stage. It would be helpful for business 

organization to rely on a common metadata catalogue. However, national metadata catalogues 

currently exist only in a few countries in Europe, such as Finland and Sweden (Bogaert 2022). 

 

Technical interoperability refers to the “inclusion of interface specifications, interconnection 

services, data integration services, data presentation and exchange, and secure communication 

protocols” (European Commission 2013). When applying standards, these should preferably be 

available in an open format i.e. allowing integration with external information systems. Open 

technical specifications should be adapted to the specific context in which they will be used. Wide 

use of internationally recognized standards and open technical specifications allows to achieve 

interoperability of data, information systems, and services even in different jurisdictions. An 

example of such open system is the OpenEHR (Open electronic health record). It is a technology 

for digital health consisting of open specifications, clinical models and software that can be used 

to create standards and build interoperability solutions (OpenEHR Foundation 2022).  

 

The capabilities connected to enabling technical interoperability are data infrastructure and data 

lifecycle management, including quality management. The discussion on data sharing 

infrastructure focused on secure processing environments for health data. The interviews revealed 

low awareness on central data exchange infrastructure that would be provided by the European 

Commission for data processing purpose. Diverse platforms are currently in use that come with 

different readiness for integration with other systems. Interviewed companies expected that 

technical standardization should come from public procurers who are interested that innovative 

solutions are compatible with information systems they already have. Service providers should be 

ready to integrate with any infrastructure for data processing on the market where they operate in. 
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The strive towards open formats increases along with the company´s ambition to scale to new 

markets and avoid cumbersome and time-consuming integration. 

 

Any interoperability assets meant for cross-border health data exchange need to be localized in the 

national contexts in member states. The first elements, the European Patient Summary and 

ePrescription cross border information services have leveraged on common European technical 

specifications, the eHealth Digital Service Infrastructure (ECHAction 2021). The Patient 

Summary defines a minimal dataset with the most generic aspects of a person’s healthcare history. 

However, these emerging unified solutions may not be relevant for service providers who do not 

need to establish connection to patient summary but provide other digital personalised services. In 

addition to conducted interviews, other stakeholder discussions have highlighted expectation on 

the facilitating role and responsibilities of health data access bodies which are foreseen to be 

founded in each member state to facilitate access to electronic health-related data (TEHDAS 

2022a). However, as of December 2022, there were just a few countries in Europe ready to 

establish national contact points that enable access to public databases and mediate data permits 

(Bogaert 2022). Hence most service providers need to seek data access from disparate databases 

and send in requests from each individual registry. 

 

Providing health services by digital applications that collect data from multiple sources creates 

challenges for maintaining data quality. To align standards for describing the qualities of software, 

the EHDS proposes a system for voluntary labelling of wellness applications, i.e., digital health 

applications that are not certified as medical devices. The discussion among stakeholders evolves 

around the extent of the data to be included in these labels, to notify on the quality and utility of 

data for re-use purposes. Stakeholders also suggest that in cases where the infrastructure for digital 

health services includes the use of tools (hardware and software) held by several parties, criteria 

for certifying data quality must be established along with ensuring data security (TEHDAS 2022a, 

EIT Health 2021). 

 

The capabilities connected to enabling semantic interoperability are data architecture and data 

models along with semantic classifications. 

Semantic frameworks are necessary to increase the portability and usability of patient information 

(European Commission 2013). “Reading” data from different sources and applications relies on 

using standardised formats such as modelling and coding standards (ECHAction 2021). 

Classifications are used to support data use across the health ecosystem. WHO has developed 
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reference classifications that can be used to describe the health state of a person at a particular 

point in time, such as International Classification of Diseases (ICD), International Classification 

of Functioning, Disability and Health (ICF) and the International Classification of Health 

Interventions (ICHI) (World Health Organization 2019). 

 

HL7 provides a framework (and related standards) for the exchange, integration, sharing, and 

retrieval of electronic health information. HL7 standards support clinical practice and the 

management, delivery, and evaluation of health services, and are recognized as the most commonly 

used in the world (Health Level Seven International 2022). HL7 FHIR standards reference existing 

terminologies, classifications and coding standards, such as ICD or SNOMED (OECD 2019). 

The interviews revealed that standardization is not prioritised by most technology providers, rather 

by individual experts who are familiar with clinical (i.e. business) processes and are concerned 

how accurately these are captured by information systems. Respondents who are involved in 

linking technology standards with clinical terminology even stated that if data is not in coherence 

with semantics, the data does not yield any value. 

 

The interviewees supported a wider use of industry standards, to be promoted by standardisation 

associations (such as HL7 and IEEE) and other collaborative networks on digital health. However, 

it was upheld that the regional and national policy makers have a specific role in supporting the 

deployment  of the standards in practice. There needs to be an informed and agreed-upon choice 

of all actors in any given context, which standards frameworks to promote and adhere to. This can 

only be achieved by persistent coordination by an institution which has a strong mandate - either 

by rule-making, reimbursement of health and care services, or both. WHO has recommended that 

a systematic approach to the adoption of eHealth standards for data exchange and interoperability 

needs to be taken, with a national body in each member state clearly identified to govern this 

process (World Health Organization 2016). 

Moreover, communication and training are necessary to reach the critical adoption of common 

standards by stakeholders and thus build interoperability of technological platforms and services. 

4.1. Policy recommendations to boost innovation capacity 

Based on the findings collected in the course of the case study, the author presents some 

recommendations for improving data management capabilities. While the ambition to create value 
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by data, generate growth and provide benefits for customers drives the organization internally, the 

technology providers must also adapt to enablers and challenges in the external context. They are 

expected to ensure compliance with regulations, deploy standards and meet requirements. The 

following policy recommendations target the boundary space of combining opportunities coming 

from external context with business strategy and management decisions.  

 

 Encouraged by EC regulations, data sharing and re-use are expected to significantly grow 

in the near future. Service providers recognise the benefits of these enablers and express 

their intention to increase sharing and re-using data. However, business actors look to 

policymakers in national as well as EU-level institutions to facilitate access to data. There 

is also need to clarify the roles and responsibilities of the health data access bodies in each 

member state which are foreseen to facilitate access to electronic health-related data. 

 The policies should build on responsible data sharing initiatives driven by industry, 

promoting open  technologies such as the Open Electronic Health Record. Community 

initiatives would in turn benefit from national and EU level decisions on harmonising how 

personal health information can be shared. For example, the institutions could agree on 

appropriate tools and security standards that would be used to process sensitive health data 

in de-identified format, depending on the purpose of re-use. 

 Service providers acknowledge that protecting users´ health data is key to the enhancing 

trust in new health technologies. At the same time, the regulations grant individuals control 

who accesses their data and for which uses, to restrict access, and to give consent for 

transmitting information from one health care provider to another. For service providers, it 

is difficult to balance these aspects in their internal data policies and business processes. 

There is need to raise competences as well as make significant investments to enable user´s 

control in order to ahieve safe and smooth data portability. 

 It is recommended to agree on a commonly used health data classifications or alternatively, 

recommend and disseminate standards developed by industry networks and coordinate 

their use in public as well as private procurement and provision of digital services.  

 Service providers need support in their endeavours to scale up on the market and provide 

the best possible solutions for users. This can be facilitated by procurers, addressing issues 

such as recognition and reimbursement of innovative technologies and services across 

borders, similar to German DIGA system as an example.  
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 Support instruments should be accessible for all actors in the digital health and care 

domain, however targeted according to the specifics of their roles in the ecosystem. Since 

there is a lack of general data literacy and moreover, specific skills related to handling and 

analyzing data, there is need to train staff in service providing organizations and share best 

practices to learn from capacity-building experience across EU countries. 

 The support can take the form of additional funding made available for market actors, by 

instruments that link research and development with business goals to boost innovation; 

by strengthening institutions such as accelerators and innovation hubs that can advise how 

to align business operations with new requirements and opportunities. Next Generation 

funding schemes could be used to enhance digital and data-related capabilities of all actors 

in the health and care systems. 
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Conclusion 

For analyzing deployment of innovation, capabilities of market actors should be aligned with 

enablers created by context such as policies and regulations. This case study explored what 

configuration of data management capabilities in service providing organizations is needed in view 

of the new provisions for regulating data economy in Europe. Readiness to adapt to new 

opportunities will affect the capacity for adopting, upscaling and transferring technological 

solutions in the provision of digital health and care services. 

 

The empirical analysis was conducted based on case-study method. Innovative, data-intensive 

services are varied in scope and character, and the group of organizations that put these services 

on the market is diverse. Interviews with representatives of service provider organizations allowed 

to collect insights and reflect on their current capabilities. It became evident that data governance 

in these organizations is subject to significant challenges stemming from regulatory context, 

specifically around ensuring legal, organizational and technical interoperability.  

 

The European Commission has proposed data-related regulations with an aim to “enable scaling 

up innovative solutions and elaborate the pan-European interoperability of technological 

innovation” (European Commission 2020c). Rather than setting strict norms to comply with, the 

focus is on creating enablers to gain better access, share and move data between stakeholders, 

sectors and member states.  

As the study demonstrates, stakeholders share the policymakers view that regulatory enablers will 

provide businesses with opportunities for innovation and business growth. However, it became 

evident from research that business organizations´capabilities are not yet aligned with regulatory 

enablers. More effort and investment is needed to start benefitting from the opportunities. 

 

As organizational data management functions and practices vary, so do the capabilities. The 

capabilities framework and indicators developed for the study covers a comprehensive scope of 

data governance aspects as described in field-specific literature.  

The collected insights on the current state of capabilities are by no means representative for the 

whole group of data-intensive service providers and generalized conclusions cannot be drawn. 

However, collected evidence shows that limited data capabilities in the organization present 

challenges for sharing data with other stakeholders, either for the primary purpose of care or re-

use purposes. Data exchange depends on the ability to have authority and control over data, which 
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includes safeguarding its integrity and quality, labelling and describing data, and  securely granting 

access rights for data subjects and re-users. These data management functions pave the way for re-

use, making data FAIR: findable, accessible, interoperable and reusable (TEHDAS 2021a). 

 

The more effort and investment is put into improving data management capabilities, the better are 

the outcomes in terms of value - such as data accuracy and timeliness, secure access and user 

control over their data. For the business outcomes, the value created by fit-for-purpose data can be 

invested back in the organization, for improving the services and scaling these up on a larger 

market. The study showed that theory for innovation capabilities can be used to elaborate an 

assessment framework for data management capabilities and contribute to management practice. 

The framework of capabilities and indicators proposed by the author can support technology 

providers in digital health and care domain for further analysis on their data management 

capabilities and undertake appropriate managerial actions. 

  

Further research could focus on the capabilities for handling personal data for the purpose of 

delivering personalized care. The potential for scaling up innovation could be supported by 

guidance and tools such as a code of conduct for data governance to be used by different 

stakeholders in the health care ecosystem. 

 

Market actors who are capable of seizing the opportunities in the regulatory context have better 

capacity for innovation. In turn, data-driven innovation that accelerates data mobility within the 

EU will produce better health outcomes for everyone. The impact created by contextual enablers 

can only be measured after regulations are implemented. Therefore, further studies are needed to 

ascertain whether the regulatory package will have a positive effect on the data economy in Europe. 
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APPENDICES 

 

Appendix 1. Interview structure 

I Introduction  

In your business activities, how important is the use of data from external sources (such as 

government, research institutions, other businesses)? 

o Extremely important 

o Important 

o Moderately important 

o Slightly important 

o Not at all important 

II Questions according to categories of data management capabilities 

CATEGORY QUESTIONS 

Data Governance 

 

1. What procedures have you established to ensure 
compliance with EU legislation  
- please refer to the specific regulation that is of relevance for 
your business? (e.g. in areas of privacy and data protection 
policy, data exchange policy, IoT or AI-enabled processes etc) 
2. Do you coordinate compliance throughout the service 
chain, with vendors and partners? 
 

People, roles, processes 

 

3. Have tasks been assigned for data management functions, 
incl functions related to sharing (B2B and B2G)? 
4. Is your team equipped with sufficient skills to perform these 
tasks? 
 

Performance and monitoring 

 

5. Which metrics (KPIs) do you use to understand the value 
created by data management, including data sharing and re-
use?  
6. Are these KPIs distributed across the organization? 
Through the service chain? 
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Processes and methods 

 

7. Have you defined (=described by schemes, mapped the data 
flow) your internal processes to capture data from public 
sources?  How is it different than data collection other sources 
(research, B2B, users)? 
8. Are you able to apply safeguards (e.g. pseudonymization 
and anonymization, differential privacy, generalization, or 
suppression and randomization) to share personal data with 
other actors? 
9. Do you enable data portability for users (data subjects)? 
Has there been need for it? 
 

Data architecture 

 

10. What enablers (technical means, organizational process 
and agreements, semantical standards etc) do you use for 
interoperable exchange with external stakeholders (incl 
national and cross-border)? 
11. What standards (such as data models or specifications) do 
you use for data sharing? 
 

Data lifecycle management 

 

12. Does your data hosting policy support secure access (how 
is it ensured)? 
13. Is there a retention policy to erase or review the data 
stored? 
14. Has data quality maintenance process been defined (along 
with roles and tasks assigned)?  
 

Data infrastructure 

management 

 

15. Do you keep inventory of applications and software 
components that are involved in data processing?  
16. Do you apply relevant standards (national and EU) (e.g. 
ISO or other certifications?) on the software for data 
processing? 
 

General collaboration  

 

17.Which networks do you use discussing data exchange (incl 
interoperability standards) with peers? 
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Appendix 2. List of interviews with codes 

Code ID 
Interviewed 

person(s) 

Description of 

service/company 
Date of interview 

Int-ID1 A L, (Spain) 
 

The organization 
provides technology to 
collect data on 
personal dietary 
requirements such as 
allergies and link these 
to nutrition and food 
delivery in health care 
provision. 

April 11, 2022 

Int-ID2 G C, (Slovenia) 
 

Organization is a 
cluster for digital 
innovation in 
healthcare, offering 
mentoring and 
accelerator programs 
for starting health 
technology companies. 

April 13, 2022 

Int-ID3 F L, (Sweden)  
 

Organization provides 
a data sharing platform 
to enable data 
portability and data 
altruism. 

April 19, 2022 

Int – ID4 P E, (Finland)  
 

The expert has lead 
several research 
projects for the active 
and healthy aging 
domain.  Among other 
results, he has 
contributed to defining 
minimal dataset for 
frailty prevention 
guidelines and  
developed taxonomies 
and glossaries related 
to diagnosis. He is 
currently involved in 
business process 
modelling for health 
and social care 
services. 

April 20, 2022 

Int-ID5 M S, (Spain) 
 

The organization is a 
start-up that provides 
algorithms-based 
decision support 

April 21, 2022 
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technical solutions in 
health care. 

Int-ID6 A N and F L,  
 

The organization 
provides an inventory 
of open service 
platforms in the Active 
and Healthy Ageing 
domain, covering both 
open platforms and 
partly-
open/proprietary 
platforms developed 
by industry, and 
addresses the 
interactions between 
these platforms. 

April 25, 2022 

Int-ID7 I P, (Spain)  
 

The organization is a 
technology hub  
focused in 4 
technology areas 
(Internet/Web of 
Things, Intelligent 
Data Analysis, W3C 
Standardization and 
Open Data, Vision 
Technologies) and 3 
societal challenges 
(Digital Growth, Smart 
Territories and ICT for 
Active Ageing and 
Wellbeing). 

April 22, 2022 

Int-ID8 C S, (Hungary)  
 

The organization is a 
digital transformation 
consultancy, helping 
clients to prepare 
MDR Technical 
Documentation, 
auditing,  performing 
risk management and 
medical device 
software LifeCycle 
Management. 

Submitted responses 
in writing 

Int-ID9 N L, (Belgium)  
 

The organization 
focuses on data-driven 
research and 
development. The  data 
sharing platform gives 
citizens ownership of 
their own data and 

April 28, 2022 



56 
 

enable to manages 
their data in safe 
environment.  

Int-ID10 Á R, (Spain)  
 

The organization 
provides Enterprise 
Resource Planning  
(ERP) solutions to 
health care 
organizations. 

April 29, 2022 

Int-ID11 S B, (Netherlands) The organization 
develops technical 
solutions with special 
encryption of personal 
records. The platform 
facilitates the sharing 
of information 
between individuals 
and organisations.  

 

May 2, 2022 

 

Int-ID12 A D, (Slovenia)  
 

The organization 
provides an openEHR 
data platform designed 
to store, manage, 
query, retrieve and 
exchange structured 
electronic health 
record (EHR) data. 

May 3, 2022 
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