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ABSTRACT  

Big data has revolutionized human activities and their impact across many sectors, including 

healthcare. Privacy, safety, security, and human rights concerns remain heightened despite the 

many values it brings. Different jurisdictions are addressing these concerns differently, notably 

by developing guidelines and regulations. Social datafication, governance through data, data 

colonialism, and interoperability governance are emerging areas of research interest. Though 

behind, Africa is increasingly datafied with regulatory gaps whose potential can result in re-

enforced inequalities and biases. 

Localized data are often unavailable/ almost non-existent in Africa. Hence, digital solutions 

deployed in the continent are developed with data from a different social context, causing social 

inequality and bias. Ubenwa, a use case AI solution that uses the cry of a baby to detect birth 

Asphyxia, was analyzed to understand how discrimination and inequality can occur from its 

design and interoperability, how to avoid unintended social harm and how social context plays 

a role in algorithmic governance. Data governance frameworks were evaluated. In-depth 

qualitative interviews were conducted with a cross-section of data subjects, who will be 

impacted by such an AI solution; and health data experts who will use such a solution.  

This research also adopted an online quantitative survey method to ascertain the state of data 

and AI governance in Nigeria, and understand the level of awareness and compliance in 

addressing algorithmic governance, data colonialism, and interoperability governance. The 

literature shows that while there are international frameworks for ethical AI, none exists in 

Nigeria. The interview and survey analysis results show that algorithmic governance is timely. 

The study found that its successful implementation is dependent on contextualizing initial 

algorithmic dataset, and regulating and enforcing its use with frameworks/ guidelines. The 

study made recommendations for improving and supporting algorithmic decision making in the 

country. 

Keywords: Social datafication, Data colonialism, Algorithmic governance, Data-driven / Data-

informed governance, Data ethics, Interoperability, Artificial Intelligence, Big Data.
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1. Introduction 

The proliferation of emerging technologies and their uses have ushered in the era of Big Data 

and Machine Learning. Digital solutions are now designed with knowledge and intelligence 

that equate and surpass those of the human brain. Automation and knowledge systems are 

becoming ubiquitous (Wirén, Mäntymäki and Najmul Islam, 2019). Collected data are used, 

stored, shared, and analyzed for business or data-subjects’ benefits and improved decision 

making. Artificial Intelligence (AI) algorithms are now part of our everyday lives with 

increasing intrusive data sources. Collected information are sometimes shared and linked by 

data custodians, and this can happen in environments with little or no data governance 

regulation or operational guideline. In cases where the frameworks or regulations exist, there 

are no enforcement mechanisms. Concerns around privacy, security, data governance, ethics, 

and transparency remain a topical and touchy point between data subjects and data processors. 

These concerns birthed the European Union General Data Protection Regulation (EU GDPR) 

and similar jurisdictional data regulations (Pandit et al., 2018).   

Predicting disease outbreaks and modelling critical risk interventions are some of the 

advantages of Big Data in public health (Mayer-Schönberger and Cukier, 2013). Despite the 

inadequate Information Communication Technology (ICT) infrastructure, these data enabled 

digital health services are gradually being adopted in Africa (Akinnagbe, Peiris and Akinloye, 

2018). Most intelligent healthcare solutions in Africa are developed in the western world and 

deployed for Africa. Often the deployment process in different socio-cultural contexts does not 

factor local input in its design. The risk of unethical breaches, including bias reinforcement, is 

on the rise. Measures to manage data access, usage, and management are limited. In order to 

mitigate these challenges in Africa, data governance frameworks are crucial. Though African 

countries are developing equivalent data protection regulations as GDPR, there is limited 

capacity and resources to domesticate them via enforcement. African countries will fully benefit 

from intelligent systems if they are designed and used responsibly and ethically.  
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This research aims to highlight the challenges of algorithmic governance systems and their 

effects on African society, with a focus on a use case AI solution deployed in Nigeria. As 

African governments embrace intelligent healthcare systems, this study will feature data 

subjects' readiness as these solutions and their societal consequence directly impact them. This 

study will also aid policy direction for the regulation of such systems. The recommendations 

will help tackle AI and data governance concerns in the country, as well as the African 

continent. There are ongoing researches focused on the data-intensive phenomenon. However, 

they are mostly focused on its quantitative aspects (amount of data) and interoperability. There 

is little focus on its social perspective (data exploitation and governance). The original focus of 

this thesis is to feature the social interoperability of datafied solutions. 

This dissertation's structure is as follows: Chapter 1 introduces and maps the research study, 

why it is needed, and its focus. Chapter 2 presents the problem settings (the empirical case 

under consideration) and the research questions. Chapter 3 discussed the theoretical framework 

of the study, key themes relevant to the research. The research methodology used in the study 

is outlined in Chapter 4, including the strategic sampling and analysis methods. Chapter 5 

presents the research findings. The study discussion section, including recommendations and 

limitations, are captured in Chapter 6. Chapter 7 sets out the conclusions to the research. 
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2. Problem setting and research questions 

African countries have underperforming, underfunded, overstretched, and understaffed 

healthcare systems. The continent lacks the infrastructure to deliver quality health services and 

lacks medical supplies while also battling the devastating effects of severe healthcare 

professionals shortage (Novak and Bidwell, 2019). Her health sector is majorly dependent on 

foreign aid. Poor accountability of public office holders, long term wars, and corruption result 

in weak healthcare systems (Deaton and Tortora, 2015). The continuous rise in the use of the 

Internet and mobile phones has positioned the continent for technological leapfrogging, 

especially in rural communities. For example, the finance sector is contributing significantly to 

the economy through the introduction of various mobile financing services. In the healthcare 

sector, both international and locally developed digital solutions are utilized to improve 

healthcare and manage epidemics, like the Ebola outbreak (Akinnagbe, Peiris and Akinloye, 

2018). The region is experiencing a steady growth of digitally enabled systems to support 

decision making and efficiency in healthcare services, hence facing increased bias or 

discriminatory results by algorithms. It is likely for algorithms to play a vital role in Africa's 

healthcare sector's decision-making due to its largely overstretched and understaffed workforce. 

Nevertheless, the continent currently lacks strong regulatory guidelines for algorithmic 

accountability and transparency to ensure these digital tools are used for social good. Its 

populace is non-literate concerning the societal effects of algorithms. This study contributes to 

discussions on governance through algorithms, how adopting a governance framework can 

reduce the effects of automated inequalities, biased, discriminatory or unfair results; 

algorithmic literacy would also be introduced as a standard, giving people the choice to use 

datafied services. 

2.1 Empirical case under consideration 

The empirical case under review discusses an AI technology being used in saving newborn 

babies from birth asphyxia in Nigeria, and the concerns around the datafication of same. Birth 

Asphyxia is a leading cause of death in infants and under-5 globally, accounting for an 

estimated 900,000 neonatal deaths annually (Spector, 2008). Birth Asphyxia is a medical 

condition that results from the lack of blood and oxygen flow to the brain of an infant;  if not 

properly diagnosed and managed, it could lead to neurological conditions like epilepsy, cerebral 
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palsy, development delays, and other defects (Aslam, Saleem and et al, 2014). In its early 

stages, asphyxia is difficult to detect through physical examination, except through blood gas 

analysis. The early detection of this condition can be a game-changer in reducing the global 

infant mortality rate, especially in resource-poor settings that lack adequate infrastructure, 

required skills, and equipment in the early diagnosis of this condition (Onu et al., 2017).  

Ubenwa AI solution 

With a population size of about 200 million citizens spread across its four regions, the urgent 

need to deploy cost-effective and accessible AI tools are crucial to ease the overburdened health 

workforce in Nigeria. A Nigerian mHealth start-up developed an AI solution for the early 

detection of birth asphyxia and other related child health diseases through the cry of a child; 

this solution was birthed from firsthand experience by its principal innovator to the problems 

of birth asphyxia while volunteering in Nigeria (Onu, 2019). Ubenwa is interpreted as the 'cry 

of a child' in the Igbo language of Nigeria; it is a cry-based diagnostics mobile app that uniquely 

detects asphyxia in a neonate. The Ubenwa enabled AI algorithm audio processes an infant’s 

cry with its computational capabilities using smart mobile devices. It then helps provide a 

qualitative assessment of whether or not the newborn has or is at risk of asphyxia. It generates 

an instant diagnosis by first recording the child's cry and then analyzing its amplitude and 

frequency pattern against its deep learning models, as shown in Figure 1 below. An initial 

dataset of about 1,400 infant crying samples of healthy and asphyxiated newborns was obtained 

from a Mexican databank. A machine-learning algorithm was applied to detect and identify the 

slightest presence of asphyxia. Test results have demonstrated an 85% sensitivity and 89% 

specificity (Onu et al., 2019). The Ubenwa AI solution is cost-effective, non-invasive (no blood 

is taken, only needs the baby's cry), delivers results instantly, and requires no professional skills. 

In line with the SDG3's aim at ending preventable deaths of newborns and children under-5 by 

the year 2030 (Children: reducing mortality, 2018), Ubenwa is a timely response to the pressing 
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need for affordable and sustainable tools to help tackle this challenge; it has the potential to be 

95% cheaper than current clinical solutions (Onu, 2014).    

 

Figure 1: How Ubenwa works - a step-by-step process (Source: author's interpretation)  

In the last quarter of 2019, the clinical study of Ubenwa kicked-off in Nigeria at the Enugu 

State University Teaching Hospital (ESUTH), and the Montreal Children’s Hospital (MCH) in 

Canada (Onu, 2020). The app is being tested with real-life patients, to gather the 'largest' 

annotated infant cries.   

Apgar Scoring method 

In the face of lack of proper medical facilities to detect distress in newborns, medical personnel 

in the Nigerian healthcare system are trained to apply the Apgar scoring technique in the first 

and fifth minutes of an infant's birth, and later if necessary. The Apgar score is used to determine 

early signs of distress in the newborn, that could lead to further complications. The Apgar 

scoring method is a globally recognized standard physical assessment method for detecting 

birth asphyxia amongst other conditions; it was developed in the 1950s by Dr. Virginia Apgar 

(Leuthner and Das, 2004). The method uses five indicators, as shown in figure 3 below. Each 

indicator scored on a scale of 0 to 2, with 2 being the best score and a maximum total of 10. 
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The score is then used to determine if a baby is mildly or severely asphyxiated. Of the five 

indicators in the Apgar scoring system, the Ubenwa application addresses only one indicator. 

 

Research Problem 

AI systems require large data to train its algorithm, and data is not easily accessible or non-

existent in Nigeria. Most AI systems currently deployed in Africa are developed in a different 

social context, lacking the input of localized data in its algorithm's design. The Ubenwa design 

lacks a relationship between the technology and the people because the initial dataset and 

development are not inclusive of the target population group. Ubenwa is utilizing an initial 

dataset from Mexico to train the algorithm developed in Canada, for testing in Nigeria. Mexico, 

a central American country, has a different diet, lifestyle, and possibly audio characteristics 

from a Nigerian. The developers in Canada might not consider cultural diversity, environment, 

and other factors while developing and testing the algorithm. Hence, the solution is not diverse 

and representative enough for Nigeria's implementation because limitations can stem from the 

used data composition.  

Ubenwa's diagnosis is based only on an infant's cry, unlike the Apgar scoring method that 

considers other factors for detecting asphyxia. In an overstretched healthcare system, Ubenwa 

could play a key decision-making role in detecting asphyxia in newborns, thus exposing the 

babies to the risks of bias and unfair results, even though the healthcare worker makes the final 

decision. In comparison to the Apgar method, decisions are not dependent on algorithms 

Figure 2: The Apgar scoring method (Source: author’s own illustration) 
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developed with human assumptions. Ubenwa addresses only one out of five Apgar indicators, 

hence it could be referred to as not technically robust as the Apgar method. For instance, babies 

with weak or no cry could be wrongly diagnosed as asphyxiated.  Either because their weak 

cries could fit into the asphyxiated samples designed into the algorithm, or no cry means they 

are automatically biased against since Ubenwa depends on only an infant's cry. Ubenwa is 

unable to apply any other human techniques in its diagnosis except through cry samples, unlike 

the Apgar method that scores different indicators for diagnosis. The research questions aim to 

uncover the concerns of the proposed end-users of Ubenwa, that is, Nigerian parents and 

experts, and further, understand how the available data governance and interoperability 

frameworks address these concerns. 

2.2  Research questions 

The research questions aim to measure the Nigerian populace's readiness for the introduction 

of datafied systems, while also uncovering how available governance frameworks in the 

country address the concerns of data subjects in using such solutions. The research questions 

are: 

1. Based on the Ubenwa use case, what are the existing concerns of data subjects with the 

introduction of AI diagnostics tools for the development of healthcare systems in 

Nigeria? 

1.1. How does the different socio-cultural context in the development of Ubenwa affect 

interviewees' perception of its use or any other AI solution in Nigeria? 

1.2. In what ways can Ubenwa be improved for effective use in Nigeria, and globally? 

2. How ready is Nigeria for algorithmic governance in its health sector?  

2.1 What are the processes/ procedures to ensure proper implementation of and protect 

citizens from datafied systems like Ubenwa? 

2.2 What level of awareness do the citizens have on algorithmic solutions and their 

socio-cultural effects?  
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3. Theoretical Framework 

Big Data 

The rapid growth of technology is gradually erasing the traditional human activities and 

interactions, translating, to massive volumes of electronic information. Overwhelmingly 

complex data is collected from diverse sources, making it increasingly difficult to apply 

traditional managing, storing, processing, or analysis approaches. The ability to collect and 

analyze these data deluge can be referred to as Big data. Researchers' understanding of the term 

Big data is wide and varied. Sam madden defines Big data as sets of data that is too big, too 

fast, or too hard for traditional data processing methods (Madden, 2012). Kaisler et al described 

it as the amount of data beyond the capability of a technology to efficiently analyze and manage 

it (Kaisler et al., 2013). It can be described as large volume of data, both structured and 

unstructured, that is complex to process using traditional data processing and analysing methods 

(Urbinati et al., 2019)(Philip Chen and Zhang, 2014). It can also be seen as the act of collecting 

large data sets from traditional and new digital sources to identify trends and patterns. From the 

diversely available definition of big data, (Taylor and Broeders, 2015) identified similarities of 

this phenomena as illustrated in figure 3 below; these similarities are referred to as the 5 V's of 

big data – Volume, Variety, Velocity, Veracity, and Value (Ishwarappa and Anuradha, 2015). 

The 5 V’s represent the main characteristics of the big data phenomenon, which over time the 

size of the data is no longer the focus for defining big data but the inclusion of these basic 

features. 

 

Figure 3: Characteristics of big data (Source: author’s own illustration) 
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Big data analyzes huge data sets (quantity) into valuable insights (Quality) in real-time 

(Resnyansky, 2019). These insights arise from event trends and social behavior. For example, 

big data in addition to other measures, was instrumental in curbing the spread of Covid19 in 

Taiwan, a country expected to have the second highest number of cases of the virus due to its 

proximity and relations with China (Wang, Ng and Brook, 2020). To aid case identification, 

the Taiwanese government integrated its national health insurance database with its 

immigration and customs database to generate real-time alerts during a clinical visit based on 

travel history and clinical symptoms. In addition to recent travel history to affected areas, high-

risk citizens were tracked and monitored electronically through their mobile phones. This shows 

that data-based systems have contributed significantly to today's knowledge-driven economy; 

it maximizes improved decision and profit-making. Though large data processing comes with 

big promises, its platform has inbuilt constraints and limitations. It is limited to network and 

algorithmic restrictions, which influences its ability to process all necessary data needed for 

improved decision making. Hence, algorithms play a key role in shaping decision making 

processes, similar to the data limitations of the Ubenwa algorithm.  

Algorithms 

It has been shown over time that irrespective of its size, big data is only useful when it can be 

analyzed for benefits and improved decision making (George, Haas and Pentland, 2014). 

Algorithms uncover hidden patterns and trends in given data sets.  An algorithm can be seen as 

a set of rules or functions that the computer uses to process data (Kitchin, 2017); they are 

socially constructed and deployed. According to Robin Hill's definition of an algorithm, he 

noted that algorithms could only 'accomplish a given purpose under given provisions' (Hill, 

2016). Najafabadi et al. also inferred that an algorithmic process is dependent on the data 

represented (Najafabadi et al., 2015). These definitions and descriptions share similar opinions 

on the effects of utilized data sets on the algorithmic decision process, hence fitting into the 

case study and this research's objectives.   

Biased Algorithms 

Data systems could be misconstrued as perfect due to their ability to draw up insights quickly. 

Platform users and few designers have little or no knowledge of algorithms having the capacity 

to be biased due to pre-existing cultural or social expectations. Limitations in its design could 
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cause this biasness. It could be introduced when used by audiences not considered in its initial 

software design. Unintended bias in using data from different contexts may also arise, just as 

the Ubenwa app developed using initial datasets from Mexico and implemented in Nigeria. 

Concerning this research, Rob Kitchin (Kitchin, 2014) faults inaccuracies in data processes and 

scientific research, criticizing modern methods of lacking ethics and transparency for refining 

data collection processes to identify data patterns. He addressed the need for proper guidelines 

to ensure transparency in computational methods for data collection, especially for datafied 

systems leveraging on AI to improve user experience. In 2015, an African American was tagged 

as a Gorilla on his google photo app, while dogs have been mistaken for horses (Mullen, 2015). 

These examples show how social discrimination is just one out of so many challenges datafied 

platforms can create. This research will focus on the social perspective of algorithmic 

governance, which is its exploitation and governance. Three perspectives of data governance 

directly related to the dissertation will be discussed – Algorithmic governance, Interoperability 

governance, and Data colonialism.  

3.1. Algorithmic governance 

Datafication 

Datafication is the process of transforming human activities into data used for different 

purposes(Flyverbom and Murray, 2018). Mayer and Cukier (Mayer-Schönberger and Cukier, 

2013)) describe datafication as “unearthing data from materials that no one thought held any 

value”; this simply means data generated for one purpose can reflect valuable insights when 

applied for other purposes. Hence, datafication is an integral component of data-intensive 

systems. Digitization has opened opportunities for people profiling through networks and 

sensors; everyday activities like banking, education, healthcare amongst others are datafied for 

economic growth (OECD, 2013).  Businesses and governments enjoy tremendous benefits from 

datafication, thereby translating to more datafication of social life and activities in the future 

(Dijck, 2017). Social science research is not left out as sampling techniques are usually not 

utilized with the advent of datafication (Chang, Kauffman and Kwon, 2014)(Vestoso, 2018). 

Over time, questions have been raised over the datafication of activities - who has access to 

these data and when? How and what is it being used/ used for? The consequences of the current 

wave of social datafication have the potential to disrupt socio-cultural activities. It could lead 
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to discrimination, social bias, and injustice as with the Google photo app example above. These 

anomalies could result from the availability of too few, or as noted by Boyd and Crawford 

(Boyd and Crawford, 2012), in their big data review, excess or biased raw data during analysis.  

Data-driven decision and bias 

Bigger data does not automatically translate into better results. Once a dataset is unrepresented 

during the algorithm training, the outcome is flawed, thereby causing a bias or discrimination 

(Williams, Brooks and Shmargad, 2018). Koen Leurs et al. described datafied systems as being 

‘inherently discriminatory against already marginalized subjects’ (Leurs and Shepherds, 2017), 

arguing that the current data discriminatory practices being experienced was requisite even 

before introducing intelligent data-based systems. These descriptions support this research's 

objectives and are further illustrated with the Correctional Offender Management Profiling for 

Alternative Sanctions (COMPAS) criminal risk assessment tool used to assess offenders in the 

US. The system is designed to use offenders' past criminal records/ data; psychological and 

biographical information are analyzed to rank an offender on different score levels (Freeman, 

2016). In the case between Wisconsin vs Loomis, Eric Loomis was arrested and sentenced to 

prison for 7 years for a drive-by shooting in Wisconsin; the judge’s sentence was based on him 

being scored as a high risk for recidivism by the COMPAS assessment report (Liu, Lin and 

Chen, 2019). Asides the high chance that Loomis, an African American, could have been 

unrepresented by biased samples in the dataset used in training the algorithm, the algorithm 

cannot determine whether the offender has become clean. It carries out evaluations based on 

previous criminal convictions. This bias against African Americans may have been introduced 

or reinforced via prejudices long held by platform developers. At the time of writing, hundreds 

of thousands of people protested in solidarity of the recent murder of George Floyd caught on 

camera (Taylor, 2020) and believed to be a symbol of widespread bias. These examples show 

the importance of data representativeness in the design of an algorithm. Ubenwa is utilizing 

data from a different country to build its algorithm for implementation in another country. Its 

initial dataset is unrepresentative of the social context it is meant for, hence leading to possible 

bias or discrimination against newborns in Nigeria. At this point, critical questions arise 

bordering around the social impact of technology and big data. 1.) When is it ethical to use 

technology? 2.) When is it appropriate to collect and use personal information? 3.) How do we 

embed sensitivity into these technologies to be considerate of individuals, society, and the 

environment? 4.) Who is accountable for using these technologies, as much of big data is often 
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linked to personal information? 5.) What are the ethical responsibilities of data users and 

coders? 6.) What is the place of human-in-the-loop of data-intensive systems? These questions 

are derived from the concerns in using algorithmic solutions and are important in the context 

of this thesis. Machines/ technologies are built to be smart, but they lack the innate ability to 

learn morals, principles, ethics, or virtues; they lack human discretion in dealing with such 

challenges.  

Governance by and of algorithms 

Datafication and algorithmisation make governance more powerful (Mejias and Couldry, 

2019). Governments are increasingly dependent on these data-driven systems to provide 

efficient public service delivery (Dencik et al., 2019). Pascal Konig describes algorithmic 

governance as an avenue to create diversity, social inclusiveness, participation, and democratic 

responsiveness (König, 2019), while also noting its apolitical features - undisputed authority, 

designed to be highly responsive, datafication, amongst others. Over the last decade, studies 

have understood algorithmic governance from different perspectives. Some studies interpret 

this phenomenon to intentionally regulate or structure social contexts, particularly to suit 

preconceived goals. At the same time, other studies show non-intentional forms of social 

ordering through and with this phenomenon (Yeung, 2018). Researchers have identified this 

phenomenon to encourage ethical, social, and legal issues, including privacy, violations, bias 

and discrimination, and lack of transparency. Lepri et al. also describes the dark and good sides 

of data-driven decision making for social good (Lepri et al., 2017), outlining its opportunities 

and positive effects. Yeung (2018) and Lepri et al. (2017) share similar opinions of algorithmic 

governance with Konig (2019) and proffered human-centric requirements to ensure positive 

data-driven disruptions. In line with this, Latzer and Just highlights four different approaches 

to tackle this decision-based model (Latzer and Just, 2020), as illustrated in figure 4 below. The 

described approaches focus on public interests, individual/ user rights, epistemic and normative 

concerns, and algorithmic systems' regulations. These approaches are relevant to this thesis and 

would be compared in the discussion section, with results from collected qualitative data. 
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Figure 4: Approaches to tackle algorithmic governance (Source: author’s own illustration 

adapted from Latzer and Just’s proposed framework (Latzer and Just, 2020)).  

Data governance country case studies 

Self and statutory regulations are currently in place to address the identified risks and 

concerns of algorithmic governance, e.g. the EU-GDPR. Unlike the GDPR that governs the 

protection of citizens data in the EU, the African continent lacks a unified data protection 

regulation. The individual nations have their policies based on their national needs, and 

mostly borrowing its contents from the EU-GDPR - rights of the data subject, definition of 

personal data, data processing requirements, consent, and penalties for non-compliance. In 

comparison to the EU-GDPR, these regulations lack depth, thereby leaving loopholes for 

misinterpretation. In Nigeria, for example, data subjects have the right to ownership of their 

data, but, in practice, it can easily be misinterpreted to suit a case by case scenario (Elebeke, 

2020). In addition, weak disciplinary measures for data offenses and an almost authoritarian 

style of leadership is stalling the process of enforcing developed policies. In supporting the 

discussions, it could be concluded that an unregulated data-driven governance system in 

Africa risks having unhealthy consequences for its citizenry as inaccurate data can lead to 

misinformed decisions. Ubenwa poses potential damage and harm to end-users in Nigeria; it 

was designed utilizing Mexican data. Mexico and Nigeria are in 2 different continents with 

distinct features ranging from the environment to culture, lifestyle, amongst other 

Risk-based approaches

This approach calls for systematic risk identification 
and risk assessments, and appropriate choice of 

governance modes.

The focus is on the control of risks associated with 
certain types of algorithms e.g. social discrimination, 

violation of intellectual property rights, amongst 
others.

Ethics-based approaches

This approaches addresses the quality of evidence, 
the actions and traceability of algorithmic 

governance. 

The focus is on bias, discrimination, unjustified 
actions, etc. 

Human-rights-based approaches

This approaches tackles concerns bordering around 
privacy and data protection, freedoms of expression, 
enjoyment of human rights without discrimination, 

amongst others.

The focus is on the rights of an individual in 
algorithmic decision making as health diagnostics, 

social scoring, amongst others. 

Principles-based approaches

This approach reflects on the need for appropriate 
legal frameworks and policies to regulate the effects 

of algorithmic governance.

The focus is on ensuring accountability, transparency, 
liability, etc. in algorithmic governance
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characteristics. This practice is generally common in Africa, where datafied solutions are 

developed without localized data and imported into the continent for implementation, with the 

available governance frameworks not capturing its cause and effect on its populace. 

3.2.  Interoperability governance 

Interoperability is fundamental to the growth and success of modern technology. Platforms are 

able to access, exchange, and share information efficiently, irrespective of their technology, 

location, or institution. According to the European Interoperability Framework (2004), 

interoperability is the ability to exchange data amongst ICT tools and enable the sharing of 

knowledge and information (EuropeanCommunities, 2004). For example, Phones are able to 

connect and communicate with each other automatically, irrespective of the brand, call mode 

(either landline or wireless), and in most cases, the network provider. In healthcare systems, 

interoperability supports the exchange, interpretation, and use of patient’s data within and 

across organizational boundaries, regardless of the application, vendor, or technology. Medical 

services providers can easily share patient information, thereby advancing the effective delivery 

of healthcare for individuals and communities. In the context of this thesis, the focus will be on 

the social perspectives of an interoperability system, its effects on society and the governance 

of same. 

Socio-cultural interoperability 

Interoperability is a key component in recording the success of data-driven solutions in a 

digitized society (Davies et al., 2020). According to Das et al. (Das and Mahapatra, 2012), 

interoperability supports the exchange and use of certain geographic data between 

communicating entities, based on specific agreements, and Lesh et al. (Lesh et al., 2007) 

describe it as the communication between information systems and humans, and vice versa. 

These definitions describe socio-cultural interoperability as the connection between the 

environment and the human processes involved in information exchange. Hence, supporting 

the objectives of this research, because achieving a successful interoperability system calls for 

an existing relationship or sync between the technology and the people. Algorithms need not 

only imitate the human learning process but equally understand the social contexts and 

personal/ individual experiences to function better (Masso and Kasapoglu, 2020). The 

experiences of the local populace are crucial for every interoperability system, irrespective of 



19 

 

the institutional structures regulating them (Rubinstein, 2014). In the case of Ubenwa, the local 

Nigerian data was not included in the design of the system, asides that the idea was founded by 

a Nigerian. This concept is illustrated better with the AI facial recognition system currently 

deployed in Zimbabwe. 

The Zimbabwean government is collaborating with a Chinese start-up company to provide mass 

facial recognition programs in their country (Raji et al., 2020). Local data would be captured 

through CCTV cameras, smart financial systems, amongst other national databases, to retrain 

the algorithm. Recent studies from the Massachusetts Institute of Technology’s (MIT) Media 

lab shows that facial recognition AI in China has been trained with predominantly white and 

male faces (Buolamwini and Gebru, 2018). Therefore, the initial algorithm utilized has no pre-

existing relationship with the Zimbabwean populace. The researchers observed the accuracy of 

three major facial recognition software providers in identifying the gender of a person from a 

picture and discovered the error rate for identifying a lighter-skinned man was 1% compared to 

35% for darker-skinned women. In summary and support of previous descriptions, input data 

plays a significant role in the accuracy of an AI system. Otherwise, it is bound to fail like the 

facial recognition system in Zimbabwe.  

The initial Ubenwa algorithm was not contextualized to the deployed locality, just as the 

Zimbabwean face recognition system. Existing research does not support the use of data from 

one social context in another due to socio-cultural differences. Studies have shown that social 

determinants, environment, and behavioral factors account for 80% to 90% of health outcomes 

in a population, with medical care only accounting for 10% to 20% (Hood et al., 2016). These 

non-medical factors are described by the World Health Organization (WHO) as the Social 

Determinants of Health (SDoH), that is, the wider conditions of the daily life of the populace, 

e.g. where they are born, live, grow, work, amongst others (WHO, 2012). As much as Ubenwa 

was developed with the cause to improve on health systems delivery in Nigeria, environmental, 

behavioral, and socio-economic differences between an average Mexican and a Nigerian play 

a significant role in encouraging bias and discrimination in its diagnosis. Based on the identified 

concerns and gaps, there is a need for governance frameworks or guidelines to ensure that 

algorithmic systems consider socio-cultural interoperability by design. These frameworks 

would support algorithmic systems to contextualize solutions considering social and cultural 

factors for effective and auditable implementation. 
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Interoperability governance 

Interoperability governance was defined by Wimmer and his / her colleagues as a system that 

provides the enabling framework, guidelines and policies for decision making; it supports the 

growing usage of interoperable platforms (Wimmer, Boneva and di Giacomo, 2018). These 

standards engage the technology, services, and implementers, ensuring they comply with the 

right processes to data quality. The established governing body consists of broad representatives 

to define set standards on data management practices – what, how, to whom, and when data 

will be shared. The developed framework defines the participants, policies, procedures 

(technical, operational, and legal requirements) and data sharing agreements for the protection 

and disclosure of personal information (Kelley, Feldman and Gravely, 2016). The European 

Interoperability Framework (EIF) is an example of an open standard that interconnects many 

online public services in Europe. It links all stakeholders in one single digital network and 

guides the use and sharing of information across different European territories (Kouroubali and 

Katehakis, 2019). Unlike the EIF, intraregional connectivity in Africa is almost non-existent 

due to weak infrastructure and connectivity challenges and a lack of policy coordination 

between governments. This has led to the short duration or general failure of digital health 

initiatives implemented in the continent.  

Standardization and interoperability are significant challenges faced in the region, and 

algorithmic solutions like Ubenwa require regulatory frameworks and guidelines to function 

effectively. In Nigeria, there are established guidelines to regulate and manage the use of 

personal health information and address other challenges related to health data exchange. Some 

of these include the Data Interoperability Standards 2016, National Health Act 2014, the 

National Data Protection Regulation (NDPR), amongst others. However, Nigeria, and other 

African countries, do not have frameworks to regulate AI systems in their countries. With no 

guidelines to ensure that deployed AI solutions in the country are designed to fit local purposes, 

the tendency for failure is imminent. There is widespread introduction of alternative digital 

solutions in Nigeria's healthcare industry but limited by the inadequate capacity to handle the 

implications of algorithmic systems without laid down guidelines and regulations. The 

development of AI regulations like the EU-GDPR is crucial to the success of algorithmic 

governance systems in Nigeria and Africa.  
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3.3. Data inequalities and colonialism 

The concept of data colonialism and inequalities is a global issue. African data is largely 

unavailable and untapped. Technology companies like Google and Facebook are moving into 

the African market to gain access to localized data sets for profit-making (Coleman, 2019), by 

building network connectivity infrastructures to support their data collection drive. Algorithmic 

solutions like Ubenwa would also be collecting the largest database of annotated infant cry 

during its pilot testing in Nigeria (Onu, 2020). Personal information is collected to utilize such 

systems hence supporting the new social order run by capitalists. Datafication supports the 

notion of data being king in today's digital society, as the power lies in the hands of those who 

have access to data. With the high percentage of data illiteracy, unsuspecting end users are 

unknowingly exposed to social inequalities and bias or discrimination by using these systems. 

With weak data protection laws to protect its citizenry from data colonialism, the continent is 

yet to grasp the implications of accessing personal information by algorithms.  

Data Colonialism and surveillance 

History records that early colonizers built their empires by acquiring landed territories and 

exploiting their natural resources. Unlike historical colonialism, where physical invasion was 

used to force acceptance and non-resistance, data relations are willingly entered into. 

Quintillions of behavioral data are being harvested from personal lives and experiences for 

economic benefits (Thatcher, O’Sullivan and Mahmoudi, 2016). Data remains the driver of 

growth and change in the digital era. The benefits of staying connected and accessing faster and 

easier services make control of activities through databases and networks seamless. Terms of 

agreement to use digitized solutions are mostly accepted without reading or understanding its 

implications as they usually contain lengthy and ambiguous legal jargons difficult to understand 

(Brunon-Ernst, 2015)(Borgesuis, 2015). Governments are indirectly empowered to dominate 

and control. Asides government, large tech companies are equally empowered because they 

have access to personal data e.g., Facebook, Amazon, Airbnb, amongst others. These service 

providers have been alleged to have more information about our personal lives than our families 

and loved ones (Sorescu, 2017). 

Couldry and Mejias (Couldry and Mejias, 2019b) defined data colonialism as “an emerging 

order for appropriating and extracting social resources for profit through data”, a process that 
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normalizes the exploitation of human beings through data. People think they have lost the 

benefits or presumed benefits of participating in the social network site whenever they refuse 

to give up their data or participate on the network (Mejias, 2013). Millions of data are harvested 

via social media platforms for capital, creating opportunities for social discrimination and 

behavioural influence (Couldry and Mejias, 2019a). Personal data could be transferred to 

corporations to generate profit, and influence consumerist decisions, thereby transforming data 

into money and power. Case in point is the Cambridge Analytica allegations on how behavioral 

data was monetized; the data of millions of American Facebook users was accessed to influence 

political decisions of susceptible voters through microtargeted messaging (Isaak and Hanna, 

2018). Machine learning and AI was adopted to predict and influence individual behavior and 

psychologically motivate their political decisions (Ward, 2018). These kinds of platforms have 

also been alleged to have incited the ethnic cleansing against the Rohingya minority in 

Myanmar (Venier, 2019). These examples support the notion that data colonialism is built on 

an existing stage of capitalism, sharing similar features with historical colonialism like the 

appropriation of resources, value extraction, amongst others. 

Just like historical colonialism, data are not stored locally; data centers are located mainly in 

Europe and the US, a hindrance to digital industrialization in the global south. Local cloud 

companies are unable to compete and develop links to their local IT sector. In the context of 

this thesis, the Ubenwa solution is being pilot tested in Nigeria, with the aim of gathering the 

largest annotated infant cries. For a continent where data collection is a major challenge, this 

opportunity could give rise to colonialism and surveillance. Data is king and the driver of 

growth. These collected sample data could be linked to parent's data, which could in turn, be 

used for other purposes than intended. This is a cause for concern as the patient's privacy 

could be breached. 

Data Inequalities 

There is growing concern that people in the global south are subject to data colonialism, 

exploitation from data, and information. According to Virginia Eubanks (Eubanks, 2017), the 

vulnerable and poor are the worst hit in a system of continuous surveillance, i.e. dataveillance. 

They are unable to fight back when being victimized, stereotyped, and excluded by data-driven 

decisions made by the government, service providers, and credit raters. She illustrated the 

failures of such automated systems using case studies from the healthcare and social services 

systems in the US, and how they automate class and racial inequalities. Linnet Taylor’s (Taylor, 



23 

 

2017) views supports Virginia Eubanks writings on discriminatory data systems and the 

exclusion/ marginalization of the disadvantaged, advocating for people to be justly treated and 

having the right to appeal an algorithm-based decision. Hence, the need to implement a data 

justice system to regulate and ensure ethical compliance through dataveillance with the rise in 

data-driven policymaking. He further proposed a framework for data justice to allow opting out 

of data collection processes, preserve autonomy with technologies, and provide protection from 

data-driven discrimination. The proposed framework is built on three pillars – 1.) Visibility, 

considering privacy, and representation. 2.) Engagement with technology, focus on autonomy 

with technologies, and sharing in data's benefits. 3.) Non-discrimination, the power to challenge 

bias and discrimination. Taylor's proposed framework seeks to deal with data technologies 

related to human needs and suggests it operates as a part of core governance principles. 

Implementing data justice as a core of global governance principles would address the 

challenges of discrimination and privacy, especially in Africa, where people lack basic rights 

to privacy and protection. 

In Nigeria, as in most African nations, data is mostly collected and used without the consent of 

data subjects. China has been severally accused of exploiting the African continent and 

extracting her data (Daouda, 2012) (Heffron, 2017). This is likened to the example of the facial 

recognition system being implemented in Zimbabwe, China is collecting African data to 

improve on its facial recognition database, with the privacy and freedom of the people at risk 

(Sachikonye, 2019). Digital tools are imposed as ‘innovation’ for informational capitalism 

without the consent of the people whose problems are being solved (Taylor and Broeders, 

2015), supporting the exclusion by inclusion principles by social platforms. The lack of 

appropriate data regulations to activate datafied solutions for social good is a major challenge 

(Carman and Rosman, 2020). The lack of local data in the design of algorithmic systems could 

lead to unfair bias and discrimination, thereby promoting inequalities against the people. People 

are unable to opt-out of using these systems mainly because they are unaware of its effects on 

society. The continent has a high percentage of data illiterates, further widening the uneven 

power structure between developers (the capitalists) and the end-users. This does not meet 

ethical and sustainable requirements. There is a growing concern for algorithmic systems to be 

understood and held accountable for their decision-making processes, therefore the urgent need 

to develop and ensure compliance to strong ethical frameworks for the region. For the effective 

performance of AI solutions, a part of these regulations would consider mandating localization 

of personal data in Nigeria, and Africa generally. 
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4. Research Methodology 

This study utilizes a mixed research method as it aims to gain an understanding of the 

phenomena through the unpacking of participants’ opinion about datafied solutions like the 

Ubenwa app. Trends of thoughts and opinions of the participants were uncovered during the 

research. This exploratory research would adopt a non-experimental research design, as the 

study intends to understand a social phenomenon. An online quantitative survey of data subjects 

and qualitative in-depth interviews of data subjects and key stakeholders relevant to the study 

in Nigeria was conducted.  

4.1 Qualitative in-depth interview method 

A qualitative in-depth interview method was adopted to obtain detailed information on the 

interviewee’s behavior, experiences, and thoughts about datafied solutions like Ubenwa. This 

method was chosen because the research involves a small number of participants and is focused 

on a particular product and situation.  The core of this method is to explore the perceptions of 

key data experts in Nigeria on critical AI and data governance issues, using the Ubenwa use 

case. The interview will capture the concerns, perspectives, and reactions of parents on the 

Ubenwa solution and existing data malpractices, while assessing their data awareness and 

literacy level. One-on-one direct engagement with the participants was carried out face-to-face 

and via telephone, arrangements was made based on participants' preference due to the current 

pandemic and enforced social distancing. An interview guide consisting of semi-structured 

questions was developed to facilitate the interview and understand participants' complete views. 

These series of open-ended questions adopt a conversational tone to allow for flexibility during 

the interview; that is, new questions can arise from an interviewee’s response for further 

scrutiny. Unlike most other AI health apps available in Nigeria, which are Patient-facing, 

Ubenwa is a health facility app that is provider-facing. The app is only available to the 

developers, so participants have no prior knowledge of it. Hence the walk-through method was 

adopted during the interview. This method is well suited to this study as a critical analysis of 

an app is being conducted (Light, Burgess and Duguay, 2018). For a better understanding of its 

functionalities, picture posters were used in describing and walking through the different 

interface of the app during the discussions. The posters contain the step-by-step documentation 
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of the Ubenwa app screen features and process flows. The posters are available as appendix 1 

to appendix 3 at the end of this thesis. 

Due to the Covid19 pandemic and the enforced social distancing, an online interview method 

was adopted as an option where direct engagement is not feasible. For the qualitative interview, 

body language, facial expression, and other nonverbal signs are important for contextualizing 

the interviewee. To enable real-time discussions, the Skype video conferencing software was 

used to allow for an interview that closely resembles the face to face communication; 

participants can be seen while conversing. This interview method could be subjective due to 

technological requirements, but it will help to eliminate geographical barriers; it is convenient 

and provides an increased level of privacy (Nehls, Smith and Schneider, 2015). All participants 

were contacted ahead via telephone calls to inform them of the purpose of the study and inviting 

them to participate in the interview. Those who expressed their interest in participating were 

provided an informed consent (participant information sheet) ahead of the interview, explaining 

the objectives of the study, confidentiality, reference person, and the interview procedure. 

Interviews were conducted anonymously to protect participants' identities, especially the data 

experts who directly engage with the government as employees or consultants. All interviewees 

provided verbal consent to participate in the interview. An online survey will be conducted to 

measure the general opinion on the background information of healthcare governance, but the 

main method and focus of analysis rely on the qualitative data. 

 4.2  Strategic sampling method 

To get a background information on the general awareness and readiness to use datafied solutions 

for healthcare in Nigeria, an online survey was conducted. The survey form was designed using the 

google docs tool, with questions on the Ubenwa AI solutions, data governance, and tech awareness 

on algorithmic governance in Nigeria. The target populace are Nigerian parents (both mothers and 

fathers) and the form was shared mainly via the WhatsApp social media platform. A large number 

of Nigerians have smart phones with access to the Internet; social media platforms are the 

commonly used communication channels in the country and would give a wider reach. The form 

was shared via personal contacts on WhatsApp and emails, with a request to forward to other 

parents. The minimum expected response is a hundred parents using these proposed channels. At 

the end of the survey form, respondents interested in participating in future studies on similar topics 

were requested to share their email addresses. 
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The purposeful sampling method was adopted for the in-depth interviews, to ensure the variation 

of the perspectives on algorithmic governance (Suri, 2011). Nigeria has a population size of about 

200 million citizens spread across its four regions. It is a diverse country made up of 250 ethnic 

groups and different religious beliefs. These ethnic groups are spread across the regions, with some 

sharing similar cultural beliefs. Of the total population, about 62% is literate, over 50% live in the 

urban areas, and 40% live below the poverty line. With the diversity of the Nigerian populace, the 

purposeful sampling method was beneficial in capturing the diverse perspectives of the people. A 

total of 12 participants (stakeholders) was interviewed for this research – six data experts and six 

data subjects.  

The data experts are key stakeholders in digital health in Nigeria, consisting of health officials and 

individual researchers. They represent potential decision-makers who will later use the Ubenwa app 

in health decisions, with background experience in Nursing, Medicine, and informatics, and App 

development. The data experts are made up of four males and two female interviewees, all 

possessing over five years of relevant professional experience in Nigeria. Their experience and 

expertise in Nigeria’s healthcare sector will help in assessing the Ubenwa application for diagnosis.  

The parents, representing the end-users of the Ubenwa app, will be interviewed solely to assess user 

experience, which is very crucial for every algorithmic solution. The direct target group of the 

Ubenwa app will not be studied as the aim of this thesis is not to conduct medical research, but 

social research about the perceptions on the app. For instance, parents whose children belong/ have 

belonged to the direct risk group of birth asphyxia will be excluded from this interview. The parents 

are selected based on their familiarities with the use of apps and mobile technologies. Only parents 

with smart-phones and children less than 12 months were interviewed for a better reflection of the 

Ubenwa app. Their educational and professional experience was equally considered for an easy 

flow of discussion during the interviews. In Nigeria, caring for a child is a major responsibility of 

the mother hence the parent sample size was narrowed to include four mothers and two fathers; the 

fathers were selected based on their experience in caring for their babies. All parents are selected to 

represent the three major ethnic groups. 

4.3  Analysis method 

The interview data are collected by combining open-ended questions with projective techniques 

and walk-through method (Light, Burgess and Duguay, 2018) (Soley and Smith, 2008). The 

conducted in-depth interviews were audio-recorded and transcribed verbatim i.e., word for 
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word, to reflect and affirm theories (Davidson, 2009). After which a thematic analysis method 

was applied to the transcripts using a combination of manual techniques and computer-aided 

analysis. The thematic analysis method is used in identifying and analyzing qualitative data 

patterns (Braun and Clarke, 2013). The flexibility of this method will help examine the different 

perspectives of the interviewees and generate insights by stressing similarities and differences 

in the data sets. Individual data was analyzed against interview questions and participants' 

responses and then compared with other data based on specific themes. The research adopts the 

six-phase guide proposed by Braun and Clark in conducting thematic analysis, as illustrated in 

figure 4 below (Braun and Clarke, 2006). Themes were identified with a deductive approach, 

ideas generated from the collected data was analyzed against the theoretical framework 

represented in a data analysis software. 

 
Figure 5: The six-phase guide for thematic analysis (Source: author’s own illustration of 

Braun and Clarks analysis guide) 

A Qualitative Data Analysis Software (QDAS) was used to aid sorting and organizing of 

collected data set. MAXQDA software is utilized for qualitative and mixed-method research. It 

aids meaningful interpretations through sorting and arranging information, examining 

relationships, and combining analysis. The software can code different types of data (e.g., text, 

audio, video, images, surveys, and others), and would simplify the analysis of the transcribed 

in-depth interview texts and other data formats (Kuckartz and Rädiker, 2019). Codes were 

applied to identify and categorize data into common themes, patterns and relationships. This 

software would aid in creating simplicity in the data analysis process and improve efficiency 

(Woolf and Silver, 2017).  
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5. Findings 

5.1  Survey result 

The aim of the online survey is to get background information on the general awareness and 

readiness of datafied solutions for healthcare in Nigeria. The designed form was made available 

online from the 14th to 30th June 2020, via email and majorly through the WhatsApp social 

platform commonly used in Nigeria. A total of 174 responses was received, exceeding the 

minimum expected number of 100 participants. Of the total respondents, 170 currently resident 

in Nigeria. The socio-demographic details of all participants are shown in figure 6 below.  

 

Figure 6: Background information of survey participants 

 

Over 80% of the total respondents were unaware of any AI solution currently deployed for 

healthcare management in Nigeria; figure 7 below shows the highest percentage of total 

respondents are willing to trust or accept the use of AI for healthcare diagnosis in Nigeria. A 

high percentage of the respondent were equally willing to accept the use of AI for diagnosis of 

their babies; this interprets the readiness of the Nigerian populace to utilize AI systems for 

diagnosis.  

 1 

Socio-Demographic information of survey participants 

Gender No. of 

participants 

Age range Educational qualification 

  19 - 24 25 - 35 36 - 45 46 and 

above 

Secondary Bachelors Masters PhD/ 

Doctorate 

Male 86 0 16 46 24 1 36 46 2 

Female 88 1 32 40 15 2 43 41 3 

Total 174 1 48 86 39 3 79 87 5 
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Figure 7: Trusting an AI system for diagnosis 

Despite the different socio-cultural context in the development of the Ubenwa solution, a high 

number of respondents accept its use for diagnosis of asphyxia in their baby, as shown in figure 

8 below. They indicated their trust in the Ubenwa tool, irrespective of its initial dataset.  The 

survey also shows that 46% of the total respondents have no idea of data governing policies in 

Nigeria; they are unaware of current data protection laws in place to protect them from data 

malpractices. Only 9 of the total respondents have excellent knowledge of these laws; this could 

be linked to non-enforcement of these policies; hence citizens viewing data breaches as 

common practice.  

 
Figure 8: Accepting the use of Ubenwa 

In view of data awareness gaps, most respondents (160 persons) recommended data awareness 

programs (training, educational events, amongst others) on AI systems and its impact on 

Nigerians. Of the total responses, 46 respondents suggested all the areas of focus be considered 

for the awareness creation. Figure 9 shows data protection rating the highest amongst the focus 
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areas for awareness. A participant also recommended AI apps as a source of quick self-help, as 

another focus area for the awareness programs.  

 

Figure 9: Focus areas for data awareness creation 

5.2  Qualitative analysis result 

Background information 

The in-depth interviews with the 12 participants were conducted both face-to-face and online; 

6 parents and 4 data experts were interviewed in their homes, while 2 data experts were 

interviewed via skype due to proximity challenges at the time of the interview. On average, 

interviews lasted about 45 minutes, with some lasting over an hour. All participants are 

educated and professionals in their various fields, with years of practice in Nigeria spanning 

over four years; they all have experience in the use of smart-phones and apps. Figure 10 below 

gives a brief background description of all interview participants, providing details on the age 

and number of their children and other socio-demographic information.  
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Figure 10: Socio-demographic information of all interview participants 

 

The transcribed audio recordings were imported into the MAXQDA version 2020 for reading, 

coding, and analysis. The unit of analysis selected was relevant to the study's research questions. 

The researcher read through the transcript thoroughly to ensure complete immersion of data 

collected; this helped to create open coding, categories, and themes. Memos were created while 

comments were added where necessary. Data were coded by tagging keywords within the 

transcripts in line with research objectives while assigned codes were labelled and categorized. 

Codes were grouped into themes to represent concepts; themes were interpreted in line with 

research objectives that form the basis for explaining the study's findings. Frequency of 

occurring responses with emphasis from the respondents formed bases for the categorization 

that eventually developed into themes. The MAXQDA software for analysis helped in linking 

relationships among codes, and also visualization of the data. The results of the analysis 

Participant Number of children Age of children Professional experience

Parent 1 2 3 years; 9 months
Nurse with 6 years 
experience

Parent 2 1 12 months
Communications 
specialist for 8 years

Parent 3 3 9 years; 7 years; 12 months
Business consultant for 
15 years

Parent 4 2 3 years; 9 months
HR and administrator, 5 
years experience

Parent 5 1 10 months

Office adminsitrative 
personnel with 4 years 
experience

Parent 6 2 4 years; 11 months
Business woman with 6 
years experience

Participant
Professional 
experience

Data governance 
experience AI experience

Data expert 1
Digital health 
consultant

Yes; 11 to 12 years 

supporting use of 
technology in the health 
sector

Only research based; 

There is not a lot of AI 
experience or tools in 
Nigeria

Data expert 2

Nurse with 8 years 

experience

Yes; in the health 

insurance sector Non

Data expert 3

Nurse/ Midwife for 

10 years

Non; only Clinical 

experience Non

Data expert 4
Head of FCT 
eHealth desk

Yes; Overseeing health 
data governance in the FCT

Only from research but no 
professional expereince

Data expert 5
Health data analyst 
for over 5 years

Yes; at both national and 
state level Non

Datat expert 6

Medical doctor for 

over 10 years

Non; only Clinical 

experience Non

Data experts

Participants Background Information

Parents
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generated from the MAXQDA were reported in line with the objectives of the study, and 

deduced from the identified codes and themes, only figures relevant to the research are 

presented.  

Report of interview findings 

On the use of initial datasets from Mexico, parents and data experts shared similar opinions, 

mostly negative. As shown in figure 11, Participants did not support the use of Mexican data to 

train the Ubenwa algorithm, sharing similar opinions on the app being used in the country where 

initial data was gotten.  

 

Figure 11: Using Initial dataset from Mexico 

The data experts were disappointed with the Ubenwa solution utilizing the initial dataset from 

Mexico. They expressed their concerns around bias and misdiagnosis against Nigerian babies, 

explaining how wrong it is to utilize data set from one context to implement in another. The 

challenges of Nigeria being a socially and culturally diverse country was made mention of, 

stating that data from one region might not be accurate for use in another. Data expert 1, a 

digital health consultant with vast experience in Nigeria, and other African countries said: 

I object strongly against that, no matter what the reason was, the application should 

have been designed within the Nigerian context, if you have a data from one region, it 

is not definitive that that data would be valid and would be able to generate accurate 

data for another region; (Data expert 1 interview transcript, Pos. 44)  
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Another data expert made mention of an ongoing research that shows babies cry in different 

languages, which could increase the chances of bias and misdiagnosis against Nigerian 

babies. In her words, she said: 

 

as much as I love the app and its purpose, the Mexican data would not be suitable for 

use on a Nigerian baby. Babies cry in different languages, and the last I checked, 

Mexicans speak Spanish while Nigeria has over 200 different languages. So, you do 

the math. (Data expert 6 interview transcripts, Pos. 43) 

Going by the research of babies crying in different languages, there is high risk of bias or 

misdiagnosis with the use of Ubenwa, as the country has over 250 ethnic languages. In 

disagreement, data expert 5 did not see anything wrong with Ubenwa utilizing data from 

another context to train its algorithm. He stated that such practices are okay if there is no 

readily available data to train the algorithm, as in the case of Ubenwa where Nigerian data is 

unavailable. In his words, he said: 

Using Mexican data to develop the application is not a problem as far as the data is 

good; if the data is good then it’s good. Especially since Nigeria does not have quality 

data for such application system, so using datasets from other places where we trust 

the data that is good. (Data expert 5 interview transcripts, Pos. 43) 

Contrary to other data experts, he further encouraged such practices in regions where data is 

not available clearly alluding that: 

half bread is better than none. (Data expert 5 interview transcripts, Pos. 45) 

Sharing similar opinions with the experts, parents discouraged the use of data from one social 

context in another. Their major concerns bordered around misdiagnosis of their babies due to 

differences between a Mexican and a Nigerian. Though the parents have little knowledge about 

Mexico as a country, their knowledge and perception of the south American country stemmed 

from Mexican movies they have watched previously, and not personal experiences. Parent 2 

clearly stated she was paranoid knowing Mexican data was used for Ubenwa’s development. 

In her words, she said: 
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I'm actually watching a movie from there right now and it’s leaving me very paranoid; 

so I don't know if I would rely on anything from Mexico (Parent 2 interview transcript, 

Pos. 30) 

Also based on his perceptions from watched movies, another parent made a strong insinuation 

about Mexican babies. In his words, he said: 

most of those children in Mexico, over 15% of them would have hard drugs in their 

blood line because of what happens in their environment. (Parent 3 interview 

transcript, Pos. 57) 

In support to data expert 1, a parent shared the same views on Nigeria being socio-culturally 

diverse and its adverse effects on the use of Ubenwa. In his words, the uniqueness in the 

Nigerian environment, culture and other factors would affect result output with collected data 

within Nigeria itself. In his exact words:  

the climate is not same, the weather, the region totally varies talk more of a different 

continent totally; (Parent 4 interview transcript, Pos. 50) 

These views show that the parents are concerned that the utilized data might not fit into the 

Nigerian cultural space. Another parent stated she had no concerns about the dataset used for 

Ubenwa, her worry was focused on Ubenwa’s effectiveness. She shared same views with other 

parents on data collected in one and used in another social context; giving an example, she says:  

In most cases, I don’t think it turns out well. It’s just like going to a well-formed 

economy, collecting data of standard of living and then using that to form a policy in 

another country that the standard of living is low. (parent 5 interview transcript, Pos. 

52) 

Contrary to the initial dataset utilized for Ubenwa, both parents and data experts were pleased 

with the development of Ubenwa in Canada. Their reactions were more positive and 

welcoming, with figure 12 showing their openness and support to it. According to them, Canada 

is a technologically advanced country, with expertise and standard processes, which they all 

pointed out as an advantage. According to one of the parents and a data expert, Ubenwa being 
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developed in Canada is an advantage for Nigerians, sharing the same thoughts with other 

participants; they stated:  

I believe in Canada they have all the technology they need to really work on the app 

and give it an almost 100 if not 100 percent accuracy in diagnosis. (parent 5 interview 

transcript, Pos. 56) 

I will trust applications developed in Canada more than those developed in Nigeria. 

(Data expert 5 interview transcripts, Pos. 48) 

 

Figure 12: Development of Ubenwa in Canada 

Data limitation still stood out as a barrier to participants for Ubenwa’s successful use in Nigeria, 

despite its development in Canada. Though the Ubenwa solution encourages innovation to 

support the challenges currently facing the Nigerian healthcare industry, its development with 

non-local data was frowned upon by most participants. Hence introducing the Apgar method as 

an alternative to Ubenwa recorded a mixed reaction, as shown in figure 13 below, especially 

from the non-clinicians among the participants. The clinicians were quick to point out the Apgar 

method from the onset of the interview, advising for Ubenwa to adopt other indicators for 

detecting asphyxia as diagnosis based on only an infant's cry is not sufficient. Though it was 

noted by some parents that Ubenwa is fast for diagnosis compared to Apgar and would, 

therefore trust Ubenwa solely for diagnosis, others asked for the use of both systems together 

to complement each other, seeing it as an opportunity for Ubenwa to collect local data and 

improve on its software. In their opinion, using both systems together is an advantage, 

especially for Ubenwa. But some experts did not share the same views.  
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Figure 13: Comparing Ubenwa to the Apgar method 

Most of the data experts advised for the Ubenwa app to be developed using the components of 

the Apgar score and disagreed with the use of Ubenwa and Apgar together, seeing it as 

overburdening the healthcare workers. In their words: 

I feel for Ubenwa to be really effective, then other elements should be picked form 

Apgar score and implemented into it. (Data expert 2 interview transcript, Pos. 78) 

Using them at the same time will increase the time spent in diagnosing a baby. 

However, it will ensure that there are no mistakes in the diagnosis. (Data expert 5 

interview transcripts, Pos. 73) 

that would now be double work for the health worker who will do the cry of the baby 

and then not capture the Apgar score. And that will worsen the healthcare situation in 

the country already because we do not have health workers and now you’re asking 

them to do double work. (Data expert 1 interview transcript, Pos. 75) 

While some parents agreed to trust Ubenwa solely due to its fast diagnosis, all data experts 

except one who was indifferent, trust the Apgar method solely for diagnosing asphyxia. For 

them, Ubenwa’s diagnosis is based on a machine which is unable to take into consideration 

other human factors in decision making, so they feel safe with the Apgar method; even though 

it takes a longer time to diagnose, and could be subjective, it utilizes 5 different indicators which 

makes them trust its use for diagnosis over Ubenwa. One of the data experts was curious to 

know the rationale behind the development of Ubenwa, was the deciding factor for its 

development inconsistencies detected from the use of Apgar? A parent was also curious to know 



37 

 

what the app developers intended to gain in return for designing the solution. Prior to the 

questions around what the Ubenwa developers stand to gain, the parent had previously 

expressed concerns around the data collected by the Ubenwa app, and how it would be used. 

Her thoughts could be interlinked as the trophy for the app developers and the reason for 

Ubenwa’s development. Could it be because the app developers are truly interested in saving 

the lives of infant children in Nigeria, or there were other ulterior motives? In their words, they 

asked: 

It would be nice to know the justification or the rationale behind the ubenwa app, were there 

studies that showed there were inadequacies in the current Apgar system? (Data expert 4 

interview transcript., Pos. 103)… It would be nice to look at what justifies this generally. 

(Data expert 4 interview transcript., Pos. 103) 

my worry is, because these guys developed this app, are we not giving them a lot of 

information? Because you can't say that they won't have access to our information and we 

know data is King, so how much of our data are we giving out to these guys? They’re in their 

comfort spaces and getting this trailer load of data that they can use for whatever. (Parent 2 

interview transcript, Pos. 38) 

So, I would also love to know the people behind the Ubenwa app and what the catch is, like I 

said why are they doing this? Is it because they want to advance out health system or because 

there’s a reason? I would really genuinely want to know why they’re doing it (Parent 2 

interview transcript, Pos. 79) 

But in view of utilizing local dataset to improve the Ubenwa algorithm, Figure 14 illustrates 

the diverse reactions of the participants. Most participants agreed on the use of local datasets to 

improve and encourage the use of Ubenwa. They pointed out acceptance/ ownership, diversity, 

improved diagnosis, elimination/ reduction of bias, amongst other reasons as an advantage of 

doing this.  
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Figure 14: Local datasets to improve Ubenwa 

Data expert 1 explained how AI systems works based on the data used in their design, pointing 

out the unethical use of Mexican data in the design of Ubenwa and his non-acceptance of the 

solution on his child based on that. In his opinion, local data would improve transparency and 

trust in the use of Ubenwa, and possibly eliminate bias and wrong diagnosis. In his words: 

if you want to measure the reaction of a human and you use the barks of a dog, in as 

much as you’re using data, if it’s not the relevant data you will get different things; or 

you tag an AI picture of cats and books and stuff, and tag them as human, if anything 

happens, then it would be generating paper as a human; it would give you wrong 

result. So, using the right data gives you the right results. (Data expert 1 interview 

transcript, Pos. 62) 

Though using local data could be seen as an enhancer of the Ubenwa solution, the disadvantages 

of the same were equally pointed out by some participants. One of the data experts was quick 

to express his doubts on local data making any change in improving Ubenwa, alleging 

falsification of data in Nigeria as his reason and would not consider using Ubenwa if developed 

with Nigerian data. This supports his earlier statement on Nigeria not having quality data hence 

approving the use of data from another country for Ubenwa’s development. In his exact words, 

he stated: 

Nigeria does not have quality data for such an application system (Data expert 5 

interview transcripts, Pos. 43) … I do not trust data from Nigeria because they are not 
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accurate and full of errors. I will prefer data from other countries, because I trust the 

quality of the data. (Data expert 5 interview transcripts, Pos. 60) 

In support to this data expert’s allegations, other participants have made mention to falsified 

data in Nigeria at different points during their interviews – both parents and data experts. 

Some statements include: 

Well if they want to depend on results based on Nigeria, I’m sorry because the results 

would be falsified. (Parent 3 interview transcript, Pos. 57) … When you talk about 

data in Nigeria, they don’t work together. It’s always falsified (Parent 3 interview 

transcript, Pos. 93) … Nigeria and data are not friendly. (Parent 3 interview 

transcript, Pos. 93) 

this systems has been fraught with high level of data quality problems that people 

cannot rely on the data coming in because they do not believe in the data (Data expert 

1 interview transcript, Pos. 91)… Personal data is highly political in Nigeria; (Data 

expert 1 interview transcript, Pos. 95) 

And don’t forget that in Nigeria, people want to be seen a certain way, so they’ll 

always falsify data, people are always lying about data. (Parent 2 interview transcript, 

Pos. 69) 

This new perspective brings on data falsification as a twist to localized data being the solution 

to improving the effective use of Ubenwa in Nigeria. In this new light, using Mexican data or 

Nigerian data for Ubenwa’s development might not record any significant change in eliminating 

or reducing bias, discrimination or misdiagnosis by the Ubenwa solution in Nigeria. As earlier 

stated, data is not readily available in Nigeria, and when it is, the data source is usually 

questionable. In general, corrupt practices have significantly affected data practices in Nigeria; 

the need to hide or change information is an everyday practice. Data management practices in 

Nigeria is very poor, hence the reluctance of the participants to trust localized data.  

So, how can Ubenwa be improved for local use in the face of data falsification? As proposed 

by one of the parents, Nigerian cry samples can be collected while Ubenwa is being used 

alongside the Apgar method. The accuracy of diagnosis can be determined during such a 



40 

 

process, and the algorithm can be retrained to fit into the Nigerian context. In agreement, other 

participants supported the use of Ubenwa alongside the Apgar method to improve the data 

utilized in its design. In addition to the collection of Nigerian cry samples, participants made 

other suggestions for improving the Ubenwa solution; this is highlighted further in the 

discussion section. 
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6. Discussion 

The research revealed the enthusiasm of interviewees, who were clearly elated at the 

development of Ubenwa for diagnosing birth asphyxia. Its fast diagnosing feature would 

support the reduction of infant mortality through prompt intervention, which all participants 

found really useful to this part of the world. For them, Ubenwa would help to promote 

accessible and affordable healthcare, bring technological advancement into and encourage 

innovative research in the health industry, while complementing understaffed and overworked 

medical facilities. The participants were fascinated at the thought of quickly carrying out 

diagnosis with their mobile devices and seek further medical attention based on the results 

received, and not have to depend on the overstretched healthcare workers. Ubenwa and other 

AI solutions were further described as 'healthcare on our fingertips'. The concerns on utilizing 

datasets from Mexico came to bear; though it would reduce development costs and time, fears 

bordered around causing harm through failed diagnosis, especially when the decision is based 

solely on the technology. The research questions are addressed through the research findings.  

Research Question 1 - Based on the Ubenwa use case, what are the existing concerns of data 

subjects with the introduction of AI diagnostics tools for the development of healthcare systems 

in Nigeria? 

The research findings flagged issues bordering around bias and discrimination, privacy, 

damage, or harm through failed/ wrong diagnosis, and the system not being robust enough in 

comparison to the Apgar method being used for detecting asphyxia in the country. As 

previously stated, Ubenwa was developed in Canada using Mexican data to design its 

algorithm, which is currently being pilot tested in Nigeria. From the participants' point of view, 

the implementation of datafied solutions developed with data from another social context is 

wrong; based on this, the authenticity of Ubenwa's result output was questioned, with some 

participants rejecting its use based on this. Bias and misdiagnosis were the major challenges 

highlighted with the use of Ubenwa owing to the differences in culture, lifestyle, physiology, 

and environment between a Nigerian and a Mexican. The use of wrong datasets in Ubenwa's 

design could cause damage to parents and babies in the event of misdiagnosis, with the 

possibility of babies suffering from permanent disabilities and even death. Hence, Ubenwa is 

at risk of not delivering on its intended purpose of reducing infant mortality in Nigeria; based 

on its design. It was concluded that the app would be more useful in Mexico than in Nigeria. A 
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participant raised concerns around data collected by the Ubenwa app and its intended use, 

making mention of privacy and utilization of data for activities outside its original purpose.  

From the interviews, it was deduced that socio-cultural interoperability plays a vital role in the 

success of algorithmic governance tools. The use of contextualized data would strengthen 

people's trust in the system, as with Ubenwa, where most interviewees were willing to accept 

its use only when the algorithm is improved on with local content. But this situation is quite 

peculiar as it was also deduced that Nigeria lacks credible localized data for the design of 

algorithmic tools like Ubenwa, based on interviewees alleging to ongoing data falsification 

practices in the country. Based on this, suggestions were made on improving the Ubenwa tool 

with the right data, which includes unanimously collecting local cry samples, both asphyxiated 

and non-asphyxiated, from different hospitals in the different regions across the country, over 

a specific period of time. To ensure Ubenwa's effectiveness, it was also suggested for a 

comparative analysis to be carried out, that is the comparison of results from the Ubenwa 

solution with other diagnosis methods like the Apgar score. This would ensure the machine 

functions better by understanding the diverse contexts of individuals' experiences.  Asides local 

context, other suggestions gathered includes: 

a. Awareness creation: Based on survey results, over 80% of respondents are unaware of 

any AI tool for healthcare management in Nigeria; interviewees were equally unaware 

except for one data expert. Behaviour change could play a crucial role in boosting the 

acceptance of datafied solutions like Ubenwa, hence the need to create awareness of 

these solutions. 

b. Stakeholder involvement: Stakeholder involvement is crucial to the success of datafied 

solution. In the case of Ubenwa, the stakeholders would include medical and 

technological experts, academia, regulatory agencies, amongst others, to support the 

acceptance and robustness of the system through the perspectives and experiences of all 

involved. 

c. Regulatory framework: Regulatory frameworks would address all concerns related to 

system design, data usage, and end user’s safety; hence it is important for Nigeria to 

develop an AI regulatory framework for solutions like Ubenwa.  

d. Use of local language: The adoption of a common language, asides the official English 

language by Ubenwa or any other AI solution. For example, pidgin English, which is 

understood by the majority of the populace. 
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e. Robustness: Ubenwa's diagnosis is solely dependent on its learning algorithm, which 

could be biased; it is unable to apply human factors in its decision making. Therefore, 

adopting other features from the Apgar method to its design will reduce machine error 

as cry is not universal, as stated by many participants. The new features would consider 

physical assessment.  

Further suggestions included creating a feedback system, enabling a more precise diagnostic 

result for better understanding, and enabling alternative power solutions to address poor 

infrastructure issues for its use, especially in rural communities. With these listed suggestions, 

the diversity of the Nigerian populace would be captured, further improving on the effectiveness 

of Ubenwa. 

Research question 2 – How ready is Nigeria for algorithmic governance in its health sector?  

One of the ways in determining Nigeria's readiness for algorithmic governance is the existence 

of regulations to manage the use of the same. Compliance with the same would encourage AI 

for social good. As mentioned in the theoretical framework, Nigeria, as well as other African 

countries, lack regulatory frameworks for AI systems. This view was supported by the 

interviews. At the moment, there is no identifiable regulatory body to assess Ubenwa and other 

algorithmic tools in the country; for the effective use of datafied solutions in the country, these 

regulations have to be developed and enforced to protect citizens from bias and social 

inequalities. Suggestions for assessing such tools were made by data experts; they include 

having standard regulations to govern the use of algorithmic solutions in the country, 

stakeholder involvement to determine opportunities and risks of algorithmic systems before 

deployment, monitoring and evaluating such systems, and the automation of public health 

systems to better interoperate with datafied tools. In addition, citizens should have the right to 

accept or reject the use of these solutions, likewise the collection of their personal information.  

Nigerians are largely unaware of their rights as data subjects; the research findings support this 

view. Data malpractice experiences were shared during interview sessions; for instance, 

healthcare workers carelessly divulging or hoarding patients' personal information. In practice, 

access to patient's healthcare data is solely dependent on a health worker's discretion, totally 

contradicting available data protection regulations in the country, which gives sole ownership 

of personal data to individuals. These malpractices could pave the way for data colonialism and 
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inequality. Previous research has shown that data colonialism is built on an existing system of 

capitalism; in today’s digital society, access to personal data is the driver of capitalism. The 

Ubenwa solution intends to gather the largest annotated infant cry samples during its pilot 

testing in Nigeria, for a country where data regulations are not enforced for citizens protection, 

patient’s privacy could be breached. Collected data samples could be exploited for other 

purposes than intended for profit-making, without the knowledge of data owners due to a large 

percentage of Nigerians being unaware of their personal data rights. Social inequalities could 

also arise due to their unawareness of algorithmic solutions and their effects on society. 

There were no suggestions for improving the data governance systems in Nigeria. Participants 

do not believe the system could be improved. They only requested for data and AI awareness 

programs for the entire populace, to promote the success of Ubenwa and other algorithmic tools 

in the country. Awareness should address data protection, privacy, security, ethics and 

regulations, and should be carried out through training and sensitization programs, community 

outreaches, introduced into the school curriculum, amongst others. 

The researcher is proposing the adoption of the Just and Latzer’s approaches (Latzer and Just, 

2020) to address existing concerns of algorithmic governance, raised from research findings. 

This proposed framework would be compared with research findings to advise on best practices 

for improving the use of algorithmic solutions like Ubenwa in Nigeria. Based on the interview 

findings, participants' perceptions aligned with the Latzer and Just approaches for addressing 

algorithmic governance concerns. Figure 4 above illustrating the approach has been modified/ 

revised below to better suit the concerns of the Nigerian context. 

 

Risk-based 
approaches

This would involve 
Identifying and 

assessing the risks of 
algorithmic 

governance to the 
Nigerian society. 

The development of 
algorithmic systems 

should involve 
relevant 

stakeholders.

Ethics-based 
approaches

This step addresses 
the contextualization 

of algorithmic 
solutions to include 

utilization of 
appropriate data.

The cultural diversity 
of Nigeria would be 

taken into 
consideration at this 

stage. 

Human-rights-
based 

approaches

At this point, the 
awareness of data 

subjects of 
algorithmic solutions 
and their effects to 

society is crucial. 
Basic data literacy for 

all citizens is 
important for the 

success of datafied 
solutions. 

Principles-based 
approaches

This stage is crucial 
as it ensures the 
regulation of the 

effects of algorithmic 
solutions. All datafied 
tools used in Nigeria 
will be accountable, 
transparent, liable, 

etc. 
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The first step for the success of algorithmic solutions in Nigeria is to identify and assess the 

risks of such tools. This is best handled by stakeholders familiar with the terrain of the industry 

concerned and the country. Their professional experiences would capture the publics' 

perspective and different social strata in designing such solutions, as Nigeria is culturally and 

socially diverse. Risks to look out for would include social discrimination, intellectual property 

violations, amongst others. Using the Ubenwa case study scenario, stakeholders would include 

doctors, midwives/ nurses, academia, professional bodies, and relevant government agencies. 

The first step sets the foundation for the other processes to follow. The ethics-based approach 

would follow suit in ensuring the traceability of algorithms for the elimination and reduction of 

bias and discrimination. Social interoperability comes to play here; algorithms would be 

designed and trained using representative data sets. With a focus on Ubenwa, this step would 

ensure the Ubenwa solution utilizes cry samples of Nigerian babies as against Mexican samples. 

This would promote acceptance, build trust, as well as eliminate bias and wrong diagnosis. With 

the initial step already in play, stakeholder engagement would support quality data collection 

across different hospitals in the different regions for inclusiveness and representation. With the 

first two steps in motion, issues of privacy and data protection would begin to arise. Hence the 

introduction of data awareness programs for citizens. Individuals should have basic knowledge 

of their rights as data subjects in order to address human rights concerns; they should be free to 

express themselves without being discriminated, understanding their rights to participate in the 

use of datafied solutions like Ubenwa. Lastly, the need for appropriate legal frameworks and 

policies for regulating algorithmic solutions cannot be overemphasized. The initial three steps 

– proper system design, utilization of appropriate data, and end user's safety, is enclosed in this 

final stage. This stage would ensure accountability, transparency, liability, amongst others. This 

stage supports Rob Kitchin’s call for proper guidelines to improve users' experience in utilizing 

algorithmic governance solutions (Kitchin, 2014).  

At the moment, Nigeria lacks any AI regulation; the researcher advises that the country adopt 

the EU AI-HLEG guidelines for trustworthy AI until it is able to develop one that suits its needs. 

Developing an AI framework that is contextualized to the Nigerian tradition and history would 

support a just algorithmic governance process. This would form a solid foundation for the 

success of algorithmic governance in Nigeria. The guideline would address the need for fairness 

and prevention of harm by ensuring equal opportunity in the development, deployment, and use 

of an Algorithmic tool; and the need to promote an ethical mindset through education and 
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awareness on basic AI literacy. This framework would also ensure the Nigerian authorities are 

accountable for data governance, thereby reducing data falsification in the country. 

The researcher would also like to propose further research to study the perspectives of 

healthcare and data experts from Canada and Mexico. In the course of conducting the interviews 

with data experts and parents in Nigeria, many questions were left unanswered; hence the study 

would propose that these additional studies be extended to the Ubenwa app developers to find 

answers and gain clarity to the existing concerns raised by participants. 

Limitations of the study 

Conducting the face-to-face interviews with the covid19 pandemic was a challenge as 

precautionary measures had to be taken.  Ensuring strict adherence to the social distancing and 

compulsory face masks guidelines imposed by the government throughout the interview 

sessions caused initial discomfort with participants. Conducting the interviews online would 

have been a safer option, but the erratic internet service in Nigeria limited this opportunity, as 

some participants had poor network connections in their homes. Time limitations were also 

experienced as some of the interviewees, especially involving the clinicians, had to be 

rescheduled oftentimes due to their involvement in the fight against the covid19 pandemic. This 

slowed the research process as results analysis had to be delayed until all interviews had been 

done. 
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CONCLUSION 

In our current datafied society, algorithms play a major role in uncovering new insights from 

massive data sets. Both public and private sector actors are utilizing algorithmic decision-

making tools for various purposes. It can automate simple and complex decision-making 

processes, but the general public poorly understands its processes. Algorithms are socially 

constructed and deployed, hence the possibility of bias that can originate from incomplete or 

unrepresentative training data. The decisions based on biased algorithms have grave impacts on 

society's segments, with platform users and designers usually unaware of these biases. This 

research focuses on algorithmic governance's social perspectives, that is, its exploitation and 

governance, and the suggested approaches for addressing identified concerns. 

Algorithmic solutions mostly deployed in Africa are designed using non-representative data, 

largely because there is little or no available local data in the continent. Previous research has 

shown that data representativeness is crucial in designing an algorithm that does not bias and 

discriminate. However, for a continent that lacks local data, this could prove difficult. Its 

healthcare industry is currently understaffed and overstretched and could benefit from 

algorithmic solutions to improve efficiency. Digitally enabled systems are currently being 

deployed for healthcare, thereby increasing the risks of discriminatory or unfair diagnosis. The 

continent lacks strong regulatory guidelines to ensure the accountability and transparency of 

these algorithmic systems for social good; its populace is mostly unaware of the effects of 

algorithms on their society. Hence, this research is vital in helping to identify, mitigate, and 

remedy the end-user impacts of algorithmic solutions in Nigeria, and Africa at large. The study 

highlights the challenges and effects of algorithmic governance systems in Africa, using the 

Ubenwa AI solution deployed in Nigeria as a case study.  

Ubenwa is an AI solution leveraging the cry of neonates to detect birth asphyxia. In-depth 

interviews and an online survey were conducted to capture the concerns of the proposed end-

users of the Ubenwa solution. Nigerian data experts and parents were interviewed to understand 

their perceptions about datafied solutions like Ubenwa, while the online survey captured the 

general awareness and readiness to use datafied solutions for healthcare in Nigeria. Manual 

techniques, in combination with the MAXQDA software, were utilized in analyzing the 

qualitative data. 
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This study has shown that using data from a different context in other contexts is ethically 

wrong and could lead to bias and may reinforce social inequality against end-users of such 

solutions. The Ubenwa solution highlights a missing relationship between the technology and 

the people because its development is not inclusive of the target population group. Compared 

to the manual Apgar method currently used for birth asphyxia detection in Nigeria, the Ubenwa 

solution is not technically robust as it addresses only one out of the five indicators of the Apgar 

scoring method. Ubenwa, like every other automation system, is built to be smart, but it lacks 

the innate ability to apply any other human techniques in diagnosing asphyxia except through 

cry samples. 

From the results, participants shared similar reactions to the Ubenwa solution creating 

efficiency in the healthcare industry in Nigeria; but they questioned the authenticity of and 

dependence on Ubenwa due to its originating dataset. Their preferred choice of diagnosis was 

the Apgar method because it does not depend on a biased diagnosis algorithm. This social 

experiment supports ongoing research on the importance of including the local populace's 

experiences in the design of algorithmic solutions. This study also found that social 

interoperability is crucial to the success of datafied solutions. The study's future work area will 

include designing a framework for awareness creation for algorithm developers, AI tools users, 

and the citizens to better strengthen the AI regulatory system.  
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APPENDICES 

Appendix 1. Poster - Illustrative Map for Ubenwa   

 

 

Canada is marked in Red, Mexico is marked in Blue and Nigeria is marked in Green. 
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Appendix 2. Poster – Ubenwa Diagnosis 
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Appendix 3. Poster – How Ubenwa works 
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