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Abstract 

Today, heating ventilation and air conditioning systems (HVAC) are responsible for a big 

proportion of total electricity consumption in the world. An overview of the statistics for 

HVAC energy load for the world is given in the first chapter. Since it creates such a high 

rate in total energy consumption, many kinds of research are carried out on the subject. 

The conventional approach for the maintenance of HVAC systems is applying periodical 

maintenance and changing particular spare parts in specific periods. This approach causes 

the unnecessary replacement of many spare parts such as bearings and filters before they 

complete their efficient lifespan. With the increase in awareness about energy efficiency, 

the industry has started to look for more efficient methods in the field of maintenance. 

Along with the Industry 4.0 innovations, access to system and system components data 

has been provided in many industrial facilities. With the analysis of these data, it has been 

possible to develop much more advanced maintenance strategies. The development of 

data acquisition and data analysis capabilities has paved the way for better digital 

modelling of system behaviour and better prediction of future behaviour. Thus, predictive 

maintenance has become the main maintenance strategy for many industrial facilities. 

In this thesis, data-driven methods will be examined and applied to the dataset of a 

shopping mall HVAC system. In the results section, the effectiveness of these data-driven 

methods will be compared. The filter system of the HVAC system will be modelled by 

using various machine learning, deep learning and hybrid methods. The goal of this thesis 

is to provide data-driven analysis to HVAC systems to be operated more efficiently and 

focus on fault detection with the real data which is retrieved from the system. 

This thesis is 39 pages long, including 5 chapters 28 figures, 11 tables. It is written in 

English.  
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1 Introduction 

1.1 Problem Statement 

The building sector takes the highest share in energy consumption. It is responsible for 

up to 40% of energy consumption and 36% of greenhouse gas emissions across Europe 

[1] and 48% to 57% in the USA [2]. HVAC systems are one of the key systems of 

industrial and residential areas. Commonly, it is used for providing comfortable air 

conditions (by heating, cooling, moistening, etc.) and waste energy recovery for 

residential buildings, shopping malls, cold storage for goods, production plants, and so 

on. Therefore it consumes a significant proportion of energy in the total electricity and 

gas consumption.  

Over the years, maintenance and repair methods applied to HVAC systems have differed. 

The Most common maintenance types are considered; corrective maintenance (CM), 

predictive maintenance (PdM), and preventive maintenance (PvM) [3]. 

Corrective maintenance is the most primitive version of doing maintenance. In CM, 

maintenance operators intervene in systems based on their own experience or when a 

malfunction is encountered. Nowadays, CM is considered as a breakdown intervention 

rather than a maintenance strategy. Many companies accept the CM ratio in maintenance 

activities as a key performance indicator (KPI) and demand that this ratio be as low as 

possible. 

Preventive maintenance means performing repair and maintenance activities to certain 

machinery, equipment, and machine parts within the time intervals recommended by the 

manufacturer, again as determined by the manufacturer, and replacing it when the 

determined lifespan ends [4]. PvM is still widely used in various industries. PvM has a 

lot of advantages, it ensures a precise lifespan, reduces malfunctions. In new and existing 

investments, it makes the cost of spare parts more predictable and makes it easier for 

companies to create a maintenance budget. It doesn’t have an initial setup cost therefore 

it can be used for uncritical machinery to avoid predictive maintenance initial setup costs. 
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This method, which is considered a more advanced method according to CM, also has 

various disadvantages. The most important of these is the high cost of labour and spare 

parts. In the usage and maintenance manuals of industrial systems, the part replacement 

intervals are generally given by considering the worst conditions. In PM, many parts are 

actually changed before they expire. Another disadvantage is that the detection of 

defective parts is slower than PdM. The system will run more inefficiently until the fault 

is detected, and the faulty part may damage other components of the system and cause 

the size of the fault to increase. It may cause an increase in the maintenance and repair 

costs of the system. 

PdM has come with the new technologies, protocols, communication systems, standards 

that come with industry 4.0 maintenance and repair approaches. The need to anticipate 

the problem before it even occurred gave rise to PdM. PdM aims to detect the instant 

status of the system and possible failures beforehand by analysing the current data 

retrieved from the system. Repair and maintenance operations are planned according to 

these analyses. 

PdM is the most advanced maintenance approach and it provides benefits such as real-

time system statistics, extends equipment lifespan, and reduces the use of spare parts. 

PdM needs as much data about the system as possible in order to work efficiently. For 

this, systems are equipped with various instruments such as temperature and pressure 

sensors, encoders etc. The data-driven approach is one of the most popular approaches to 

support PdM. This method is to model the system and train this model continuously with 

the system data. This model will begin to make better fault predictions according to the 

amount of data obtained. In this thesis, a filter system of an HVAC system will be 

modelled by using a real HVAC system of a shopping mall in Tallinn/Estonia. 

Today, various control methodologies and algorithms are used to reduce all unnecessary 

consumption, reuse waste energy and develop more efficient systems. In this study, the 

system will be modelled with a data-driven approach using ML, DL and hybrid methods, 

and a method will be developed for the clogging prediction of the HVAC filter system. 
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1.2 Organization of the Thesis 

In section 1.2, the methods to be used in solving the problem statement are briefly 

mentioned. In section 1.3, the literature on the subject has been examined.  

In Section 2, the theoretical background of the methods used is explained.  

In section 3, the HVAC data of a shopping mall in Tallinn is examined, the methods used 

to predict the filter clogging failure and the results obtained with these methods are 

presented.  

Finally, in conclusion, section 4, the results obtained from the thesis study are 

contextualized, and references are included in the 5th section. Appendixes were added to 

the end of the thesis. 

1.3 Methodology 

In this study, as an example, we will try to develop a methodology for predicting filter 

clogging failure, which is one of the most common failure types in HVAC systems. 

Data-driven fault detection methods were developed based on pattern classification 

techniques. The data-driven fault detection methods for HVAC systems can be generally 

categorized into statistic-based methods and artificial intelligence-based methods [5].  

 

Figure 1 Prediction methods [6] 
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In this paper, an intelligent methodology will be developed for fault detection by using 

machine learning (ML), deep learning (DL) and hybrid models. Various algorithms will 

be compared according to their failure prediction performance. There are various studies 

in the literature on methods of comparing model efficiency [7]. To ensure the accuracy 

of the results, Mean Absolute Percentage Error (MAPE), Mean Absolute Error (MAE), 

Mean Square Error (MSE), R2 coefficients will be used as a criterion.  

R2 score is used to make performance measurement comparisons of different types of 

regression models. It takes values between 0 and 1. It shows how close the data are to the 

fitted regression line, as can be seen from Figure 2 and Figure 3. It can be formulated as 

follows [8]:  

𝑅2(𝑦, �̂�) = 1 −
∑ (𝑦𝑖−�̂�𝑖)2𝑛

𝑖=1

∑ (𝑦𝑖−�̅�𝑖)2𝑛

𝑖=1

                                                                                                              (1) 

Where 𝑦𝑖 is the true value and �̂�𝑖 is the predicted value. 

 

 

Figure 2 Low R2 coefficient 

 



18 

 

Figure 3 High R2 coefficient 

 

MSE is the measurement of the average of the squares of the errors. Lower MSE values 

mean higher prediction accuracy. It can be expressed by the following formula: [9]  

𝑀𝑆𝐸(𝑦, �̂�) = 1

𝑛
∑ (𝑦𝑖 − �̂�𝑖)

2
𝑛

𝑖=1
                                                                                                  (2) 

Where 𝑦𝑖 is the real value and ŷi is the predicted value. 

The mean absolute error is the sum of the absolute error value, a more direct 

representation of the sum of the error terms. 

𝑀𝐴𝐸(𝑦, �̂�) = 1

𝑛
∑ |𝑦𝑖 − �̂�𝑖|

𝑛

𝑖=1
                                                                                                   (3) 

MAPE is a measure used in trend estimation to measure the validity and reliability of 

estimation methods used in constructing time series values. 

𝑀𝐴𝑃𝐸(𝑦, �̂�) = 100

𝑛
∑

|𝑦𝑖−�̂�𝑖|

𝑦𝑖

𝑛

𝑖=1

                                                                                                (4)  

The main motivation of this paper is: Evaluate and compare different types of prediction 

methods, especially artificial neural networks (ANN) methods and machine learning 

methods such as Long Short-Term Memory (LSTM) Support Vector Machines (SVM), 

Linear Regression (LR), and Decision Trees (DT) and so on. 
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1.4 Literature Review  

Many studies have been and are being conducted on fault prediction. These studies on the 

subject divide fault detection methods into 3: the model-based, the rules-based, and the 

data-driven methods [10].  

The model-based approach uses mathematical algorithms to build a model that will be 

the basis for evaluating differences between actual operation values and expected ones 

[11] [12]. The model-based approach has some challenges: The data should be pre-

processed, and the amount of the data should be high. On the other hand, a rules-based 

approach refers to applying particular qualitative rules to define the normal operation of 

a system [13]. The rules-based approach is widely used in industry due to its ease of 

application. 

The data-driven method, which is the subject of this paper, does not require a physical 

model or expert knowledge of the system, unlike model-based and rules-based methods 

[14]. With this independence, data-driven methods have shown great advantages while 

characterizing system operations and developing system models using real system data 

[15]. It can be seen that one of the biggest advantages of the data-driven approach is that 

the system modelling can be done very quickly compared to other approaches. 

Fast and accurate results and being cost-effective lead to the increasing use of data-driven 

methods in the industry. In the conducted studies, it was concluded that data-driven 

models can replace physics-based models with an insignificant loss of predictive accuracy 

for many applications [16]. In the data-driven method, the relationships between inputs 

and outputs are determined automatically. The data-driven model consists of 3 parts, input 

features, output features, and training algorithms [17]. Training data generated with input 

data train the algorithm and enables consistent predictions 

The most used methods in these studies can be listed as Genetic Algorithm (GA), Particle 

Swarm Optimization (PSO) [18], Ant Colony Optimization (ACO), ML, Evolutionary 

Programming (EP), ANN, Fuzzy Logic and so on [14] [19].   

Sulaiman et al. [20] used HVAC data of 5370 rows and 14 features and normalized all 

the data for data pre-processing. They applied various optimization algorithms to classify 

HVAC faults, as an optimization algorithm, they first applied stochastic gradient descent 
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(SGD) and obtained 94% model accuracy score. With support vector machines (SVM), 

they achieved a better accuracy score of 97% compared to SGD. The multi-layer 

perceptron gave the best results between 99.4% among the 3 models. 

Schreiber et al. [21] researched on modelling energy systems using the data-driven 

approach. They used random forest (RF), LR, SVR and ANN for modelling the system 

and compared R2 and RMSE values for the evaluation of these models. They found that 

LR performed worse than the others. They also found that SVR and ANN performed 

better on datasets whose training dataset is not very large. 

Shahnazari et al. [22] used a layer recurrent network (LRN), one of the types of recurrent 

neural networks, for modelling and fault diagnosis in an exemplary HVAC system. As a 

result of their work, they showed that LRNs can cope with complexities such as 

nonlinearity, and they were able to improve the results obtained using identification 

methods such as subspace identification. 

Ebrahimifakhar et al. [23] used many classifiers for fault detection and diagnosis in 

packaged rooftop units, SVM and LR were the best classifiers with an overall accuracy 

of 96.2% and 93.6%, KNN and linear discriminant analysis (LDA) were found to be the 

weakest classifiers with the accuracy scores of 83.6% and 76.2% in the same study. 

The biggest flaws of the data-driven approach are that it requires a large amount of 

historical data and that data is pre-processed to be free from all noises. Therefore, the 

datasets used without pre-processing lead to erroneous predictions [24]. In the next 

chapter, prediction methods will be explained. 
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2 Theoretical Background  

Although the use of traditional methods is intense, there has been an increase in the use 

of Artificial Intelligence (AI) as a failure prediction method in the research area and 

industrial facilities. The prediction methods mostly used today are ML, DL and ANN. In 

this paper, the focus will be on ML and DL.  

2.1 Machine Learning and Deep Learning 

The advances in information technology have enabled us to store, analyse and process 

large amounts of data over computer networks. Using this data, a model can be defined 

with various input parameters and training algorithms, and this model is optimized using 

historical data by executing a computer program [25]. 

When this definition is taken into consideration, it can be said that an ML algorithm is an 

algorithm that can learn from data and create a pattern from the same data. Machine 

learning algorithms work with the principle of training a model with data and making 

intelligent future predictions according to the pattern created by this model. ML is 

considered a branch of AI.  

Deep Learning (DL), a sub-field of machine learning, is an approach inspired by the 

structure and functions of the human brain. As in ML, it is tried to predict the outputs 

with the data set given in DL. Supervised and unsupervised learning methods can be used 

as in ML. 

2.1.1 Advantages of ML 

While statistical methods usually try to find correlations or relationships between 

features, ML algorithms try to predict future values of these features with the data given 

to them [26]. 

First of all ML Algorithms can handle large amounts of multi-dimensional and complex 

datasets [27]. It allows for analysing and processing industrial system data in real-time.   
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ML algorithm is an algorithm that is able to learn from data. ML algorithm is continuously 

trained according to the data input feed. That makes the algorithm improve its prediction 

capacity with more data in time. Also, this makes the ML model more flexible than other 

types of prediction models.  

 

Figure 4 Machine learning process flow [28] 

2.1.2 Types of ML Algorithms  

ML algorithms are of three main types, supervised machine learning unsupervised 

machine learning, reinforcement learning. 
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Supervised Machine Learning  

In supervised machine learning, the input features that will affect the target variable are 

predetermined and the model to be created is trained with these predetermined features. 

In the literature, supervised machine learning is mainly used to detect HVAC system 

faults. 

Unsupervised Machine Learning  

Unlike supervised ML, in unsupervised ML, the model is expected to self-discover the 

pattern found in the data. In short, it is aimed that the model decides on its own how it 

will learn. As it is out of the scope of this thesis, unsupervised ML will not be mentioned 

in the following sections. 

Reinforcement Learning 

Reinforcement learning (RL) is based on the principle that the model observes the results 

and makes choices based on feedback from the results. As it is out of the scope of this 

thesis, RL will not be mentioned in the following sections. 

2.2 Modelling Algorithms 

ML and DL algorithms help us to create models that will help us to estimate the output 

values based on the features. The main goal of training a model is, minimizing the least 

squared error and finding the best fitting line. The input features are called independent 

or explanatory variables, and outputs are called dependent variables.  

The main purpose of modelling algorithms is to represent a real-life problem digitally. 

While doing this, our model should have low bias and low variance values for its 

performance to be high. 

The difference between the estimate of our model and the actual value is called bias. High 

bias is a sign that our model does not fully learn the data and will make erroneous 

predictions. Figure 5 shows an underfitted model with a high bias.  
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Figure 5 High Bias 

High variance indicates that our model memorizes the data instead of learning it by 

generalizing it so that it can make meaningful predictions from the data. The model cannot 

make accurate predictions when it encounters a value that is not existing in the Dataset. 

Figure 6 shows an overfitted model with high variance.  

 

Figure 6 High variance 

To optimize the behaviour of the model, overfitting and underfitting should be avoided. 

Figure 7 shows an example of an optimized model. 

 

Figure 7 Low bias low variance 
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2.2.1 Linear Regression 

One of the most widely used regression types in industry and finance is linear regression. 

In linear regression, the aim is to define the relationship between independent variables 

and dependent variables with the help of a coefficient. Linear regression can be 

formulated with the following expression. 

𝑦 = 𝐴𝑥 + 𝐵 + 𝑒                                                                                                                                          (5) 

With this equation, a linear model can be created. In this model, 𝐴 is the intercept of the 

line, B is the slope, and e is the margin of error. 

The linear regression aims to find these A and B values, to express the linear relationship 

that best fits the given data. As can be seen in Figure 8, the best fitting line is found by 

minimizing the least squared error. 

 

Figure 8 an example of linear regression 

2.2.2 Ridge, Lasso and Elastic Net Regression  

With the increase in the amount of data and the development of analysis methods, the 

number of features used in the data sets has increased proportionally. An increase in the 

number of features may lead to an increase in model complexity as well, which may cause 

the model to memorize rather than learn. Although the training scores of the memorizing 

model are high, the prediction capacity will be lower. Techniques such as Ridge and 

Lasso are used to overcome this situation, which we call overfitting.  
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Ridge regression is a linear regression model. In these regression techniques, the 

coefficients are again trained from the training data but fitted with a constraint value. 

Ridge and lasso restrict the model more. The complexity of the more constrained model 

decreases. The less complex model performs worse on the training data, but the 

generalization of the model is better. As the alpha value gets larger, the coefficients 

entering the model are limited. 

Lasso is also a linear regression model. Because of the regularization term added to the 

linear regression using absolute value. Lasso is also called L1 regulation. Lasso's logic is 

very similar to ridge regression. Lasso significantly reduces the number of features.  

Elastic net is a linear regression model that is a combination of ridge and lasso. Elastic 

net uses both L1 and L2 regularization. By applying the L1 and L2, elastic net reduces 

the magnitude of the regression coefficients. 

2.2.3 K-Nearest Neighbors  

Today, K-Nearest Neighbors (KNN) is widely used in classification problems. In 

addition, good results are obtained in the analysis of continuous data and time series. 

KNN works on the principle of estimating the target value according to the class 

intensities of the nearest neighbors, which are made up of independent variables. ‘K’ 

refers to the number of neighbors to be used in estimation. For example, in the case where 

K is 1, the target value is assigned to the closest neighbor's class.  

In the example seen in Figure 9, it is visualized how the model predicts the classes of 

randomly placed star objects when the parameter for the number of nearest neighbors is 

given as 5.  
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Figure 9 KNN classification example 

 

In Figure 10, the working principle of KNN regression can be seen. The determination of 

the location of 3 randomly selected points according to 5 neighbourhood relations is 

visualized. 

 

Figure 10 KNN regression example 

The model established with a small number of neighbors is relatively complex model, but 

the accuracy rate of this model is low. The model established with more neighbour 
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number parameters is simple, but this model may also have performance problems. In 

KNN models, hyperparameter tuning methods are used to optimize the performance and 

accuracy of the model. 

In KNN, Manhattan, Minkowski and Euclidean equations are generally used to measure 

distance. The standard Euclidean distance is the most common choice [29]. Euclidean 

distance function can be expressed as follows:  

𝑑(𝑥, 𝑦)  = √∑ (𝑥𝑖 −  𝑦𝑖)2𝑘
𝑖=1                                                                                                                        (6) 

2.2.4 Decision Trees 

Decision tree (DT) algorithms are one of the most used supervised learning methods and 

it is one of the closest methods to human thinking. As the name suggests, a tree structure 

is created. Conditions used to form the branches of this tree. 

They can be used to solve classification and regression problems and can model nonlinear 

relationships better than linear models. The advantages of DT algorithms are that they are 

fast and simple to interpret. It can model very quickly even systems with large datasets. 

2.2.5 Support Vector Machines  

Support vector machines (SVM) are the division and classification of points on a plane 

or space by a line or plane. SVM was introduced to literature by Vladimir N. Vapnik in 

1995 [30]. It is generally suitable for small and medium data modelling. SVM tries to 

choose the line that separates two different sets of values, providing the furthest possible 

range. This line can be linear, polynomial, or radial. 

In this thesis, support vector regression (SVR) is used for modelling the HVAC system. 

SVR is the regression implementation of SVM and shares the same principles. Linear and 

non-linear SVR examples can be seen in Figure 11.  
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Figure 11 Linear and non-linear SVR [31] 

2.2.6 Least Angle Regression (LAR)  

Least angle regression (LAR) is a regression for high dimensional data which is first 

introduced by Efron et al [32]. Least Angle Regression is a stylized version of the 

Stagewise approach that accelerates computations by using a basic mathematical formula 

[32]. LAR finds the feature closest to the target at every step. It moves in equal angular 

direction between the features instead of continuing with the same attribute when there 

are many equally correlated features [33]. 

2.2.7 Long Short Term Memory (LSTM) Networks 

LSTMs are a type of recurrent neural network. They can remember the Long-term 

relationships present in the dataset. They consist of 4 interconnected layers. These are the 

forget gate, input gate, output gate and cell state. In LSTMs, with the help of forget gates, 

unimportant inputs are forgotten and important ones are kept. The information from the 

previous cell and the current information are inserted into the activation function. As a 

result of this function, a value between 1 and 0 is obtained. Results with 0 are forgotten 

and results with 1 are transferred to the input gate with the cell state structure. The input 

gate decides whether to update the input. Finally, the output gate provides the input of the 

next cell. 
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Figure 12 Example of an LSTM cell [34] 

 

When using LSTM, it should be kept in mind that LSTM is a prone approach to 

overfitting. One of the biggest disadvantages compared to other modelling algorithms is 

that the model training time is longer.  

2.2.8 Gated Recurrent Units (GRU) 

GRU which is one of the RNN, got its name from the gates that regulate the information 

flow. A body of a GRU cell is similar to LSTM, the difference of GRU, which is a newer 

algorithm compared to LSTM, LSTM contains 3 gates in the LSTM cell, since there are 

2 gates in the GRU cell, reset and update gates. 
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Figure 13 Example of a GRU cell [35] 

Update gate decides which data will be remembered, reset gate decides which data will 

be forgotten. According to Chung et al. [36] GRU-RNN provides faster progress in 

terms of both updates and processor time. However, they also stated that their results 

would not be conclusive in comparing LSTM and GRU. 
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2.2.9 Multi-layer Perceptron 

One of the most used DL approaches today is the multi-layer perceptron (MLP). A 

simple MLP model consists of interconnected layers. Neurons in these layers are linked 

to all subsequent neurons (Figure 14).  

The first layer is the input layer where the inputs are obtained. The hidden layer follows 

it, the number of layers to be found in the hidden layer changes according to the 

problem to be solved. The model is initialized by using the number of hidden layers as 

hyperparameters. Finally, the outputs are obtained from the output layer. 

 

 

Figure 14 MLP design example 

While creating the model, the relationships between the neurons are randomly weighted 

and the inputs are multiplied by the weights. As these weights increase, the importance 

of the input value also increases. After this step, the weight inputs are summed and a net 

input is given to each neuron as below [37].  

𝑁𝑒𝑡 = ∑ 𝑊𝑖𝑋𝑖
𝑛
𝑖=1

                                                                                                                      (7) 

Where Z is the number of inputs, 𝑊𝑖 is the weighted matrix from layer i to j and 𝑋𝑖 is the 

input of any neuron.  

Various activation functions are used to activate neurons (‘identity’, ‘logistic’, ‘tanh’, 

‘relu’). The output of the current processing element is found by passing the net input 
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activation function, and this output value is sent to the neurons in the next layer. This 

process continues until the output layer is output. 

Considering the error value between the expected output and the actual one, the error is 

distributed and the model is optimized by changing the weight values in the next 

iterations.  

2.2.10 Hybrid Method 

Hybrid methods use the principle of combining several methods to solve a modelling 

problem. In this study, the stacking regressor method from the sklearn library will be 

used. 

Stacking Regressor (SR) 

Stacking regressors (SR) is a collective learning method in which several regression 

models are combined using a meta-regressor. After the regression models are trained, the 

meta-regressor is fit based on the outputs of the individual regression models in the 

ensemble [38].  

With SR, it is aimed to use the strengths of many regression models in a single model. 

The SR can be designed with two or more layers. Predictions from the first layer create 

the inputs of the second layer, and this is repeated for other layers if any. Figure 15 

demonstrates a basic 2 layer SR. 

 

Figure 15 Overview of stacking regression [38]
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3 Case Study 

In this section, the dataset of the HVAC system of a shopping center in Tallinn/Estonia, 

provided by the Tallinn University of Technology (Taltech), will be examined. Based on 

the given data, it is aimed to develop a methodology for the prediction of filter clogging, 

which is one of the most frequently encountered failures in HVAC systems. 

 

Figure 16 Case study HVAC system 

3.1 Understanding the Filter Clogging 

Filtration is the process of separating the undesirable parts (dust, metal particles, etc.) 

from a fluid in a certain process. The purpose of filtration is to operate the existing system 

in a steady state and to minimize the malfunctions that may occur in the system. When 

the filters lose their filtration capability over time and become fluid-tight, it is called filter 

clogging. There are many factors that can affect filter clogging. At the beginning of these, 

factors such as the amount and sizes of particles in the fluid, fluid pressure, fluid flow, 
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filter material (fabric, fibre, polyester, etc.) and other specs, ambient temperature and 

humidity come. 

 

Figure 17 Pressure drop  

 

One of the most basic components of filter units is filter media. Filter media can be 

produced from many materials and in different pore sizes, depending on the type of fluid. 

The purpose of the filter media is to keep the unwanted particles in the fluid. These 

particles accumulate on the filter over time and cause the difference between the pressures 

measured from the filter inlets and outlets to increase. These particles are called 

particle/filter cakes [39]. 

In order to understand filter clogging, the concept of pressure drop must first be 

understood. The pressure drop value in the filters consists of two components. The first 

of these is the initial pressure drop value (Δ𝑃0) that the filter has. The second is the 

pressure drop caused by the filter cake formed on the filter (Δ𝑃𝑐). The total pressure drop 

can be formulated as follows [40]. 

∆𝑃 =  ∆𝑃0 +  ∆𝑃𝑐                                                                                                                                        (8) 

3.2 Understanding the Dataset 

Given data covers the dates between 07.09.2019 to 20.05.2020. System data was read and 

recorded at 15-minute intervals. When the given dataset is examined, it is seen that the 

system is activated at 6:35 on weekdays and activated at 7:35 on weekends. The system 
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is deactivated at 22:20, 20 minutes after 22:00, which is the closing time of shopping 

centers in Tallinn. In addition, it has been observed that, exceptionally, on some dates, a 

24-hour working order has been adopted. 

A total of 139 different data entries are kept in the dataset used. Most of them are numeric 

data read from sensors. In addition, features derived from this data are used by the system. 

However, 90 of the features in the dataset consist of null or fixed values. These features 

can be removed from the dataset as they can be ignored. This will be discussed in detail 

in Section 3.4. 

From Figure 18 it can be seen that there are some radical changes in the pressure drop 

trend. Many factors can cause this situation. For example, some of the dust accumulated 

on the filter is scattered by the vibration that occurs during the commissioning of the 

system, the filter is cleaned and installed in its place during filter maintenance, or the 

installation of a filter with different micron values or produced from different materials 

instead of the existing filter can be counted among these factors. 

In this study, while examining the pressure drop trend, it was decided to examine a 

selected part of the existing dataset rather than using it as a whole. In this way, the model 

to be created will be able to make more accurate predictions. The selected part can be 

seen in Figure 18 as part 4. 

In the first runs of each day, deviations are observed in the pressure drop values until the 

system starts to work stably. Also, as can be seen in Figure 19, there are many noisy 

sensor values. These will be examined in Section 3.3 and in the following sections. 
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Figure 18 Pressure drop on return air filter 

3.3 Introducing Software Tools  

Python 3 is the most frequently used language in subjects such as data analysis, data 

mining, and data science today. Being open-source code is preferred by many software 

engineers. Python has paved the way for data scientists to handle many complex tasks 

very quickly, with many libraries developed for AI, data science, ML, and DL. All these 

reasons led to the decision to use python in this thesis. 

In this thesis, Jupyter Notebook and Spyder are preferred as the software environment. 

Jupyter notebook and Spyder are the software development environments that have 

gained popularity today with their support for various programming languages and their 

open-source code. Compared to other environments, the greatest ease of use is that they 

divide the code into parts, allowing the desired part to be run at any time. 

Many python libraries were used in the stages of ML model creation, data visualization, 

application of various numerical algorithms to the model and data visualization. 

Numpy is one of the basic packages used in scientific calculations. Numpy has various 

functions for working with Linear algebra, matrices and arrays. Pandas library helps to 

organize the collected data with various functions and make it suitable for analysis. One 

of the most important python packages for those working in the field of data science is 

the scikit-learn package. It is used in this thesis as it offers basic functions such as 
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preprocessing the data, creating data models, generating training data and test data and 

measuring their performance as a ready-made package. Matplotlib and seaborn libraries 

are used to benefit from the quick solutions they offer for data visualization. 

In addition, the mlxtend library developed by Sebastian Raschka, a professor of statistics, 

was used to generate the hybrid models. 

3.4 Data Pre-processing  

As an initial step, features that contain a lot of null or zero values should be eliminated. 

Secondly, the variables that have low variance or the ones that have no variance should 

be removed from the model. This may lead to faulty training of the model. In this study 

case dataset, a lot of columns are encountered which matches this issue. These columns 

were eliminated. Detailed information about these columns can be found in Appendix 6.  

Looking at Figure 19, bars that extend downwards and repeat at fixed intervals are 

noticeable. Upon careful examination of the dataset, it was found that these were the first 

data values read in the HVAC system each day. When the system is first commissioned, 

it must take a while for it to switch to steady-state and for the system operating parameters 

to reach their working values. Therefore, the initial running values of the system can be 

considered as faulty values and these can be eliminated to create a better model. 

 

Figure 19 Return air pressure drop data before noise cancellation 
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When all the above-mentioned erroneous values are cleared, the data graph in Figure 20 

is obtained. Data can be further optimized with various noise cancellation methods. Since 

it is not the subject of this thesis, this subject will not be discussed. 

 

Figure 20 Return air pressure drop data after noise cancellation 

3.5 Input Feature Selection 

In ML and neural network modelling algorithms, input variables are called independent 

or explanatory variables, and output variables are called dependent variables. As a rule of 

thumb, input variables are denoted by an uppercase ‘X’ and output variables are denoted 

by a lowercase ‘y’. 

Feature selection process is the process of selecting the ‘X’ variables which are highly 

correlated with ‘y’ variable. The purpose here is to select the input features that will 

maximize the training and testing capabilities of the created model. 

Before starting the input feature selection, there are a few more steps to be followed. 

Among the remaining variables, those with a high correlation value should be eliminated. 

And, variables with low correlation with output should not be included in the model. In 

Table 1, the correlation of all input features with output is indicated. There are three things 

to note in this table. The first is which input variables have a high correlation with the 

output variable (pressure drop over return air filter), the second is which input variables 

have a high correlation coefficient among themselves. Lastly, some features may behave 

similarly to target variable for particular time interval although they are not related to 

each other. The code that is used to obtain the results below can be found in Appendix 5.
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Table 1 Correlation between features and target variable 

All Features 
Pressure drop over return air 

filter_FILTER_RETURN 

Pressure drop over return air filter_FILTER_RETURN 1 

Total working hours_FAN_SUPPLY 0.913713982 

Total working hours_FAN_RETURN 0.913703339 

Return air temperature__ 0.755227301 

AT_57933 0.669879321 

Return air pressure diff._HEATRECOVERY_None 0.582320555 

AT_128028 0.576962948 

AT_58069 0.575678682 

AT_52520 0.549792959 

AT_57885 0.549766805 

AT_52629 0.549766447 

AT_57952 0.549762562 

AT_52544 0.549762051 

AT_52603 0.549723155 

AT_57850 0.549719909 

AT_57867 0.549706099 

AT_52616 0.549702231 

AT_52537 0.549692861 

AT_52432 0.548850213 

AT_52522 0.547367693 

AT_57833 0.547316719 

Static pressure_FAN_SUPPLY 0.483332096 

AT_57905 0.462984952 

Pressure drop over supply air filter_FILTER_SUPPLY 0.363771216 

Fan speed_FAN_SUPPLY 0.353410335 

Air volume_FAN_RETURN 0.295255954 

VFD frequency_FAN_SUPPLY 0.251672562 

Coil temperature_COIL_HEATING 0.244688324 

10 Rows Difference 0.221628017 

Supply air temperature__ 0.193857574 

Electrical power_FAN_SUPPLY 0.155599592 

A Row Difference 0.150828664 

Supply air temp._HEATRECOVERY_None 0.02794798 

Air volume_FAN_SUPPLY -0.009004919 

Electrical power_FAN_RETURN -0.150323201 

problem -0.226546891 

VFD frequency_FAN_RETURN -0.351632368 

Fan speed_FAN_RETURN -0.388059602 

Valve opening_COIL_HEATING -0.499017652 

BARH_57823 -0.538280222 

BARH_57857 -0.539249229 

BARH_57920 -0.539283821 

BARH_57943 -0.539349875 

BARH_57875 -0.539355851 

BARH_57841 -0.539465236 

BARH_57896 -0.539544488 

Efficiency_HEATRECOVERY_None -0.571841195 

Static pressure_FAN_RETURN -0.583245838 

Rotation speed_HEATRECOVERY_ROTARY -0.671135855 
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3.5.1 Selection of Features with High Correlation with Target 

The correlation value changes between -1 and 1 and shows the relationship between the 

variables. -1 in the negative direction and +1 in the positive direction is an indicator of 

correlation. In order to increase the prediction performance of the model to be created, 

the features with the highest correlation coefficient in the negative or positive direction 

should be used. 

As can be seen from Table 1, the features with high correlation value can be extracted as 

below, correlation heat map can be seen in Figure 21.  

Table 2 Highly correlated input features 

Input Variable Correlation Coefficient with output 

Total working hours_FAN_SUPPLY 0.913713982 

Return air temperature__ 0.755227301 

Rotation speed_HEATRECOVERY_ROTARY -0.671135855 

AT_57933 0.669879321 

Static pressure_FAN_RETURN -0.583245838 

Return air pressure diff._HEATRECOVERY_None 0.582320555 

AT_128028 0.576962948 

Efficiency_HEATRECOVERY_None -0.571841195 

BARH_57896 -0.539544488 
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Figure 21 Correlation heat map of the features 

3.5.2 Elimination of Input Features with High Correlation with Each Other 

As can be seen from Table 1, there is a high correlation between AT sensors, likewise, a 

high correlation can be seen between BAR sensors as well. This situation is also 

visualized using a heat map in Figure 22 and Figure 23.  In such cases, instead of training 

the model with all the features, the effect of these features on the target variable should 

be investigated and duplicate or highly correlated variables should be eliminated.  
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Figure 22 Correlation heat map of AT sensors 

 

 

Figure 23 Correlation heat map of BAR sensors 
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Input Feature Selection Using Sequential Forward Selection Method 

Sequential feature selection algorithms are a class of greedy search techniques for 

condensing a d-dimensional feature space into a k-dimensional feature subspace with k d 

dimensions [41]. Sequential feature selection algorithms measure the relationships of 

features with their target value and sort them according to their relationship ratio. The use 

of features with a high ratio of target value increases the generalization ability of our 

model and prevents unnecessary noise. 

When the effect of AT sensors on the output was examined using the sequential forward 

selection(SFS) method, it was seen that the performance calculated by taking into account 

the standard errors of the cross-validation scores increased in the model created by using 

the AT_57933 and AT_128028 sensors as input variables. However, when other sensor 

inputs were used, the model performance remained stable and then decreased as seen in 

Figure 24.   

 

Figure 24 Sequential forward selection of AT sensors 

When the same method is applied for BAR sensor inputs, it is observed that there is no 

effect on the performance of the model as the number of BAR sensor inputs used to train 

the model increases as can be seen in 24. A similar correlation exists between the Total 

working hours_FAN_SUPPLY and Total working hours_FAN_RETURN variables. It 

will be sufficient to use one of these variables while creating the model. 
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Figure 25 Sequential forward selection of BAR sensors 

As a result, using 2 of them instead of 17 AT input variables, 1 instead of 7 BAR input 

variables and 1 instead of 2 Total working hours variables will be sufficient for training 

the model. 

Finally, when the SFS method is used for the input variables with the highest correlation 

coefficient with the target variable, it can be seen in Figure 26 that while the first 6 input 

variables increase the model performance, the variables that will be added to the model 

later do not have a positive effect on the model performance.  

 

Figure 26 Input feature performance 
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3.5.3 Elimination of Features with High Correlation but Low Impact 

Some independent variables may have very similar behaviour to the dependent variable. 

In order to be sure of its effects on the dependent variable, the same positive correlation 

relationship should exist in the entire dataset. In order to make a good analysis, the dataset 

is divided into 4 parts as Figure 27. 

 

Figure 27 Dividing the data set into 4 parts  

In the figure above, parts represents following dates:  

 1.Part: 09.07.2019 to 21.10.2019 

 2.Part: 01.11.2019 to 02.12.2019 

 3.Part: 02.12.2019 to 28.01.2020 

 4.Part: 29.01.2020 to 20.05.2020 

In Table 3, the correlation value of the previously selected independent variables with 

the pressure drop variable at different time intervals is seen. It is expected that an 

independent variable, which is highly correlated with the target, maintains its positive or 

negative correlation status, while its numeric value does not change significantly.  

As can be seen from the tables, the only variable that complies with this rule and has a 

high correlation with the target variable is the “Total working hours_FAN_SUPPLY” 



47 

supply variable. Consequently, this variable will be used to train the model and all other 

variables will be eliminated. 

Table 3 Correlation tables for different time intervals 

1.Part   2.Part  

Input Features 
Corr. With 

Target  
Input Features 

Corr. With 
Target 

Total working hours_FAN_SUPPLY 
0.601926985  

Total working hours_FAN_SUPPLY 
0.852034418 

Return air temperature__ 
-0.602355745  

Return air temperature__ 
-0.356855503 

Rotation speed_HEATRECOVERY_ROTARY 
0.365534728  

Rotation speed_HEATRECOVERY_ROTARY 
0.38200962 

AT_57933 
-0.525205464  

AT_57933 
-0.210384659 

Static pressure_FAN_RETURN 
0.05318627  

Static pressure_FAN_RETURN 
0.02083554 

Return air pressure 
diff._HEATRECOVERY_None 0.526997379  

Return air pressure 
diff._HEATRECOVERY_None -0.091929588 

AT_128028 
   

AT_128028 
  

Efficiency_HEATRECOVERY_None 
0.357851103  

Efficiency_HEATRECOVERY_None 
0.407841967 

BARH_57896 
0.427355477  

BARH_57896 
-0.013959545 

     
3.Part 

  4.Part 
 

Input Features 
Corr. With 

Target  
Input Variable 

Corr. With 
Target 

Total working hours_FAN_SUPPLY 
0.801843231  

Total working hours_FAN_SUPPLY 
0.913713982 

Return air temperature__ 
-0.272353879  

Return air temperature__ 
0.755227301 

Rotation speed_HEATRECOVERY_ROTARY 
0.210643437  

Rotation speed_HEATRECOVERY_ROTARY 
-0.671135855 

AT_57933 
-0.22283112  

AT_57933 
0.669879321 

Static pressure_FAN_RETURN 
0.1515154  

Static pressure_FAN_RETURN 
-0.583245838 

Return air pressure 
diff._HEATRECOVERY_None -0.159531916  

Return air pressure 
diff._HEATRECOVERY_None 0.582320555 

AT_128028 
-0.183241093  

AT_128028 
0.576962948 

Efficiency_HEATRECOVERY_None 
0.328731508  

Efficiency_HEATRECOVERY_None 
-0.571841195 

BARH_57896 
-0.158888328  

BARH_57896 
-0.539544488 

3.6 Hyperparameter Tuning 

So far, the focus has been on the selection of features to be used in building the model. 

However, especially with the development of DL approaches, the design of ANN 

consisting of many layers, the number of layers, the number of neurons, optimization 

algorithms, and selection of activation functions have gained importance. 

The parameters that determine the behavior and scope of the estimator objects used are 

called hyperparameters. The number of hidden layer sizes in MLP or L1 norm in Lasso, 

Kernel function in SVM can be shown as an example of hyperparameters. One fit for all 

approach in the selection of these parameters is not valid for every data set. The 

performances of hyperparameters also change according to the type of problem, the size 
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of the data set and many other different conditions. Hyperparameter tuning is the general 

name given to the selection of parameters that will provide optimum model performance. 

There are various methods for hyperparameter selection and hyperparameter tuning. In 

this study, two of them will be used, grid search and random search methods. The code 

for Hyperparameter tuning can be found in Appendix 7.  

3.6.1 Grid Search 

Hyperparameters can have many different value ranges. By using intuitive or historical 

information about the problem, it can determine the range for the values that 

hyperparameters can take. With grid search, the model is trained with all the specified 

hyperparameters and the result is observed. The hyperparameter values that give the best 

results are selected and the model is created with it. 

3.6.2 Random Search 

The random search was brought to the literature by Bergstra and Bengio [42] for the first 

time. Parameter ranges are determined first in a random search, as in a grid search. Unlike 

grid search, random hyperparameter groups are created instead of trying all combinations. 

Then the hyperparameter group that gives the best result is found and the model is trained 

with it. 

 

Figure 28 Grid search vs. random search [43] 
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3.7 Creating Models  

As mentioned before, in order to obtain a more efficient analysis from the dataset, the 

existing dataset is divided into 4 parts as in Figure 27. These parts are modelled separately 

with the algorithms described in Section 2.2. Input feature selection is completed and 

hyperparameters are tuned in Section 3.5 and Section 3.6 respectively. The codes used to 

create the model have been added to Appendix 8, 9, 10. The performances of the models 

are compared in Section 3.8. 

3.8 Comparison of the Results  

3.8.1 Data Between 09.07.2019 - 21.10.19 

Table 4 Data properties 

Average Variance Stdev Number of Rows 

63.58089 50.67619 7.118721 6537 

 

Table 5 Comparison of models 

Scores MSE  MAE MAPE 

Linear 9.9810 2.6410 0.0409 

Lasso  10.7393 2.7381 0.0421 

Ridge  22.0033 3.7564 0.0574 

ElasticNet  4.4395 1.6405 0.0224 

SVR  1.6919 1.0186 0.0162 

KNN  0.6305 0.5942 0.0095 

SGD  10.1597 2.6755 0.0414 

Decision 

Tree  0.7324 0.6119 0.0097 

Lars  10.4607 2.7190 0.0418 

MLP  16.3932 3.3370 0.0504 

LSTM 0.8032 0.6655 0.0088 

GRU 0.7995 0.6599 0.0087 

Hybrid 0.6889 0.6024 0.0096 

 

3.8.2 Data Between 01.11.19 - 02.12.19 

Table 6 Data properties 

Average Variance Stdev Number of Rows 

73.87129 29.67786 5.447739 1907 
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Table 7 Comparison of models 

Scores MSE  MAE MAPE 

Linear 3.9980 1.5528 0.0210 

Lasso  4.2569 1.6068 0.0217 

Ridge  11.6616 2.9726 0.0404 

ElasticNet  4.4395 1.6405 0.0224 

SVR  1.8110 1.0649 0.0145 

KNN  0.7847 0.6749 0.0092 

SGD  3.9910 1.6176 0.0221 

Decision Tree  0.9013 0.7278 0.0100 

Lars  3.7159 1.5367 0.0209 

MLP  4.1486 1.5806 0.0216 

LSTM 2.2188 1.1697 0.0147 

GRU 1.3063 0.8912 0.0111 

Hybrid 0.8529 0.6919 0.0093 

3.8.3 Data Between 02.12.19 - 28.01.20 

Table 8 Data properties 

Average Variance Stdev Number of Rows 

29.75532 3.507557 1.872847 3447 

 

Table 9 Comparison of models 

Scores MSE  MAE MAPE 

Linear 1.2433 0.8791 0.0297 

Lasso  1.1907 0.8670 0.0293 

Ridge  1.7338 1.0353 0.0345 

ElasticNet  1.1796 0.8582 0.0291 

SVR  0.7283 0.6383 0.0216 

KNN  0.4341 0.4961 0.0167 

SGD  1.1896 0.8576 0.0291 

Decision Tree  0.4646 0.5033 0.0169 

Lars  1.2845 0.8948 0.0302 

MLP  1.4721 0.9223 0.0308 

LSTM 0.6199 0.6375 0.0194 

GRU 0.5845 0.6099 0.0186 

Hybrid 0.4435 0.481 0.0162 
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3.8.4 Data Between 29.01.20 - 20.05.20 

Table 10 Data properties 

Average Variance Stdev Number of Rows 

25.32246 4.139173 2.034496 6152 

 

Table 11 Comparison of models 

Scores MSE  MAE MAPE 

Linear 0.6781 0.6640 0.0268 

Lasso  0.6651 0.6528 0.0262 

Ridge  0.6884 0.6696 0.0268 

ElasticNet  0.6704 0.6578 0.0266 

SVR  0.3854 0.4633 0.0186 

KNN  0.2819 0.4005 0.0159 

SGD  0.6802 0.6634 0.0269 

Decision Tree  0.3049 0.4242 0.0168 

 Lars  0.7111 0.6800 0.0274 

MLP  0.6925 0.6767 0.0270 

LSTM 0.2072 0.3599 0.0131 

GRU 0.2463 0.3943 0.0142 

Hybrid 0.2835 0.4056 0.0161 

3.8.5 Interpretation of Results  

In this study, in the comparison made considering MAE, MSE, MAPE, it was observed 

that KNN gave the best results for data with different sizes and variances in the estimation 

of clogging in HVAC system filters. It was seen that KNN, DT and hybrid models give 

good results, regardless of data size and variance.  

The hybrid model was created using KNN and DT, which gave the best results as 

regressors, and SVR as meta-regressors. The hybrid model gave results close to KNN, 

which gave the best results in its structure. 

In general, the performance of linear models is lower than others. As expected, linear 

models give worse results as variance increases. 

The performance of LSTM and GRU models increased in direct proportion to larger data 

and inversely proportional to variance. One remarkable point is that as the number of data 

increases, LSTM and GRU algorithms give very close or better results with KNN and 

DT. 
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4 Summary  

4.1 Conclusion 

Studies show that HVAC systems still have potential energy savings up to 40% [44]. 

Considering the spare parts that are changed before completing their life, it is obvious 

that this ratio occupies a very large place in the world economy. Data-driven methods are 

easy to implement, are low in cost, and have the potential to provide a great reduction in 

maintenance costs for HVAC systems.  

In this thesis, it is aimed to estimate the return filter clogging time of the HVAC system 

of a shopping mall by using a data-driven approach. The biggest indicator of filter 

clogging is the difference in pressures read from the filter inlets and outlets, in other 

words, pressure drop. An increase in this difference means that the filter cannot fulfill its 

task and the amount of particles it holds increases. This will cause the filter to clog. 

During the study, other system variables related to return filter pressure drop value were 

examined. Then, models were created with pre-measured data using various ML, DL and 

hybrid algorithms with associated input features.  

In order to get better results from the models created, the existing dataset was divided into 

4, and the same models were built for 4 datasets and their performances were observed. 

Model performance comparison was made in Section 3.8 and the best results were 

obtained with the KNN method. 

4.2 Future Work 

In future work, extended studies can be done with longer-term collected data and more 

input features. If data such as the number of people entering and leaving the building 

where the system is located, indoor and outdoor temperatures, micron values of the filters 

used in the system, system failures etc. are provided, the prediction models to be created 

will be more descriptive and more generalizable for the existing system. Thus, more 

accurate and effective predictions performance can be obtained.  
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Appendix 2 - Code Repository 

 

Codes used in this study can be found at the below link:  

https://github.com/caglayanahmet/Data-Driven-Methods-for-Analysis-and-Fault-

Detection-of-HVAC-Systems-Filter-Clogging-Prediction 

Appendix – 4, 5, 6, 7, 8, 9, and 10 was added to the code repository.  
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Appendix 3 – Graphs 

Data between 09.07.2019 - 21.10.19 – (the other graphs can be obtained with the code at 

appendix 4 at the github repository of this study) 

     

 

 

  



61 

  
 

  

 

 



62 

 


	Author’s declaration of originality
	Acknowledgement
	Abstract
	List of abbreviations and terms
	List of figures
	List of Tables
	1 Introduction
	1.1 Problem Statement
	1.2 Organization of the Thesis
	1.3 Methodology
	1.4 Literature Review

	2 Theoretical Background
	2.1 Machine Learning and Deep Learning
	2.1.1 Advantages of ML
	2.1.2 Types of ML Algorithms
	Supervised Machine Learning
	Unsupervised Machine Learning
	Reinforcement Learning


	2.2 Modelling Algorithms
	2.2.1 Linear Regression
	2.2.2 Ridge, Lasso and Elastic Net Regression
	2.2.3 K-Nearest Neighbors
	2.2.4 Decision Trees
	2.2.5 Support Vector Machines
	2.2.6 Least Angle Regression (LAR)
	2.2.7 Long Short Term Memory (LSTM) Networks
	2.2.8 Gated Recurrent Units (GRU)
	2.2.9 Multi-layer Perceptron
	2.2.10 Hybrid Method
	Stacking Regressor (SR)



	3 Case Study
	3.1 Understanding the Filter Clogging
	3.2 Understanding the Dataset
	3.3 Introducing Software Tools
	3.4 Data Pre-processing
	3.5 Input Feature Selection
	3.5.1 Selection of Features with High Correlation with Target
	3.5.2 Elimination of Input Features with High Correlation with Each Other
	Input Feature Selection Using Sequential Forward Selection Method

	3.5.3 Elimination of Features with High Correlation but Low Impact

	3.6 Hyperparameter Tuning
	3.6.1 Grid Search
	3.6.2 Random Search

	3.7 Creating Models
	3.8 Comparison of the Results
	3.8.1 Data Between 09.07.2019 - 21.10.19
	3.8.2 Data Between 01.11.19 - 02.12.19
	3.8.3 Data Between 02.12.19 - 28.01.20
	3.8.4 Data Between 29.01.20 - 20.05.20
	3.8.5 Interpretation of Results


	4 Summary
	4.1 Conclusion
	4.2 Future Work

	5 References
	Appendix 1 - Non-exclusive licence for reproduction and publication of a graduation thesis
	Appendix 2 - Code Repository
	Appendix 3 – Graphs

