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PREFACE 

 
 
This thesis work is done as two parts. One is a predication part which uses 5 machines learning                  

models to forecast wind power , temperature and wind power events in Estonia. Another part is a                 

classification that analyzes the power flow network to embed the geographical data in Estonia.  

 

I would like to thank Dr. Sambeet Mishra for supervising this master thesis. With his kind                

guidance, I could archive this work and learn a lot about data analysis.  

 

 

 

 

 

 

 

 

 

keywords: Machine Learning, supervised learning, Deep learning, multivariate prediction, wind          

power, classification, network information visualization, hyper parameter tuning 
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FFT - Fast Fourier Transform 
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INTRODUCTION 

Quantification of wind power variation improves power system planning. Specifically, an accurate            

prediction ensures the system balance and reserve power capacity allocation. The electrical            

power network is deteriorating, and efficiency decreases with time. Determining the network            

conditions based on the network reliability framework is a pre-condition for network expansion to              

determine investments.  

The objective of this thesis is to implement different machine learning methodologies and             

compare their performance within two main power systems related applications. In particular,            

two main tasks will be developed:  

 

1) prediction of time series ramp events  

A ramp event is a measure to quantify the wind power variations. Each event has certain                 

properties such as peak, ramp-up rate, ramp-down rate, rise-time, and full-time. The wind farm              

operator needs to make predictions for future power production. This information is then used by               

the power system operator to maintain the supply-demand balance. In place of predicting             

time-series data, it is possible to predict the events that can take place. Thereby, the system                

planner can decide the actions according to the forecast events. The main actions are related to                

planning maintenance operations and preparing bids on quantity. Therefore, in 1, the ramp             

events extracted from the time-series wind power production will be used as an input for               

short-term prediction.  

 

2) power network topology reduction using dimensionality reduction techniques.  

The power network typically has elements - transmission lines, power system apparatus            

(transformer, switchgear, etc.), consumers and terrain information. However, these elements are           

in different condition such as efficiency and numbers of faults that took place. Based on the                

condition of the aforementioned elements the objective of this task will be to segregate the               

network into districts/zones from critical to normal. This is a way to allocate weight to a zone that                  

in turn allocate weights to the lines and nodes in that zone. Thereby, this weight factor                

determines the importance of the zones for the planner. Therefore, in the proposed task the               

original network topology will be reduced using power transmission distribution factors.           

Additionally, weights will be allocated to create zones. The outcome will be the definition of               

clusters of nodes and arcs: those having similar properties together will be merged such that the                

total network size is reduced. Machine learning methodologies for clustering will be tested for this               

purpose.  
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In order to achieve the objectives discussed above, the existing machine learning models from the               

literature will be adapted for comparison and benchmarking. Particular attention will be given to              

supervised learning algorithms (support vector machine, XGBoost, Decision Tree), unsupervised          

learning algorithms (DBSCAN, K-means, PCA and T-sne) and deep learning models (Convolutional            

Network).  

Optimal model parameters will be selected for improvements in prediction. The thesis will             

contribute to the topics time-series prediction and optimal weight allocation through model            

comparison. In addition, optimal parameter selection for improving model performance will           

represent another novel contribution to the machine-learning model.  

 

Until now, energy analytic has been done as an important area of research because there is a                 

huge impact on the economical and environmental development in a country. A bunch of studies               

focus on power network analysis and prediction the future data based on the past data. In                

machine learning methods, the basic technique is to use linear regression for modeling the              

relationship between predictors and predictant. In [1], it reported a statistical approach to             

forecast with internal and solar gains. [2] proposed the combination approach based on Extreme              

Learning Machine (SLM) and an error correction model to predict wind power in the short-term               

time scale. From these researches, machine learning method is very much effective to solve short               

and long term prediction problems.Based on this background information, we have compared 5             

machine learning models to predict the wind power and temperature, wind power  events.  

 

 

 

1.  Prediction of time series data  

The Prediction part consists of Prediction 1 which predicts Wind power capacity factor and 

Temperature in Estonia, and Prediction 2 which predicts Ramp Behavior Analysis parameters 

extracted from Wind power capacity factor. 

1.1 Input data description on wind power capacity factor and temperature 

Firstly, we focused on predicting time series data about wind power capacity factor and              

temperature in 2016 based on 2011 to 2015 data.  

The wind power and temperature input data are taken from Renewables.ninja [3] which contains              

global reanalysis models and satellite observations. The wind power capacity factor (WF) and             
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temperature (TEMP) data are retrieved from Renewables.ninja for 5 years (2011-2016). The data             

is segregated into model training (2011-2015) and testing (2016). 

Table 1 presents the statistical information of the wind power capacity factor (Kwh/kW) from 

2011 to 2016. The table contains the number of data count , mean, s​tandard deviation ​(std), min, 

0.25, 0.50 and 0.75 which give  percentile values of all numeric values in a column and max in 

each year.  

 
Table1. WF and TEMP input data structure in 2011-2016 

 

Year 2011 2012 2013 2014 2015 2016 

Name WF TEMP WF TEMP WF TEMP WF TEMP WF TEMP WF TEMP 

count 8760 8760 8760 8760 8760 8760 8760 8760 8760 8760 8760 8760 

mean 0.26 6.27 0.248 4.57 0.228 5.83 0.219 6.31 0.266 6.87 0.232 6.09 

std 0.21 10.19 0.183 10.47 0.196 10.32 0.185 9.48 0.216 7.64 0.192 9.30 

min 0.00 -29.69 0.000 -30.11 0.001 -23.57 0.001 -19.10 0.001 -16.83 0.000 -18.08 

0.250 0.09 -0.22 0.101 -1.80 0.072 -1.78 0.074 -0.38 0.098 0.93 0.079 -0.47 

0.500 0.20 6.06 0.207 5.43 0.165 5.57 0.159 5.50 0.202 5.77 0.179 4.36 

0.750 0.39 14.51 0.358 13.09 0.340 14.89 0.327 13.72 0.384 13.20 0.335 14.42 

max 0.97 28.20 0.892 27.97 0.971 28.19 0.852 29.47 0.962 27.27 0.908 26.73 

 
We created a heat map and 3-d plot for each data to check the data structure in more detail as                    

shown in Fig. 1. Fig. 1 shows the average time-series data of TEMP in Estonia. It is evident that the                    

temperature is high from June to August due to the influence of the summer season, and the                 

temperature is low from December to February. According to the result of the Prediction of               

Renewables.ninja, the highest temperature in Estonia from 2011 to 2016 was 29.47 ° C, and the                

lowest temperature was -30.11 ° C. 

In addition to that, we plotted 3-d graph in the time series of year and month for Temperature.                  

According to the plot, the temperature rises from April to May in all the years. Also, a comparison                  

between January in 2011 and 2016 shows that the temperature was lower in 2011.  
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Fig 1. TEMP heat map (Left) and 3-d plot (Right) 
 
Fig. 2 shows the heatmap and 3-d plot of WF in Estonia. It turns out that relatively wind turbine                   

produces more power from November to December, which is the winter season. On the other               

hand, we found the smallest amount of WF in July most years. From 2011 to 2016, the most                  

significant wind power capacity factor was 0.97, the lowest was 0. Also, we plotted 3-d graph in                 

the time series of year and month for WF. The figure shows that the capacity factor for December                  

is the highest in any year. Furthermore, in January and March on 2013 and 2014, the capacity                 

factor is lower compared to other years, and the same trend can be seen in May and July. 

 
 

 
 

Fig 2. WF  heat map (Left) and 3-d plot (Right) 
 

1.2 Input data description on Wind RBA(Ramp Behavior Analysis) Data 

Wind ramp events are extracted using the RBA methodology proposed in [4]. The events              

parameters presented in Fig. 3. There are five parameters to analyze in this part. First one is a                  

graphical representation. w_s (t) that indicates the value of ramp behavior and the value of               

capacity factor at the time of vertex. Next, t represents the time when the ramp event occurred.                 
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Thirdly, Δw_s is the difference from the vertex based on threshold set when extracting RBA data                

from wind power capacity factor data. Fourthly, Δt indicates the occurrence interval of the ramp               

event. Lastly, θ (w_s) is the angle from the first departure point in contact with the threshold to                  

the top. 

 

 
Fig. 3. Wind ramp behavior classification 

 
Table. 2 shows statistical properties of the RBA parameters. This table contains the same statistic               

information with Table. 1.  

 
Table. 2. RBA Data extracted  from WF from 2011 to 2016 

 
 w_s(t) t ∆w_s ∆t θ(∆w_s) 

count 6131 6131 6131 6131 6131 

mean 0.25 26326.40 0.00 9.53 0.37 

std 0.20 15242.50 0.22 6.60 10.72 

min 0.00 0.00 -0.95 1.00 -36.37 

0.25 0.09 13124.00 -0.10 5.00 -7.36 

0.50 0.20 26469.00 -0.02 8.00 -1.58 

0.75 0.37 39550.00 0.11 13.00 8.05 

max 0.97 52604.00 0.83 56.00 45.62 

 
 
 
On the same way to wind power capacity factor and temperature, the cross heat map and 3-d plot                  

of year and month are shown in Fig 4-8 for each value. 

 

Fig. 4 shows the heatmap and 3-d plot for the mean value of time gap (Δt). It can be seen that                     

Δt of the Ramp behavior is higher in December-January all the years, as the same trend that                 
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capacity factor was high in the period. Among them, it recorded the maximum value of 12.265 in                 

2014. Conversely, the value is generally lower in June and August. In the 3-d plot, It can be seen                   

that Δt, which is the occurrence time of the ramp event, increases in proportion to the increase                 

of the Wind power from November to December.　We could also find that the value of Δt has                 

generally decreased from 2011 to 2016 from the plot. 

 
 

 
 

Fig. 4. Time gap(Δt) heatmap 
 
Fig. 5 shows the heat map and 3-d plot of the ramp event value (w_s (t)). The trend shows that                    

the maximum value in each year is recorded in December. We can also find that the value has                  

risen significantly from September to October except 2012 and 2015. In the 3-d plot, It can be                 

seen that w_s (t) risen in January-February 2015-2016. Also, the value of w_s(t) has been               

decreasing in October-November since 2013.  
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Fig. 5. Ramp event value(w_s(t))  heatmap 

 
Fig. 6 shows the heat map and 3-d plot of Amplitude of ramp behavior (Δw_s). Δw_s indicates                 

the distance to the set threshold, but we couldn’t find much difference in each year and month.                 

The values for December are lower for all years. From this point, we could find that Δw_s                 

becomes smaller in December when wind power is higher.  

 

 
 

Fig. 6. Amplitude of Ramp behavior(Δw_s) heat map 
 

 
 
Fig. 7 shows the heat map and 3-d plot of angle of ramp behavior (θ(Δw_s)). This angle can be                   

recorded in the range of 0 to 1 in most times. We could observe the values were smaller in winter,                    

but the trend is not so clear.  
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Fig. 7. Angle for amplitude of ramp  behavior(θ(Δw_s(t))) heat map 
 
 
 

Fig. 8 shows a heatmap of Time when Ramp behavior happened(t). We have not prepared a 3-d                 

plot about t because it is clear that the occurrence time of the ramp event increases                

proportionally. 

 

 
Fig. 8. ​Time when Ramp behavior happened(t) heatmap 
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1.3 Input and Output data structure on Prediction 

There are four model structures presented below.  

● Multiple Input Multiple Output (MIMO) 

● Multiple Input Single Output (MISO) 

● Single Input Single Output (SISO) 

● Single Input Multiple Output (SIMO) 

 

We have chosen to demonstrate the MIMO and SISO structures in this thesis. However, MISO and                

SIMO can be implemented following similar fashion. Fig.9 shows the MIMO structure for the              

prediction. In prediction 1, the input data is WF and TEMP, then the output data is WF and TEMP                   

in the same way. This means prediction 1 is 2 inputs × 2 outputs prediction structure. In prediction                  

2, the input data is RBA parameters (w_s(t), t , Δw_s, Δt, θ(Δw_s)) and the output data is also                   

the same. The prediction structure is 5 inputs × 5 outputs.  

 
Fig. 9. MIMO for Prediction (Left: WF and TEMP, Right: RBA parameters) 

1.4 Input data Filter 

In [3] a wavelet filter is applied to improve the prediction efficiency of the LSTM network-based                

wavelet model. In that paper, It has been observed that the wavelet-based layer proposed in the                

study significantly improves the recognition performance of conventional networks. Using filter           

transforms the time-series into signal which is easier to adapt for the model. 

1.5 Wavelet Transformation 

We have used wavelet transformation to transform the data from time to frequency domain.              

Wavelet transformation was applied in the form of encoding before putting data into the model,               
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and the process of decoding the data output from the model and returning it to time series data                  

was performed. 

 
 
1.5.1 Basic principle of wavelet 
 
Wavelets are a popular tool for computational analysis. They provide localization in both the              

temporal domain as well as in the frequency domain [5] . A prominent feature is the ability to                  

perform a multiresolution analysis [6]. This method is key to the good performance of wavelets in                

applications such as data compression and denoising.  

Wavelet transformation methods can be categorized as the discrete wavelet transform (DWT) and 

the continuous wavelet transform (CWT). The CWT allows wavelet transforms at every scale with 

continuous translation [7]. The CWT is widely used in pattern matching, such as discontinuity and 

chirp signal detection [8]. Mathematically, the CWT can be represented as [4].  

 

The DWT operates over scales and positions based on the power of two components.  

On decomposing the original signal y(t), two components cA1 and cD1 are produced by              

convulating the signal with a decomposition low pass filter and a decomposition high pass filter,               

respectively [9]. 

In [10], the original series in terms of components is represented as:  

 

 
In this section, we used PyWave package called PyWavelet [11]. With this Package, we could apply 

continuous and discrete wavelet transforms for the datasets. In Fig. 10, we presented the sample 

data (count=1000) of original WF data, wave after CWT and wave after inverse CWT. In addition, 

you could observe the result of DWT method in Fig. 11.  
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Fig 10.WF with continuous Wavelet transform (Left:Original WF, Middle:Wave after CWTt, RIGHT: 

Wave after inverse CWT) 
 
 

 
Fig 11.WF with discrete Wavelet transform (Left:Original WF, Middle:DWT component, RIGHT: 

Wave after inverse DWT) 
 

Table.3 shows the statistic information of original WF, Inverse CWT and inverse DWT data. As 

Table. 3 shows, Discrete wavelet transform can transform and inverse the data ​mutually​. 

Additionally, the average gap of continuous and discrete wavelet transform is around 19%, 

Inspired by that, we have chosen to pre-process with discrete wavelet. 

 
Table. 3. Comparison between original, Inverse CWT and Inverse DWT  

  

WF original Inverse CWT Inverse DWT 

count 1000 1000 1000 

mean 0.42 0.34 0.42 

std 0.24 0.13 0.24 

min 0.01 0.00 0.01 

0.25 0.21 0.25 0.21 

0.5 0.42 0.33 0.42 

0.75 0.62 0.44 0.62 

max 0.96 1.00 0.96 

 
Fig. 12 shows WF and TEMP wavelet transformations respectively. cD is the detail coefficient and               

cA is the approximation coefficient. WF and TEMP are divided into two components cA and cD                

that is input for the models. 
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Fig 12.WF and TEMP with DWT 

 
1.6 ​Fast Fourier Transformation (FFT) 

Next, for the comparison, we applied Fast Fourier transformation for the dataset. This             

transformation computes the n-dimensional n-point discrete Fourier transform with the efficient           

Fast Fourier Transform algorithm. In [12], using FFT accelerates training and inference by a              

significant factor and can lead to a speedup of over an order of magnitude. You can see the                  

method which we tried to implement in Fig. 13. As Fig. 13 shows, after applying FFT to the                  

dataset, we have used min-max notarization which normalize the data 0 to 1 for training               

efficiently. Then, after training by the model, we used inverse-normalized method and inverse-FFT             

for the data to get the predicted output. 

 

Fig. 13 Workflow of applying FFT 

Fig. 14 shows the comparison of original data, data with FFT and data with inverse-FFT. As you                 

can see, after the FFT, the signal can be reduced significantly. In Table. 4, we presented the gap                  

between original data and inverse-FFT data. It completely return to the original signal with the               

inverse-FFT.  
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Fig. 14. WF with continuous FFT (Left:Original WF, Middle:Wave after FFT, RIGHT: Wave after 
inverse FFT) 

 
Table. 4. Comparison between original, Inverse FFT 

 

 original Inverse-FFT 

count 1000 1000 

mean 0.42 0.42 

std 0.24 0.24 

min 0.01 0.01 

0.25 0.21 0.21 

0.5 0.42 0.42 

0.75 0.62 0.62 

max 0.96 0.96 

 
 
In Fig. 16, you can see WF and TEMP with FFT respectively. The noise of each dataset can be                   
reduced.  

 
 

 
Fig 16. Temperature with FFT(Left: Original temperature data, Right: Temperature data after FFT) 
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2. Prediction structure 

This chapter gives an overview of our Prediction structure. We explain the process of data analysis 

from the input data. First, we prepared the WF · TEMP time series data and Ramp event data as 

the input. These input datas are shaped under the following three conditions. 

 

1. Original Data 

2. Wavelet transformation filter (WT) 

3. Fast Fourier transformation filter (FFT) 

 

After this, we conducted the simulation using software called Jupyter notebook. Based on the 

simulation results, we could get the plots compared real and predicted value, the calculation of 

evaluation indices, save the data and model as excel files. 

 
 

 
Fig. 17. Overview of the Prediction 
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2.0 Model description 

In this study, we have tested 5 machine learning models:  

 

● Deep Feedforward (DFF) 

● Long-short Term Memory (LSTM) 

● Attention mechanism (Attention) 

● Deep Convolutional Network (DCN) 

● indRNN  

 

These models are implemented for the prediction of time series WF, TEMP data and Ramp               

behavior parameters. We referred the image from Fjodor van Veen of Asimov institute [13] to               

select these models . This section is begins with description of the each model architectures. 

 
 

2.1 Deep Feedforward (DFF) 

 
Deep Feedforward is the most popular neural network [14]. This neural network consists of 

neurons, that are ordered into layers which contain input , hidden and output. Each neuron in one 

layer is connected to every neuron on the next layer. Therefore, information is constantly feed 

forward from next.  

 

The goal of a feedford network is to approximate some function ​𝑓(x) whose x is an input ​. A 

feedforward network defines a mapping the following equation.  

 

 

The feedforward network learns the input x and  the value of the parameters θ that result in the 

best function approximation. In our case, we have placed the several feed-forward layers, 

therefore this can be called Deep Feedforward (DFF) network.  
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2.1.1 DFF Prediction structure 
 

 
 

Fig. 18. DFF model structure 
 
As Fig. 18 shows, firstly Dense layer can receive the input data and generate an output of 512                  

dimensions. Next, there is a activation layer which calculates a “weighted sum” of its input, then a                 

Dropout layer which is a simple way to prevent neural networks from overfitting [5].This process               

repeated in the next process as Fig. 10 is shown. Lastly, a dense layer adapts the multi outputs                  

which have two dimensions to fit the output shape.  

2.2 Long Short Term Memory Networks 

 
In this section, firstly we will explain about the Recurrent Neural Network (RNN). RNN is a network                 

with loops in that, allowing information to persist. In the diagram, a roop of neural network, A,                 

looks at some input xt and outputs a value ht. A loop allows information to be passed from one                   

step of the network to the next. One of the appeals of RNN is it can convey the previous                   

information to the present task, but it also has the problem which is called long-term dependency                

problem. The problem is as the gap between the relevant information and the point where it is                 

needed to grows, RNN become unable to earn to connect the incorrect information.  

At this point, LSTM is explicitly designed to avoid the long-term dependency problem with four               

interacting layers [15]. 
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2.2.1 LSTM Prediction structure 
 

 
Fig 19. LSTM model structure 

 
As Fig. 19 shows, LSTM layers can receive the input data and generate an output of 512                  

dimensions. Next, there is a Dropout layer which is a simple way to prevent neural networks from                 

overfitting [5]. Lastly, a dense layer adapts the multi outputs which have two dimensions.  

2.3 Attention Mechanism 

Regarding Attention based models there is still very little in literature in terms of wind power 

forecast applications. However, a good introduction to the Attention based models specific 

properties can be found in [16]. Attention mechanisms are also introduced in [17] as deep 

learning methods able to improve the accuracy on many tasks, particularly within natural 

language processing and image recognition. The importance of attention mechanisms is also 

discussed in [18] as a promising method to better address the real world complexity. In addition, 

an automatic forecasting of time series data with Multifactor Neural Attention can be found in 

[19]. The novel methodology achieves a 23.9% improvement of forecasts in comparison to other 

neural networks proposed for time series forecasting to date.  

 
2.3.1 Attention Mechanism Prediction structure 
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Fig. 20. Attention Mechanism model structure 

 
As Fig. 20 shows, firstly LSTM layers can receive the input data and generate an output of 128                   

dimensions. Next, there is a Attention layer which can deal with the weight vector. After this                

layer, as the same to other models, there are Dropout and a dense layer adapts the multi outputs                  

which have two dimensions.  

2.4 Deep Convolutional Network(DCN) 

 
Deep convolutional Network [20] is a Deep Learning algorithm which can take in an input and be 

able to differentiate one from the other. The processing required in a ConvNet. While in primitive 

methods filter are hand-engineerineered, with enough training, ConvNets have the ability to learn 

these filtered/characteristics.  

 

2.4.1 DCN Prediction structure 
 
Fig. 21 shows an used  structure of DCN. There are  two 1 dimensional Convolutional neural 

network (Con1D) from Input to the first layer.  Con1d can derive the features from shorter of the 

overall dataset and where the location of the features within the segment is not of high relevance 

Then, followed by the form of Output, it build  the each layers that shapes the output data. The 

Pooling layer is a layer that performs element compression. 
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Fig 21. DCN model structure 
 
 

2.5 indRNN Mechanism 

 
In this section, we explain about an independently recurrent neural network (IndRNN). It can be               

described as: 

 

 

 

where recurrent weight u is a vector and        represents Hadamard product. u and b are       

the weights for the current input and the recurrent input. xt and h are the input and hidden state                   

at time step t. σ is an element-wise activation function of the neurons.Each neuron in one layer                 

is independent from others and connection between neurons can be achieved by stacking two or               

more layers of IndRNNs. In [21] , The result of indRNN was better than that of LSTM as shown fig.                    

22. Therefore, we have chosen this model to test out datasets. 
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Fig. 22. result of comparison between IndRNN and LSTM [21] 

 
 
2.5.1 indRNN Mechanism Prediction structure 
 
Fig. 23 shows an used  structure of indRNN. We replaced LSTM with  IndRNN layer with the same 

dimensional number. 

 
 

 
Fig 23. indRNN Mechanism model structure 
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2.6 Prerequisites for prediction 

2.6.1 Initial parameter for each model 
 
The parameters of all the models are given in Table 7. Batch indicated the number of training                 

samples used in one iteration. For example, we can divide the dataset of 1680 into batches of 168                  

then it will take 10 iterations to finish 1 epoch which the number of passing through an entire                  

dataset.  

About activation function, we chosen ReLU function that can be defined as y = max(0,x)               

mathematically. In Fig. 24, you can see the sample plot of Tanh, Sigmoid and ReLU. ReLU is linear                  

for all positive values, and zero for all negative values. This means ReLU function can take less                 

time to train or run. With the limited compute resource, this point is important. There is a linear                  

character which is the slope doesn’t saturate, when x gets large. It doesn’t have the vanishing                

gradient problem which can happen in other activation functions like sigmoid or tanh.  

 

 
Fig. 24. Sample Plot of Tanh, Sigmoid and ReLU 

 
We used Adaptive moment estimation(Adam) as a optimizer that is developed by Diederik P.              

Kingma in 2015[22]. This method is an improvement on AdaGrad[23], RMSprop and AdaDelta[24].             

ADAM optimizer is an extension to stochastic gradient descent. ADAM is based on adaptive              

moment estimation. ADAM has two parts - Adaptive Gradient Algorithm (AdaGrad) and Root             

Mean Square Propagation (RMSProp). ADAM computes the individual adaptive learning rates for            

different parameters from estimates of first and second moments of the gradient.  

Learning rate is a hyper-parameter that controls how much we are tuning the weights of our                

network with the loss gradient. The lower the value, the slower we pass through the downward                

slope. In Fig. 25, It shows the comparison of large and small learning rate. If learning rate is too                   

small, the gradient of the loss can be slow. On the other hand, the learning rate is too large, it may                     

be hard to converge. In our case, we have chosen 1.00E-03 from [25]. 
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Fig. 25. Comparison of learning rate 

 
 
 
 
 
 
 
 

 
Table 7.  Initial parameter for prediction 

 

Model Batch Number Epoch Activation Function Optimizer Learning Rate 

DFF 168 200  

Adam 1.00E-03 

LSTM 168 200  

Attention 168 200 ReLU 

DCN 168 200  

indRNN 168 200  

 
 

2.2.2 Machine spec 
Table. 8 shows the specifications of the computer used this research. 
 

Table 8.  Prediction Machine Spec 
 

Name Detail 

Windows edition Windows 10 Pro 

Processor Intel(R) Core(TM) i7-3770 CPU@3.4GHz 

Installed memory(RAM) 16GB 

System type 64-bit operating system 
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2.7 Method for prediction evaluation 

In this section, we will show Prediction results and considerations for each model of Wind power                

capacity factor and Temperature.Each result included short-term [1-3 months] and long-term           

[6-12 months] forecasts, and evaluation indices are shown in Table 9. 

 

Table 9.  Evaluation indices and the predicted period 
 

Evaluation indices 

Average gap 

Mean Square Error (MSE) 

Root Mean Square Error(RMSE) 

Root Mean Squared Log Error (RMSLE) 

Prediction Period 

1 month 

3 months 

6 months 

12 months 

 
We adopted five evaluation indices to evaluate the prediction result: The average gap between              

real data and prediction data, the mean square error(MSE), Root Mean Square Error(RMSE) and              

the Root Mean Squared Logarithmic Error(RMSLE). The evaluation indices are described by            

Equation(1)-(3). MSE incorporates both the variance and the bias of the predictor. RMSE is the               

square root of MSE. In case of unbiased estimator, RMSE is the square root of variance, which is                  

actually Standard Deviation. RMSLE takes the log of the predictions and actual values. RMSLE is               

particularly used to avoid penalizing huge differences in the predicted and the actual values when               

both predicted and true values are huge numbers. If both predicted and actual values are small                

then RMSE and RMSLE is same. If either the predicted or the actual values are big then RMSE >                   

RMSLE. If both the predicted and the actual values are big the RMSE > RMSLE, thus RMSLE                 

becomes negligible. 
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3. Prediction Result 

3.1 Result on Temperature and Wind power capacity factor prediction 

 
In this section, we report on the result on Temperature and Wind power prediction which we 

compared the following 5 models: Attention, DCN, DFF, LSTM  and indRNN. Each result was 

evaluated by the following viewpoints. 

 

1. Comparison of model performance 

- Which model could get the best result for TEMP and WF prediction 

respectively 

 

2. Short VS Long term prediction 

- Investigate the prediction period dependency 
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1. Model Comparison 

 
Table. 10. Model Comparison of prediction 1 

  
 

We evaluated the performance of each model by averaging the period of 1, 3, 6 and 12 months.                  

The results are shown in Table 10. Table. 10 consist of the average gap (Avg Gap) heat map and                   

the table which compares the Attention model with other models. For example, The value of DCN                

with Original in TEMP is 2.6, which means the Avg Gap is 2.6 times than Attention model. We set                   

the color of red for the number that exceeds the Avg Gap of Attention model.  

 

In TEMP, it was the attention model's FFT filter that had the least gap with the true value. Avg gap                    

is 0.0124, and there is a difference of 10% or more compared to the FFT of LSTM that had the                    

most difference with true value. Also, comparing the computing time, the best result attention              

took a long time of about 1800 seconds, and it was 4.6 seconds of DFF that ended in the shortest.                    

It can be seen that the DFF results are not as bad as 0.0167 in the Original data, and that TEMP                     

produced reasonable results in the shortest time. 

 

On the other hand, even with WF, the Attention model FFT filter gave the best result of 0.0053                  

gaps. For Attention and DCN, the result with the FFT filter was the best, but for DFF, IndRNN,                  

LSTM, the unfiltered Original was the best. The DCN -WT has the worst result with an Avg Gap of                   

more than 0.2. Also, we note that LSTM has the lowest RMSLE. Avg gap is inferior to Attention                  

model, but we could find that there are few significant outliers. 

 

32 
 



2. Short VS Long term prediction 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table. 11. Comparison of prediction period 

 
Next, we compared the result of short (1-3 month) and long period (6-12 months) prediction. We                

got the result shown in the table. 11. In the Attention model, the performance of 1-month                

prediction was the best for all condition. We could discover that there is a gap of 50% when                  

comparing Avg Gap in FFT of the Attention. IndRNN and LSTM have shown a slight difference in                 
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between the short and long prediction period of Original and WT, but only long-term prediction               

with FFT had better results then the one from short-term. 

In WF, the result of Attention's FFT filter was remarkable. Although the results of the original and                 

the WT were better in the short-term prediction, the results of the FFT as the longer prediction                 

period was improved. In indRNN and LSTM, the trend is different from that observed at TEMP, the                 

difference in Avg gap with time was not so massive. 

3.2 Result on RBA parameters prediction 

We report on the result on RBA parameters prediction which we have tested with 5 models: 
Attention, DCN, DFF, LSTM  and indRNN. Each result was evaluated from the same viewpoints 
with prediction 1. 
 
 
 
 
 
 
 
 

 
1. Model Comparison 

 
Table. 12. Model Comparison of prediction 2 
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The result of model comparison in prediction 2 is shown in Fig. 12. In Δt, The best result was the                    

original filtered Attention model. In DFF · indRNN · LSTM, FFT is the worst, but in Attention · DCN,                   

Wavelet is not good. Comparison of computational time shows that it is shorter than Prediction 1                

as a whole.This is because the number of data of the extracted RBA parameters is small. Looking                 

at the times of each model, it can be read that the shortest is the DFF original data and the                    

longest is the LSTM WT. 

The same tendency as Δt was observed also for Δw_s. The Attention model results using the                

Original data are the best. 

At t, it can be mentioned that the result of FFT is significantly worse. Also, until now the Attention                   

model has been giving better results, but at t it can be seen that DCN is the best model. 

In w_s (t), the same tendency as Δt · Δw_s was observed. The difference is that in the indRNN,                   

the result of the Original data was bad, and the result of the WT was good. About θ(Δw_s), The                   

DCN had larger gaps in all data filters compared to the Attention model. However, WT filters in                 

other models have improved about 5-15% over Attention models. 

 
 

2. Short vs Long term prediction 
 
The result of short-long term comparison in prediction 2 is shown in Table. 13.  

 
Table. 13. Comparison of prediction period 
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In Δt, Attention model is the best at the point of the gap. Compared the short and long period in                    

the model, short term prediction was much better in original data. In other data types, the longer                 

period prediction was better. The second best model was the IndRNN. In this model, prediction               

period did not make a difference in results for any data type.At Δw_s, the DCN results were                 

improved. The values were almost the same as the Original of Attention, and the Short period was                 

better. Looking at indRNN and LSTM, in Original, the long period prediction had a smaller gap.At t,                 

it is clear that the result by the FFT filter is not good in the short and long period prediction. As for                      

the tendency, similar to Δt · Δw_s · t described above, the results of Short period prediction                 

were better for Attention · DCN, and the results for Long period prediction were better for DFF ·                  

indRNN · LSTM.In w_s (t), the same tendency as Δt · Δw_s was observed. The difference is that                  

in the indRNN, the result of the Original data was bad, and the result of the WT was good.In                   

θ(Δw_s) , the same tendency as Δt · Δw_s was observed. The difference is that in the indRNN,                  

the result of the Original data was bad, and the result of the WT was good. 

 

4. Hyperparameter tuning 

 
Hyperparameter tuning (HT) is a crucial step in machine learning practice. This process is often               

carried out by hand. In our cases, We have set the initial parameters manually as shown in Table.                  

7. At this point, there is a hypothesis that we could improve the result based on the                 

hyperparameter tuning. In this section, we demonstrate how the prediction results improve after             

the hyperparameter tuning. Looking back to the result section, Attention model performs the best              

among the tested models. Therefore, we have tried the tuning process with the model and               

compare the result between before and after the tuning.  

 

The methods which we used is Tree-structured Parzen Estimator Approach (TPE) that is one kind               

of Bayesian Optimization Algorithm [26]. We adopted an automatic hyperparameter optimization           

software framework: “Optuna”. It features an imperative, define-by-run style user API. The            

parameters which we have adjusted are batch size, epoch and learning rate. Table. 14 presents               

the range of the values which we have tested for HT.  

 
Table. 14. Tested range of the hyperparameters 
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 Tested Range 

Number of units 5 - 300 

Learning rate 1e-5 - 1e-4 

Epoch 50 - 200 

Batch_size 32 - 128 

 
We have experimented the HT based on the parameters in Table. 14. In table. 15, we have shown                  

the comparison of the parameters before and after HT.  

 

 

 

 

 

 
Table. 15. The comparison of the parameters 

 

  Prediction 1 (After HT) Prediction 2 (After HT) 

 Before Original WT FFT Original WT FFT 

Number of units 128 70 297 244 189 167 232 

Learning rate 1.00E-03 2.65E-05 1.16E-05 4.19E-05 5.41E-05 3.07E-05 6.90E-05 

Epoch 200 56 106 70 149 107 135 

Batch_size 128 52 105 91 64 49 109 

 

4.1 Prediction 1 hyperparameter comparison result  

We have performed Prediction 1 and Prediction 2 again with Attention model using the 
parameters obtained after executing Hyperparameter tuning. The results are shown in 
Table 20 and Table 21. 
 

1. Comparison of model with and without HT 

If you look at Table 20, you can see the comparison of the results by Attention model without HT 

and Attention model with HT. There is no difference in tendency due to data filters (Original, WT, 

FFT). However, if you look at the table below, there is an improvement in the value of the 

Attention model with HT under almost all conditions. (It is considered as red when Attention is 1 

and it is 1 if it is more than 1). This indicates that HT has performed parameter search and was 

optimized. Although there was no improvement in the values in TEMP WT, it is considered that 

this was caused by selecting appropriate parameters from the beginning. 
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Table. 20. Comparison of before/after HT in prediction 1(Attention: Without HT, Attention-h: With 

HT) 
 

 
 
 
   2.  Short vs Long term period 
 
Next, the comparison in the short-long term is performed. Looking at Tables. 21, there was no 

difference in comparison between Attention and Attention-h as the Short term was superior. As 
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for Attention-h, except for the FFT of TEMP, the result of Short term prediction was better. (In 

each model, the result of 1 month prediction was taken as 1 and compared.) 

 

 

 

 

 

 

 

 

 

 

 

 

 
Table. 21. Period comparison of before/after HT in prediction 1 

 

 
 

4.2 Prediction 2 hyperparameter comparison result  

This chapter compares Prediction 2 with and without HT. 
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1. Comparison of model with and without HT 
 

Consider the comparison of Attention and Attention-h in Prediction 2. There was no             

difference in trend depending on the conditions. Under all conditions, the post HT             

parameters improved the results. There was also a result that exceeded but a difference              

of less than 5%, in which case it is considered that the parameters used without HT                

matched the data set. 

 

 

 

 

 

 

 
Table. 22. Comparison of before/after HT in prediction 2 
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    2.    Short vs Long term period 
 
Let's look at the comparison of prediction periods. The trend of the results did not 
change, and almost all the results showed that the short period was better. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table. 23. Period comparison of before/after HT in prediction 2 
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2. Weight allocation and classification of power network 

2.0 Motivation 

These days the network management is still developing and has more impacts to the present               

power operation. Since electricity grid is very huge system, it is hard to specify a consistent data                 

set, easy to lost in detail and computationally expensive simulation cost. Therefore, with the              

reduced model, we are aimed to demonstrate the network analysis in Estonia. The salient              

features include multi-scale network information, classification of zones and ranking each power            

line in the network.  

2.1 Research Strategy and Methods 

Fig. 26 shows our method of the classification. It includes data generation, unsupervised and              

supervised clustering and ranking. The workflow we adopted is as the following process. First, We               

have prepared geographical data of Estonia such as latitude and longitude. Then, we used data               

generation algorithms (Markov-switching autoregressive model and Brownian motion) to replace          

the IEEE 14 [27] and IEEE 118 [28]bus values . As the result, it is possible to obtain a data set that                      

integrates Estonian geographical and Bus data. Using the created four data sets(IEEE 14 based on               

Markov, IEEE 14 based on Brownian, IEEE 118 based on Markov and IEEE 118 based on Brownian),                 

we tried to classify Arc into four classes by clustering using Unsupervised model. The simulation               

with the Supervised model was performed using the label data generated by the Unsupervised              

model. Lastly,we have calculated Power Transfer Distribution Factor and voltage angles for the             

buses in each Arc  and rank  them based on the calculated result.  

42 
 



 

Fig. 26. Classification structure 

2.1.1 Data Preparation 

The basic data for the network analysis is IEEE 14 bus which represents a portion of the American                  
Electric Power System (in the Midwestern US) as of February, 1962. A much-Xeroxed paper              
version of the data was kindly provided by Iraj Dabbagchi of AEP and entered in IEEE Common                 
Data Format by Rich Christie at the University of Washington in August 1993.We have used two                
methods to replace the data for our classification test: Markov-Switching Autoregressive model            
(MS-AR) and Brownian motion. 

Markov-Switching Autoregressive model (MS-AR) 

 
In [29], MS-AR is a non-homogeneous model which is developed by Hamilton in 1989. The model                

is an autoregressive model of order 4 in which the mean of the process switches between two                 

regimes. 

 

Brownian motion 
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The brownian motion is the random portion of the equation. Each brownian increment is              

computed by multiplying a standard random variable from a normal distribution with mean - and               

standard deviation 1 by the square root of the rime increment [30]. 

 

2.2 Model description 

In this section, we explain about the used model to classify the each arc. We have tested 4                  

unsupervised and supervised machine learning model respectively. There is a list of the models in               

Table. 24.  

 
 

Table. 24. List of the models 
Unsupervised Supervised 

DBSCAN CNN 

K-means Decision Tree 

PCA Support Vector Machine 

T-SNE XGBoost 

 
Next, We describe the each models used in this classification.  
 
2.2.1 DBSCAN 

In [31], they say DBSCAN is rely on a density-based notion of clusters which is designed to                 

discover clusters of arbitrary shape. This method can find core samples of high density and expands                

clusters from them. There are two parameters to the algorithm, number of minimum samples (the               

sample number which is in the defined radius) and epsilon (radius from the specific point) which                

needs to be defined as density. In this sense, Higher minimum samples or lower epsilon indicate                

higher density necessary to form one cluster.  

 
2.2.2 K-means 

K-means algorithm clusters data by trying to separate samples in n groups of equal variance,               

minimising the within-cluster sum-of -square. This algorithm needs to the number of clusters. In              

our case, we chosen 4 clusters for that. K-means aims to select centroids that minimise the inertia.                 

[32] 

 

 

2.2.3 Principal component analysis (PCA) 
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PCA is used to find the maximum amount of the variance. Linear dimensionality reduction using               

Singular Value Decomposition of the data to project it to a lower dimensional space. The input data                 

is centered but not scaled for each feature before applying the SVD. 

It uses the LAPACK implementation of the full SVD or a randomized truncated SVD by the                

method of Halko et al. 2009, depending on the shape of the input data and the number of                  

components to extract. [33] 

 
2.2.4 T-SNE 
 
t-SNE can convert similarities between data points to joint probabilities and tries to minimize the               

Kullback-Leibler divergence between the joint probabilities of the low-dimensional embedding and           

the high dimensional data. [34] 

 
2.2.5 Convolutional Neural Network (CNN) 
 
We also used this algorithm for prediction part. This uses a system which contains a multilayer                

perceptron that has been designed or reduced processing requirements. The layer of CNN             

consiste of an input layter, output layer and a hidden layers.In 2016, Kiranyaz et al. [35] proposed                 

a novel way for patient-specific monitoring by using one-dimensional Convolutional Neural           

Network (1D-CNNs). The structure of CNN which we have used is shown in Fig. 27.  

 
 
 
 
 
 
 
 
 
 
 

Fig. 27. Structure of CNN 
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2.2.6 Decision Tree (DCT) 
 
Decision Tree is a non-parametric supervised learning method used for classification. This            

can archive to create a model that predicts the value of a target variable by learning simple                 

decision rules from the data features. This can split the data set into subset based on the                 

attributed value. This process is repeated on each derived subset in a recursive manner              

called recursive partitioning. [34] 

 
 
2.2.7 Support Vector Machine (SVC) 
 
Support Vector Machine constructs a hyperplane in multidimensional space to separate           

different classes. SVM creates optimal hyperplane in an interactive manner, which is used             

to minimize an error. The ,main idea of SVM is to find a maximum marginal hyperplane                

that can divide the dataset into classes in the best way. This method calculates the distance                

between the either nearest points which is the margin. The aim is to choose a hyperplane                

with the maximum possible margin between the support vectors in the dataset. [35] 

 
2.2.8 XGBoost (XGB) 
XGBoost is used for supervised learning problems, where we use the training data (with              

multiple features) to predict a target label. This is an ensemble Learning combining             

gradient boosting and random forests. [36] 

2.3 Python for Power System Analysis (Pypsa) 
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Pypsa is a free software toolbox for simulating and optimizing modern electrical power             

systems over multiple periods. Pypsa contains IEEE14 and IEEE118 buses information.           

Hence, we have chosen to use this software to construct the network. In addition to that.                

this software allows user to calculate optimal power flow which are power transfer             

distribution factor (PTDF) and voltage angles. [37] 

 

2.4 Ranking  

Table. 25 shows the list of Ranking Methods. The dataset which is classified by              

Unsupervised / Supervised Machine learning algorithm can be ranked based on optimal            

power flow. The selected parameters of Optimal power flow are PTDF and voltage angles.              

These numbers are normalized from 0 to 1 and visualized ranked by Highly critical /               

Critical / Secure / Very secure.[38] 

 
 

Table. 25. Ranking Method 
 

Classification Ranking 

Class 0 

Highly critical・Critical・Secure・Very secure 
Class 1 

Class 2 

Class 3 

 
 

2.5 Classification and ranking Result 

In this section, we show the result of the clustering and ranking method. We prepared the                

estonian map as the basemap which are terrain and population coloring map.  
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Fig. 28. IEEE14 Base network on Estonia(Left: Markov dataset, Right: Brownian dataset)  

 

 
Fig. 29. IEEE118 Base network on Estonia(Left: Markov dataset, Right: Brownian dataset)  
 
Fig. 28 and Fig. 29 show the network of IEEE14 and IEEE118 which are generated by                

using Markov switching-autoregressive and Brownian motion methods. These networks         

are subjected to clustering to make 4 classes of  each Arc. 

Table. 26. Classification result 

 
In table. 26, you can see the result of the classification. We have used three evaluation                

indices. The first indice is Accuracy using test data, second is cross validation score, the               

third is area under ROC curve. As the table shown,In IEEE14, it can be seen that kmeans                 

in the data set by Markov stably produces a value close to 80% in any Unsupervised                
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algorithm. Moreover, in IEEE 18, since the number of data is large compared to IEEE 14,                

the values of the overall are stable. The best test score was PCA in the Brownian dataset. 

 

 

Lastly, we select the two network which results the best in the classification part and show                

the network with ranking output. The selected networks are IEEE14-Markov-kmeans and           

IEEE18-Brownian-PCA.  

 
 
 

Fig. 30.  Result of IEEE14-Markov-kmeans  

 
Fig. 30 shows the network that achieved the best result in IEEE14 network. 4 classes 0-3                

are colored red, blue, green and black​. The width of the line showed the result of ranking.                 

It can be seen that each arc is classified and the importance is visualized by thickness in                 

that class. However, the data amount is very small, so it is difficult to see the clustered                 

class.  
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Fig. 31.  Result of IEEE18-Brownian-PCA 

 
Fig. 31 shows the result of IEEE18-Brownian-PCA which outputs the best score. As the number of                

dataset increases, the result of classification shows the each class clearly. Class 3 is concentrated               

on Harju county, and Class 1 is observed in Arc connecting Tartu and Tallinn, Class 2 is in vertical                   

Arc of Harju, and Class 0 is slightly closer to the sea than Class 2. Considering the power transfer                   

distribution factors and line outage angles , variance values are calculated. These variance values              

are used as weight/score for each line. The thickness of the line depends on the weight of the line.  

Future steps 

As a part of the overall project development, we have planned the following tasks as in Table. 
27.  

Table. 27. Future task list 
 

 Task Title Time Status 

Prediction 

Run the script in Taltech HPC cluster computer June Pending 

Hyper parameter model tuning (Apache Spark) based on 
the HPC June Pending 

Test more models such as RBM, NTM, GAN June Pending 

Classification 

Use Estonian data to connect with Pypsa project June pending 

Improve the ranking method by adding more conjunction 
parameters June pending 

Improve the visualization of classification result June pending 
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By completing these tasks, I believe that the contents of this time will be more meaningful 
and my contribution would be valuable to the power network research.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

SUMMARY and Conclusion 

 
The objective of this thesis is to compare the different machine learning methodologies             

and see the performance within two parts related with energy applications. The two             

systems are divided into prediction and classification part.  

1) Prediction part: 

We have predicted Temperature, Wind power and Ramp events extracted from wind            

power data in 2016. A ramp event can measure quantification of the wind power              

variations. In thi s prediction, the data from 2011 to 2016 is used for training data to                 

predict the data in 2016. There are 5 machine learning models: DFF, DCN, CNN, LSTM and                

Attention which we tested. In addition to that, we prepared 2 kinds of filter to apply for                 

out datasets. The one is Wavelet filter (WT) which can provide localization in both the               

temporal domain as well as in the frequency domain. Another one is Fast Fourier              

transform (FFT) which is able to convert the original data to a representation in the               

frequency domain. It means we have done (3 datasets) x (3 datasets) x (5 machine               

learning model) = 45 cases of simulations. As the result of these simulation, we could see                

Attention model is the best for the prediction of Wind power, Temperature and ramp              

events. In particular, Attention model with FFT performs very well compared with other             

models. In addition to that, we applied Hyperparameter optimization to the Attention            

model to improve the result more and more. By that tuning, we could see the drastic                

improvement of the result for most of the datasets. For the future steps, we are planning                
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to try to implement other kinds of machine learning methods to test and do the               

distributed optimization to reduce the computing time and increase the accuracy.  

2) Classification part: 

In this part, we have tested IEEE-14 and IEEE-118 bus data to implement machine learning               

method. We have adapted 4 unsupervised and supervised machine learning model           

respectively to categorize the buses into 4 classes. Since the network data is more              

sensitive and not open public, firstly we generated the basic data to store in each IEEE-14                

and IEEE-118 buses. We chosen Markov-switching autoregressive model and Brownian          

motion to generate that. Based on the 4 datasets (IEEE-14 with markov and Brownian              

sampling, IEEE-118 with matkov and Brownian sampling), we embed the network on            

Estonian geographical data with population heat-map and terrain map. We could           

visualize the networks with IEEE datasets and confirm the arcs are categorized into 4              

classes[0,1,2,3]. The most meaningful classification method was ​Markov-kmeans for         

IEEE-14 and Brownian-PCA for IEEE-118. ​Next, with the result of clarification, we have             

ranked the each arcs in the each class by using power transfer distribution factor (PTDF)               

and Voltage angles. These factors can be calculated in Pypsa and constitute the linear              

relationship between the active power flows on the lines and nodal active power balance.              

With these factors, we have done with the visualization of arc classification by color and               

the ranking by arc width. Next step is that we are using extracting the real data from                 

Estonian government statistic data store and combine with Pypsa project to improve the             

ranking method.  

 

Upon completion of the project, the related codes would be made available with a MIT license at                 

the following link at GitHub: ​https://github.com/sambeets/RBA_Prediction​. The codes are written          

in Python programming language with an open-science initiative.  
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