THESIS ON INFORMATICS AND SYSTEM ENGINEERING C43

Logics for Low-Level Code and
Proof-Preserving Program Transformations

ANDO SAABAS

TALLINN 2008



TALLINN UNIVERSITY OF TECHNOLOGY
Institute of Cybernetics

This dissertation was accepted for the defence of the degree of Doctor of Philosophy
in Engineering on October 20, 2008.

Supervisors: Dr. Tarmo Uustalu
Institute of Cybernetics at Tallinn University of Technology

Enn To6ugu, DSc
Institute of Cybernetics at Tallinn University of Technology

Opponents:  Dr. Bernd Fischer
School of Electronics and Computer Science
University of Southampton

Prof. David Sands
Department of Computer Science and Engineering
Chalmers University of Technology

Defence: November 14, 2008

Declaration: Hereby I declare that this doctoral thesis, my original investigation and
achievement, submitted for the doctoral degree at Tallinn University of Technology
has not previously been submitted for any degree or examination.

/Ando Saabas/

Copyright: Ando Saabas, 2008
ISSN 1406-4731
ISBN 978-9985-59-865-8



INFORMAATIKA JA SUSTEEMITEHNIKA C43

Loogikad madala taseme koodile ja
toestusi sailitavad programmiteisendused

ANDO SAABAS

TALLINN 2008






Logics for Low-Level Code and
Proof-Preserving Program Transformations

Abstract

The Proof-Carrying Code (PCC) paradigm has emerged as a way of instilling trust
in the code user about the properties of the code that she is about to run. The
underlying idea is simple: code is shipped with a proof which attests that it adheres
to the requirements set at the user’s computer. Consequently, the user does not
need to check the code itself, only its proof, which is a simple, fast and one-time
procedure. A program proof can be thought of as a semantic checksum, attesting
that the semantics of the program has not been tampered with.

While the underlying idea of Proof-Carrying Code is simple, it offers many
challenges in both scientific and engineering aspects. This thesis concentrates on two
aspects relevant for Proof-Carrying Code. First of all, we describe a way of giving
a compositional semantics and matching Hoare logic to low-level, “unstructured”
languages with jumps. Our work is based on the insight that a phrase structure can
be given to the seemingly non-modular code by defining the code to be either a single
instruction, or a finite union of pieces of code. We show that this seemingly trivial
phrase structure actually provides a convenient basis for compositional semantics
and logic. The semantic and logic descriptions that we thus obtain are similar in
sophistication to those of the standard WHILE language. Notably, Hoare triples in
our logic can be interpreted in the usual way.

The second aspect we investigate concerns “proof compilation”: the problem
of translating a program proof alongside the program in the context of compilation.
While the problem is trivial in the case of a non-optimizing compiler, it becomes
complicated when optimizations take place: a valid proof of a program is in general
not valid for the optimized, semantically equivalent version of the same program. We
propose a way of describing optimizations via type systems, where the type system
specifies both the dataflow analysis underlying the optimization and the rewrite
rules making use of the analysis information and carrying out the optimization. The
type derivation of a program is then used to guide the transformation of the proof.
We demonstrate that this approach works both for high-level programs and Hoare
proofs and on control flow graph based program descriptions and flat, unstructured
program proofs. We are able to address complicated, program structure changing
optimizations such as partial redundancy elimination and also optimizations based
on bidirectional analysis.



Loogikad madala taseme koodile ja
toestusi sailitavad programmiteisendused

Liihikokkuvote

Nun. toestusega kood (Proof-Carrying Code ehk PCC) on uuenduslik viis anda garan-
tiisid tarkvara turvalisuse ning funktsionaalsuse kohta. Idee on lihtne: kompileeritud
programmiga on kaasas toestus — sertifikaat, mida kontrollides on véimalik kind-
laks teha, kas programm esitatud nouetele vastab. Seega ei pea kasutaja kontrollima
programmi ennast, vaid ainult toestust, mis on kiire ja ithekordne protseduur ning
toimub programmi kasutaja enda arvutis. Programmi toestusest voib moelda kui se-
mantilisest kontrollsummast, mis néitab, et programmi semantikat ei ole ebasobivalt
muudetud.

Antud t66 késitleb kahte PCC-ga ldhedalt seotud probleemi. Kuna tarkvara
levitatakse kompileerituna (nn. madala taseme kood), on oluline madala taseme
koodi iile arutlemine, mis toimub labi programmiloogika. Kompositsiooniliste loogi-
kate loomist madala taseme keelte jaoks on seni peetud keeruliseks, kuna neil puudub
korgkeeltele omane ilmutatud kujul fraasistruktuur. Antud t66s naitame, et madala
taseme koodile voib anda struktuuri, defineerides koodi kas tiksiku instruktsioonina
voi kooditiikkide 1opliku iihendina. Ilmneb, et see nailiselt lihtne struktuur on pii-
sav kompositsioonilise semantika ja loogika kirjeldamiseks. Defineeritud semantika
ja loogika on oma keerukuselt 1ahedased standardsetele WHILE keele semantikale ja
loogikale.

Teine probleem, millele antud t66 pithendub on nn. “toestuste kompileerimine”.
Kuna toestused koostatakse iildjuhul korgkeelsete programmide kohta, on PCC arhi-
tektuuri puhul moistlik teisendada korgkeelsete programmide toestused kompilee-
rimise kéigus automaatselt madala taseme koodi toestusteks. See iilesanne on suhte-
liselt lihtne juhul, kui kompilaator ei teosta optimeerimisi. Vastasel juhul osu-
tub transleerimine keeruliseks, kuna tildjuhul optimeeritud programmi jaoks algne
toestus enam ei sobi. Kéesolevas t00s esitame viisi, kuidas andmevooanaliiiisidel
pohinevaid optimeerimisi on voimalik esitada labi tiitibististeemide, kus tiiiibisiisteem
sisaldab nii analiiiisi- kui ka optimeerimiskomponenti. Nii on voimalik tiitibituletus-
puu pohjal teostada nii programmi- kui toestusteisendusi. Oma t06s néditame, et see
lahenemine t66tab nii korgkeelsete programmide ja toestuste jaoks (sh. keeruliste
optimeerimiste nagu osaline lilasuse korvaldamine) kui ka madala taseme koodi ja
mitte-modulaarsete toestuste puhul.
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CHAPTER ]_

Introduction

The issue of determining whether a given program is correct, i.e. adheres to the
given set of requirements, has been a topic of interest since the advent of computers.
There are numerous approaches to show that a program is fully or partially correct
with respect to some specification, ranging from manual testing and code review to
automated /intelligent testing to type systems, static analysis, model checking and
formal verification. These approaches are by no means mutually exclusive, although
there certainly is some hierarchy of what kinds of properties can be shown using
each individual approach. Not surprisingly, the more thorough one wants to be
with checking, the more sophisticated the tools need to be, and the more laborious
the job is for the person doing the checking. What can be checked and how also
depends on how the requirements are specified: specifications can range from simple
documentation expressed in a natural language, to semi-formal descriptions such as
UML diagrams, to fully formal code annotations in some mathematical language
such as first- or higher-order logic.

The holy grail of program correctness checking has been full formal verification,
going back to seminal papers by Floyd [29] and Hoare [30] in the late Sixties. In
formal verification, the requirements a program is intended to fulfill are specified in
some mathematical language, typically first-order logic. The programming language
must have a formal semantics, so an abstract mathematical model of the program
can be built, and rigorously proven to adhere to the specification. The proof process
is typically not fully automatic, but requires the guidance of the developer.

Formal verification can give a full guarantee that the program has the desired
properties (assuming the verification tools themselves are correct). The specifica-
tions can be very complex and can address many different properties such as code’s
safety /security, functionality, bounds on resource consumption etc. This is opposed
to for example testing, where full guarantees can usually not be given, or type sys-
tems, where the domain of what can be checked is limited.

The goal of formally verifying programs has proved to be very elusive and full
verification is still far from being mainstream. Still there has been steady progress in
approaching this goal. There are numerous tools available for program verification,
such as the Extended Static Checker for Java ESC/Java2 [18], the KeY tool [12],
Krakatoa for Java [42] and Caduceus for C [28], both built on the Why platform
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[27], the Loop tool [66] and Jack [7], to name a few.

Verification is typically performed on the source code by the developer, while
the user only obtains the compiled binary of the code. A problem orthogonal to
verification is how to convince a user that it is safe to run the code she just obtained—
giving access to full source code to the user is not always desired, and even if it is,
the user usually does not have the means or the knowledge to compile the program.
Additionally, in general the user cannot fully trust her compiler. A traditional
method for giving some assurance to the user has been signing the code digitally.
A digital signature however only speaks about the origin of the code, not about the
code itself. The origin might not be fully trusted or even when it is, it does not give
a full guarantee that the code is actually safe. Would it be possible to convince the
user that the code is safe even when it is coming from an untrusted source?

1.1 Proof-Carrying Code

Proof-carrying code (PCC), proposed by Necula [45], is a technique for safely exe-
cuting code coming from an untrusted source. The general underlying idea is quite
simple: the untrusted code producer must supply the code with a proof, which shows
that the code adheres to the policy set at the host’s site. The host can then simply
check the proof against the code and the site’s policy, and only run the code if the
proof is correct. The particular policy is chosen by the host and can address a wide
array of properties, such as code safety, security or functionality. Proof checking is
a one-time procedure and there is no need to use cryptography or trust an outside
agent.

PCC has a lot of potential uses where the trusted computing base is dynamic,
such as mobile phones, PDA’s, smartcards etc. Example applications include exten-
sible operating systems, downloadable applets, safety-critical embedded controllers
ete.

The main highlights of the PCC architecture are the following.

e It is small and lightweight on the host’s side. The host does not have to verify
the code itself, only check a purported proof.

e PCC can operate on native code binaries. There is no inherent need for sand-
boxing PCC applications.

e It is general, so in addition to basic safety properties, other properties like
functionality, non-interference etc. can be expressed using the same approach.

e It operates at load time, so there is no overhead in runtime checking.

e PCC programs are tamper-proof. If the code and/or the proof are modified,
then either the proof becomes invalid with respect to the code and the policy
and the program is rejected, or if the proof is still valid, it means that the
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Figure 1.1: Simplified overview of the PCC architecture

program still adheres to the given policy despite of the modifications and is
still safe to be executed.

Any instance of the general PCC architecture must contain at least a formal
specification language used to express the safety/functionality policy, a formal se-
mantics of the programming language of the distributed code, a formal language to
express the proofs, and a proof checker, i.e., an algorithm validating the proofs. The
general architecture of proof-carrying code is given in Figure

While the basic idea underlying PCC is quite simple, there are many challenges
in both theoretical and engineering aspects of PCC. Among those are:

e Finding suitable logics and type systems for reasoning about low-level code.

e Obtaining proofs for the low-level code from source-level proofs (especially in
the light of compile-time optimizations).

e Compactly representing program proofs.
e Developing efficient and correct proof checkers.

All of this has made PCC a very popular topic in computer science, with a large
amount of literature dedicated to it in the last ten years.
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1.2 Contributions

This work concentrates on two related aspects relevant for PCC.

e The first aspect is related to finding suitable logics and type systems for rea-
soning about low-level code. There are are many challenges in this area; one
question is how to deal with the unstructured nature of low-level code. Un-
like high-level programs, low-level code has no explicit phrase structure due to
the presence of jumps, i.e., it is seemingly non-modular. A consequence of a
language being non-modular is that it cannot have compositional semantics,
logics or type systems, therefore making reasoning about it more difficult. On
the example of a bytecode-like language, we show that there is a way to give
a useful structure to code with jumps and devise a compositional semantics
and Hoare logic for low-level languages, which do not make any assumptions
about the structure of the program. We show that the compositional seman-
tics agrees to the standard semantics and prove the compositional Hoare logic
to be sound and complete. The logic we present is standard in the sense
that Hoare triples can be interpreted in the standard way. We also show that
our approach allows for direct compilation from modular source-level program
proofs into modular low-level proofs.

e The second aspect we deal with is related to the question of how to obtain
certificates/proofs for compiled code when the source code is verified. Typi-
cally, programs are proved correct on the source level, using some verification
environment. If the source code is compiled, one would like to “compile”
its proof together with it. While this is straightforward for a non-optimizing
compiler, this is not the case when optimizations take place: the proof has
to be “optimized” along the program. We present a general and uniform way
of transforming proofs, using type systems. The type system is a declarative
representation of the dataflow analysis, and also includes an optimization com-
ponent corresponding to the code rewrite rules based on the analysis result.
The fundamental idea is to leverage the type system for optimizing both the
program and its proof, i.e. a type derivation of a statement not only specifies
how the statement has to be rewritten, but also how to modify its pre- and
postconditions, so that they remain valid after the rewrite.

We demonstrate our approach on three optimizations.

— We introduce our technique on dead code elimination, a relatively simple
optimization, requiring only one dataflow analysis. As such, it is a good
example to describe our general approach. At the same time, it is inter-
esting in being the archetypical optimization which requires weakening of
assertions in program proofs, and is thus a counterexample to the popular
belief that assertion transformation in the context of proof compilation
is always strengthening.

14



— We look at common subexpression elimination, which is an optimization
that requires linking of expression evaluation points to value reuse points
and coordinated modifications of the program near both ends of such
links, which seems to go against compositionality (where compositionality
is what we want from a type system for a high-level language). We show
how this can easily be overcome by a combined type system that reflects
a combination of two analyses.

— Our work on high-level program transformation culminates on partial
redundancy elimination, which is a very complex and subtle optimization
that requires four interdependent dataflow analyses and performs code
motion via edge splitting. In our type-systematic setting, this corresponds
to introducing new code at subsumption inferences. On this example we
also show that our approach is equally applicable to logics other than
the standard Hoare logic, for example logics for reasoning about resource
usage.

Besides showing the usefulness of the type-systematic approach for proof trans-
formation, we argue that that this approach can be useful for other purposes.
It can explain the optimization well in a declarative fashion, and makes it easy
to show different properties of optimization like soundness and improvement
(the latter is explained on the example of partial redundancy elimination).

We also extend our work on proof transformation to bytecode-like languages,
where we use a flat, unstructured logic. Bytecode optimizations are interest-
ing since many of them require bidirectional analyses (unlike most high-level
optimizations). This means that during the analysis (and principal type infer-
ence), information needs to be propagated both back and forth in the control
flow graph. This has the effect that the normal subsumption rule is not appli-
cable, since changing the type at one program point potentially affects the type
of all other program points. In our work, we show that our type-systematic
approach scales equally well to unstructured logics and bidirectional dataflow
analyses.

1.3 References to previously published work

Several parts of this thesis have been previously published as conference and journal
papers.

Chapter [3]is based on papers “A Compositional Natural Semantics and Hoare
Logic for Low-Level Languages” [53], published in Theoretical Computer Science,
and “Compositional type systems for stack-based low-level languages” [52], pre-
sented at Computing: Australasian Theory Symposium, CATS 2006. It contains
previously unpublished proofs of the metatheoretic properties of the compositional
semantics and logic and the proof of preservation of Hoare triples.
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Chapter [ is based on papers “Program and proof optimizations with type
systems” [55] published in the Journal of Logic and Algebraic Programming and
“Proof optimization for partial redundancy elimination” [56], presented at Partial
Evaluation and Program Manipulation, PEPM 2008.

Chapter [j]is based on a paper “Type Systems for Optimizing Stack-Based Code”
[54], presented at Bytecode Semantics, Verification, Analysis and Transformation,
BYTECODE 2007 The work on byte-code level proof transformations is previously
unpublished.

All of these papers have roughly equal contributions from both co-authors.

1.4 Organization of the thesis

The rest of the thesis is organized as follows. In Chapter [2] we set the stage for
our development by fixing the source and target languages, and the corresponding
standard semantics and Hoare logic for these languages. In Chapter [3] we introduce
a compositional semantics and Hoare logic for a low-level language with jumps. We
also describe a compilation process to translate high-level proofs into corresponding
low-level proofs. Chapter [4] explains the proof transformation method for program
optimizations on the examples of dead code elimination, common subexpression
elimination and partial redundancy elimination. Chapter 5| extends these ideas to
optimizations on low-level languages and flat program proofs. Chapter [6] concludes
and highlights some directions for future research.
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CHAPTER 2

Preliminaries

In this chapter, we fix the syntax, natural semantics and the standard Hoare
logic of the basic high-level language WHILE and its low-level counterpart, PUSH.
The descriptions for WHILE are very well known and are given here for the sake of
completeness; for a more thorough overview, the reader may turn to [48].

2.1 The high-level language While

2.1.1 Syntax

The syntax of WHILE proceeds from a countable supply of arithmetic variables
x € Var. Over these, three syntactic categories of arithmetic expressions a € AExp,
boolean expressions b € BExp and statements s € Stm are defined by means of the

grammar
a == x|nlag+tal...
b = a0:a1|...|tt|ff|—|b|...
s u= x:=a/|skip|sg;s1|if bthen sg else s | while b do s

2.1.2 Natural semantics

The semantics is given in terms of states. The states are defined as stores o €
Store, i.e., mappings of variables to integers: State =4 Store =4 Var — Z. The
arithmetical and boolean expressions are interpreted relative to stores as integers
and truth values by the semantic function [-] € AExp + BExp — Store — Z,
defined in the denotational style by the usual equations. We write o = b to say that
[b]o = tt.

Statements are interpreted via the evaluation relation > — - C State x Stm x
State defined inductively by the ruleset given in Figure

2.1.3 Hoare logic

The assertions P € Assn are defined as formulae of an unspecified underlying logic
over a signature consisting of (a) constants for integers and function and predicate

17



. o>so—= o’ o' >s1—=0'
SklpnS n COmMPyg
0>50;51= 0

o>z = a— oz — [a]o] o o >skip— o

ocEb o>si—o’ i oEb o>spoo’

ns

soff
Uhns

o >if b then s; else sy— o’ o >if b then sy else sy— o’

olEb o>s—o” o' >whilebdo s—o’ et gD
whiley;

whilel,

o >»while b do s— o’ o >while b do s— o

Figure 2.1: Natural semantics rules of WHILE

~hoa

(Qa/altz = a{Q}
{P}so{R} {R}s1{Q}

Skiphoa COIMPp oy

{P}skip {P} {P}s0;s1{Q}
{oAPrsi{Q} {-bAP}s;{Q} {oA P}s{P}

ify, hiley
{(P}if bthen s; else s, {Q}  "*  {PJwhilebdos{-bAP} ro

PEP {P}s{Q} QEQ
{Prs{Q}

conseqy, .

Figure 2.2: Hoare rules of WHILE

symbols for the standard integer-arithmetical operations and relations and (b) the
program variables x € Var as constants. For the completeness result, the language
is assumed to be expressive enough so as to allow the expression of the weakest
liberal precondition of any statement wrt. any given postcondition (cf. [19]). We
write o =, P to express that P holds in the structure on Z determined by (a) the
standard meanings of the arithmetical constants, function and predicate symbols
and (b) a state o, under an assignment « of the logical variables. The writing
P |= @ means that o =, P implies 0 =, Q for any o, a.

The derivable judgements of the logic are given by the relation {} — {} C
Assn x Stm x Assn defined inductively by the ruleset in Figure

2.2 The low-level language Push

The low-level counterpart of WHILE we consider here is PUSH, a simple stack-based
language with jumps. The building blocks of the syntax of PUSH are labels ¢ €
Label, which are natural numbers, and instructions instr € Instr. We also assume
having a countable set of program variables (registers) € Var (just as in WHILE).
The instructions of the language are defined by the grammar

instr = load x | store x | push n | add | eq | ...
| pop | dup | goto ¢ | gotoF ¢

18



(l,storex) Ec n€eZ (4, load z) € ¢

t
ck(,mn::zs,0) > L+ 1,250z — n]) store ck (l zs,0) » (L+1,0(x) :: 28,0) load

(¢, push n) € ¢ (¢,add) € ¢ ng,n1 €Z
push
ck (U zs,0) » (L +1,n:: 28,0)

ck (U,no :ny i 28,0) > (L+1,n0 +nq :: 28,0) add

(¢,eq) €c mno,n1 €Z

eq
ck (l,ng iny it zs,0) > (L4 1,n0 =ny = 28,0)

(¢, pop) € ¢ pop (¢,dup) € ¢
ck(mn:zs,0) > (L+1,25,0) ck(n:zs,0) >l +1,n:n:zs,0)

dup

(¢, goto m) € ¢

goto
ck (¢, zs,0) = (m, zs,0)
£, gotoF m) € ¢ £, gotoF m) € ¢
(e ) gotoF'tt (Lg ) gotoFT
ck (6, tt i zs,0) > (L +1,28,0) ck (U, ff i zs,0) — (m, zs,0)

(L,storex) €Ec Vn € Z,zs’' € (Z+B)*. zs #n:: zs’

store
ck (L, zs,0)— b
(¢,add) € ¢ Vng,n1 € Z,zs' € (Z+B)*.2s #ng = ny :: 28’
addgp
ct (¢, zs,0)—
(,eq) €c Vno,n1 € Z,zs' € (Z+B)*. 258 Ang ::ny :: 28’ eq
ck (¢, zs,0) b
4, pop) € ¢ £,dup) € ¢
pop)€c |, b e
ek (4[], o)~ ek (6], o)~

Vb€ B,zs' € (Z+B)*. zs #b::zs

ck (€, zs,0)~

gotoF

Figure 2.3: Single-step reduction rules of PUSH

(The pop and dup instructions are not needed as primitives in the language for
presenting the compositional semantics and logic in Chapter 3] but will be useful
for bytecode optimizations presented in Chapter )

A piece of code ¢ € Code is a finite set of labelled instructions, i.e., a set
of pairs of a label and an instruction: Code =4 Pr,(Label x Instr). A piece
of code c¢ is wellformed, if no label in it labels two different instructions, i.e., if
(£, instr), (£,instr’) € ¢ imply instr = instr’. The domain of a piece of code is the
set of labels in it: dom(c) =4¢ {¢ | (¢, instr) € c}. If ¢ € dom(c), we write ¢, for the
unique instruction that ¢ labels in c.

A state for PUSH consists of a label ¢, stack zs and store o, which respectively
record the program counter(pc) value, the content of the operand stack and the store
at a moment: State =4 Label x Stack x Store. A stack is a list whose elements
can be both boolean or integer values: Stack =4¢ (Z 4+ B)*. (We use the notation
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X* for lists over X, [] for the empty list, x :: s for the list with head x and tail zs
and zs -+ ys for the concatenation of zs and ys.) Variables can only be of integer
type and must always be defined: Store =4 Var — Z.

If a language is low-level, its semantics is usually described in an operational
form that is small-step. The small-step semantics of PUSH is formulated via a
single-step reduction relation — F— C State x Code x State defined in Figure[2.3
The associated multi-step reduction relation —* is its reflexive-transitive closure.
It is immediate that — is deterministic, there is always at most one step possible.
Additionally, we have the relation — F - C State x Code denoting abnormal ter-
mination, also given in Figure|2.3] There is no explicit halt instructions, a program
halts normally when the program counter exits the domain of the code.

Thus a state can be terminal for two reasons: (i) we have ¢ ¢ dom(c), which
signifies normal termination (for which we write ¢ & (¢, zs,0) #), or (ii) we have
¢ € dom(c) but have of wrong types or shortage of potential operands on the stack,
which signifies abnormal termination (for which we write ¢ - (¢, zs, 0)—).

Lemma 1 (Determinacy of small-step semantics) Ifct (¢,zs,0) — (¢, zs',0")
and ¢t (€, zs,0) — (0" 25", 0") then (¢, zs",0") = (¢, 28',0”).

Lemma 2 (Extension of the domain) Ifcy C ¢1, ¢ € dom(cy) and co b= (¢, zs,0)
—* (0, 2z8',0") then c1 + (€, z8,0) —=* (¢, 28, 0").

Lemma 3 (Extension of the domain 2) If ¢p C ¢; and ¢ € dom(cy) and ¢o
(0, 28,0) =»* (U, 28',0") = then c1 b (€, z8,0) —»* (¢, 28", 0")—.

2.3 Program logics for Push

The Hoare logic of WHILE is very standard and can be found in most textbooks
dealing with programming language semantics. For low-level languages, there is no
such consensus and there is no canonical logic for simple low-level languages such
as PUSH. The most popular approach involves a global context of label invariants,
following the style of the type system for bytecode by Stata and Abadi [61], and
can be found for example in Benton’s [14] and Bannwart and Miiller’s [6] work. The
logic we will use for presenting the low-level proof transformations in Chapter [5] is
based on exactly this line of work.

When presenting a logic for a language in which errors can occur (type and
stack underflow errors in our case), there are several design options. One question
is whether the logic is error-ignoring or error-free. The difference between the two
logics is in their validity statements. For the error-ignoring logic (also called very
partial correctness logic) the validity statement says that if we start a program in a
state satisfying the precondition, and terminate normally, the final state satisfies the
postcondition. Such specifications are satisfied by both divergent and erroneous pro-
grams. For the error-free logic, validity additionally states that if we start a program
in a state satisfying the precondition, the program does not finish erroneously.
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Pi=EVzeZiwe (Z+B)* . (st =21 w= Ppyq[w/st,z/x])

t
P+ (¢,store x) store
Py = Py i st/st] Py |= Ppyq[n :: st/st]
oa push
P (¢,load ) P+ (¢, push n)
Py =V20,21 € Z,w € (Z+B)*. (st =20 : 21 :: w = Ppyq[z0 + 21 : w/st]) ad
P+ (¢, add) &
Py =Vz€Z+B,we (Z+B)*. (st =z:w= Ppyi|w/st]) pop
P+ (¢ pop)
PEV2EZ+Bwe (Z+B)*. st =2:w= Ppyi][z: 2z w/st) 4
Pt (¢, dup) up
PE ':Pm

—— goto
P+ (¢, goto m)

PrEVbeBwe (Z+B)* . st =b::w= ((bA Pppr1[w/st]) V (mb A Pnlw/st]))
P (¢, gotoF m)

gotoF

V¢ € dom(c). P F (¢, ¢cp)
Pre code

Figure 2.4: Error-ignoring programming logic for PUsH

The two flavours of logic are given in [2.4] and Figures [2.5] There, P is a vector
of assertions such that there is an assertion associated with each instruction of the
program. We use Py to denote the assertion (more precisely, the precondition) at
label £. Assertions are formulae of the underlying logic, which as extra-arithmetic
constants contains program variables Var and special constant st to refer to the
stack. The logic judgement P F (¢, instr) signifies that P is the context of invariants
for the labelled instruction (¢, instr), independent of any possible code context in
which this instruction may occur. The logic judgement P F ¢ means that P is
the context of invariants for a program c as a whole. The precise meaning of P
(¢, instr) and P F ¢ will be clear from the definition of soundness and completeness.
We write (2s,0) Fo @ to express that an assertion ) holds in the structure on
Z and B determined by (a) the standard meanings of the arithmetical and logical
constants, function and predicate symbols and (b) a state o and a stack st under an
assignment « of the variables of the logical language (parameters).

The main difference between the two logics can be explained on the example
of the store instruction. The error-free logic requires that the assertion associated
with the store instruction guarantees that there is an integer on top of the the stack,
so that the instruction could be executed normally. Additionally, the assertion has
to imply the suitably modified assertion associated to the instruction following the
store. In the error-ignoring logic on the other hand, the latter has to be guaranteed
only if the stack holds an integer on top. If the stack is empty or holds the wrong
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Pr=3z€eZiwe (Z+B)* . st =z:wA Ppyiw/st, z/x]
P+ (¢, store z)
Py = Py o st/st] Py = Pypyq[n i st/st]

h
Pr (Lload z) ¥ Pr (Lpushn) OF°

store

Py =320,21 € Z,w € (Z+B)*. st =20 :: 21 :: wA Ppy1[z0 + 21 : w/st]
P+ (¢,add)

add

Pr=32€Z+B,we (Z+B)*.st=z:wA Ppyiw/st]
po
P (¢, pop)

p
PrEJz€Z+B,we(Z+B)*.st =z:wA Pppq]z 2 2 st/st]
P+ (¢,dup)

_PeEPn
P+ (¢, goto m)

dup

goto

Pr=3beBwe (Z+B)*.st=b:wA ((bA Ppyi[w/st]) V (=b A Pplw/st]))
P (¢, gotoF m)

gotoF

V¢ € dom(c). P+ (¢, ¢q)
c

PFec ode

Figure 2.5: Error-free programming logic for PusH

type on top, nothing has to be guaranteed, since a runtime error would occur.
Both logics are sound and complete in the usual sense, according to their validity
notions.

Theorem 1 (Soundness of the error-ignoring programming logic)
If P+ ¢ and (2s,0) Ea Py then for any (¢',zs',0') such that ¢ = (£, z2s,0) —*
(0,28, 0") +», (28',0") FEa Pr.

Theorem 2 (Completeness of error-ignoring programming logic) If for any
(0, zs,0) such that (zs,0) = Py it holds that for any (¢',zs',0’) such that ¢
(4, 28,0) —»* (U, 28',0") / we have (2s',0") | Py then P+ c.

Theorem 3 (Soundness of the error-free programming logic)

If PF ¢ and (2s,0) Eao Py then (i) for any (¢',2s',0") such that ¢ - (£, zs,0) —*
(0, zs',0") #, (28',0") Ea Pp and (ii) there is no state (¢',zs',0") such that c
(0, 28,0) —* (0, 28", 0").

Theorem 4 (Completeness of the error-free programming logic) If for any
(0, zs,0) such that (zs,0) = Py it holds that (i) for any (¢, zs',0") such that ¢ -
(0, 28,0) =»* (U, 28',0") /» we have (zs',0") = Py and (ii) there is no state (¢', zs',0")
such that ¢t (£, zs,0) —* (¢, zs',0")~ then P+ c.
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Py = shift(Pey1)lst(0) /2] Py = unshift( Py 1 [/5t(0)])

P+ (¢, store x) tore Pt (¢,load z) load
Py = unshift(Pyy1[n/st(0)]) b Py |= shift(Ppy1)[st(0) + st(1)/st(1)]
P+ (¢, push n) pus P+ (£, add) add
Py = shift(Pypy1) Py = unshift(Py41[st(1)/st(0)])
— " pop dup
P (¢, pop) P+ (¢,dup)
Py = P Py = st(0) A Shift(P[+1) V =st(0) A shift(Pr,)
——————— goto gotoF
P+ (¢,goto m) P+ (¢, gotoF m)

V¢ € dom(c). P+ (4, ¢q)
PEe code

Figure 2.6: Neutral programming logic for PUSH

There are in fact several ways of presenting logics that guarantee error freedom.
For example Benton [14] uses a type system in parallel with the logic to rule out
erroneous behavior. This means that nothing can be proven about untypable pro-
grams. This is a reasonable way to proceed (although for example Microsoft’s CLR
does give semantics to untypable code). The approach where error freedom is built
directly into the logic (as in Figure is stronger in the sense that certain prop-
erties of some untypable programs can also be proven, for example by showing that
an ill-behaving branch is never entered. The compositional logic we will introduce
in Chapter [3] will also be error-free.

For transformation of low-level proofs in Chapter |5, we will adopt a logic where
the difference between error-free and error-ignoring is abstracted away, in fact the
logic can be desugared both into the error-ignoring and error-free logic (however, the
intended reading in Chapter [5|is error-ignoring). Its style follows the bytecode logics
of Benton and Bannwart-Miiller. In this notation, instead of having one extralogical
constant st, we have multiple extralogical contstants st(7) to refer to the i-th position
in the stack, where 7 is a numeral and st(0) is the top of the stack; using an arbitrary
expression as the argument (such as st(z+y)) is not allowed. So for example to state
that the third position in the stack holds a value 5, we have the assertion st(2) = 5.

The logic is given in Figure We use operators shift and unshift where

shift(Q) = Q[st(i + 1)/st(i) | i € N]

and
unshift(Q) = Q[st(i — 1)/st(i) | i € NAi > 0],

where @) is an assertion.

Using the st(i) notation has the benefit of allowing us to talk about stack
positions directly, without having to bring quantifiers into assertions to create bound
variables for them. But there is also a drawback, namely it immediately begs the
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question of how to interpret assertions referring to st(i) when the length of the stack
is less than or equal to 4, for example ([], o) = st(0) = 1. The interpretation depends
on whether we consider the logic to be error-free or error-ignoring. In the first case,
such an assertions should be false, in the second case it should be vacuously true.

We solve this issue, by stating that this logic with its problem of nondenoting
terms can be desugared into the error-ignoring and error-free logics that are given in
and Figures [2.5| as needed. To translate the assertion () containing extralogical
constants st(i), ..., st(n) for the error-ignoring logic, @ is rewritten as

V20, oozm, w.(St = 20 it oo it 2 it w = Qlzo/st(0), .., zn/st(n)]).
Similarly, for the error-free logic we would get

20, .o zm, w.(st = 20 2 . 2p 1w A Qlz0/5t(0), ., 2/ st(R)]).

Proofs can also be translated.
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CHAPTER 3

A compositional approach to
low-level languages

Low-level languages are widely believed to be difficult to reason about because of
their inherent non-modularity. The lack of modularity is attributed to low-level code
being flat and to the presence of completely unrestricted jumps. The consequence
of a language being non-modular is that it cannot have a compositional semantics
or logic.

We show that the premise of non-modularity is untrue. While it is true that
there is no explicit structure to low-level code in the way of high-level programs, there
still is some structure: every piece of code is either a single labeled instruction, or a
finite union of smaller pieces of code with non-overlapping support. As it turns out,
this seemingly very banal structure actually provides a good enough phrase structure
for defining a compositional semantics and logic for the language. The fundamental
observation is that, differently from high-level statements, low-level pieces of code
are multiple-entry and multiple-exit: any label could be jumped to and a piece of
code could be exited from any jump instruction. The structure of finite unions is
in fact natural and arises whenever code is produced by combining smaller pieces of
code into larger ones, like it happens in a compiler.

In this chapter we introduce a compositional natural semantics and Hoare logic
for the bytecode-like low-level language PUSH given in the previous chapter, and
show how Hoare triples of WHILE can be compiled down to the compositional logic
together with the program.

3.1 Structured version of Push and its natural seman-
tics

To overcome the non-compositionality problem of the semantics described above,
some structure needs to be introduced into PUSH code. As mentioned, a useful
structure to use for defining the semantics of a low-level language compositionally
is that of finite unions of non-overlapping pieces of code. This is present in the code
anyway, but it is ambiguous (any set is a finite union of disjoint sets in many ways)
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and implicit, so one has to choose and make the choices explicit. Hence we define a
corresponding structured version of PUSH, which we call SPUsH. Structured pieces
of code sc € SCode are defined by the following grammar

sc = (Linstr) | 0| sco @ scy

which stipulates that a piece of code is either an empty piece of code, a single labelled
instruction or a finite union of pieces of code. Instructions of SPUSH are the same as
for PUsH, but we will skip the treatment of dup and pop in this chapter, since they
do not offer anything for illustrating the compositional approach. They will be used
in Chapter |5 for bytecode transformations. We define the domain dom(sc) of a piece
of code sc to be the set of all labels in the code: dom(0) = (), dom((¢, instr)) = {i},
dom(sco & sc1) = dom(sco) U dom(scy).

A piece of code is wellformed iff the labels of all of its instructions are different: a
single instruction is always wellformed, 0 is wellformed and sco ® sc1 is wellformed iff
both scy and scq are wellformed and dom(scp) Ndom(scy) = (). Note that contiguity
is not required for wellformedness, the domain of a piece of code does not have to
be an interval.

The compositional semantic description we give for SPUSH is a natural (big-
step) semantics. Since there is the possibility of abnormal terminations and we want
to distinguish between non-terminations and abnormal terminations, we define two
evaluation relations, » — —,> — - C State x SCode x State, one for normal
evaluations, the other for abnormal terminating evaluations. Both relate possible
initial states for evaluating a piece of code to the corresponding terminal states.
The two relations are defined (mutually inductively) by the rules in Figure
Alternatively, we could have just one evaluation relation but indexed by a pair for
distinguishing between the two flavors of termination.

The load,s and push,, rules should be self-explanatory. Both store x and add
can potentially cause an error, therefore there are two rules for them, for normal
and abnormal evaluation.

We have spelled out the rules for goto m and gotoF m instructions in two dif-
ferent ways: a recursive style (in square brackets) and a direct style. The two styles
are equivalent, but we mostly comment the direct style. The recursive style could
be seen as a formal explanation of the direct style. The key observation about the
recursive rules should be that they work in conjunction with the oodys rule, which
terminates the derivation if a jump is possible (otherwise, the recursive rule is ap-
plied again, infinitely in case of the goto rule). The issue is that, differently from
other single-instruction pieces of code, a goto or gotoF instruction can loop back on
itself. This happens when the current label and the target label coincide.

The side condition in the goto, rule states that a goto m instruction only
terminates, if it does not loop directly back on itself. The goto]?fl'éstt rule should be
self-explanatory, however the gotoF m rules for the case there is a ff on the top of the
stack should be explained. The complication here is that just like goto m, gotoF m
can loop back on itself. Unlike goto m however, it cannot loop infinitely, since every
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loadns

(4, zs,0) (¢, load z)— (£ + 1,0(x) :: zs,0)
nez
(€,n :: zs,0) (£, store )= (L + 1, zs, o[z — n])
Vn €Z,zs' € (Z+B)*.2s #n 28’
(£, zs,0) >(£,store x)— (£, zs,0)

storens

ab
storefg

push, ¢

l, zs,0) >, push n)—> (£ + 1,n :: zs,0)

ng,n1 € Z ad
(¢,np ::nq 2 zs,0)>(¢,add)— (£ 4+ 1,n9 + ny :: zs,0) Acns

Vno,n1 € Z,zs' € (Z+B)*. 25 #ngp :: ny i 28’

(4, zs,0) >(£,add)— (£, zs,0) addgy
(m, zs,0) > (£, goto m)— (¢, zs', 0")
(4, zs,0) > (£, goto m)— (¢, zs’, ") m# 4L
(m, zs,0) > (£, goto m)— (¢, 28", 0") (¢, zs,0) > (¢, goto m)— (m, 2s,0) 8010ns
(4, zs,0) >(£, goto m)—i (¢, zs',0")
m # L ot
- (€,tt = zs,0) > (£, gotoF m)— (£ + 1, zs,0) gotolhs
(€,tt :: zs,0) > (¢, gotoF m)— (£ + 1, zs,0) m£ e .
(m, zs,0) > (£, gotoF m)—~ (¢', zs’, o) (¢, ff :: zs,0) > (£, gotoF m)— (m, zs, o) gotoF 7
(¢, ff =2 z5,0) »(¢, gotoF m)— (¢, zs",0”) m#£L VbeB,zs' € (Z+B)*. 25 £b:: zs' o
(m, 25,0) >(£, gotoF m)— (¢, zs’,0") (£, zs,0) > (£, gotoF m)— (¢, zs,0) gotolns
(0, ff :: zs,0) > (£, gotoF m)— (¢, zs",0”) fs € {fi} B
VbEB,zs' € (Z+B)".2zs #buzs’ (£, ffs Htt =z zs,0) »(¢, gotoF €)= (€ + 1, zs,0) gotols
(4, zs,0) >(£, gotoF m)—i (¢, zs, o) i ffs € {f}* VbeB,zs' € (Z+B)*. 25 £b:: 25’ B
(4, ffs H zs,0) >(£, gotoF £)—i (¢, zs,0) gotoF
¢ € dom(sc;) (€, zs,0)>sci— (£, zs",0") (£, 2zs",0")>sco® sc1— (¥, zs',0")
(4, 28,0) >sco @ sc1— (£, zs",0") Ons
¢ € dom(sc;) (4, zs,0)>sc;— (£, z2s",0") wbn
(4, 28,0) »sco @ sc1— (£, 28", 0") ns
£ € dom(sci) (£, zs,0)>sci— (£, zs",0") (£, 2s",0")>sco ® sc1— (¢, zs",0") pant
ns

(4, zs,0) >»sco ® sc1— (¢, zs",0")
¢ ¢ dom(sc)

d
(4, zs,0) »sc— (£, zs,0) 00Cns

Figure 3.1: Natural semantics rules of SPUsH
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successful jump removes an element from the stack. Instead it can either exit the
loop at some point (when it encounters a tt on top of the stack), or cause an error
if it either encounters an integer on the stack or the stack runs empty. Therefore,
two rules (gotoF o, and gotoF-%) are needed for normal and abnormal behavior of
gotoF m for the case when it loops back on itself. The rule gotoFfs“b covers the case
when there is no boolean value at the top of the stack.

The rule ®,5 says that, to evaluate the union scy @ scq starting from some
state such that the pc is in the domain of sc;, one first needs to evaluate sc¢;, and
then evaluate the whole union again, but starting from the new intermediate state
reached. Finally, the oodyg rule is needed to reflect the case where the reduction
sequence is normally terminated because the pc has landed outside the domain of
the code.

It is straightforward to show that the pc in the final state of a normally termi-
nating evaluation of a code is outside its domain while the pc in the final state of
an abnormally terminating evaluation is inside. Evaluation is deterministic in the
sense that any piece of code terminates either normally or abnormally in a definite
state, if it terminates at all.

Lemma 4 (Postlabels 1) If (¢, zs,0)>sc— (¢, zs',0"), then ¢' ¢ dom(sc).
Lemma 5 (Postlabels 2) If (¢, zs,0) »sc— (¢, zs',0"), then ¢’ € dom(sc).

Lemma 6 (Determinacy 1) If ({,zs,0)>sc—({',2zs',0') and (¢, zs,0)>sc—
(0", 25", ") then (¢, zs',0") = (0", 25", ").

Lemma 7 (Determinacy 2) If (¢,zs,0) »sc— (¢',zs',0") and (¢, zs,0) >»sc—
(0", 2" "), then (¢',2s',0") = (¢", 25", 5").

Every SPUSH piece of code can be mapped into a PUSH piece of code using a
forgetful function U € SCode — Code, defined by U((¢,instr)) =q¢ {(¢, instr)},
U(0) =qt 0, U(sco® sc1) =ar U(sco) UU(sc1). The compositional natural semantics
of SPUSH agrees with the the standard small-step semantics of PUSH as given in
Chapter [2| in the following technical sense.

Theorem 5 (Preservation of evaluations by U) (i) If (¢, zs,0) >sc— (¢, zs', '),
then U(sc) b (U,zs,0) —* (0, 28',0") H. (ii) If (¢,2s8,0) »sc— (', zs',0"), then
U(sc) b (4, zs,0) =* (£, 28, 0" ).

Proof. By induction on the derivation of (¢, zs,0) »sc— (¢, zs',0") or (¢, zs,0) >sc—
(0, zs',0").

We look at normally terminating triples first and have the following cases:

e The derivation of (¢, zs,0) >»sc— (¢, zs', o) is

loadns
(¢, zs,0)>(¢,load z)— (£ + 1,0(x) :: zs,0) oa

By rule load, we have {(¢,load z)} F (¢, zs,0) = (£ + 1,0(x) :: 28,0) +.
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The derivation of (¢, zs, o) »sc— (¢, zs',0') is

necz
(b, :: zs,0)>(¢, store x)— (£ + 1, zs, o[z — n])

store,g

By rule store, we have {({,store z)} - ({,n :: zs,0) = (£+ 1, zs,0[x — n]) /.

The derivation of (¢, zs, o) »sc— (¢, 2s',0') is

h
(£, zs,0) (¢, push n)—» (L + 1,n:: 2s,0) push, .

By rule push, we have {(¢,push n)} b (¢,z8,0) = ({ + 1,n :: 28,0) /.
The derivation of (¢, zs, o) >sc— (¢, zs',0") is

ng,n1 € Z
(bymg ::ny zs,0) (L add)— (€ + 1,ng + nq = 28,0)

add g

By rule add, we have {({,add)} F (¢,ng :: ny 2 2s,0) - (L + 1,n9 + ny =
28,0) /.

The derivation of (¢, zs, o) >sc— (¢, zs',0') is

m#£ /L

(¢, zs,0) >(¢, goto m)— (m, zs,0)

got0ys

By rule goto, we have {(¢,goto m)} & (¢, zs,0) — (m, zs,0) /.
The derivation of (¢, zs, o) >sc— (¢, zs',0") is

m# 4/
(0, tt :: zs,0) >(¢, gotoF m)— (€ + 1, zs,0)

gotoFfStt

By rule gotoF'", we have {(¢, gotoF m)} I (¢,tt :: 2s,0) — (£ + 1,25,0) /.
The derivation of (¢, zs, o) »sc— (¢, zs',0') is

m# 4L
(0, ff =2 zs,0) > (¢, gotoF m)— (m, zs,0

) gotoFffsff

By rule gotoFf, we have {(¢, gotoF m)} - (£, ff :: zs,0) — (m, z5,0) /.
The derivation of (¢,0)>sc— (¢',0") is

ffs € {ff}"
(4, ffs Htt :: zs,0) > (¢, gotoF £)— (£ + 1, 2s,0)

ns

gotoF

If ffs = [}, we have the derivation similar to the gotoF7!® case. In the general
case of ffs = ffy = ... i ff, =2 [|, by rule gotoF, we have the reduction sequence
{(l,gotoF O)} = (€, ffp wt oot ffn i tt i 28,0) = (6, ff1 oo 2 ffn i tt 2 28,0) —
v (U ffn sttt zs,0) = (L tt : zs,0) — (E+ 1, 28,0) A
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e The derivation of (¢,0)>sc— (¢',0") is of the form

¢ e dom(sc;) (¢, zs,0)>sci— (", 28", 0") (0", 25",0")>sco ® sc1— (U, zs',0")

(4, z8,0)>sco @ sc1— (U, zs',0") "

where i = 0 or 1: By the induction hypothesis, we have U(sc¢;) F (¢, zs,0) —*
(0", zs",0") # and U(sco) U U(scy) F (07, 28",0") —* (¢',z8',0") /. By
Lemmal[2] we have U (sco)UU (sc1) = (¢, zs,0) —* (¢, 25", 0"). Hence, U(sco)U
U(sc1) b (b, zs,0) =" (07, 25", 0") =* (U, 25", 0") /.

e The derivation of (¢,0)>sc— (¢',0") is

¢ ¢ dom(sc)
(4, zs,0) >sc— (£, z8,0)

00d g
We have U(sc) - (¢,0) 4.

For the abnormally terminating triples, for primitive instructions it is easy to
see the theorem holds, by inspecting the rule premises.
For composition, we have the following cases.

e The derivation has the form

¢ € dom(se;) (£,28,0)>sc;— (U, 28",0")

(£, z8,0) »sco ® sc1— (¢, 28", o)

abn
ns

where ¢ = 0 or 1. By the induction hypothesis, we have U(sc¢;) F (¢, zs,0) —*
(¢',zs',0")=. Then by Lemma 3| we have U(sco) U U(sc1) b (£, 28,0) —*
(0, zs',0")—.

e The derivation has the form

¢ € dom(sc;) (£,28,0)>sci— (" 2" 06") (0", 25",0") »sco ® sc1— (£, 28", 0") bl

ns

(£, zs,0) »sco @ sc1— (¢, zs',0")

where ¢ = 0 or 1. By the induction hypothesis (from the first half of the

theorem), we have U(sc¢;) b (¢, zs,0) —* (¢", 25",0") # and (from the second
half of the theorem) U(sco) U U(scy) b (£, 28",0") —* (¢, 25',0')~. By
Lemma [2| we have U(sco) UU(sc1) b (¢, zs,0) —* (£”,2s",0"), and therefore
also U(sco) UU (sc1) b (4, zs,0) —=* (07, 28", ") —=* (U, 28', 0" ).

O
Theorem 6 (Reflection of stuck reduction sequences by U) (i) If U(sc) +
(Lo, zs,0) —=* (U, 28", 0") A, then (Ly, zs,0) >sc— (U, zs',0"). (i) If U(sc) b (€, 2s,0)

—* (0, zs',0")=, then (o, zs,0) »sc— (¢, zs',0”)
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Proof. By induction on the structure of sc¢ and subordinate induction on the length
of the reduction sequence.

We use structural induction on sc. We look at the normally terminating
triples first. Assume we have a stuck reduction sequence ({y, zsg,00) — ... —»
(Ly, zs, o1) 7 for U(sc) (k > 0) with the implications that £, ..., ¢x_1 € dom(sc),
U, ¢ dom(sc). There are the following cases.

sc = (4,load x): If £y = ¢, then by Lemma || and rule load, the sequence can
only be (¢, zsg,00) = ({+1,0(x) :: zs0,00) . We have (¢, zs,0) »(¢,load x)—
(0+1,0(z) == zs,0) by rule loadys.

If ¢y # ¢, then the sequence can only be ({g, 280, 00) /. We have ({y, zs,0) >
(¢,load z)— (y, zs,0) by rule oodys. The same will hold for the rest of the
primitive instructions.

sc = ({,store z): If ¢5 = ¢, then by Lemma [l| and rule load, the sequence
can only be (¢,n :: zs,0) — ({41, zs,0[x — n]) /. We have ({,n :: zs,0) >
(¢,store x)— (¢ + 1, zs, o[z — n]) by rule storeps.

If £y # ¢, we have the derivation via the oodyg rule.

sc = (¢, push n): If ¢y = ¢, then by Lemma [l| and rule load, the sequence can
only be (¢, zsg,00) — ((+1,n :: zsg,00) /. We have (¢, zs, ) »(¢, push n)— ({+
1,n :: zs,0) by rule push,.

If ¢y # ¢, we have the derivation via the oodyg rule.

sc = (¢,add): If £y = ¢, then by Lemma and rule load, the sequence can only
be (¢,ng ::ny i zs,0) - (04 1,ng+ny :: zs,0) /. We have (£,ng = ny =
zs,0)>(¢,add)— (¢ + 1,n9 + nq :: zs,0) by rule addys.

If £y # ¢, we have the derivation via the oodyg rule.

sc = (£,gotom): If o = ¢ and m # ¢, then by Lemma [l] and rule goto,
the sequence can only be (¢, zsg,00) — (m, 2809,00) # (we have m ¢ {{} =
dom(sc)). We have (¢, zsg, 0¢) > (¢, goto m)— (m, zsg, 0¢) by rule goto,.

If 4y = £ and m = ¢, then by Lemmal/[I]and rule goto a stuck reduction sequence
is an impossibility (the only reduction sequence of (¢, zsg, o¢) is (¢, zsg, 09) —
(¢, zs9,00) — ... and that never reaches a stuck state).

If ¢y # £, we have the derivation via the ood,s rule.
sc = (¢,gotoF m): If {9 = ¢ and zsyp = tt :: w, then by Lemma [l| and rule

gotoF™ the sequence can only be (/,tt :: w,0) — ({+1,w,0) /4. We have
(0, tt :: w, o) (¢, gotoF m)— (£ 4+ 1,w, o) by rule gotoF7 .

If o = 0, zs50 = ff :: w and m # ¢, then by Lemma (1] and rule gotoF
the sequence can only be (¢, ff :: w,0) — (m,w,0) 4. We have (¢, tt ::
w, ) > (£, gotoF m)— (£ + 1,w, o) by rule gotoF71,
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If bg = ¢, zs0 = ffs :: tt = w and m # ¢, where ffs = ffp == ... = ff, =
], then by Lemma [1] and rules gotoF™ and gotoF™ the sequence can only
be ((,ffg ... uff, mttmw,0) > .. (G, sttt w,0) > (6tt o w,0) —
({+1,w,0) 4. We have (¢, ffs Htt :: zs,0)>(¢, gotoF £)— (£ + 1,zs,0) by
rule gotoF .

If £y # ¢, we have the derivation via the oodyg rule.

e sc = 0: The sequence can only be (¢, 259, 00) # (since dom(c) = )). We have
(Lo, 2s0,00) »0— ({o, 250, 0¢) by rule oodys.

e sc = sco D sci1: We also invoke mathematical induction on k.

If ¢ € dom(sc;) for i = 0 or 1, then it must be that £ > 0 and that
l1,... lg—1 € dom(sco) Udom(scy) whereas ¢ ¢ dom(sco) U dom(scy). Hence
there must be a number j, 0 < j < k, such that ¢1,...¢;_1 € dom(sc;), but
¢; ¢ dom(sc;). Our non-zero length stuck reduction sequence (¢, zsg, 0g) —
(01, z81,01) —* (bk, 28k, 0k) # for U(sco) U U(scy) splits into a non-zero
length stuck reduction sequence ({g, zs9,00) = (1, 251,01) =" (¢}, 255, 05) />
for U(sc;) and a shorter than k stuck reduction sequence (¢j,zsj,0;) —*
by, 28K, o)) # for U(scy) U U(scq). By the outer induction hypothesis, we
have ({y, 250, 00) >»sci— ({;,2s5,05). By the inner induction hypothesis, we
have (¢;,zs5,0;)>»sco @ sc1— (Lk, 25k, 0%). Hence we have (£, 250, 09) »sco ®
sc1— (L, 28k, o)) by rule @yps.

If ¢ ¢ dom(scg) and £ ¢ dom(scy), then the sequence can only be (¢y, 259, 09) 7.
We have (4o, zs9, 00) »sco @ sc1— (Lo, 250, 0¢) by rule oodys.

For abnormally terminating triples assume we have a stuck reduction sequence
(Lo, zs0,00) = ... — (Ug, 28k, 0k)— for U(sc) (k > 0) and Lo, ..., ¥l € dom(sc). We
omit the proof for primitive instruction and show it for composition.

e sc = sco P sci: We need to use mathematical induction on k.
If ¢ € dom(sc;) for @ = 0 or 1, there are two possibilities.

Either (¢y, zso,00) —=* (lk, 28k, 0k)—1, such that ¢ € dom(sc;), or there must
be a number j, 0 < j < k, such that £, ...¢;—1 € dom(sc;), but ¢; ¢ dom(sc;).

In the first case, we have (¢, 259, 00) »sc;—t (g, 28k, o) by the induction hy-
pothesis and (£g, 250, 00) »sco @ sc1—4 (b, 251, 01,) via rule G"

In the second case, our non-zero length abnormally terminating reduction se-
quence (o, 250, 00) = (41, 251,01) =" (L, 25k, 0%)—=t for U(sco) U U(scy) splits
into a Nnon-zero length stuck reduction sequence
(bo, zs0,00) — (L1, 281,01) =" ({j,2s85,0;) # for U(sc;) and a shorter than
k stuck reduction sequence (¢;, zsj,0;) —* (U, 25, 01)—= for U(sco) U U(scq).
By the outer induction hypothesis, we have (¢, zso, 00) »sc;— (¢, 25, 0;). By
the inner induction hypothesis, we have (¢}, zs;,0;) »sco @ sc1— (U, 25k, O%).
Hence we have (£g, 250, 00) »sco ® sc1— (U, 25k, o) by rule §

a
ns
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If ¢ ¢ dom(scg) and £ ¢ dom(scy), then there can be no derivation of (¢, zs, o) —*
(0, zs' 0" ).

g

From these theorems it is immediate that the SPUSH semantics of a structured
version of a piece of PUSH code cannot depend on the way it is structured: if
U(sc) = U(sc’), then sc and sc¢’ have exactly the same evaluations (although with
different derivations).

3.2 Hoare logic

The compositional natural semantics of SPUSH is a good basis for developing a com-
positional Hoare logic of it. Just as evaluations relate an initial and a terminal state,
Hoare triples relate pre- and postconditions about states. Since a state contains a
pc value and stack content, it must be possible to refer to these in assertions. In
our logic, we have special individual constants pc and st to refer to them. Using the
constant pc, we can make assertions about particular program points by constrain-
ing the state to correspond to a certain pc value. This allows us to make assertions
only about program points through which the particular piece of code is entered
or exited, thus eliminating the need for global contexts of invariants and making
reasoning modular.

The logic we define is an error-free partial correctness logic: for a Hoare triple
to be derivable, the postcondition must be satisfied by the terminal state of any
normal evaluation and abnormal evaluations from the allowed initial states must be
impossible. (We would get a more expressive partial correctness logic with triples
with two postconditions, one for normal terminations, the other for abnormal termi-
nations; in the case of a programming language with error-handling constructs, that
approach is the only reasonable one, see, e.g., [58]. Our logic corresponds to the
case where the abnormal postcondition is always L, so there is no need to ever spell
it out. A different version where it is always T would correspond to error-ignoring
partial correctness.)

The signature of the Hoare logic contains, as extra-arithmetical and extra-list
constants, special individual constants pc, st and the program variables Var, to
refer to the values of the program counter, stack and program variables in a state.
The assertions P, € Assn are formulae over that signature in an ambient logical
language containing the signature of arithmetic and lists of integers and booleans.
We use the notation Q[to, .., tn /20, .., x| to denote that every occurrence of z; in @
has been replaced with ¢;. The derivable Hoare triples {} — {} C Assn x SCode X
Assn are defined inductively by the rules in Figure[3.2)

The extra disjunct pc # £ A @ in the rules for primitive instructions is required
because of the semantic rule ood,s: if we evaluate the instruction starting from
outside the domain of the instruction (i.e. pc # £), we have immediately terminated
and have hence remained in the same state, therefore any assertion holding before
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(e = CAQUE+ Lz = st/pe st V (pe 7 LA Q)} (6 load 7) (@) 2 Mhee

storepoa
{ Y gi;gﬁ%z)ez,w E(Z+B)*.st=z:wAQI+1,w,z/pc, st,z]) } (tstore ) { Q }
{(pc =LAQ[l+1,n:: st/pc,st]) V (pc # LA Q)} (£ push n) {Q} pushy,,
(pc =4 AN3z0,21 €EZ,w€E(Z+B)*. st =20 21w addnea
{ AQIL+ 1,20 + 21 2 w/pc, st]) } (¢,add) { Q }
Vo (pe#LAQ)
(pe =LA ((m#LAQIm/p]) vm=10) | 80tOnoa

Vo (pc ZLAQ) (6,gotom) { Q@ }

gotoF} ..

(pc=2L A(m#L AN(Bwe(Z+B)*.st =tt:w
AQIE+1,w/pe, st])
VEw e (Z+B)*.st =1 :w
AQ[m,w/pc, st))) (¢,gotoF m) { @ }
Vim=1¢ A3ffse {fi}*, we (Z+B)* st =ffs+Htt:w
AQLE +1,w/pc, st])))

\% cEL A
(e 9 Onen {pc € dom(sco) A P} sco {P} {pc € dom(sci) A P} sc1 {P} .
{P}0{P} {P} sco @ sc1 {pc ¢ dom(sco) A pc ¢ dom(sc1) A P} :
PEP (Pyse@) @EQ
{P}sc{Q}

Figure 3.2: Hoare rules of SPUSH

evaluating the instruction will also hold after. The disjunct m = £ in the rule for
goto m accounts for the case when goto m loops back on itself. We have a similar
case with the gotoF m rule, but here the situation is more subtle. As explained in
Section [3.1], when gotoF m loops back on itself, it can either exit normally to the
next instruction (in case there is some number of ff's on the stack, followed by a tt),
or raise an error. The disjunct m = ¢ A .. accounts for that case.

The rule for unions can be seen as mix of the while and sequence rules of
the Hoare logic of WHILE: if, evaluating either scy or sc; starting from a state
that satisfies P and has the pc value in the domain of scg resp. sc1, we end in a
state satisfying P, then, after evaluating their union sco @ scy starting from a state
satisfying P, we are guaranteed to be in a state satisfying P. Furthermore, we know
that we are then outside the domains of both scg and sci. The rule of consequence
is the same as in the standard Hoare logic. Note that we have circumvented the
inevitable incompleteness of any axiomatization of logics containing arithmetic by
invoking semantic entailment instead of deducibility in the premises of the conseq
rule.

The Hoare logic is sound and complete.

Theorem 7 (Soundness of Hoare logic) If {P}sc{Q} and ({o, zs0,00) Fa P,

then (i) for any (¢, zs', o) such that (Lo, zs0, 00) »sc— (¢, zs',0"), we have (¢', zs', ")
Ea Q, and (i) there is no (¢, zs',0") such that (Lo, zs0,00) »sc— (¢, zs', 0”).
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Proof. By induction on the derivation of {P} sc {Q}. We have the following cases.

e The derivation of {P} sc{Q} is

(o= (A QU+ L,z = st/pe,sl]) v (e 2 LA Q)} (€ load z) {Q) 02dnon

Suppose (Lo, 250,00) Fa (pc =L ANQI+ 1,z :: st/pc, st]) V (pc # £ N Q) and
(Lo, 280, 00) (¢, load x)— (¢, zs', o) for some £y, zsg, 00, ¢', 28", 0’ .

If ¢y = ¢, then ({y, 250,00) Fa (pc = LAQ[+ 1, :: st/pc, st]). By Lemma@
and loady,s rule, (¢, 2s',0") = (£ + 1,00(x) :: 280, 00). Hence, (¢, 2s',0") Ea Q.
If by # £, then (¢, 250, 00) Fa (pc # LAQ). From Lemma@and ood,s rule, we
get that (lo, zs0,00) = (¢, 25',0"), so (¢, z8',0") =q @ trivially holds. There
is no possibility for abnormal termination for load x. The same will hold for
other primitive instructions for the case where £y # /.

e The derivation of {P} sc{Q} is

storenoa
(pe=EtNFz€eZiwe(Z+B) . st=2z:w
{ AQI + 1,w, z/pe, st, x)) } (U, storez) { Q }
Vo (pe#LAQ)

Suppose (Lo, 250,00) Fa (pc =C0N3z € Z,w € (Z+B)*.st =z wAQf+
Lw, z/pe, st,x]) V (pe # LA Q) and (£, 280, 00) >(¢, store x)— (¢, zs', o) for
some £y, 28¢, 00, ¥, zs', 0, a.

If ¢y = ¢, then (4o, 250,00) FFa (pc =4 N3z € Zyw € (Z+B)*.st = z =
wA QU+ 1,w,z/pe, st,z]). Since Iz € Z,w € (Z + B)*.st = z :: w holds,
the abnormal rule for store x is not applicable and there has to exist an n
and zs, s.t. zsop = n : zs;. By Lemma |§| and the storeps rule, (¢, zs',0’) =
(bo + 1, zs(), ooz — n]). Hence, (¢, 2s',0") Eq Q.

If ¢y # ¢, then (Lo, zs0,00) Fa (pc # ¢ A Q). From Lemma |§| and the oodpg
rule, we get that (¢o, zso,00) = (¢, 28", 0"), so (¢, zs',0") =q @Q trivially holds.

e The derivation of {P} sc{Q} is

(e = EA QU+ L = sijpe, sV (pe £ CA Q) (£, push m) (@) P o

Suppose (Lo, 250,00) Fa (pc =LA Q[+ 1,n :: st/pc, st]) V (pc # ¢ A Q) and
(Lo, 280, 00) (£, push n)— (¢, zs', ') for some £y, zsq, 09, ¢, 28", 0", .

If ¢y = ¢, then (£, 250,00) Fa (pc = (A Q[+ 1,n :: st/pe, st]). By Lemma [6]
and the push, rule, (¢, zs',0") = (bo+ 1,n :: 2s,00). Hence, (¢, 25',0") Ea Q.

If 4y # ¢, then (Lo, zs9,00) Fa (pc # ¢ A Q). From Lemma |§| and the oodys
rule, we get that (¢, zsg,00) = (¢, 28',0"), so (¢, zs',0") = @ trivially holds.
There is no possibility for abnormal termination for push zx.
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e The derivation of {P} sc {Q} is

ad»dhoa
(pc=CA3z0,21 €EZ,wE (Z+B) . st =20::21:w
AQIL+ 1,20 + 21 :: w/pc, st]) (¢,add) { Q }
Vo (pe#LNQ)

Suppose ({y, 250,00) Fa (pc = €AN320,21 € Z,w € (Z+B)*. st =29 2 21 = wA
QIl+1,20+21 :: w/pe, st])V (pe #LAQ) and (Lo, 250, 00) > (¢, add)— (¢, zs', 0”)
for some £y, 289, 00,4, zs', 0’ .

If ¢y = ¢, then (£, 250, 00) Fa (pc = LATz0,21 € Z,w € (Z+B)*. st = zo 2 21 =
wAQ[l+1, zo+21 :: w/pe, st]). Since 3zq, 21 € Z,w € (Z+B)*. st =20 = z1 = w
holds, the abnormal rule for add is not applicable. There have to exist ny,no
and zs, such that zsp = n; :x ny = zs;. By Lemma |§| and the addyg rule,
(V' 28", 0") = (£ + 1,n0 + ny :: 280, 00). Hence, (¢, zs',0") Ea Q.

If ¢y # ¢, then ({y, zs0,00) Fa (pc # ¢ A Q). From Lemma |§| and ood,g rule,
we get that (€g, zs0,00) = (¢, 28',0"), so (¢, zs',0") =q @ trivially holds.

e The derivation of {P} sc {Q} is

gotoy0a
(pc = £ A ((m # €A Qlm/pc]) vm =0))
{ v (e £EAQ) ! }“’g"t"m){ Q}

Suppose (o, 250,00) Fa (pc =LA (M #LAQIMm/pc])Vm =€)V (pc # LNQ)
and (Lo, 280, 09) > (¢, goto m)— (¢, zs', ") for some g, zs9, 00, ', zs', o', av.

If 6o = ¢, then (pc = LA ((m # €A QIm/pc]) Vm = £)). By Lemma [
and the goto rule, we have that m # ¢y and (¢, zs',0’) = (m, zs,0). Hence,
(0, 2z, 0") Ea Q.

If ¢y # ¢, then ({y, zs0,00) Fa (pc # ¢ A Q). From Lemma |§| and oodyg rule,
we get that (€o, zs0,00) = (¢, 28',0"), so (¢, zs',0") =q Q trivially holds.

e The derivation of {P} sc{Q} is

(pe=€ A((m#€ AN((FweE (Z+B)".st=tt:w
AQIE + 1,w/pe, st])
VEw € (Z+B)*.st =ff :: w
AQIm, w/pe, st]))) (€, gotoF m) { Q }
V(im =12 A3ffs € {}*,w € (Z+ B)*.st = ffs +tt = w
AQ[+ 1, w/pe, st])))
Vo (pe#FL AQ)

Suppose (£y, 250, 00) Ea (pc = IA((m #LIN((Fw € (Z+B)*. st = tt = wAQ[l+
Lbw/pe,st])V (w € (Z+B)*. st =ff :: wAQ[m,w/pe, st])))V (m =L A3ffs €
{ff}*,w e (Z+B)* st = ffsHtt wAQ[l+1,w/pc, st]))) V (pc # £ A Q) and
(Lo, 280, 00) > (¢, gotoF m)— (¢, zs', o) for some £y, zs¢, 00, ¢, 28", 0", .

We get three cases.

If 4o = £, m # £ and (lo, 250,00) Fa Jw € (Z + B)*.st = tt = w, then
(Lo, 250,00) Fa Q¢ + 1,w/pc, st]. There has to exist a zs(, such that zsg =
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tt :: zsj. By Lemma |§| and the gotoF7!* rule, we have that (¢, zs',0’) =
(bo+ 1, zs(, 00). Hence, (¢, 2s',0") Ea Q.

If bo = ¢, m # € and (o, 2z50,00) Fa Jw € (Z + B)*.st = ff :: w, then
(Lo, z50,00) Ea Q[m,w/pe, st]. There has to exist a zs(, such that zsg = ff ::
zs)). By Lemma [6] and gotoF7 rule, we have that (¢, zs',0") = (m, zsh, 00).
Hence, (¢, 2s',0") =4 Q.

In both cases, there is no possibility of abnormal termination.

If 6o =€, m = ¢ and ({y, 250, 00) Fuo 3ffs € {H}*,w € (Z + B)*.st = ffs Htt =
w, then ({o, zs0,00) Fa Q[ + 1,w/pc, st]. There has to exist a zs{ such
that zso = fl..ff :: tt :: 2sj. By Lemma |§| and gotoF';, rules, we have that
(0, 28" 0") = (bo + 1, zs(,00). Hence (¢, 2s',0") =0 Q. Again, no application
of abnormal termination rule is possible.

If ¢y # ¢, then (o, 2s0,00) Fa (pc # ¢ A Q). From Lemma |§| and ood,s rule,
we get that (€g, 2s0,00) = (', 28',0"), so (¢, zs',0") =q Q trivially holds.

The derivation of {P} sc{Q} is

Fropy o

Suppose (g, 280, 00) Eao @ and and (£o, 289, 0g) »0— (¢, 28, ¢") for some ¢, zs, o,

0, zs', 0’ . Then by Lemma |§| and rule oodys, (4o, 280,00) = (¢, zs',0"), and
(0, zs',0") Eu Q trivially holds. Abnormal termination is not possible.

The derivation of {P} sc{Q} is

{pc € dom(sco‘) A P} sco{P} {pce dom(scl.) A P} sci {P}
{P} sco @ sc1 {pc ¢ dom(sco) A pc ¢ dom(sc1) A P}

hoa

Suppose (Lo, 280,00) FEa P and ({g, 280, 00) >sco & sc1— (¢, zs',0") for some
Ly, 280,00, 0, zs', 0’ and . We invoke structural induction on the derivation of
(Lo, 280, 00) >»sco B sc1— (¢, zs', o).

If ¢ € dom(sc;), then by Lemma [6] it must be that the last inference of
the derivation of (¢, zs0,00) >»sco B sc1— (¢, zs',0’) is an application of rule
@, to (Lo, 250,00) »sci— (0", 25" ") and (£", 25", 0")>sco © se1— (¢, 28, o)
for some ¢, zs",0”. We have ({o, zs0,00) Fa pc € dom(sc;) A P, from where
by the outer induction hypothesis (¢”, zs”,0") =, P and further by the inner
induction hypothesis (¢, zs’, 0') |=o pc ¢ dom(sco) A pe ¢ dom(sci) A P.

If ¢ ¢ dom(sco) and ¢ ¢ dom(scy), then by Lemma [6] and rule oodys, we
get (¢, 2s',0") = (o, 280, 00), from where it follows that (¢, zs’,0') |, pc ¢
dom(scp) A pc ¢ dom(scy) A P.
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e The derivation of {P} sc {Q} is

PEP {P}se{Q} QEQ
{P}sc{Q}
Suppose (g, 280, 00) E P and ({y, 280, 00) >sc— (¢, zs', ") for some {y, 280, 00,
0 zs',0" and . As P = P’ we get (lo, 250,00) Fo P’. By the induction
hypothesis, therefore (¢, zs", 0’) o Q. From Q' = Q, this gives (¢, zs',0") Ea
Q.

conseqy,,,

O

To get completeness, we have to assume that the underlying logical language
is expressive. For any assertion ), we need an assertion wlp(sc, Q) that, seman-
tically, is its weakest precondition, i.e., for any state (¢, zs,o) and valuation « of
free variables, we have (¢, zs,0) . wip(sc, Q) iff (i) (¢, zs,0)>sc— (¢, 28',0') im-
plies (¢, 2s',0") Ea Q for any (¢, 2s',0") and (ii) there is no (¢, zs’,0’) such that
(0, zs,0) »sc— (¢, zs',0"). The wlp function is available for example when the un-
derlying logical language has a greatest fixpoint operator.

Lemma 8 {wlp(sc,Q)}sc{Q}.

Proof. We use structural induction on sc. There are the following cases.

e sc = ({,load x).

By rule loadye,, we have
{(pe = EAQIE+ 1,3 :: st/pe, st]) V (pe # £ A Q)} (£ load ) {Q).
We will show that we also have
Wip((£,load @), Q) = (pe = £ A Q[0 + 1, st/pe, st]) V (pe # LA Q)

by showing that whenever (lo,zs0,00) o WwIp((¢,load z),Q), then also
(Yo, 250,00) F=a (pc = LANQ + 1,2 =2 st/pe,st]) V (pec # ¢ A Q). This will
give us {wlp((¢,load z),Q)} (¢,load x) {Q} by using the rule of consequence
(the argument will be similar for other instructions).

Indeed, suppose (fo, 280,00) FEa wilp((¢,load z),Q) for some ¢y, zs9, 00 and
a. If by = £, then by rule load,s we have (lp, zs9, 00) > (¢, load x)— (¢y +
1,00(x) :: 280, 00), so (bo+1,00(x) :: 280,00) Ea @, from where (¢y, 250, 00) Fa
pc = LAQ[+ 1,z 2 st/pc,st]. If £y # £, then by rule ood,s we have
(Lo, zs0,00) >(¢,load z)— (o, zs0,00), so (Yo,280,00) Fao @, from where
(Yo, 250,00) Ea pc # LA Q.

By rule conseqy,,,, we get

{wlp((¢,load x),Q)} (¢, load z) {Q}
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e sc = ({,store x): By rule storepe,, we have

{ y gzigﬁgz)e Z,w€ (Z+B)*.st=z:wAQ[+1,w,z/pc, st,x]) } (t,store 2) { Q }

We also have wlp((¢,store x),Q) Epc =4 A3z € Z,we (Z+B)*. st ==z
wA QU+ 1,w,z/pc,st,z]) V (pc # £ A Q). Indeed, suppose (Lo, 280,00) Fa
wlp((¢, store x), Q) for some ¢y, zsp,00 and «. Then there must exist some
zs(, such that zsg = n :: zs( (since (fo, 250,00) Fa WIp((¢, store ), Q) holds,
it rules out abnormal termination from (g, zs9,00) via (¢,store x) by defini-
tion). If ¢y = ¢, then by rule store,s we have (¢, zs¢, 0¢) > (¥, store x)— ({y +
1, zs(, ool +— n]), so (bo+1, zs(, o[z +— n]) Eq Q, from where (£, 259, 00) Fa
pc =LAN3z € Zyw e (Z+B).st =2z wAQ[+ 1w, z/pc,st,x]). If
ly # ¢, then by rule oodys we have (€o, zso,00) > (¥, store x)— (£y, 250, 00), SO
(Lo, 250,00) Fa pc # LN Q.

By rule conseqy,,,, we get
{wlp((¢, store z),Q)} (¢,store z) {Q}

e sc = (¢,push n). Analogous to load x case.
e sc = (¢,add): By rule addy,,, we have

(pc=LlAN3z0,21 €EZ,wE (Z+B)".st=20:21 1w
{ AQI+ 1,20 + 21 :: w/pc, st]) } ((,add) { Q }
Vo (pe#LAQ)

We also have wip((4,add),Q) = (pc = £ A 320,21 € Zyw € (Z + B)*.st =
20 ozt wAQ+ 1,20+ 21 i w/pe,st]) V (pe # £ A Q). Indeed, sup-
pose (Yo, zs0,00) Fa wilp((£,add), Q) for some £y, zs9,00 and «. Then there
must exist some zs{, such that zsg = ny = ng :: zs; (since ({o, 280,00) Fa
wlp((¢,add), @) rules out abnormal termination from ({y, zsg,00) by defini-
tion). If £y = £, then by rule add,s we have (g, zsg, 09) »(¢,add)— (bo+1,n1 +
ng i 284,00), so (£ + 1,2sp,00) FEa Q, from where (4o, zs0,00) Fa pc =
CA3z0,21 € Zyw € (Z+B) st =20 21 mwAQl+ 1,20+ 21 2 w/pe, st].
If ¢y # £, then by rule ood,s we have ({o, zs0,00) >(¢,add)— (4o, 250, 00), SO
(4o, 250, 00) Fa pc # LN Q.

By rule conseq,,,,, we get

{wlp((£,add), @)} (£,add) {Q}

e sc = (¢,goto m): By rule gotoy,, we have

(pe = €A ((m# €A Qm/pel) Vm = 0)
v ezena) ’ Jaoom (@}

We also have

wip((£, goto m), Q) = (pe = £ A (Q[m/pe] Vm = ) V (pe # LA Q).
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Indeed, suppose (£, zs0,00) Fa WIp((¢,goto m), Q) for some ¢y, zs9, 00 and
a. If o = ¢ and m # ¢, then by rule goto,, we have ({y, zsg, 0¢) >(¢, goto m)
= (m, 280, 00), so (m, zs0,00) Ea @, from where (£, zs9,00) Fa pc = LA
Qlm/pc]. If bp = £ and m = ¢, then ({y, 250,00) Fa pc = L Am = L. If
ly # £, then by rule ood,s we have (£, zsg, 0¢) >(¢, goto m)— (Lo, 280, 00), SO
(Lo, 250,00) Fa pc # LN Q.

By rule conseq,,,,, we get
{wlp((¢, goto m), Q)} (¢, goto m) {Q}

sc = (¢, gotoF m): By rule gotoF},, we have

(pe=€ A((m#L AN(BweE (Z+B)* . st=1tt:w
AQIE + 1,0/ pe, st])
V(3w € (Z+B)*. st =ff :w
AQIm, w/pe, s1]))) (€ gotoF m) { @ }
V(im =1¢ A3ffs € {}*,w € (Z+ B)*.st = ffs +tt == w
AQIE + 1, w/pe, st]))
Vo o (pe# L AQ)

We also have

wlp((¢, gotoF m), Q) |=
(pec=t AN(m#Ll N(Fwe(Z+B)* . st=tt:w
AQl+ 1, w/pe, st])
VEw e (Z+B)* . st =1 = w
AQ[m, w/pe, st])))
Vim=1¢ A3ffs e {ff}*,we (Z+B)" st =ffs+Htt:w
AQ + 1,w/pc, st])))
Vo (pe# L NQ)

Indeed, suppose ({o, z50,00) Fa WIp((¢, gotoF m), Q) for some ¢y, zs9, ¢ and
a. If o = £ and m # £ and zsg is of the form tt :: zs(), then by rule gotoF7
we have ({o, zs0,00) > (¢, gotoF m)— (£ + 1, zs(,00), so (£ + 1, zs,,00) Fa Q,
from where (€, 2s0,00) Fa pc = LA (M # LA ((Bw € (Z 4+ B)*. st = tt
wA QK+ 1,w/pc, st])))).

If {p = £ and m # ¢ and zs¢ is of the form ff :: zsj;, then by rule gotoFfsff
we have (£, 280, 00) > (¢, gotoF m)— (m, zs(, 0¢), so (m, zs(,00) Fa Q, from
where again ({o, zs0,00) Fa pc = LA ((m # LA ((Bw € (Z+ B)*.st = ff =
w A Q[m,w/pe, st])).

If {o = ¢ and m = ¢ and zsg is of the form ff :: ... = ff :: tt :: zs{, then by rule
gotoF, we have (£, zsq, 00) >(¢, gotoF m)— (¢+1, zs{,, 00), so ({+1, zs{,, 00) Fa
@, from where (o, 250, 00) Fa pc =LA (m = CATffs € {ff}*,w € (Z+B)*.st =
s+ttt wA Q[+ 1,w/pe, st]).

We know that zsg cannot be of any other form, since the definition of wlp rules
out abnormal termination.
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If 4y # ¢, then by rule ood,s we have ({o, zsg, 09) > (¢, gotoF m)— (o, zs9, 00),
so (Lo, 280,00) Fa Pc # LN Q.

By rule conseqy,,, we get
{wlp((¢, gotoF m), @)} (¢, gotoF m){Q}
sc = 0: By rule Opo,, we have

{wlp(0,Q)} 0 {wlp(0,Q)}

We also have
wip(0,Q) F Q

Indeed, suppose ({o, 250,00) Fao Wlp(0, Q) for some £y, zsg, op and «. Rule
oodys gives us (£, 250, 00) »0— (Lo, 250, 0p) and hence (fo, 2s0,00) Fa Q-

Hence by rule conseqy,,,, we get
{wlp(0,Q)} 0{Q}
sc = scg @ sc1: By the induction hypothesis, we have

{wlp(sei, wip(sco @ sc1,@Q))} se;i {wlp(sco @ sc1,Q)}

(for i = 0 and 1). We also have
pc € dom(sc;) A wlp(sco @ sc1, Q) = wlp(sci, wlp(sco @ sc1,Q))

(for « = 0 and 1). Indeed, suppose (¢, 250, 00) Fa pc € dom(sc;) A wlp(sco @
sc1, Q) for some {y, zsg, op and a. Then ¢y € dom(sc;) and (lo, 250, 00) Fa
wlp(sco @ sc1,Q). Consider any ¢, zs", ", V', zs', o' such that (£y, zsg, 00)
»sci— (0", 28" ") and (£", 25", 0")>sco @ sc1— (¢, zs',0"). By rule i, we
have (g, 289, 00) >»sco & sc1— (¢, zs',0”), which gives us (¢, zs',0") = Q. We
can also see that there can be no abnormal termination for sc¢; from state
(Lo, 2s0,00), since then by rule @ggn, we would get abnormal termination for
sco@®scy, which is impossible due to (£o, 280, 00) Fa Wip(sco®scr, Q). Further-
more, abnormal termination from (¢”, zs”, o) by sco @ scy is also impossible,
since that would yield abnormal termination for sco@®sc; from state (£, 259, 00)
via @2 rule, which is impossible due to (£g, zs0,00) FEa Wlp(sco @ sc1, Q).
Hence, (Lo, 280,00) Ea WIp(sci, wip(sco @ sc1, Q)) as needed.

Rule conseqy,, gives us
{pc € dom(sc;) A wlp(sco @ sc1, @)} sci {wlp(sco ® sc1,Q)}
(for i = 0 and 1). From here, rule &y, gives us

pc ¢ dom(scy) A pe ¢ dom(scy)
A wip(sco @ sc1, Q)

{wlp(sco @ sc1,Q)} sco @ sc1{ }
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Further, we also have

pc ¢ dom(sco) A pe ¢ dom(scy) A wlp(sco @ sc1,Q) = Q

Indeed, suppose (g, z50,00) Fa pc ¢ dom(sco) A pc ¢ dom(sc1) A wlp(sco @
sc1, @) for some £y, zsg, o9 and a. We then have ¢y ¢ dom(sco @ sci) and
(Lo, 280,00) Fa wip(sco @ sc1,Q). Rule oodyg gives us (fo, 280, 00) >sco B
sc1— (Lo, 280, 00) and hence (¢, 2s0,00) Fa Q-

Hence by rule conseqy,,,, we get

{wlp(sco @ sc1,Q)} sco @ sc1 {Q}
(]

Theorem 8 (Completeness of Hoare logic) If, for any (¢,zs,0) and « such
that (£, z2s,0) E=q P, it holds that (i) for any (¢',zs',0") such that (¢, zs,0)>sc—
(0, zs',0"), we have (¢, zs',0") Ea Q, and (i) there is no (¢',zs',0’) such that
(0, zs,0) »sc— (', zs',0"), then {P} sc {Q}.

Proof. Immediate from the lemma using that any precondition of a code wrt. a
postcondition entails its wlp. O

While we have introduced the semantics and logic for a language with fixed
jump targets, our approach applies equally well to a version where indirect jumps
(also called embedded code pointers) are allowed. The modifications required are
trivial. In the instruction syntax, the jump targets would not be given as constant
labels in instructions, but would be popped off the stack. Thus the instruction
goto m would become goto, which branches to the label given on top of the stack.
The natural semantics rule for this instruction would be

me7Z
(6,m :: zs,0) > (£, goto)— (m, zs,0)

gotoyg

It would also need an abnormal termination rule, since an infinite loop via the goto
instructions (by a jump back on itself) would not be possible anymore: the stack
would sooner or later run empty, giving abnormal termination.

For conditional jumps the rule change would be similar, so the jump target
would be popped off the stack in addition to the jump guard.

The Hoare rule for goto would become

(pc=tANIMmEZwe (Z+B)* lsc{l}*. st=IsHm:=:wAm#~L 80%0hon
{ AQ[m,w/pc, st]) } (€ goto) { @ }
Vo (pe#£LAQ)

This is somewhat similar to Java bytecode jsr/ret instructions: jsr branches to
a given label in the method code and pushes a return address to the following
instruction, while ret recovers a return address from a register and branches to
the corresponding instruction. So jsr would be equivalent to the pair of instruction
(¢, push £+2), (¢+1, goto m), and ret would be equivalent to (¢, load retAddress), ({+
1, goto).

42



3.3 A dip into type systems

The logic we presented is error-free: a Hoare triple guarantees, in addition to the pro-
gram satisfying the pre- and post condition relations, that it cannot have a runtime
error. Naturally, this logic can be weakened into a type system, which only guar-
antees that type errors cannot occur. In this section, we describe a compositional
type system guaranteeing error-freedom for SPUSH programs. We will not delve
deeply into the meta-theoretic properties of the type system, rather, this section
serves to demonstrate how the compositional approach is applicable for reasoning
about low-level code in general, not just for presenting the logic.

Instead of relating assertions as Hoare triples do, typings relate state types.
The intuitive meaning of a typing is analogous to that of a Hoare triple: it says that
if the given piece of code is run from an initial state in the given pretype, then if
it terminates normally, the final state is in the posttype, and, moreover, it cannot
terminate abnormally. Contrarily to assertions, state types are designed to record
only that state information that is necessary for guaranteeing error-freedom.

The building blocks for state types are value types 7 € ValType and stack
types ¥ € StackType, defined by the grammars

7 == 1 |int|bool |?
U o= L|[J|7:T]x

(note the overloading of the L sign). A state type II € StateType is a finite
set of labelled stack types, i.e., pairs of a label and a stack type: StateType =g
Pan(Label x StackType). A state type II is wellformed iff no label ¢ in it labels
more than one stack type, i.e., (¢,¥) € II and (¢,9’) € II imply ¥ = ¥'. The
domain dom(II) of a state type is the set of labels appearing in it, i.e., dom(II) =4¢
{€] (¢, V) e1I}.

We will use the notation IIf; for the restriction of a state type II to a domain
L C Label, ie., II[; =4 {(¢{, V) | (¢,¥) € II,£ € L}, and write L for the complement

of L, i.e., L =4¢ Label\L.

The meanings of value, stack and state types are set-theoretic, they denote
sets of abstract values, abstract stacks and abstract states. The semantic functions
(—) € ValType — P({int,bool}), (—) € StackType — P(AbsStack), (—) €
StateType — P(AbsState) are defined as follows:

43



T<7 1L<7t 7<7

<o < <71 U<y
v<v U<y’ L2 <l 7201<1 1<¥ < 720720
VOLU. (L, 0)ell =0 < LVIV. (LP)elll AT < T/
Im<Ir

Figure 3.3: Subtyping rules of SPUSH

(L) =ar 0
(int) =g {int}
(bool) =g4¢ {bool}

(?) =ar {int,bool}

(L) =ar 0

(0 =ar {0}

(W) =q {0zv|de(T),ve(V)}
(«) =a¢ {int,bool}*
)

=df {(£7w) ’ (67\1]) 6Ha¢ € (]\I][)}

On each of the three categories of types, we define a subtyping relation by the
appropriate rules in Figure [3.3] These are relations < C ValType x ValType,
< C StackType x StackType, < C StateType x StateType.

The typing relation — : — C StateType x SCode x StateType is defined by
the rules in Figure[3.4l The typing rules for instructions are presented in a “weakest
pretype” style, where the pretype is obtained by applying appropriate substitutions
in the given posttype. For example the rule loads for (¢, load z) states that if stack
type 7 :: ¥ (where 7 is int or 7) or * is required at label £+ 1, then the suitable stack
types for label £ are W and *, respectively. Any other posttype at label £ + 1 does
not have a suitable pretype. At first sight, it might seem that wellformedness can
be lost in the pretype by taking the union. This is in fact not the case: there is at
most one stack type associated with label £+ 1 in II, hence both sets have at most
one element and one of them must be empty. The rest of the non-jump instruction
rules are defined in similar fashion.

The jump rules might need some explanation. The gotog; rule allows to derive
pretype x for label £: since the instruction does not terminate, any posttype will
be satisfied by any pretype at label £. The gotoFZ’éS rule combines two posttypes;
since gotoF can branch, both posttypes must be satisfied at the entry, meaning that
the pretype is the intersection of the posttypes. No pretype at £ can guarantee any
posttype in the case of (¢, gotoF ¢), since such instruction could always terminate
abnormally. The consequence rule could also be called subsumption, given that we
are speaking about a type system: that is what it is really.
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(load 2)  {(60) | ((+ L= W) €M int <7} U{(6) | (€+ L,%) €M} UMl oy — 1 108

{3
t s
(t;store ) : {(,int = W) [ (€+1,9) € M} Ul — 11
h
Cpush ) {(LU) [ (L+ Lr= W) €TLint < 7} U{(6,%) | (L + L#) €T UTT |, —— 11 Dooits
{e}
addtg
) {(,int ::int == U) | L+ 1,7 ¥) € IL,int < 7} L )
(€,2dd) : U {(,int =z int %) | (L4 1, %) € IT} UHF{Z} —
m#L #
(¢,goto m) : {(¢,T) | (m,¥) € II} UH[m—>H gotof
gotogy
(£, goto £) : {(¢, *)}UH[W—»H S
m#L .-
(. gotoF m) : {(£, bool = (¥ A W) [ (€4 1,), (m, ¥) € I} Ull [y — 11 gotol'f,
gotoF
(¢, gotoF ) : H[m—> I
SCo - Hrdom(sco) — 1 scp: Hrdom(scl) — I

Ots Dts
sco @ scr t —11 rdom(scg)udom(scl)
Iy <IIp sc:1lp — Iy II; <IIj

17 7
sc: 1y — 11}

0:11—1II

conseqg

Figure 3.4: Typing rules of SPUSH

The type system is sound wrt. the natural semantics in the sense of error-free
partial correctness.

Let us a have a function abs that relates a concrete state to an abstract state:
abs € State — AbsState, defined by abs(¢, zs,0) =q¢ (¢,abs(zs)) where abs €
Stack — AbsStack replaces concrete values in a stack with the names of their
types: abs([]) =ar [], abs(n :: zs) =q¢ int :: abs(zs) for n € Z, and abs(b :: zs) =q¢
bool :: abs(zs) for b € B.

Theorem 9 (Soundness of typing) If sc : I—1II' and abs(¢, zs,0) € (I1), then
(i) for any (¢, zs',0") such that (£, zs,0)>sc— (¢, zs',0"), we have abs(¥', zs',0") €
(II'), and (i) there is no (¢, zs',0") such that (¢, zs,0) >sc— (¢, zs',0").

It would also possible to show that the type system is complete wrt. the ab-
stract natural semantics, which operates on type names as abstract values instead
of concrete types.

It is fairly obvious that state types can be translated to assertions. We can
define concretization functions conc € ValType — P(Z+B), conc € StackType —
P(Stack), conc € StateType — Assn, taking us from the language of the type
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system to the language of the logic, by

conc(L) =g 0
conc(int) =gt Z
conc(bool) =4 B
conc(?) =gt Z+B
conc(L) =g 0
conc([]) =ar {[}
conc(tT = W) =g {z:w]z € cone(r),w € conc(¥)}
conc(x) =gt (Z+B)*
conc(Il) =g4¢

V{pc =LA st € conc(V) | (¢,¥) € IT}
Concretization preserves and reflects derivable subtypings/entailments.

Theorem 10 (Preservation of subtypings and reflection of entailments by
concretization)

(i) 7 < 7' iff cone(1) = cone(7r'). (ii) ¥ < W' iff conc(¥) = conc(P). (iii) I < IT
iff conc(II) = conc(IT').

Preservation holds also of typing.

Theorem 11 (Preservation of typings by concretization) If sc : II — IT/,
then {conc(IT)} sc {conc(IT')}.

We do not get reflection of Hoare triples by concretization, however. Consider,
for example, the code sc =q¢ (0, push tt) @& ((1, gotoF 3) & (2, push 17)). We have
conc((0,[])) = pc = 0 A st =[], conc((3, [int])) = pc = 3 A3z € Z. st = [z] and can
derive {pc = 0 A st = [|} sc{pc = 3N 3z € Z. st = [z]}, while we cannot derive
sc:{(0,]])} — {(3,[int]) }. The type system does not discover that the false branch
will never be taken. The best posttype we can get for {(0,[])} is {(3,*)}.

3.4 Compilation

This section is a first look into proof transformation. We shall define a compilation
function from WHILE programs to SPUSH pieces of code. and show that it preserves
and reflects evaluations. Moreover, we shall also show that compilation preserves and
reflects derivable Hoare triples. Non-constructively this is obvious because the logics
of both WHILE and SPUSH are sound and complete. We show that compilation also
preserves and reflects the actual Hoare triple derivations that establish derivability,
thus effectively allowing for compilation of proofs.

The compilation function is standard except that it produces structured code
(we have chosen structures that are the most convenient for us) and is compositional.
The compilation rules are given in Figure The compilation relation for expres-
sions —\, — C Label x (AExp U BExp) x SCode x Label relates a label and a
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ao ™\ sco ar ¥ N\ sc1
n®Npp1 (6 push n) @8N, (6 load ) ag+ a1 * N\, g (sco @ sc1) @ (¢, add)
bo “ N\ sco by [,/\2/ sc1
bo = b1 * N\ 1 (sco ® se1) ® (¢, eq)
at N\ sc s0 O\ sco 1Y N\ scl
T = a[\g/Jrl (sc @ (¢, store x)) skipé\e 0 50; 81 [\_4@/ sco D scp
b\ sCp St Z”'H\Zm sct  sf E/”'H\‘Z/ scy
if b then s else 5§ “\,p (scp B (£, gotoF £ +1)) & ((sct & (£, goto ') & scy)
be\e// scy SZ”+1\£/ sc

while b do s\, 1 (scp, ® (£, gotoF ¢ + 1)) @ (sc @ (¢, goto £))

Figure 3.5: Rules of compilation from WHILE to SPUSH

WHILE expression to a piece of code and another label. The relation for statements
—\\, — € Label x Stm x SCode x Label is similar. The idea is that the domain
of a compiled expression or statement will be a left-closed, right-open interval. (It
may be an empty interval, which does not even contain its beginning-point.) The
first label is the beginning-point of the interval and the second is the corresponding
end-point.

Compilation is total and deterministic and produces a piece of code whose
support is exactly the desired interval.

Lemma 9 (Totality and determinacy of compilation)

(i) For any £, a, there exist sc, {' such that az\,e/ sc. If G/E\go sco and af\gl sc,
then sco = sc1 and £y = 7.

(ii) For any £, b, there exist sc, {' such that b\, sc. If bg\go sco and bg\zl sc1,
then sco = sc1 and £y = /7.

(iii) For any {, s, there exist sc, {' such that s\, sc. Ifse\go sco and se\fl sc,
then sco = sc1 and £y = £1.

Lemma 10 (Domain of compiled code)
(i) If a®\.p sc, then dom(sc) = [(,(").

(i3) If b\, sc, then dom(sc) = [(, ).

(iii) If s“\p sc, then dom(sc) = [(,1').

That compilation does not alter the meaning of an expression or statement is
demonstrated by the facts that WHILE evaluations are preserved and SPUSH evalu-
ations are reflected by it. We must however take into account the fact a compiled
WHILE expression or statement is intended to be entered from its beginning-point.

Theorem 12 (Preservation of evaluations by compilation)
(i) If a®\p sc, then (£, zs,0) >sc— (¢, [a]o :: zs,0).

(i3) If by sc, then (£, zs,0) >»sc— (', [b]o :: zs,0).

(iii) If sy sc and o >s— o', then (£, zs,0)>»sc— (', zs,0").
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Proof. By induction on the structure of a or b or the derivation of o >s—o’. U

Theorem 13 (Reflection of evaluations by compilation)

(i) If a®\ sc and (€, 25,0)>sc— (", zs',0"), then ¢" = (', zs' = [a]o == zs and
o =o.

(i) If b\ sc and (0, zs,0)>sc— ({", 25’ 0"), then 0" = 1, zs' = [b]o == zs and
o =o.

(i4i) If s\ sc and (€, 25,0) >sc— (0", zs', "), then £ = {', zs' = zs and 0 >s— 0.

Proof. By induction on the structure of a, b or s and subordinate induction on the
derivation of (¢, zs,0) >»sc— (¢, zs', o’). O

It is easy to show that compilation preserves derivable WHILE Hoare triples (in
a suitable format that takes into account that a WHILE statement proof assumes.
But one can also give a constructive proof: a proof by defining a compositional trans-
lation of WHILE program proofs to SPUSH program proofs, i.e., a proof compilation
function.

Theorem 14 (Preservation of derivable Hoare triples)

(i) If a®\.p sc and P is a WHILE assertion, then {pc = £ A st = zs A P} sc {pc =
U'Ast=a: zs \P}.

(ii) If b*\.p sc and P is a WHILE assertion, then {pc = { A st = zs A P} sc {pc =
U'Nst=0b:zs \P}.

(i1i) If s\ sc and {P} s {Q}, then {pc = {Ast = zs AP} sc {pc = ' Ast = zs NQ}.

Proof. Non-constructive proof is straightforward from soundness of the Hoare logic
of WHILE, reflection of evaluations by compilation and completeness of the Hoare
logic of SPUSH.

Constructive proof is by induction on the structure of a or b or the derivation
of {P}s{Q}. We will construct the derivation tree for sc in the compositional
logic. Note that we will omit explicitly invoking the rule of consequence, since its
invocation should be obvious from the context.

(i) The proof is by induction on the structure of a. We will make use of the
fact that P or @, being high-level assertions, do not include constants pc or st. We
have the following cases

e a=n.
Then sc = (¢, push n) and ¢ = ¢ + 1. We have the following derivation:

( (pc=LlAn:st=n::zAP)
V. (pc#LAst=mn:zs\P)

{pc =CAst=2zs NP} (,pushn){pc=L+1Ast=n:2zs\P}

Y, push n) {pc =L+ 1A st =n:zs AP}

® a=uzx.
Then sc = (¢,load z) and ¢’ = £+ 1. We ave the following derivation:

{ (pc=CANz:st=uz:25N\P)
V (pc£LANst=ux: 25 \P)

{pc=LAst=2s NP} ({load z){pc =€+ 1A st=x: 25 NP}

Yl load ) {pc=L+1Ast=x: 28\ P}
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& a=ag+ai.
Then there are £y, {1, scg, sc1 such that ag f\,go sco, ai 40\51 scy, s¢c = (sco @
sc1) @ add and ¢/ = (1 + 1.

Let
I = (pc=tAst=2sNP)V(pc=1L01Nst=ay:ay: 25 \P)
V. (pc={ Nst=ag+ay::zsA\P)
I = (pc=LAst=2sNP)V(pc=4LyNst=ap: zsN\P)
V. (pc=Ll1 ANst=aq::ag:: zs \P)

We get the following derivation:

: Ind. Hypot.
{pcz(o/\st:ao::zsAP}scl{pc=€1Ast=a1 it ap i zs A P}
{pc € [o,€1) N 11} se1 {11}
© Ind. Hypot.
{pczé/\stzzsAP}sco{pc:€0A5t2a0::zs/\P}
{pc € [£,00) N 11} sco{I1}
{I1} sco @ sc1 {pc & [€,01) NI}
{pc € [€,01) N1} sco ® sc1 {1} (1)
{I} (sco @ sc1) @ (1,add) {I Apc & [(,0)}
{pc =LA st=2s NP} (sco®sc1)® ({1,add) {pc = €' A st =ao + a1 :: 2s A P}

(pc =41 AN320,21 EZ,w € (Z+B)*.st =z9 21 1w
AN =0"Nzg+21::w=uag+as::zs AP) (Zl,add){ pe=40" ANst=ag+ay ::zs AP }
Vo (pe# €1 Apc=4L" Ast=ag+ay:zsAP)

{pc =401 NI} (£1,add) {1}

(i)
e by =0
Analogous to ag + a; case.

(iii) The proof is by induction on s. Assume that s\, sc. We have the
following cases.

e The derivation of {P} s{Q} is

{Qla/z]} z = a{Q}
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Then there are £y, sc, such that ae\éo $Cq, SC = 8cq & ({o,store x) and ¢ =
o + 1.

Let

I = (pc=/{Ast=zsAPla/x])V (pc="L NAst=zsN\P)
V' (pc=4i ANst=a:: zs A Pla/z])

We have the following derivation:

- ()
{pc =4 A st = zs A Pla/z]|} sca {pc = €1 N st = a :: zs \ Pla/z|}
{pc € [6,£') NI} scq {I} (1)
{I} sca ® (Lo, store z) {pc & [, ') NI}
{pc =LA st = zs A Pla/z]} sca ® (o,store z) {pc = €' A st = zs A P}

where (1) =

(pc=LboNTz€Ziwe(Z+B)* . st=2:w
N =10 Nw = zs A\ Plz/xz]) }(ﬁo,store z){ pc=0ANst=zs NP }
VvV (pc# Lo Apc=4LAst=zsAP)

{pc =Ly A st =a:: zs A Pla/x]} (o, store x) {pc = ' A\ st = zs A P}
{pc € [£,£') NI} (£o,store z) {I}

The derivation of {P}s{Q} is

{P} skip { P}

Then sc = 0 and ¢ = ¢. We have the derivation

{pc=0Nst=25s \NP}0{pc="CNst=zs NP}

The derivation of {P}s{Q} is

(Pyso{R) (R} {Q)
(P o (@)

i
Then there are £, scg, sc1 such that sq Z\g// sco, s1° N\ sc1 and sc = scodscy.
Let

I = (pc=tAst=2sNP)V (pc="{"Nst=25\R)
V. (pe=0 Nst=25NQ)
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We have the following derivation:

Ind. Hypot.
{pc="0"Nst=2s NR}sci{pc=1 Ast=2sN\Q}
{pc e ", ') NI} sci{I}

© Ind. Hypot.
{pcz(/\stzzs/\P}sc.o{pczé”/\st:zs/\R}
{pc € [6,£") NI} sco {I}
{I}sco® sci{pc & [, ) NI}
{pc =Lt Ast=2sNP}sco®sci{pc=1~ Nst=2sNQ}

e The derivation of {P}s{Q} is

(b7 PYs Q) {-bAP) sy (Q)
{P}if b then s, else s; {Q}

Then there are " 0", scy, sci, scy such that b sey, s U TN sey,

sc1 SC2
sp "IN scpand se = (scp @ (07, gotoF £ +1)) @ ((sc @ (£, goto ') @scy).
sca
Let
I = (pc=tAst=2zNP)V(pc=0"+1Nst=2s \NbADP)
Vo (pe=t0 Nst=25NQ)
I = (pc=tAst=25\NP)V(pc="{"Nst=0>b:2zsAP)
V o (pe=0"+1Ast =25 NbAP)V (pc=0"+1Nst =25 \N=bAP)
Iy = (pe={0"+1Nst=25ANbAP)V (pc=0"4+1Ast=25N=bAP)
Vo (pc=t Nst=125NQ)
Is = (pe=0"+1Nst=25ANbAP)V (pc="0"Nst=25NQ)
V. (pe=l Nst=2sNQ)

o (id)
{pc:€/\5t:zsAP}scb{pc:é”Ast:b::zs/\P}
{pc € [6,0"YN T} scy {I1 } (1)
{Li}sci{pc & [(,¢" +1) AL}
{pc € [,0"+1) NI} sci{I} (2)
{I}sc{pc & [6,0') NI}
{pc =Lt Ast=2s NPrsc{pc="0 Ast=2sNQ}

51



(1) =
(pc=0" ANE"+1#£0" NEBwe(Z+B)*.st=tt=w
("+1=0"+1AD)V " +1=0"+1A=b) Aw =25 A\ P)
VEwe (Z+B)*.st =1 = w
(" 4+1=0"+1A) V" +1=L"+1A=D)) Aw =25 A P)))
V...
\%
(¢”, gotoF £ +1)
{(pc=2"4+1Ab)V (pc =" +1A=b))Ast=2zsA\P}
{pc=0" N1} (" gotoF ¢') {1}
and (2) =

(pe =" N((" AN =0 Nst=25NQ)
{ Ve =10") }(2’”,goto€/){ pc=0 Nst=2sNQ }
V. (pc# " Npc=U Nst=2zs Q)

{pc =0" NI3} (£, goto ¢') {I3}

Ind. Hypot.
{pc=20"4+1Nst=2s NbAP}sce{pc=20" Nst=2zsNQ}

{pce [ +1,0")NI3} sc; {13}
{I3} sca {pc € [0 + 1,0 +1) N3}

Ind. Hypot.
{pc=0"+1ANst=2s N=bAP}scy{pc=10 Ast=2zsANQ}
{pce [ +1,0" +1) AN]2} sc3 {I2} {pc e[t +1,0') NI} scy{I2}

{Iz2} sca {pc & [0 +1,0') A I3}
{pc € [0 +1,4')NI)} sca {I}

e The derivation of {P}s{Q} is

{bA P}: st {P}
{P} while b do s; {—=b A P}

Then there are £”, 0" scy, sc; such that b*\ scp, s é”‘*'l\gm sc; and sc =

sc1 sca
(scy @ (0", gotoF £')) @ (scy @ (£, goto £)) and ¢/ = ¢ + 1.
Let
I = (pe=tAst=28NP)V (pc=0"+1ANst =25 \NbAP)
V. (pe=0 Nst=2zs AN=bAP)
I = (pc=UAst=2s\NP)V(pc=L"Nst=0b:2s\P)
V. o (pe=0"+1ANst=2s NbAP)V (pc =¥ Ast=2zsN-bAP)
Iy = (pe=0"4+1Ast=25 NbAP)V (pc=10"Nst=zsAP)
V. (pc=0 Nst=2sN-bAP)
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Ind. Hypot.
{pc="0"+1Ast =25 NbAP}sci{pc=1~0" Nst=zs NP}
{pc € [{" +1,0"") A L1} scy {12} (2)
{2} sca{pc &[0 +1,0) A L2}
{pce [l +1,0)ANT}sco{I}

o (i)
{pc:€Ast:zs/\P}scb:{pczé"/\st:b::zs/\P}
{pce[t,0") NI} sco {I1} (1)
{Li} sci {pc & [, 0" + 1) NI}
{pc € [6, " + 1) A1} sc1 {I}
{1} sc{pc & [6,¢) N T}
{pc=LAst =25 \NP}sc{pc=4L Ast=2zsA\—bAP}

where
(1) =
(pe=2" N #£L NBwe (Z+B).st=tt:w
(" +1=0"4+1A0)V{"+1 =0 A=b)Aw=25A\P)
VEw e (Z+B)".st =1 = w
(€' =0"+1Ab)V (' =1 AN=b)) Aw = zs A P)))
V...
Y
(¢, gotoF £')
{(pc=L0"+1Ab)V (pc =40 N=b))Ast=z2s\P}
{pc =" N11} (£",gotoF ¢') {11}
(2) =

(pe=20"N((" #ALNL=LAst=2s NP)VL" =1))
Vo (pc £ " Npe=10 Ast=zsN\P)

{pc =0" N2} (£, goto ) {I>}

} (0", goto £) { pc=0 ANst=2s NP }

3.4.1 Example

As a simple example of compilation we present a WHILE factorial program together
with its proof, and then the target SGOTO program with its proof. The factorial
program in WHILE is S =4¢ while z < n do (z := x+1;s := sxx). For this program,
we have the following Hoare proof (we refrain here from explicitly spelling out the
side conditions of consequence inferences, these are obvious from the context).
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z+1<n o x<n
{/\ s * x—i—l:x—l—l!}x'_x—i_l{/\ s*z:z!}
( )= ( )

z<n s=ux!

rz<n z<n
} {/\ skxx=x! }S:ZS*CE{/\ xgn}

{ AN s=ux! b= +14 A s*xx =1z

{x<nAs=zl}z:=x+1;s:=sxx{r<nAs=uzl}
{z<nAhz<nAs=zllz:=z+1l;s:=s*xz{z <nAs=uzl}
{z<nAs=zl}S{z LnAz<nAs=ul}
{n>0Nz=0As=1}S{x =nAs=nl}

The compilation function gives us the following SPUSH program (scg).

1 load z

2 load n sc3

3 less 5
4 gotoF 14

5 load =

6 push 1

7 add 564 sco
8 store x

9 load s SCo
10 load x
11 mult 5¢5
12 store s
13 goto 1
14

To present its proof we introduce the notations

Iy =at pc=1Ast=2An>0ANx=0As=1

Ii =af pc=1Ast=zsANz<nAs=zx!

Iy =ar pc=2Ast=xz:zANx<nAs=ux!

Is =4 pc=3Ast=nuzxz:zsAz<nAs=cz!

Ii =4 pc=4dAst=zxz<n:zAzxz<nAs=uz!

Is =4 pc=5Ast=zsNzx<nAs=uz!

Is =af pc=6Ast=xz::zsANx<nAs=u!

Iz =4t pc=TAst=1uzxz:z2Nc<nAs=u!

Iy =ar pc=8Ast=zxz+1u25NTc<nAs=az

Is =at pc=8Ast=z+1uzANz+1<nAsx(x+1)=(x+1)!
Iy =ar pc=9Ast=z2zsANzx<nAsxx=uz

Lio =ar pc=10Ast=s:zsAz<nAsxxz=uza!
i =4 pc=1llAst=xzus:zsAz<nAsxzx=ux!
Lo =g pc=12Ast=sxxz:zs Nz <nAs*xx=ux!
Ls =ar pc=13Ast=z2sANz<nAs=ux!

Ly =4 pc=l4Ast=zsANxLnAz<nAs=uz!

Ly =af pc=1ldAst=z2sANx=nAs=nl
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We will use the shorthand notation I; . ; to denote the disjunction I; V...V I;.
The proof for the PUSH program is the following (the Hoare triples correspond-
ing to those in the WHILE version are highlighted):

{Jo}9{l10} {J10}10{I11}
{pc =9AN1I91011}9{Jo,20,11} {pc=10AT910,11}10{I0,10,11}
{19,10,11} 9 ® 10 {pc & [9,11) A I9 10,11}
{pc S [9, 11) A 19’11,12}9 @ 10 {19711712}
{J11}11 {12}
{pc =11 A1Ig 11,12} 11 {9, 11,12}
{19’11712} 9@ 1011 {pc & [9, 12) A 19’11,12}
m m {pc €19,12) A I9,12,13} 9D 10 11 {9 12,13}
{pc=5NI567}5{I567} {pc€6AI567}6{I567}
{Is6,7}5®6{pc € [5,7) NIs6,7}
{pc €[5, 7)NI578}5®6{Is573}
Iy -
(re=TA D578} {518} {pc =12 A 191213} 12{I9,12,13}
(I575) 50607 {pc € 5,8) Als75) {I9,12,13} scs {pc € [9,13) A Ig,12,13}
(€59 A Irs0) 50607 {Isg)  PCEDIN NI 915} 565 {5013}

{Js}8{ls}
{pc =8AN1I589}8{l58,9}
{Is,8,9} sca {pc € [5,9) AIs 8,9}
{pc € [5,9) N I5,9,13} sca {I5,9,13}
{I5,9,13} sca ® scs {pc ¢ [5,13) A I5,9,13}
{pc € [5,13) A I1,5,13} sca ® scs5 {I1,5,13}

{1} 1{I2} {J2}2{I3}

{pc=1A1I123}1{I123} {pc=2AI123}2{l123}

{23} 1®2{pc & [1,3) A l1,2,3}

{Ji3}goto 1 {I}
{pc€[L,3)Al1,3,4} 1 ®2{]1,3,4}

{pc =13 A 11513} goto 1{I1513}
{Ja}3{1a} {I1 513} sca{pc & [5,14) A 1 5.13}
{pc =3 Ti3,4}3{l13,4} {pc € [5,14) A1 514} sca {1 5,14}
{I1,34} sca{pc & [1,4) NI1 3,4}
{pce[1,4) ANI1 4514} sc3{l1,4,5,14}
\ {Js} gotoF 14 {I5 14}
{pc =4AN11 4514} gotoF 14{I1 4514}
{I,a514}sc1{pc € [1,5) Al1,a514}
{pc € [1,5) AN 11514} sc1 {11,514}
{I1,5,14} sco{pc ¢ [1,14) A I1 514}
{I1} sco {I14}
{I1} sco {Ina}
{11} sco {huar}
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where

Ji =ar (pc=1AI1[2,z :: st/pc,st]) V (pe # 1A 1)
J2 =ar (pc=2AI3[3,n:: st/pc,st]) V (pc # 2 A I3)
Js =ar (pc=3ATJzo,z1,w.8t = 20 i 21w A Lu[d, 21 < 2o = st/pc, st]) V (pc # 3 A 1)
Ji =ar (pc=4N (14 # 4N (Bw.st = tt :: w A I514[5, w/pc, st])

V(@w.st = :: w A Is14[14,w/pc, st])) V (14 =4 A L)) V (pec # 4 A I5,14)
Js  =ar (pc=5AIg[6,x :: st/pc, st]) V (pc # 5 A Ig)
Jo =ar (pc=6AI7[T,1:: st/pc,st])V (pc # 6 A I7)
Jr =ar (pc=T7A3z0,21,w.st =20 :: 21 :: w A Ig[8, 21 + 20 :: st/pc, st]) V (pc # T A Is)
Js =ar (pc=8A3z,w.(st =z ::wA Is[9,w,z/pc, st,x])) V (pc # 8 A Iy)

(
(
(
(
Jo =ar (pc =9 A I1[10,s :: st/pc, st]) V (pc # 9 A Io)
(
(
(
(

Jio =ar (pc=10AI11[11,z :: st/pe, st]) V (pc # 10 A I11)

Jii =ar (pc =11 A 3Fz0,21,w.st = 20 :: 21 = w A T12[12, 21 * 20 =2 st/pe, st]) V (pec # 11 A I12)
Jiz =ar (pc=12A3z,w.(st = z :: w A L13[9,w, z/pc, st, s])) V (pc # 12 A I13)

Jis =ar (pe=13NA#13A1L[1/pc])V1=13)V (pc # 13 A IL)

The example should explain the general idea of modularity of our logic: there
is no need of global information for a judgement, but only the invariants for the
entry and exit labels of the code at hand. As code is composed, we can eliminate
the invariants of the intermediate entries and exits that are not required any more,
so at the root of the tree, we only have the entry and exit invariants of the whole
program, i.e., I; and Iy4.

From the example it is also obvious that the logic is much too verbose for
practical PCC applications. For practical use, the logic could both be simplified
(for example by assuming that code is always well-typed) and proof compression
techniques applied, such as the ones described in [47]. Also, it would be practical to
treat basic blocks rather than single instructions as elementary building blocks.

3.5 Related work

Hoare’s original logic [30] was for WHILE. After that, quite a few proposals were
made for dealing with extensions of WHILE, including both general and restricted
jumps. The first in this line was a paper by Clint and Hoare, which uses condi-
tional Hoare triples, establishing that an invariant has to hold at goto instructions,
to guarantee the precondition on the label. The rule they give for conventional la-
beling makes certain assumptions about the form of the program: only one label
per block, and no jumps into structures. This approach is extended in the paper by
Kowaltowski [36], where each block is assumed to have an explicit label. De Bruijn
[20] introduces both denotational semantics and a logic for a language with jumps.
The logic is similar to that of Clint and Hoare, but instead of a natural deduction
system for dealing with gotos, the logic takes a sequent calculus form so that the
validity of a formula can be defined more directly. In the logic by Arbib and Alagié¢
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[3], Hoare triples can have multiple postconditions. This reflects the fact that if
there is a jump instruction in a compound statement, the statement has multiple
exits.

Logics for low-level languages without phrase structure have only become a
topic of active research with the advent of PCC, with Java bytecode and .NET CIL
being the main motivators. The one very notable exception is Floyd’s seminal paper
on a logic of control-flow graphs [29], preceding Hoare’s work. One of the first papers
on Java bytecode logic is by Quigley [51]. It is based on decompilation, so the logic
applies to programs that come from a fixed compiler that preserves the structure of
the high-level program. Benton’s logic for a PusH-like stack-based language involves
global contexts of label invariants as de Bruin’s logic [14]. Bannwart and Miiller’s
logic extends the work of Benton to a subset of Java bytecode with objects and
methods [6].

The work of Huisman and Jacobs [31] describes a Hoare logic for Java that can
handle exceptions as well. Schroder and Mossakowski discuss a systematic method
for designing Hoare logics for languages with monadic side-effects, in particular
exceptions [57, 58].

We based our semantics and logic on the implicit structure of finite unions. The
same structure is used by Tan and Appel [63] [62], who study the same language.
But instead of introducing a natural semantics for the structured version of the
language, they proceed from a small-step semantics ideology. As a result, they arrive
at a continuation-style Hoare logic explainable by Appel and McAllester’s ‘indexed
model’ [2], involving the notion of a label continuation being approximately true.
Benton defines a similar logic for a stack-based language with a typing component
ensuring that the stack is used safely [15].

We looked at translating proofs of WHILE programs into proofs of SPUSH pro-
grams. This is related to our earlier work [11], where we showed the preservation
proof obligations in a similar setting.

There are number of formal deductive systems for showing different properties
for bytecode like languages. They are all typically non-compositional and make use
of a global context of label types or assertions, such that a type is associated with
every instruction in a program. One of the first in this line was the type system
by Stata and Abadi, which describes a Java bytecode verifier [61]. Kobayashi and
Kirane [34], and Barthe and Rezk [10] use this approach for a type system for secure
information flow analyses for sequential Java bytecode.

3.6 Conclusion

In this chapter, we showed that it is possible to obtain a compositional natural
semantics and Hoare logic based simply on the structure of finite unions of pieces
of code. The semantics and the logic have the desired metatheoretic properties: the
semantics is equivalent to the standard small-step semantics and the logic is sound
and complete. The semantic and logic descriptions are inherently no more complex
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than those for a standard high-level language. Most of the perceived complexity of
the descriptions do not stem from compositionality, but rather from the presence of
the stack and the possibility of abnormal termination, which needs to be dealt with
explicitly. A major difference from the work of Benton and Tan and Appel is that
we avoid continuations and interpret Hoare triples in the standard way.

We believe that this work is relevant and interesting in the context of PCC,
since finite unions are a natural construction in realistic situations where a larger
piece of code would very typically arise as a sum of smaller pieces that are sepa-
rately produced, often by different producers, and should then also be proved correct
separately.

We also showed that translating a proof of a WHILE program into a proof of the
corresponding SPUSH program is straightforward in the context of a non-optimizing
compiler. The issue of proof transformation in the light of optimizing compilers will
be tackled in the following chapters.

Looking at the example, it is obvious that the logic is very verbose and if
taken literally, would not be effective in a PCC setting. There are several ways to
remedy this issue. First of all, the logic can be significantly simplified by making the
assumption that the code is type-safe, i.e. passes the bytecode verifier. In this case,
potential sources of abrupt termination such as stack underruns, values of wrong
types on the stack or branching instructions looping back on themselves can be
ignored in the logic. It would also be very easy to compress the proofs, since in the
proof tree the same assertions associated with a label (pc = ... A ...) appear multiple
times. Exploring these issues is however outside the scope of this work.
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CHAPTER 4

Proof-preserving program
transformations

4.1 Introduction

Proof-carrying code is based on the idea that in a security-critical code transmission
setting, the code producer should provide some evidence that the program she dis-
tributes is safe and/or functionally correct. The code consumer would thus receive
the program together with a certificate (proof) that attests that the program has
the desired properties.

The code producer would typically use some (interactive) verification environ-
ment to prove her source program. The question is how to communicate the verifi-
cation result to the code consumer who will not have access to the source code of
the program. It is clear that there should be a mechanism to allow compilation of
the program proof together with the program.

In the previous chapter we showed how the Hoare proof of a high-level program
could be compiled into the proof of its compiled version. In a related line of work,
we have shown how proof obligations computed for the source program are identical
to those of the compiled program, thus making proof transformation trivial [11].
However, both of these approaches consider a non-optimizing compiler. As soon
as optimizations or other program transformations take place, proof transformation
becomes non-trivial—a valid proof of a program may not be valid for the optimized
version of the same program.

A simple example illustrating this issue is given in Figure In the left column,
we have a program which, given suitable values for i, s, p and n, computes ¢*n and
¢" and saves the the results to s and p, respectively. The pre- and postcondition for
the program are {s =0Ap=1Ai=0An >0} and {s=c*xnAp=c"} and a
suitable loop invariant is {s = cxi Ap = ¢ Ai < n}. If we now perform dead code
elimination on the program assuming p to be dead at the end of the program, we
obtain the new program given in Figure b. It is obvious that we cannot state
anything about p in the postcondition anymore. Consequently, the precondition and
the loop invariant should also be relaxed.
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a) b)

{s=0Ap=1Ai=0An>0} {s=0Ai=0An>0}
while 7 < n do while ¢ < n do
{s=cxiAp=cNi<n} {s=cxiNi<n}
s:=8+¢ S:=Ss+¢
pi=pxc; skip;
ti=141; 1i=141;
{s=cxnAp=c"} {s =cx*n}

Figure 4.1: Example of annotation transformations required for dead code
elimination

a) b)

{i=0ANz=0An>0} {i=0ANz=0An>0}
t'=a+0b;
t=a+b t=1t;
while 7 < n do while ¢ < n do
{z:=i*x(a+b)Ni<n} {r:=ix(a+b)ANi<nAt =a+Db}
x:=x+ (a+b); xi=x+t;
1:=141; 1:=1+1;
{r=nx*(a+b)} {z=nx*(a+0b)}

Figure 4.2: Annotation transformations required for common subexpression
elimination

It might seem that the reason why the assertions for the program (and therefore
also the proof) need to be transformed in the given example is that the transfor-
mation did not preserve the semantics of the program (while the vast majority of
standard program transformations are semantics-preserving). But in fact the same
issues apply to semantics-preserving optimizations. This can be shown on the ex-
ample of common sub-expression elimination, given in Figure The original
program is shown in the left column. The pre- and postcondition for the program
are {i = 0Nz =0An >0} and {x = n* (a+b)}. A suitable loop invariant for
proving the program correct is © = i % (a + b) A i < n. The right column shows the
program after common subexpression elimination has been applied. The given loop
invariant is not strong enough for the transformed program any more, since there
is no use of (a + b) in the optimized loop. The transformation of the invariant into
x =i*t' ANi < n in accordance with the optimization is not sufficient either, since
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it would be too weak to imply the postcondition. Instead, the invariant needs to
be strengthened to {z =i * (a+b) Ai < n At = a-+ b}, recording the knowledge
that ¢’ is equal to a + b in the loop. What can be observed on this example is that
while the whole program optimization is indeed semantics-preserving, the same can
not be said about its sub-statements: for example x := x + (a + b) is replaced by
x := x + t', which are obviously not semantically equivalent in general, but only
when some additional assumptions can be made about the state. This is exactly
the reason why the proof needs to be modified: these extra assumptions need to be
recorded in the assertions.

These examples also make it clear that in general assertion transformation is
not just strengthening (which seems to be a common misconception) nor weakening,
but the assertions for the original and optimized program can be incomparable. In
the dead code elimination example, less can be stated about the final result of the
program after the optimization, so the corresponding assertion needs to be weakened.
The same holds for the the loop invariant. Since less has to be assumed from the
pre-state for the invariant to hold, the precondition can also be weakened. In the
common subexpression elimination example, we saw that assertions needed to be
strengthened. If we combined these two optimizations, the new assertions would be
incomparable to the original ones.

In this chapter, we tackle exactly the problem of proof transformation in the
context of program optimizations based on dataflow-analysis. Such optimizations are
typically presented in an algorithmic manner, whereby the algorithms do not work
directly on the phrase structure of the given program, but rather on an intermediate
form such as its control-flow graph. This is a good way to go about optimizing
programs, but it is not an ideal presentation of what is done, if the optimizations
are required to have justifications that can be communicated.

Our approach is based on describing dataflow analyses declaratively as type
systems, so that the result of a particular program’s analysis is a type derivation.
Analysis results are presented in terms of types ascribed to expressions and state-
ments, certified by type derivations, and the transformation component carries out
the optimizations licensed by these type derivations. It turns out that we can use
the same type derivation as a guidance for automatically transforming not only the
program, but also its proofs.

A simplified view of a PCC scenario with program optimization happening on
the producer’s side is given in Figure[d.3] We are concerned with the stages shown in
the gray box—simultaneous transformation of both a program and its proof guided
by a type derivation representing the result of analyzing the program.

Our work also shows that type systems are a compact and useful way of de-
scribing dataflow analyses and optimizations in general: they can explain them well
in a declarative fashion (separating the issues of determining what counts as a valid
analysis or optimization result and how to find one) and make soundness and im-
provement simple to prove by structural induction on type derivations. In fact, proof
optimization works namely because of this: automatic proof transformations are a
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Figure 4.3: Proof optimization in PCC

formal version of the constructive content of these semantic arguments.

We demonstrate our approach on three program optimizations, namely dead
code elimination, common subexpression elimination and partial redundancy elimi-
nation. All of the analyses are interesting from different aspects. Dead code elim-
ination is an optimization that requires weakening of assertions in program proofs,
which certificate-translation based approaches relying on assertion strengthening are
not able to handle in a straightforward way. Common subexpression elimination re-
quires two analyses (with the second analysis relying on the results of the first) for
linking expression evaluation points to value reuse points and coordinated modi-
fications of the program near both ends of such links, which seems to go against
compositionality. We show how this can easily be overcome by a combined type
system that reflects the combination of the two analyses. The scalability of our
approach is demonstrated on partial redundancy elimination, which is a very subtle
and complex optimization that changes the structure of the code by inserting nodes
in control flow edges.

4.2 Dead code elimination

4.2.1 Type system for live variables analysis

We begin with type systems for dead code elimination and its underlying analysis,
the live variables analysis. Discussing this analysis, we also comment on the general
method for describing data-flow analyses as type systems.

We call a variable live at a program point, if there exists a path from that
program point which (a) contains a useful use of the variable (by which we mean
a use in an assignment to a variable that is live at the end of the assignment, or a
use in an if- or while-guard) and (b) does not contain an assignment to the variable
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before this useE| The corresponding live variables analysis determines, for each
program point, which variables may be live at the program point. It is a backward
analysis, starting from a set of variables that one wishes to consider live at the end
of the program (at the top level, this would typically be Var: the final values of all
variables are of interest).

The types and the subtyping relation of the type system corresponding to a
data-flow analysis are the same as the underlying poset of the analysis, in this
case the poset (D, <) =q4¢ (P(Var),D). A state on a computation path has type
live € D, if some variable live in that state is not in live. The partial order is
the opposite to the usual one for live variable analysis in order to get a natural
subsumption rule (i.e. covariant in the posttype, contravariant in the pretype): from
the point of subsumption, the natural analyses are “forward may” and “backward
must” analyses; a backward may analysis is turned into a backward must analysis
by reversing the partial order. The property specified by a type is negated, because
the analysis is backward. (Let us recall that an analysis is a must analysis, if we
require a property to be satisfied by all paths coming to a program point. For the
may analysis, at least one path must have that property.)

A typing judgement for an arithmetic expression is of the form a : live —
live’, where the pretype live and the posttype live’ are in each case elements of
D:; for boolean expressions and statements the judgements are similar. Generally,
the intended meaning of a typing judgement is that, if the property specified by
the pretype holds before evaluating an expression a, then the property specified by
the posttype after the evaluation. In our case, this says that, if some variable live
before the evaluation is not in live, then some variable live after is not in live’,
or, contrapositively (in the direction of the analysis), if all variables live after the
evaluation are in live’, then all variables live before are in live. The typing rules
state the constraints of the analysis. For live variables, they appear in Figure [1.4]

The rule for variables reflects the fact that a use of a variable makes it live
(again in the direction of the analysis, i.e., backwards; this is also the direction for
the comments about all other rules below). As a result the weakest pretype of an
expression is obtained by adding its free variables to the posttype .

There are two rules for assignment, corresponding to the cases where the as-
signed variable z is in the posttype and where it is not. In the first case, since x is
possibly live at the end, the variables in the expression a assigned to it should be
included in the pretype. However, x itself should first be removed as the assignment
kills it (it will reappear in the pretype, if it is among the variables in the expression
a). In the second case, since z is necessarily dead at the end, there is no point in
making the variables in a possibly live at the beginning.

The rule comp,;, for composition should be self-explanatory. To type an if-
statement, both of the branches have to have the same type (with the conseqy, rule,
the pretypes may be strengthened to agree). Additionally, variables used in the

1This is the strong version of liveness. In the alternative weaker version, any use of a variable
makes it live.
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ag : live — live”  aq : live"” — live’

. — varyy - numy, - — Iv
x : live U {a} — live n : live — live ao + a1 : live — live
1 7 TN, -
ag : live — live ay : live"” — live’
—Iv

ao = ay : live — live’

x € live' a: live — live’ \ {z} z & live
. . Sy - 3 =21y
z:=a: live — live’ T = a: live — live

so : live — live’"  s1 : live! — live’
skipy,, - — compyy,
s0; 81 : live — live

skip : live — live

b: live — live’  s¢ : live” — live’ sy : live’ — live b : live — live! st : live! — live .
if}y - - — whileyy,
while b do s; : live — live

if b then s¢ else sy : live — live’

live < liveg s : liveg — live)) live(, < live’

- conseqy,,
s : live — live

Figure 4.4: Type system for live variables analysis

guard add to the pretype of the if-statement.

The rule whiley, requires an invariant-type for the beginning of the loop body /end
of the guard to type a loop. The analysis computes it from a given posttype as the
greatest fixpoint of a function monotone with respect to <. The type system ac-
cepts any fixpoint. The conseqy, rule can be used to strengthen the given posttype
to any suitable such type. There is also the invariant-type for the end of the loop
body /beginning of the guard, obtained by adding the variables in the guard. There
is an obvious similarity between the loop invariants here and those in Hoare logic.

The reason why the while}, rule has the presented form can be made more clear
on this example: while u < v do (x := y;u:=u+ 1;y := z). If as a posttype of the
loop we have the variable z (i.e.,  is the only variable whose value we are interested
in at the end), then in the naive approach (without strengthening it to the invariant
for the beginning of the loop body) it would appear that the assignment to y is not
necessary (while it clearly is needed, since the second time the loop is entered, its
value has changed, and the changed value is assigned to x). Also, the fact that the
assignment to w is not considered necessarily dead is because the invariant for the
end of the loop body has the free variables of the guard already included.

The conseqy, rule is a subsumption rule, but its role is completely analogous to
that of the consequence rule in Hoare logic (except that checking subtyping is trivial
whereas checking logical consequence needs a logic theorem prover, if no hints about
the proof are supplied).

A big difference of the type system from the analysis algorithm is that while
the algorithm computes the weakest preproperty for a given postproperty, the type
system approves any valid pretype-posttype pair. Again, stronger pretypes are easy
to get from the weakest one with conseq;,. The analysis algorithm can in fact be
seen as an algorithm for principal type inference: given a statement s and a posttype
live’, one attempts to construct a type derivation. Constructing the tightest one
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x € live! a: live — live’ \ {x}  opt z & live opt

Ty 20y

T :=a: live — live’ — x:=a T = a : live — live — skip

so : live — live” — s{ s1 : live” — live’ — s
._opt
skip,

compy;

skip : live — live — skip 50; 81 ¢ live — live’ — s{; s

b: live — live' s : live” — live’ — s; sy : live! — live’ — ¢/

ifoP*
if b then s¢ else s : live — live’ < if b then s/ else s/; v

b: live — live’ st : live’ — live < s},

while b do s¢ : live — live’ < while b do s,

live < liveg s : liveg — live) — s"  live(, < live’

s @ live — live! — s’
Figure 4.5: Type system for dead code elimination

takes calculation of greatest fixpoints with respect to < to obtain the invariant-
types of the loops and as a result one learns the weakest pretype live. This type
declares only these variables to be possibly live initially that really have some chance
of being live. In type systems jargon, it makes sense to call live the principal type
of s with respect to live’.

Soundness of live variable analysis with respect to the natural semantics can
be conveniently formulated “relationally”. Let o ~y;,. o’ denote that two states o
and o’ agree on all variables in a set live C Var, i.e., A\ cu. () = 0'(z). Then
soundness states that any program is simulated by itself with respect to ~. We look
at this in more detail in the next section, where we discuss the optimization based
on live variable analysis, namely dead code elimination.

4.2.2 Type system for dead code elimination

Dead code elimination removes from a statement the assignments that cannot affect
the final values of the variables that are live at the end.

This optimization can be explained in an extended version of the live variables
type system. Apart for assigning types to statements, it also defines their corre-
sponding optimized forms. A typing judgement has the form s : live — live’ — ',
where s’ is a statement; it says that s’ is the optimized form of s. The rules of this
extended type system are given in Figure Arithmetic and boolean expressions
are not optimized, so we do not repeat their rules.

The only rule where an actual optimization takes place is :=g)" *: if we know
from the typing of an assignment that the assigned variable is necessarily dead after,
then its value cannot affect any live variables. Thus we can replace the assignment
with skip. We could add even stronger optimizations, for example removing a skip
from a sequence or replacing an if-statement with skip, if both branches optimize to
skip, but this can be seen as a separate optimization and we do not integrate it here.

An example of a derivation of a dead code elimination can be seen in Figure
In this example, we are interested in the program slice concerned with variable x.

65



zx2: {z,y} — {y}
z=zx2:{z,y} —{z,yt —z:=z*2 z:=z+1:{x,y} — {z,y} — skip

zi=xx2z:=2z+1:{z,y} — {z,y} — =z = 2;skip

while z <y do (z:=xz%2;2:=2z+1): {z,y} — {z,y} — while z < y do (z := = * 2;skip)

while z <y do (z :=x*2;z:=2+41): {z,y} — {z}
— while z < y do (x := x * 2; skip)

Figure 4.6: An analysis and transformation of an example program

Thus the only variable in the posttype is z, and the code not affecting its final value
is considered dead and thus removed.

The statement of soundness of dead code elimination is similar to that for
the underlying analysis. Soundness says that the original and optimized form of a
program simulate each other with respect to ~.

Theorem 15 (Soundness of dead code elimination)

(0) If live < live' and o ~jipe O«, then o ~ . Ox.

(i) If a : live — live' and o ~yye 0x, then [a]o = [a]ox and o~ 0x.
(ii) If b : live — live' and o ~ye 04, then [blo = [b]o. and o ~ e 0.
(iii) If s : live — live' — s’ and o ~ye 0, then

— o>s— o' implies the existence of o, such that o’ ~

/ / /
live! T ONA 04 >8' = 07,

— o4 >8'— al, implies the existence of o’ such that o’ ~ . ol and o>s—o’.

live

Although our language is deterministic, nontermination is possible, therefore
both directions (preservation and reflection of evaluations) are necessary to establish
equitermination. Reflection in particular establishes that the optimized program
cannot terminate more often than the original form.

Proof. (o) holds trivially, since live D live’.
We can see that (i) holds by inspecting the typing rules for a and seeing that live
includes all free variables of a, and live DO live’. Thus all variables of a are equal in
o and oy, and consequently [aloc = [a]o.. By (0), it also follows that ¢’ ~y,. o%.
A similar argument can be made for (ii).

(iii) is proved by induction on the derivation of s : live — live’ — s’. We show
the first part of (iii) (the other direction is analogous). We assume o ~;,. 0, and
o >s— ¢’ and have the following cases:

e The type derivation is of the form

x € live' a: live— live' \ {x} opt

iy

x:=a: live — livel — z:=a

The given semantic derivation must be of the form

o>z :=a—olr — [a]o]
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so 0/ = o[z +— [a]o]. We have the semantic judgement o, >x := a— o, where
o, = o[z — [a]o]. From (i), it follows that [a]o = [a]o. and 0" ~jen 2y 0%
Since [a]o = [a]o, it means that ¢’(z) = o), (x), and therefore we get o’ ~

/
*

live’
g

e The type derivation is of the form

x & live opt
T = a: live — live — skip =~ 2Wv

The given semantic derivation must be of the form

o>z = a—olx — [a]o]

so 0/ = o[z — [a]o]. We have the semantic judgement o, >skip— o,. Since
x & live, from o ~y;ye 0 we may conclude that o’ ~e .

e The type derivation is of the form
T S / R TIY NE T /
s : live — live” — s, 81 : live” — live’ — s

opt
compy,,

s0; 81 : live — live’ — sj; s}

The given semantic judgement must be of the form

o>so—=o’ o">s1—0

0 >80; 51—~ 0

For some o¢”, 0!, we have the semantic judgement

. IH : IH

ox>-Sy— ol ol -8 -0,

05 >Sp; §1— 0,

From the first induction hypothesis, we get that o” ~,.» o, which allows us
to invoke the second the second induction hypothesis from which we get that
/

g

/
live! Ox-

e The type derivation is of the form

. - " . 1 . /! . " - /
b live — live” s live” — live’ — s; sy live” — live’ — sy

- - - - ifopt
if b then s; else sy : live — live’ < if b then s} else s/; v
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We have that either o = b or o [~ b. In the first case, the given semantic
derivation is of the form

ocEb o>s—~0

o >if b then s; else sy— 0o’

From (ii), it follows that o(b) = o.(b) and therefore if ¢ = b then o, |= b.
From (ii) it also follows that o ~y,.» o.. We thus have the derivation

. IH

o« Eb ox>si— 0l

0. >if b then s} else s~ 0
for some o,.

By the induction hypothesis, we also get that o’ ~y;,./ o’

Similar reasoning holds for o [~ b.

The type derivation is of the form

A : . TN : . /
b: live — live’ sy : live’ — live — s; opt

Whilelv

while b do s; : live — live’ — while b do s

We also invoke structural induction on the given semantic derivation of o >
while b do s;—o’. We have that either o = b or o £ b. In the first case, the
given semantic derivation is of the form

oEb o>s4—0d” o’ >while b do s;— o’

o >while b do s;— o’

From (ii), it follows that o(b) = o.(b) and therefore if o = b then o, |= b.

From (ii) it also follows that o ~y,.» o.. We thus have the derivation

. outer IH . inner IH
oxEb ou>si—ool oll »~while b do s;— o,

o >while b do s}— o,
for some o/, and o”.

By the outer induction hypothesis, we get that ¢” ~y,e o7. From the inner

induction hypothesis, we get o’ ~;, ./ o7
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If o }= b, then the semantic derivation must be

ol~b

o >while b do s;— o

Again by (ii), we have that o, = b. We have the derivation

ol~Db

o >while b do s,— o,

The fact that o’ ~;,. ol follows trivially.

live

e The type derivation is of the form

live < liveg s : liveg — livey — s’ lively < live opt
conseq.,

s : live — live' — &

We also have the given semantic judgement o >s— ¢’. Since live D liveg, from
0 ~live O« We obtain that o ~;,e, 0«. By the induction hypothesis, there must
be a state o/, such that o, >s'— o’ and o/ ~
that o’ ~

/ . . .
live), O~ Since livey 2 live’, we have

/
live! Ox-

g

We now arrive at our main motivation for the type-systematic setup, namely
proof transformation. It is easy to see that Theorem [15| has a counterpart for the
Hoare logic. Essentially, it says that optimization preserves and reflects Hoare triple
derivability (in fact even actual derivations).

Let P|jye abbreviate the formula J[v(z) | x ¢ live](Plv(z)/x | x ¢ live]), where
v is some assignment of unique logic variable names to program variables (so that,
informally, P|j. is obtained from P by quantifying out all program variables not in
live). For example for the assertion P =4¢ © = 2 Ay = 7 and type live = {z}, P|jve
is 3 (x=2Ay =T7).

Theorem 16

(o) If live < live, then P|ipe = P|jpe’ -

(i) If a : live—live’, then (Pla/w))|ive E (Plipe’)la/w] (where w is a logic variable).
(ii) If b : live—live’, then (P[b/w])|iwe E (Pljive’)[b/w] (where w is a logic variable).
As a consequence, (Pliive) =b = ((bA P)|jper) and (Pluve) = =0 = ((mb A P)|jpe’)-
(iii) If s : live — live’ — s and {P} s{Q}, then also {P|jve} 8" {Q|jive’ }-

The theorem can be concluded from Theorem [15| using the soundness and com-

pleteness of the Hoare logic. But it is also provable constructively, without any
indirection via semantics, by induction on the structure of the type derivation. The
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proof of (iii) gives a transformation of a given Hoare triple derivation into a deriva-
tion for the modified triple.

Proof. (Constructive proof)

(0) The assumption live < live’ means live D live’. Therefore, Plipe E Pl
follows by existential introduction: for any variable x € live \ live’, a suitable con-
structed witness for v(z) is z.

(i) We construct a derivation of (Pla/w)])|iwe | (P)jve’)[a/w] by induction on
the derivation of a : live — live’, which gives the following cases.

e The type derivation is

varyy
x @ live U {x} — live

The required entailment (P[z/w])|ieufey F (Plive)[z/w] follows from
(P[x/w])‘liveu{z} = P|liveu{x} [:c/w], which holds trivially, and P’liveu{x} [a:/w] ):
Pljive[z /w], which results from P|jyeuq2y F Pliive from existential introduction
(taking x as the constructed witness for v(z)), if x ¢ live.

e The type derivation is

: —_ numy,
n : liwe — live

The required entailment holds trivially: we have (P[n/w])|iwe = (Plive)[n/w].

e The type derivation is of the form

Lo .y o .
ag : live — live”  aq : live” — live’

. . / +1V
ag + a1 : live — live

The required entailment (Plag + a1 /w])|iive = (Pliive’)[@0 + a1 /w] follows from
the following chain of entailments:

(Plao + a1/w])|iwe =
= (Plwo + wi/w][a1/wi][ao/wo)])|ve wp, wy are not free in P
= ((Plwo +wi/wlar/wi])]jyser)ao/wo] by TH
= ((Plwo + w1 /w])]jer)[ar/wrl[ao/wo] by TH
= (Plier)[wo + w1 /wl[a1/wn]lao/wo]  trivially
(Pl e’ ) a0 + a1 /w)] wp, wy are not free in P

where wg and w; are logic variables distinct from the free logic variables of P.

(ii) is proved similarly to (i).

(iii) We construct a derivation of { P|jye} s {Q|;ie’} by induction on the deriva-
tion of s : live — live’ and inspection of the derivation of {P}s{Q}. We have the
following cases.
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e The type derivation is of the form

z € live'  a: live — live! \ {z}
—1lv

x:=a: live— live'l - x:=a

and the given Hoare derivation is

{Pla/alyz = a{P}

We get this modified Hoare triple derivation:

(Pla/a])iiwe = (Plive)la/z] {(Plive)la/2]} 2 := a{Plyer}
{(Pla/z])iie} © := a {Pljjper }

The entailment (Pla/z])|iive E (P|jve’)[a/x] is the consequence of the following
chain of entailments:

(Pla/z)iwe = (Plw/z][a/w])|iive w is not free in P
= (Plw/2])]iven(z1)la/w] - by (i)
< ((Plw/x)| e ) a/w] x does not occur in Plw/z]
= (Pluer)[w/z][a/w] v € live!
= (Pljpe’)]a/x] w is not free in P

where w is a logic variable distinct from the free logic variables of P.
e The type derivation is of the form

x ¢ live ‘
T :=a: live — live — skip

2lv

and the given Hoare triple derivation is

{Pla/alyz = a{P}

For the optimized program skip, we have the Hoare triple derivation

P[a/-r”live IZ P|live {P|live}5kip{P|live}
{P[a/x”live}Skip{P’live}

The entailment (Pla/z])|ive E (Plive)|a/z] is a consequence of (Pla/x])| e E
P|jive, which holds by z ¢ live and existential elimination and introduction (for
the constructed witness of v(z) on the right one must take a[w/x] where w is
the assumed witness of v(x) on the left), and P|jye = (Pliive)[a/x], which also
holds since x ¢ live, as P|jy. has therefore no occurrences of z.
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e The type derivation is of the form

. Ty . ! .
so : live — live” — s, 51 : live” — live' — &)
compyy,

s0; 81 ¢ live — live’ — sj; s}

and the given Hoare derivation is of the form

(P}yso{R) {R}s {Q)
(P 5051 Q)

We get the Hoare derivation

Il Il
{P’liW} 86 {R|live"} {R|live”} ‘96 {Q|live’}
{P|live} 86; 8/1 {Q|l’ive'}

e The type derivation is of the form

. ' . . ! ' Y . ' .
b: live — live” sy 2 live” — live’ — s} sy : live” — live' — s/,

if}y
if b then s; else 55 : live — live’ < if b then s} else s/; :

and the given Hoare triple derivation is of the form

{bA P}i s:{Q} {=bA P:} sr{Q}
{P}if b then s; else s; {Q}

We have the Hoare triple derivation

P|live }Z IH
-b= (_‘b/\P”live” {(_'b/\P)|live”}S/f {Q'live’}

{=b A (Pliive) } 3} {Qliive }
Plie = L IH
b= (bAP)liver {(0A Pliiver } 57 {Qluiver }
{0 A (Plive)} st {Qluive }
{Pliive } if b then s else s {Qsive’ }

The two entailments hold by (ii).
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The type derivation is of the form

b: live — live' s : live! — live — s/,
t t

hile;,
while b do s; : live — live’ — while b do s} W

and the given Hoare triple derivation of the form

{bA P} s {P)
{P} while b do s; {—b A P}.

We have the Hoare triple derivation

- IH
(Plive) Eb= (0AP)izer {(bA P)lusver} 8 {Plive}
10N (Pliive) } 8¢ { Pliive
{Pluive } while b do s {~b A (Pliwe)} (Pligwe) E b= (=b A P)|tiver
{Plisve } while b do s} {(=b A P)[jiver }

The two entailments hold by (ii).

The type derivation is of the form

live < liveg s : liveg — lively — ' live(, < live’

conseq
s : live — live' — s 1v
and the given Hoare triple derivation is of the form
PEP {P}s{Q} QEQ
{P}s{Q}
We have the following Hoare triple derivation:
IH
P|live ): Pl|li’U€0 {P/’liveo}sl {Ql|liv66} Q/‘livea ): Q|live'
{P|li?)€} s' {Q|li'ue’}

The entailment P|jye = P’|iive, follows from P|jwe = P’|iive, which holds by
P = P, and P'|iive = P'[iive, which holds by (o). Similarly for @[y, =
Q’live"
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{z =2*"" Az +1 < ceil(logy)} z := 2z + 1 {x = 2% A z < ceil(logy)}

{z+2=2*T"1 Az +1<ceil(logy)}z:=x+2{x =21 Az +1 < ceil(logy)}
{zx2=2*T1Az+1<ceil(logy)}z :=2%22:= 2+ 1{x =27 Az < ceil(logy)}
{z<ynz=2°ANz<ceilllogy)lz:=zx2;z:=2+ 1{x =2% Az < ceil(logy)}
{r =2 Nz < ceil(logy)}while z <y do (z:=xzx2;z:=24+1){zx £ yAz =27 Az < ceil(logy)}
{x=2Az=1Ay>1}whilez<ydo (z:=x%2;z:=2+1){x=2%Az=-ceil(logy)}

Figure 4.7: A proof of the example program

O

Theorem gives us “proof optimization”. Given a Hoare triple derivation
for an original program, we get a modified Hoare triple and its derivation for its
optimized form. In the example of program analysis and optimization in Figure [4.6
we saw that the program

while z <y do (z:=2%2;z:=2+1)

admits the type {z, y} —{z} and that the corresponding optimized form is while z <
y do (x := x * 2;skip) (further simplifiable to while z < y do = := x * 2 by a trivial
post-processing pass based on the equivalence s;skip = s).

A Hoare logic derivation for the triple

{z=2Nz=1Ay>1}
while z <y do (z :=x%2;2z:= 2+ 1)
{zr =2* Nz = ceil(logy)}

is given in Figure (In order to save space, we have not spelled out the side
conditions of inferences by the consequence rule.)

This Hoare triple derivation is mechanically transformable, following the given
type derivation, into the derivation of the modified Hoare triple

{F(x=2N2"=1Ay>1)}
while x <y do x := x * 2
{3y, 2 (& =27 N2 = ceil(logy')}

given in Figure (Note the inference by the consequence rule after the rule for
skip: this involves a change of witness for 2’ as described in the proof of Theorem [16] a
form of a shadow of the assignment z := z+1 in the original program.) The modified
Hoare triple is equivalent to

{x=2Ay>1}while z <y doz:=zx2{32 >0(x=2")}
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{32 (# = 27" A2 < ceil(logy))} skip {3z’ (z = 2 A2 < ceil(logy))}

{32 (= 27T A2 +1 < ceil(logy))} skip {32’ (z = 2% A 2 < ceil(logy))}

{32 (z%2=2"F1 A 2" +1 < ceil(logy))}z =z +2{3z' (z = 2°' T A 2’ + 1 < ceil(logy))} /
{3 (x%2=2"F1 A2 +1 < ceil(logy))} = := x = 2; skip {32’ (z = 22" A 2/ < ceil(logy))}
{z <yn (@=2" A2 <ceil(logy))} o := z * 2;skip {32’ (z = 27 A2’ < ceil(logy))}
{32 (z = 2¢ A2 < ceil(logy))} while z < y do (z := @ * 2;skip) {z £ y A 32/ (z = 27" A 2’ < ceil(logy))}

{32 (z=2A2 =1Ay>1}while 2 < y do (z := z * 2;skip) {32/ (z = 27" A z = ceil(logy))}

{3 (x=27N72 =1Ay >1)}while z < y do (z := x = 2;skip) {Ty/, 2’ (x = 27 A = ceil(logy’))}

Figure 4.8: Transformed proof

4.3 Common subexpression elimination

4.3.1 Type system for available expressions analysis

We now look at another, more involved optimization called common subexpression
elimination. The idea in common subexpression elimination is to avoid re-evaluation
of non-trivial expressions. This is considerably more complicated and subtle than
dead code elimination. The first phase in this optimization is the analysis of available
expressions.

An (non-trivial arithmetic) expression is available at a program point, if every
path to it (a) contains an evaluation of this expression (as a subexpression of an as-
signed expression or the guard of an if- or while-statement) and (b) does not contain
a later modification (an assignment to a variable of the expression). The available
expressions analysis finds, for each program point, which expressions must be avail-
able at that point. It is a forward analysis and starts from the set of expressions
that one wishes to regard as available at the beginning of the program (typically,
this would be ().

The types and subtyping of the type system for available expressions are
(D,<) =4t (P(AExp™"),2). A state on a computation path has type av € D,
if all expressions in av are available in that state. A typing judgement for an arith-
metic expression has the form a : av — av’ and means that, if all expressions in av
are available before an evaluation of a, then all expressions in av’ are available after
the evaluation (for boolean expressions and statements, they are similar).Variables
and numerals do not change the availability of expressions.

The typing rules appear in Figure We use mod(x) to denote the set of
nontrivial arithmetic expressions containing z, i.e., mod(z) =qt {a | * € FV(a)}.
The rule +% expresses that a compound expression makes itself and the subexpres-
sions of its operands available. The rules for boolean expressions are similar. The

= says that, after an assignment x := a, the arithmetic subexpressions of

rule :=33
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ag:av — av” a1 :av’ — av’

ts
ts ts +
— —_— 1 ae
T:av — av Y3ae n:av — aqv MWMae a0+a1:av—>av’U{ao+a1}

ap:av — av'’ a1 :av’ — av’ ts
Tae

ap=ai : av — av’

a:av — av’
z:=a:av — av’'\mod(z)

—ts
T ae

so:av — av”  s1:av’ — av’

ts
T E— — n compyy
skip : av — av S0;81 1 av — av
b . " . 1 / . 1" ! 7 ’
Lav — av st av’ — av’ sy av’ — av gt b:av — av’ s :av — av
i
ae

whilet$

if b then s¢ else sy : av — av’ while b do s¢ : av — av’

av < avg  s:avg — av| avg < av’

ts
n conseq,},
S av — av

Figure 4.9: Type system for available expressions analysis

expression a have been computed and are thus available. However, since x was as-
signed to, any precomputed value of an expression containing x is effectively killed.
The skip and composition rules should be self-explanatory. The rule if®S says that if
both branches of an if-statement have the same typing, we can give their posttype
to the whole statement. But since the guard is always evaluated before either of the
branch, the pretype of both branches is the posttype of the guard. The rule while;se
requires an invariant-type for the beginning of the guard/end of the body of the
loop, which will become the pretype of the loop itself. A given pretype for the loop
can be weakened to this type using the conseq rule.

A type derivation of a program gives us two kinds of information. Firstly, based
on the typing, we know where an expression first becomes available: where the
expression is not available in its pretype. Secondly, it tells us where a pre-computed
value can be used: where it is available in the pretype.

It would be possible to state and prove that the available expressions analysis
is sound. We refrain from doing it here, as this requires an instrumentation of the
standard natural semantics (the concept of state must be adjusted to record the
last computed value of every non-trivial arithmetic expression, and the evaluation
relation of the semantics must be adjusted accordingly). But we will state and prove
the soundness of common subexpression elimination.

4.3.2 Type system for conditional partial anticipability analysis

The technique behind common subexpression elimination is to save computed values
of expressions in new variables and to use these saved values instead of re-evaluating
the expressions.

Although from the available expression analysis, we know where a particular
expression becomes available and where a pre-computed value can be used, this
information is not enough for the purpose of common subexpression elimination. The
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reason is of course that a new variable to save the computation of the subexpression
should only be introduced or updated when that subexpression is possibly used
later on at a point where it is available. However, at the program point where
an expression becomes available, we do not have that information from available
expressions analysis. We would need to know what we call conditionally partially
anticipable (cpant) expressions. We say that an expression is cpant at a program
point, if there is a path from that program point that (a) contains an evaluation of
it where the expression is available at the beginning of the evaluation, and (b) does
not contain an earlier evaluation of it.

The need for the expression to be available before becoming anticipable in the
reverse control-flow graph can be explained through the following example:

52 S3

. —~ —
if bthen x:=3 else z:=z2+uxv;y:=ux*v.

S1 S4

The expression u * v is not available after statement sq, since it is not evaluated
in both of its branches. So the expression can not be used for optimization at
statement s, and therefore a new variable should not be introduced at statement ss.
The type system for cpant can give us this information; since the expression u * v
is not available before statement s4, the statement, although using u * v, does not
make it anticipable.

This analysis decides which expressions may be cpant at each program point.
It relies on the results of the available expressions analysis and is a backward anal-
ysis. This analysis removes the need for establishing explicit “use-def” chains for
expressions, i.e., associations of program points where an expression is evaluated
(“defined”) to program points where the computed value could be reused (“used”).
Instead, it finds, for each program point, the expressions for which there can be a
value reuse point (a future point where, for some reason, one could use the present
value of an expression, or even a previously stored value of it, if it is presently
available).

Since the cpant type system must use the typings from the available expressions
type system, it is an extension. The types and the subtyping relation are (D, <) =g¢
({(av, cpant) € P(AExp™) x P(AExp™) | cpant C av},D x D). A state (on a
computation path) is in a type (av, cpant) € D if in that state all expressions in av
are available and some cpant expression is not in cpant (remember that since cpant
analysis is a backward one, the intuitive reading is contrapositive to the forward
one). A typing judgement for an arithmetic expression (or a boolean expression, or
a statement) is therefore of the form a : av, cpant — av’, cpant’ and says that, if all
expressions in av are available before an evaluation of a, then all expressions of av’
are available after the evaluation, and, moreover, if all expressions av are available
before an evaluation and all expressions cpant after the evaluation are in cpant’,
then all expressions cpant before the evaluation are in cpant.

The typing rules are given in Figure The key rule is +{5. As was ex-
plained, an expression is made cpant at the beginning (i.e., included in the cpant
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varts numf?
x : av, cpant — av, cpant € n : av, cpant — av, cpant €

ao : av, cpant — av'’ | cpant’” a1 : av”’, cpant’”’ — av’, cpant’ is

ao + a1 : av, cpant U ({ap 4+ a1} N av) — av’ U {ag + a1}, cpant’ 1€

ao : av, cpant — av’’, cpant”  ay : av”’, cpant’’ — av’, cpant’
“le

ap = aj : av, cpant — av’, cpant’

. ’ ’
a: av, cpant — av’, cpant s
Tle

z:=a: av, cpant — av’ \ mod(x), cpant’

so : av, cpant — av'’, cpant”  s1 : av', cpant” — av’, cpant’ "
compys

it
. Sklpls ’ /
skip : av, cpant — av, cpant 80381 : av, cpant — av’, cpant

b: av, cpant — av”, cpant’ sy : av”’, cpant” — av’, cpant’ sy : av”, cpant’” — av’, cpant’ "
ifTs
le

if b then s¢ else sy : av, cpant — av’, cpant’

b: av, cpant — av’, cpant’ s : av’, cpant’ — av, cpant

- while!s
while b do st : av, cpant — av’, cpant’ le

av, cpant < avg, cpanty S : avo, cpanty — av(, cpant  av(), cpant( < av’, cpant’

; ; conseqs
s av, cpant — av’, cpant

Figure 4.10: Type system for cpant analysis

pretype) only if it is already necessarily available there (thus in the intersection
with the availability pretype). The rest of the rules mimic the rules of the available
expressions and live variables analyses.

4.3.3 Type system for common subexpression elimination

The cpant expressions type system can now be used to perform common subex-
pression elimination. The rules of the optimization type system extend the cpant
expressions type system; the rules are given in Figure 4.11

Since additional variables need to be introduced into the program, we use an
assignment nv : AExp™ — Var,., of a unique auxiliary program variable to every
non-trivial arithmetical expression (Var,,x being an additional supply of program
variables not available for normal programming). This is a way for two program
points that will evaluate resp. reuse an expression value to agree on a variable that
can safely (without the danger of a redefinition on the way) carry this value.

The main optimization is done in the rules for arithmetic expressions. The
judgements for arithmetic expressions have the form a : av, cpant — av’, cpant’ —
(nvd, a’), where nvd is a sequence of assignments (auxiliary variable definitions em-
anating from a; the empty sequence is denoted by €) and o’ is an expression (the
optimized version of a) (for boolean expressions, the judgements are similar). Note
that optimizations need also be made ”inside” expressions, since arithmetic subex-
pressions can be evaluated and later used within the same expression (for example,
in the expression z * y + x * y, the subexpression z %y does not have to be evaluated
twice).

There are three rules for +: for the case where the compound expression is
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opt

ag +ay :

num;’e]’_’t varp!
n : av, cpant — av, cpant — (€,n) z : av, cpant — av, cpant — (€, x)
ap + a1 € av
ao : av, cpant — av'’, cpant” — (nvdo, ay)) ay : av”’, epant” — av’, cpant’ — (nvdy, al) opt
1
ao + a1 : av, cpant U {ap + a1} — av’ U {ap + a1}, cpant’ — (nvdo; nvdi,nv(ap + a1)) le
ap + a1 € cpant’ ap + a1 € av
ap : av, cpant — av'’, ecpant’’ — (nvdo, ap) ay : av”’, cpant” — av’, cpant’ — (nvdy, al) opt
+2
ap + a1 : av, cpant — av’ U {ao + a1}, cpant’ le
— (nvdo; nvdy;nv(ao + a1) := af + af,nv(ag + a1))
aop + a1 € cpant’ ap + a1 € av
ap : av, cpant — av'’, cpant’’ — (nvdo, aj) ay : av”’, cpant” — av’, cpant’ — (nvdy, al) opt
3
av, cpant — av’ U {ao + a1}, cpant’ — (nvdo; nvdy, ajy + af) le
", epant’’ — av’, cpant’ — (nvdy, a}) opt
“le

ag : av, cpant — av”’, cpant” — (nvdp,af) a1 : av
av, cpant — av’, cpant’ — (nvdo; nvdy, afy = a)

ag =ajp :
._opt

a: av, cpant — av’, cpant’ — (nvd,a’)
T :=a: av, cpant — av’ \ mod(x), cpant’ — nvd;z :=a’ ~ °

skip?ep‘E

skip : av, cpant — av, cpant — skip
s1: av”, cpant” — av’, cpant’ — s ont
comp,?

sg : av, cpant — av”’, cpant’ — s
50381 : av, cpant — av’, cpant’ — s(; s}
b: av, cpant — av”’, cpant’’ — (nvd,b’)
st av”, cpant” — av’, cpant’ — s, s av”, cpant’ — av’, cpant’ — s} .
. cop
- - if
if b then s; else s¢ : av, cpant — av’, cpant’ — nwvd;if b’ then s else s’f le
! / !
av’, cpant’” — av, cpant — sy .1 opt
while}

b: av, cpant — av’, cpant’ — (nvd,b’) st :
while b do s¢ : av, cpant — av’, cpant’ — nvd; while b’ do (s}; nvd)

avyy, cpanty < av’, cpant’ opt

conseq;!

s : avg, cpanty — av(), cpant( — s’

av, cpant < avg, cpant
av, cpant — av’, cpant’ < s’

S

Figure 4.11: Type system for common subexpression elimination
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already available and can be replaced with the corresponding auxiliary variable (rule
+1fept), the case where the expression only becomes available, and is also cpant, so
an auxiliary variable definition is introduced (rule +2fept) and the case where an
expression only becomes available, but is not cpant, so it is left as it is.

The judgements for statements are of the form s : av, cpant — av’, cpant’ —
s', where s’ is a statement (the optimized form of s). The rules for assignment,
skip, composition and if-statements should be straightforward. The rule while[”" for
while-loops allows for reuse of expressions that are evaluated in the guard. Since a
guard may be entered from two program points (the beginning of the loop and end
of the loop body), the auxiliary variable definitions have to appear at both places.

The derivation in Figure is an example of common subexpression elimina-
tion. At the beginning of the program, p x ¢ is available (this is just an assumption
made). The expression u * v becomes available after the first statement; the expres-
sion is used at three places. The information that it is used later on in the program
reaches the first assignment (via the cpant expressions type). Therefore, the value
of u x v is recorded in the auxiliary variable. In the if-guard and then-branch, this
expression is replaced with the new variable. In the else-branch, the expression p*q
is replaced with a variable holding the value of this expression.

Common subexpression elimination is sound in the sense that the optimized
program and the original one simulate each other: at corresponding program points
the states of the two programs agree on the normal program variables and, moreover,
if some expression is in the cpant type, then its value in the state of the original
program and the value of the corresponding auxiliary variable in the state of the
optimized program coincide. Let 0 ~¢pant 0’ denote that two states o (on the normal
program variables Var) and ¢’ (on the normal and auxiliary program variables
Var + Var,,y) agree modulo cpant C AExp* in the following sense: A, cvay 0(2) =
o'(2) A Naeepantlalo = o' (nv(a)). The soundness theorem is:

Theorem 17 (Soundness of common subexpression elimination)

(o) If av, cpant < av’, cpant’ and o ~cpant O«, then o ~cpanir O.

(i) If a : av, cpant — av’, cpant’ — (nvd, d’), o, >nvd— o), and o ~cpant Ox, then
[[a]]a = [[a/]]o-fk and o ~ cpant’ O-fk‘

(it) If b : av, cpant — av’, cpant’ — (nvd, V'), o, >nvd— o, and o ~cpant 0x, then
[[b]]O' = [[b/]]o{k and o ~ cpant’ 0'>/|<'

(iii) If s : av, cpant — av’, cpant’ — s and 0 ~cpant 0w , then

— o>s— o’ implies the existence of o), such that o' ~ penp 0% and oy >s'— 0,

— 0. >8'—= o, implies the existence of o' such that 0’ ~ pony 0% and o>s—o’.

Proof. (o) As av, cpant < av’, cpant’ implies cpant O cpant’, it is immediate that
O ~cpant Ox 1S a stronger statement than o ~pune 0.

All of (i)-(iii) are proved by induction on the structure of the type derivation.
We only prove the first half of (iii).

For (i), we use induction on the derivation of a : av, cpant — av’, cpant’ —
(nvd,a’). We assume that o, >nvd— o}, and o ~cpant 0.

80



prq:{pxqu*v}{prxqt —{u*v,pxq},0 = (¢ptq)
prxqg+r:{pxquxv},{pxqt —{uxv,pxq,pxq+r},0— (¢,ptq+7)
zi=prxqg+r:{prxqu*v},{p*rq} —{uxv,p*xq,p*rq+7r},0— z:=ptg+r

uxv:{pxquxv},{uxv} — {pxquxv} 0 — (¢ utv)

p:=uxv:{prxqguxv}{usv} —{uxv} 0 — p:=utv

uxv:{pxquxv}{p*qurvi— {pxquxv},{p*quxv}i— (eutv)
ukv=c:{pxqu*v},{p*xqurv} — {prxquxv},{p*qu*v}— (c,utv=c)

ifuxv=cthenp:=uxvelsez:=pxq+r:{pxqu*v},{prxqu*v} — {uxv}0
— if utv = c then p := utv else z := ptq+r

z:=10: {pxqu*v,uxv+z} {pxquxv} —{p*xqu*xv}{p*xquxv}— z:=10

uxv:i{pxq},{p*q} —A{pxquxv} {p*guxv}— (utv:=uxwv,utv)

uxv+z:{p*rqh{p*qt —{p*rquxv,urxv+z}{p*qu*v}
— (utv := u * v, utv + 2)

Ti=uxvtz pral, (pra) — (prqurv,uxvt 2}, {pxqurv)
—utv :=uxv;x = utv+ 2z

Cimuxvtze=10: pra}, pra) — (praqurv), (prquxv}
— utv ;= u*xv;x = utv+ z;z := 10

z:=uxv+z;2:=10;if uxv=cthenp:=uxvelse z:=pxqg+7r:{p*xqg},{p*xq} — {uxv}0
— utv = u* v;x = utv + z; z := 10;if utv = ¢ then p := utv else z := ptq + r

Figure 4.12: An analysis and transformation of an example program

We keep in mind that nvd redefines no normal variables and no auxiliary vari-
ables for expressions in av and that all auxiliary variables of a’ must be for expres-
sions in av’.

We consider the following non-trivial cases.

e The type derivation is of the form

ap : av, cpant — av'’’, cpant’’ ai : av”, cpant’”’ — av’, cpant’
ag + a1 € av ’ /
— (nvdo, ag) — (nvdy,al)

ap + a1 : av, cpant U {apg + a1} — av’ U {ao + a1}, cpant’ — (nvdp; nvdi, nv(ag + a1))

There must exist a state ¢!/ such that o, >nvdy— o” and o >nvd;— o). The
assumption o ~ cpantU{ag+a;} O+ implies [ag +a1]o = [nv(ag +a1)]ox. As ag+
a1 € av, we know that nv(ag + a1) is not modified by nvdy; nvdy, hence [ag +
a1]o = [nv(ag+a1)]os = [nv(ag+ar)]ol. The assumption o ~ pantiifag+ar} O
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also tell us that o ~¢pent 0x, from where by the first induction hypothesis it
follows that o ~cpens 0 and further by the second induction hypothesis that
0 ~cpant’ O->/k'

e The type derivation is of the form

aop + a1 € cpant’ ag : av, cpant — av”’, cpant’’ ay : av”, cpant’”’ — av’, cpant’
ao+ a1 & av — (nvdo, af) — (nvdy,al)

agp + a1 : av, cpant — av’ U {ao + a1}, cpant’ — (nvdo; nvdi;nv(ao + a1) := aj + a’,nv(ao + a1))

Again, we know that there must exist states ¢!/ and o7/ such that o, >nvdy— o,
ol >nvd;— o’ and o >nv(ag + a1) = aj + a|— o, so that o, = o/'[nv(ag +
ai) — [ay + ajfol]. From o ~cpant 0« by the two induction hypotheses it
follows that [ao]lo = [ag]oy and o ~¢pener o) and further that [a]o = [a}]o)
and 0 ~ panp 0% . Since nvd; redefines no normal variables and no auxiliary
variables for expressions in av” and since all auxiliary variables of aj, are for
expressions in av”, [ag]o? = [ap]o?’. Consequently, we see that [ag + a1]o =
laoo + [ailo = [ap]ol + [a)]o = [ay + ai]o) = [nv(ag + a1)]ol. This in
combination with o ~pu, 0" and the fact that the only change from o7’ to

o), concerns nv(ag + a1) also gives us that o ~pens 0.

e The type derivation is of the form

ao + a1 € cpant’ ao : av, cpant — av'’, cpant’’ ay : av”, cpant’”’ — av’, cpant’
a0+ a1 & av — (nvdo, ag) — (nvdy,al)

ag + a1 : av, cpant — av’ U {ao + a1}, cpant’ — (nvdo; nuds, al + af)

We know that there must exist a state o/ such that o, >nvdy— o and o/ >nvd,
—0o,. From o ~cpunt 04 by the two induction hypotheses it follows that
laolo = [apley and o ~ pener o) and further that [ai]o = [a}]o, and
O ~epant’ 0. Since nvd; redefines no normal variables and no auxiliary vari-
ables for expressions in av” and since all auxiliary variables of q are for ex-
pressions in av”, [a(]o? = [ap]ol. Consequently, we see that [ag + a1]o =
[aolo + [a1]o = [ap]o + [ai]ol = [ag + ai]or.

The proof of (ii) is similar to that of (i). In particular, the case of :f;pt is

t
analogous to the case of +3)7".

(iii) We use induction on the structure of s : av, cpant — av’, cpant’ — s'. We
assume o ~cpgnt 0% and o >s—o’.

We consider the following cases:

e The type derivation is of the form

a: av, cpant — av’, cpant’ — (nvd,a’) opt

Tle

z:=a: av, cpant — av’ \ mod(z), cpant’ — nvd;x := a’
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The given semantic derivation must be of the form

o>z :=a—olr — [a]o]

so ¢/ = o[z — [a]o]. Let ¢! be the unique state such that o, >nvd— o’
and let o = o//[x — [d']ol], so we have a derivation of ¢ >z := da'—> o).
From the assumption o ~cpant 0« by (i) we know that [a]o = [da']ol and
0 ~cpant’ 0. Consequently, o'(z) = [a]o = [da']o} = o) (x). Further, since
cpant’ C av’ \ mod(x), no expression in cpant’ contains x. Accordingly, no
expression in cpant’ can change its value during the assignment z := o’ taking
from o to o). Therefore, from the knowledge that o ~ pu 0 we may
conclude that o’ ~ pgne 0.

e The type derivation is of the form

b: av, cpant — av”’, cpant”’
— (nvd, b")

\ st @ av'”’, cpant” — av’, cpant’ sp v, cpant” — av’, cpant’
< s < S/f

- . ifopt
if b then s; else sy : av, cpant — av’, cpant’ — nwd;if b’ then s else s’f le

We have that either o = b or o = b. In the first case, the given semantic
derivation is of the form

oEb o>si—0’

o >if b then s; else sy— o’

Let o/ be the unique state such that o, >nvd—o’. From o ~pent 0« by (ii)
we learn that [b]o = [b']o” and o ~pene 0. Thus we have the derivation

 IH

ol BV ol >si-0),

oy >if b’ then s; else s— o,
By induction hypothesis we get that o' ~pgny .

Similar reasoning holds for o [~ b.

e The type derivation is of the form

b: av, cpant — av’, cpant’ — (nvd,b’) st : av’, cpant’ — av, cpant — s}, opt

while,

while b do s¢ : av, cpant — av’, cpant’ — nvd; while b’ do (s}; nvd)
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We also invoke structural induction on the given semantic derivation of
o >while b do s;—¢’. We have that either o |= b or o £ b. In the first case,
the given semantic derivation is of the form

ocEb o>si—d” o’ >while b do s;— o’

o >»while b do s;,— ¢’

Let ¢ be the unique state such that o, >nvd— o)’. From o ~¢pent 0« by (ii)

we infer that [b]o =[]0} and 0 ~ peny 0. Thus we have the derivation

: outer IH : inner IH
ol »si— ol ol >nvd—ol” . inner IH
o’ = ol »sy;nvd— ol ol >while b do (s}; nvd)— o,

ol >while b/ do (s}; nvd)— o,

Here the outer hypothesis applies thanks to o ~cpenp o) and ensures the
existence of o7 that also satisfies 0" ~ pgns 0. Further, the inner hypothesis
applies, taking care of the composition nvd;while v/ do (s}j;nvd), and ensures
the existence of o/, such that o’ ~;pen 0%.

If o = b, then the semantic derivation must be

olEDb

o >while b do s;— o

i.e., 0/ = 0. Let state o/, be the unique state such that o, >nvd— o’.. From
0 ~cpant O« by (i1) we know that [b]o = [¥']o} and o ~ pene 0%. Thus we have
the derivation

ol Y

ol >while b’ do (s}; nvd)— o,

and we also know that o ~cpen 0.

The type derivation is of the form

av, cpant < avo, cpanty s : avo, cpanty — avy, cpanty — s’ av, cpanty < av’, cpant’ opt
conseq;!

s : av, cpant — av’, cpant’ — s’

We also have the given semantic judgement o >»s—o’. Since cpant O cpant,,
from o ~cpant o+ We obtain that o ~¢pent, 0x. By the induction hypothesis,
there must be a state o, such that o, >s'= 0} and 0’ ~ 4y 0. Since cpant 2
cpant’, we have that o’ ~ punp 0.
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To state the corresponding theorem about the Hoare logic, we define P|cpant to
abbreviate PAA ¢ opans @ = nv(a) and P|P** to mean 3[v(a) | a ¢ cpant](Pla/nv(a) |
a € cpant][v(a)/nv(a) | a ¢ cpant]).

The theorem is the following:

Theorem 18

(0) If av, cpant < av', cpant’, then Plepant = Plepant -
(i) If a : av, cpant — av’, cpant’ — (nvd,d’), then

— {(Pla/w])|epant } nvd {(Plepant') [0’ /w]}, /

— {P}nwd{Qld' /w]} implies P|P*" {= (Q|P*™)[a/w],
(it) If b : av, cpant — av’, cpant’ — (nvd,b'), then

— {(P[b/w])| cpant } nvd {(P|cpans ) [b'/w]}; it follows that {P|cpans} nvd {(b" = (b A
P)‘cpant’) A (_‘b/ = (_‘b A P)’cpant’)}y ,

— {P}nod {Q[V' /w]} implies P|P*™ |= (Q|P*™")[b/w],
(1ii) If s : av, cpant — av’, cpant’ — ', then

o {P} S {Q} implies {P|cpant} S/ {Q|Cpant:}7

— {P}s'{Q} implies {P|P'} s {Q|P™" }.

Proof. (o) Since av, cpant < av’,cpant’ implies that cpant O cpant’, one gets
P|cpant = P|cpant by conjunction elimination.

Concerning (i)-(iii) we only prove the first halves. To save space, we do not
show the entailment side conditions of the consequence rule.

(i) We use induction on the derivation of a : av, cpant—s av’, cpant’ — (nvd, a’).
We restrict our attention to the following cases.

e The type derivation is of the form

ao : av, cpant — av'’, cpant’’ ay : av”, cpant’’ — av’, cpant’

a0+ a1 € av — (nvdo, af) — (nvdy,al) opt

lie

ap + a1 : av, cpant U {ag + a1} — av’ U{ap + a1}, cpant’ — (nvdp; nvdy, nv(ap + a1))
We have the following derivation.
D IH

{(P[’rw(ao + al)/w])lcpant”} T”:)dl {(P[’rw(ao + al)/w])lcpant'}

IH
{(Plnv(ao + a1) /w)) | cpant } nvdo {(P|[nv(ao + a1) /w]) cpanerr)} /
{(P[nv(ao + a1) /w])|cpant } nvdo; nudy {(Plnv(ao + a1)/w))| cpanes
{(P[ao + al/“’D'cpantu{aoJral}} nvdo; nvdy {(Plcpant’)[nv(ao + al)/w}}

The entailment (P[ag + a1/w])|cpantufag+ary F (P[nv(ao + a1)/w])|cpant holds
as (Plao+a1/w])|cpantifao+ar} F (Plao+a1/w])|epant Anv(ao+ar) = ao+a1 [=
(P[nv(ag + a1)/w])|epant by substitution of equals for equals.
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e The type derivation is of the form

ao + a1 € cpant’ ao : av, cpant — av”’, cpant’’ ay : av”, cpant’”’ — av’, cpant’
a0+ a1 € av — (nvdo, af) — (nvdy, a)

ap + a1 : av, cpant — av’ U {ao + a1}, cpant’ — (nvdo; nvdy;nv(ao + a1) := aj + a’, nv(ag + a1))

We have the following derivation.

{(Plnv(ao + a1)/wl|cpane’ )ag + a4 /nv(ao + a1)]} nv(ao + a1) := ag + aj {(Plnv(ao + a1)/w])lcpant }
{(Plag + ay/w))lcpants A ao + a1 = af + aj }nv(ao + ar) := af + aj {(Plepant ) [n0(ao + a1)/w]}

IH
{((Plag + w1 /w] A ao = ag ;\ a1 = wi)lar/wi])lcpant’r }
nvdy
{((Plag +w1/w] A ag = a A a1 = w1)|cpans)a] /w1l}

{(P[a6 + al/w] Nag = aé))‘cpant”}nvdl {(P[a6 + all/w] Nag = a6 Nay = a&)'cpant’}

S IH

{((P[wo + a1 /w] A ag = wo)[ao/wo])|cpant }
nvdg

{((Plwo + a1/w] Aao = wo)|cpantrr)ag/wol}
{(Plao + a1/w])|epant } nvodo {(Plag + a1/w] A ao = ap)l cpant'}
{(Plao + a1/w])|cpant } nvdo; nvdi {(Plag + a4 /w])|cpane A a0 + a1 = ag +ai}
{(Plao + a1/w])|cpant } nvdo; nvdi; nv(ao + a1) = ag + aj {(Plepane ) [nv(ao + a1)/wl}

In this derivation, wo, wy are picked fresh. The entailment (Plag+a] /w])| cpans' /A
ap+ a1 = ag + a) = ((Plnv(ag + a1)/w))| cpant ) [af + @ /nv(ag + a1)] holds be-
cause (P[m)(ao +al)/w])|0pant’ And (P[nv(ao + al)/w])|cpant’\{ao+a1} Naog+ar =
nv(ag + ai), so (Plnv(ag + a1)/w]|cpant)|ay + @) /nv(ag + a1)] < (Plag +
all/w])|cpant’\{a0+a1} Nag+ap = 06 + a,1~

e The type derivation is of the form

ao + a1 € cpant’  ao : av, cpant — av”’, cpant’’ ai : av”, cpant’” — av’, cpant’

a0+ a1 € av — (nwdo, ag) — (nvdy,al) opt

3le

ag + a1 : av, cpant — av’ U {ao + a1}, cpant’ — (nvdo; nvds; al) + af)
We have this Hoare derivation:

D IH
{((Plag + w1 /w])[a1 /w1])] cpant’’ } nvdy {((Plag + w1 /w])| cpant’)a /w1]}

{(P[a6 + al/w])lcpant” } nvdy {(P[a6 + all/w])‘cpant/}

CIH
{((Plwo + a1 /w))[ao /wo])| cpant } nvdo { (Plwo + a1 /w])| cpaner)[ah/wo]}
{(Plao + a1 /w])|cpant } nvdo {(P[% + al/w])‘cpant”}
{(Plao + a1 /w])|cpant } nvdos nvdy {(Plepants )ag + a7 /w]}

The entailments are justified as in the previous case.
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The proof of (i) is similar to that of (i). In particular, the case of =" is
analogous to the case of +3?ept. Once the main statement has been established, the

consequence {P|cpant} nvd {(b" = (b A P)|epant) A (70" = (=b A P)|cpansr)} follows
from the instance

{(((w=(bAP)) A (-w :Zl (=0 A P)))[b/w])|cpant }
{(((w = (bAP)) A (mw = (=b A P)))|epant') [V /w]}

by the entailments P|cpgnt = (b = (bA P)) A (=b = (=b A P))|cpant = ((w =
(bAP))A(~w = (=bA P)))b/w])|cpant and ((w = (b A P)) A (~w = (=b A
P)))|cpant’)[b//w] ): ((w = (b/\ P)‘cpant’) A (_'w = (_'b A P)|cpant’))[b/w] = (b/ =
(b N P)‘cpant’) A (_'b/ = (_'b A P)‘cpant’)-

(iii) We use induction on the derivation of s : av, cpant — av’, cpant’ — s’
We consider the following cases.

e The type derivation is

a: av, cpant — av’, cpant’ — (nvd; a’) opt

T :=a: av, cpant — av’ \ mod(x), cpant’ — nvd;x :=a’ "~ ¢

The given Hoare derivation must be of the form

{Pla/xl} = a{P}

This translates into the following Hoare derivation

(i)
{(Plw/z][a/w])|cpant } nvd {(Pw/z])|cpans [’ /w]} {Plepanela /2]} 2 := a' {P|cpans }
{(Pla/z])|epant } nvd { Pl cpans [w/x][a’ /w]} {Plepans [w/z][a’ Jw]} @ := @’ {P|cpans }
{P[a/x“CPﬂ”t} nud; T 1= a {P|cpant’}

We have (Plw/z])|cpant' [’ /w] | P|epany[w/x][d’ /w], since cpant’ C av’ \
mod(z), so there are no expressions with z as a free variable in cpant’.

e The type derivation is of the form

b: av, cpant — av’’ | cpant”

— (nvd, b')
\ st av'”, cpant’” — av’, cpant’ sy av”’, cpant’ — av’, cpant’
S g
f i opt
if b then s¢ else sf : av, cpant — av’, cpant’ — nvd;if b’ then s else s} le

and the given Hoare derivation is of the form

AP {Q} {-bAP}s;{Q)
{P}if b then s; else s¢ {Q}
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Let P' =4t V' = (bA P)lepaner A =0 = (=0 A P)|cpane- We can make the
following derivation:

© IH © IH
{(b A P)|0pant”} St {Q|0plmt’} {(ﬁb A P)|Cpant”} Sf {Q|cwnt’}
(ii) {0 AP’} 50 {Ql cpants } {=0" AP} 55 {Qcpant }
{P|cpant } nvd {P'} {P’}if b then s} else sff {Q|cpant’ }

{Plcpant } nvd; if 0 then s else s {Q|cpanes }

e The type derivation is of the form

b: av, cpant — av’, cpant’ — (nvd;b') s : av’, cpant’ — av, cpant — s,
) 9 1) 9 ) t

_ _ while*
while b do s; : av, cpant — av’, cpant’ — nvd;while b do (s;; nvd) le

The given Hoare derivation must be of the form

{bA P}si{P)
{P} while b do s; {=b A P}

Let P =4 ' = (b A P)|cpanty A =" = (=b A P)|pany- The transformed Hoare
derivation is

D IH
{(b A P)|cpant/} S; {P|cpant} (ii)
{0/ AP} i {Plepant}  {Plepant} nvd {P'}
: (i) {V' AP’} s};nvd {P'}
{P|cpant} nod {P'} {P"}while V' do (s}; nvd) {-b' A P’}

{P|cpant } nvd; while b’ do (si; nvd) {(—=b A P)|cpant’ }

O
A Hoare proof for the program analyzed in Figure is given in Figure

A Hoare proof for the optimized program is given in Figure As can be seen from
the example, the precondition of the program needs to be strengthened according
to the given pretype. Similarly, assertions for the intermediate program points are
also strengthened, according to the types.
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{pxq+r=prq+riz:=pxq+r{z=p*q+r}

{usxv£cAT}z:=pxq+r{p=u*xvVz=pxqg+r}

{uxv=uxv}p:=uxv{p=uxv}

{uxv=cAT}p:=uxv{p=usxvVz=p*xq+r}

{T} ifuxv=cthenp:=uxvelsez:=pxqg+r {p=u*xvVz=pxqg+r}

{T} z:=uxv+z {T} {T}z:=10{T}
{T} z:=uxv+2z2:=10 {T}

(T} r:=ux*xv+ z;z:= 10;

if uxv=cthenp:=ux*xvelsez:=p*xqg+r p=uxvVz=pxq+r}

Figure 4.13: A proof of the example program

{ptg+r=prq+r}z:=ptg+r{z=pxq+r}
{pxq+r=pxq+rAptq=pxqtz:=ptq+r{z=pxqg+r}
{uxv#cAptq=pxq}tz:=plg+r{p=uxvVz=p*xq+r}

{utv =uxv}p:=utv{p=u=xv}

{uxv=uxvAutv=uxv}p:=utv{p=ux*v}

{uxv=cAutv=uxv}p:=utv{p=u*xvVz=p*xq+r}

{utv =uxvAptg=pxgq} ifutv =cthenp:=utvelse z:=ptg+r {p=u*xvVz=pxqg+r}

utv = u * vA utv = u * vA
=10
{ptq:p*q bz {ptq:p*q }
{utv:u*v/\ Yo = uto + 2 { utv:u*v/\}

ptq =p*q ptq =p*q

utv = u * v\
}

tq = p * tv = u *
pta=pxqhutv:=uxv{ o

utv = u * v\ }
ptq=p*q
utv = u * v\
ptq =p*q 4

{ptg=p+*q} wtv:=u*xvizx:=utv+2z {

{ptg =p*q} utv:=u*viz:=utv+2;2:=10 {

_ utv 1= u *x v;x = utv + z; z := 10; _ _
{pta=p*q} if utv = c then p:=utv else z :=ptq+r p=uxvVz=pxq+r}

Figure 4.14: Transformed proof
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4.4 Partial redundancy elimination

In this section we look at a particularly complex optimization called partial redun-
dancy elimination (PRE). PRE is a widely used compiler optimization that elimi-
nates computations that are redundant on some but not necessarily all computation
paths of a program. This optimization is notoriously tricky and has been exten-
sively studied since it was invented by Morel and Renvoise [44]. There is no single
canonical algorithm for performing the optimization. Instead, there is a plethora of
subtly different ones. The clearest formulations by Paleri et al. [50] and Xue and
Knoop [69] are based on four unidirectional dataflow analyses.

As a case study, the optimization is interesting in several aspects. As already
said it is a highly nontrivial optimization. It is also interesting in the sense that it
modifies program structure by inserting new nodes into the edges of the control flow
graph. This makes automatic proof transformation potentially more difficult.

The language used While using the control flow graph based representations
of program is common in the literature dealing with PRE, we will work directly
with WHILE programs like we did for dead code elimination and common subex-
pression elimination. However, to simplify the presentation we allow expressions to
contain at most one operator. This is to mimic the standard algorithms for partial
redundancy elimination, which do no consider deep expressions. As was shown in
previous sections, this is an inessential restriction: with the help of just a little more
infrastructure we could also instead treat optimizations handling deep expressions
directly.

The grammar for arithmetic and boolean expressions is thus the following (I €
Lit are the literals):

I == z|n
a == U|lo+l|loxl]...
b = lo=UL|lo<l]...

We write AExp™ for the set AExp \ Lit of nontrivial arithmetic expressions. The
rest of the language remains unchanged.

4.4.1 Simple PRE

PRE is an optimization to avoid computations of expressions that are redundant
on some but not necessarily all computation paths of the program. Elimination
of these computations happens at the expense of precomputing expressions and
using auxiliary variables to remember their values. In some sense PRE is similar
to CSE. The main difference between the two lies in the fact that while CSE only
saves computed values at their evaluation places as needed, PRE tries to actively
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Figure 4.15: Example application of PRE

place new computations into the control flow graph to reduce the total number of
evaluations needed by the program. As such, PRE subsumes CSE.

An example application of partial redundancy elimination is shown in Figure
where the graph in Figure a) represents the original program and the
graph in Figure (b) represents the program after partial redundancy elimination
optimization. The computations of y 4+ z in nodes 2 and 3 are partially redundant
in the original program and can be eliminated, and likewise the fully redundant
computation in node 4. The result of the computation of y + z in node 6 can
be saved into an auxiliary variable ¢ (thus a new node is added in front of node
6). Additional computations of y 4 z are inserted into the edge leading from node
1 to node 2 and the edge entering node 3. This is the optimal arrangement of
computations, since there are two fewer evaluations of y + z in the loop and one
fewer on the path leading from node 3 to 2. Furthermore, the number of evaluations
of the expression has not increased on any path through the program.

In this section we scrutinize a simplified version of PRE that is more conser-
vative than full PRE. Although powerful already, it does not eliminate all partial
redundancies, but is more easily presentable, relying on two dataflow analyses. The
example program in Figure (a) can be fully optimized by simple PRE. Its de-
ficiencies will be discussed in Section [4.4.2] where the description of full PRE is
given.

The two dataflow analyses are a backward anticipability analysis and a forward
nonstandard, conditional partial availability analysis that uses the results of the
anticipability analysis. The anticipability analysis computes for each program point
which nontrivial arithmetic expressions will be evaluated on all outgoing paths before
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" ANTIN=C{CPAVIN=&

{ ANTIN={y +z},CPAVIN={y +2}
ANTOUT =@, CPAVOUT =@ '

: ANTIN =& CPAVIN = & :
© ANTOUT ={y +z}, CPAVOUT=0 '

. ANTIN={y+2},CPAVIN=@ -
"ANTOUT = {y + 2}, CPAVOUT = {y +z}’

Figure 4.16: Property annotations on example program

any of their operands are modified. The partial availability analysis computes which
expressions have already been evaluated and later not modified on some paths to
a program point where that expression is anticipable. (As such, it is symmetric to
common subexpression elimination.)

There are two possible optimizations for assignments. If we know that an expres-
sion is anticipable after an assignment, it means that the expression will definitely
be evaluated later on in the program, so an auxiliary variable can be introduced, to
carry the result of the evaluation. If we know that an expression is conditionally par-
tially available before the assignment, we can assume it has already been computed
and replace the expression with the auxiliary variable holding its value. If neither
case holds, we leave the assignment unchanged. To make a conditionally partially
available expression fully available in the optimized program, we must perform code
motion, i.e., insert evaluations of expressions into edges where they are not partially
available at the beginning-point but are partially available at the end-point.

The standard-style description of the algorithm relies on the properties ANTIN ,
ANTOUT, CPAVIN, CPAVOUT, MOD, EVAL. The global properties ANTIN;
(ANTOUT;) denote anticipability of nontrivial arithmetic expressions at the entry
(exit) of node i. Similarly CPAVIN,; and CPAVOUT; denote conditional partial
availability. The local property MOD; denotes the set of expressions whose value
might be modified at node i whereas EVAL; denotes the set of nontrivial expressions
which are evaluated at node ¢. The standard inequations for the analyses for CFGs
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are given below (s and f correspond to the start and finish nodes of the whole CFG).

ANTOUT: < { ?]j@ucc(i) ANTIN ; i)ftilervxjfcise
ANTIN; C (ANTOUT;\ MOD;)U EVAL;
CPAVIN; 2 { (Lbjjepred(i) CPAVOUT; i)ftlzrlerv:ise
CPAVOUT; O ((CPAVIN;UEVAL;)\ MOD;)
N ANTOUT;
CPAVIN; C ANTIN;
CPAVOUT; < ANTOUT;

We use inequalities here instead of equalities to be more in line with our type system,
since the type system will accept all valid analysis results, not only the strongest
one. Also note that the last inequalities do not correspond to transfer functions.
Instead they state a domain restriction on conditional partial availability sets.

Annotations corresponding to these inequalities are given in Figure[4.16] leading
to the optimization in Figure |4.15] For example, the expression evaluations in nodes
2, 3 and 4 can be replaced, since the expressions are partially available at the entry
of the node (CPAVIN) and will be made fully available by the optimizations. At
node 6, the expression is anticipable at the exit, and not available at the entry, thus
this is the place where the result should be precomputed and saved in a temporary.
For this, a new node to save the result of the computation is inserted before node 6.
Edge splitting happens between nodes 1 and 2, and at the entry edge into node 3.
At the exit of node 1, the expression is not partially available, but is at the entry to
node 2. Thus the edge needs to be split, and a new node computing the expression
added, thus making it fully available. The same happens to the entry edge of node
3.

Type system for simple PRE

We now present the two analyses as type systems. Types and subtyping for anticipa-
bility are sets of nontrivial arithmetic expressions and set inclusion, i.e,
(P(AExp™'),C). A program point has type ant € P(AExp™") if all the expres-
sions in ant are anticipable, i.e., on all paths from that program point, there will
be a use of the expression before any of its operands are modified. Subtyping is
set inclusion, i.e., ant < ant’ iff ant C ant’. Typing judgements s : ant — ant’
associate a statement with a pre- and posttype pair, stating that, if at the end of
a statement s the expressions in ant’ are anticipable, then at the beginning the
expressions in ant must be anticipable. The typing rules are given in Figure
We use eval(a) to denote the set {a}, if a is a nontrivial expression, and ) oth-
erwise, and mod(x) to denote the set of nontrivial expressions containing z, i.e.,
mod(z) =4t {a | © € FV(a)}. The assignment rule states that the assignment to
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x kills all expressions containing x and at the same time the expression assigned
becomes anticipable, if nontrivial. To type an if-statement the pre- and posttypes
for both branches have to match. For a while loop, some type must be invariant for
the loop body.

The anticipability analysis gives us the information about where it is definitely
profitable to precompute expressions. Intuitively, they should be precomputed where
they first become available and are anticipable, and reused where they are already
available. The second analysis, the conditional partial availability analysis, prop-
agates this information forward in the control flow graph. As it depends on the
anticipability analysis, we need to combine the two in the type system. For the
combined type system, a type is a pair (ant, cpav) € P(AExp') x P(AExp™) sat-
isfying the constraint cpav C ant, where ant is an anticipability type and cpav is
a conditional partial availability type. Subtyping < is pointwise set inclusion, i.e.
(ant, cpav) < (ant’, cpav’) iff ant C ant’ and cpav C cpav’. Typing judgements
take the form s : ant, cpav — ant’, cpav’. The intended meaning of the added con-
ditional partial availability component here is that, if the expressions in cpav are
conditionally partially available before running s, then expressions in cpav’ may be
conditionally partially available after running the program.

The typing rules of the combined type system are given in Figure The
rules for assignment now have the conditional partial availability component. An
expression is conditionally partially available in the posttype of an assignment if it is
so already in the pretype or is evaluated by the assignment and the assignment does
not modify any of its operands. Additionally, the expression is only declared con-
ditonally partially available if it is actually anticipable (worth to be precomputed),
thus the intersection with the anticipability type.

The optimization component of the type system is shown in Figure Def-
initions of auxiliary variables can be introduced in two places, before assignments
(if the necessary conditions are met) and at subsumptions. An already computed
value is used if an expression is conditionally partially available (rule :=3,,.). If it is
not, but is anticipable (will definitely be used), and the assignment does not change
the value of the expression, then the result of evaluating it is recorded in the auxil-
iary variable for that expression (rule :=2,,,). The auxiliary function nv delivers a
unique new auxiliary variable for every nontrivial arithmetic expression, just like it
did for CSE. Edge splitting is performed by the subsumption rule, which introduces
auxiliary variable definitions when there is shrinking or growing of types (this typi-
cally happens at the beginning of loops and at the end of conditional branches and
loop bodies).

Semantic soundness and improvement

Again, we take soundness to mean that an original program and its optimized version
simulate each other up to a similarity relation ~ on states, indexed by conditional
partial availability types of program points (remember that for CSE, it was condi-
tional partial anticipability types).
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z:=a: ant’ \ mod(z) U eval(a) — ant’ skip : ant — ant

s0 : ant —s ant  s1: ant’’ — ant’ st ant — ant’ sy : ant — ant’
s0; 81 : ant — ant’ if b then s¢ else sy : ant — ant’
st : ant — ant ant < anty s : antg — ant(, ant( < ant’
while b do st : ant — ant s: ant — ant’

Figure 4.17: Type system for anticipability

z:=a: ant’ \ mod(x) U eval(a), cpav — ant’, (cpav U eval(a) \ mod(z)) N ant’

s0 : ant, cpav — ant’’ | cpav”  s1 : ant”, cpav’’ — ant’, cpav’

skip : ant, cpav — ant, cpav s0; 81 : ant, cpav — ant’ | cpav’
st @ ant, cpav — ant’, cpav’ sy : ant, cpav — ant’, cpav’ st 1 ant, cpav — ant, cpav
if b then s¢ else sy : ant, cpav — ant’, cpav’ while b do s : ant, cpav — ant, cpav

ant, cpav < anto, cpavy s : anto, cpavy — anty, cpavy  ant, cpavy < ant’, cpav’

s : ant, cpav — ant’, cpav’

Figure 4.18: Type system for the underlying analyses of simple PRE

Let 0 ~¢pav 0« denote that two states o and o, agree on the auxiliary variables
wrt. cpav C AExp™ in the sense that Vo € Var. o(z) = 0.(z) and Va € cpav. [a]o =
o«(nv(a)). We can then obtain the following soundness theorem.

Theorem 19 (Soundness of simple PRE)

If s : ant, cpav — ant’, cpav’ — s, and 0 ~cpey Oy, then

— o>s— 0’ implies the existence of o, such that o’ ~ pgy 0l and oy >s,— 0,
— 04 >=54— 0, implies the existence of o' such that o' ~ pgy o) and o >s—o’.

Proof. We only prove the first half of the theorem. The proof of the other half is
similar.

Given s : ant, cpav — ant’, cpav’ — sy, 0 ~cpay 04 and o >s— o', we must find
o), such that o’ ~;pe 0, and o, >s,— o},. The proof is by induction on the typing
derivation with a subsidiary induction on the derivation of the semantic judgement.
We look at the following nontrivial cases.

e Case :=pr: The type derivation is of the form

T = a: ant, cpav — ant’, cpav’ — s,

where ant =45 ant’\ mod(x)Ueval(a), cpav’ =4¢ (cpavUeval(a)\mod(x))Nant’.
We note that from the constraint cpav C ant it follows that cpav C cpav’ U
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agcpav a g ant’' V€ FV(a)

z:=a: ant’ \ mod(x) U eval(a), cpav — ant’, (cpav U eval(a) \ mod(z)) N ant’ — z:=a

‘=lpre

agcpav a € ant’ z & FV(a)

z:=a: ant’ \ mod(z) U eval(a), cpav — ant’, (cpav U eval(a) \ mod(z)) N ant’
— nov(a) := a;x := nv(a)

‘=2pre

a € cpav

‘=3pr
z:=a: ant’ \ mod(z) U eval(a), cpav — ant’, (cpav U eval(a) \ mod(z)) N ant’ — z := nv(a) e

skip
skip : ant, cpav — ant, cpav — skip pre

s0 : ant, cpav — ant”’, cpav” — sy s1 : ant”’, cpav”’ — ant’, cpav’ — s

! ’ ! ! Comppre
80; 81 : ant, cpav — ant’, cpav’ — s3; 87

st = ant, cpav — ant’, cpav’ — s, sy : ant, cpav — ant’, cpav’ — s}

if b then s; else sy : ant, cpav — ant’, cpav’ — if b then s} else s}

st ant, cpav — ant, cpav — s,

while
while b do s; : ant, cpav — ant, cpav — while b do s} pre

ant, cpav < antg, cpavy s : anto, cpavg — ant(), cpavy — s’ ant(, cpav) < ant’, cpav’

consedpe
s ant, cpav — ant’, cpav’ — [nv(a) :=a | a € cpavy \ cpav]; s’; [nv(a) ;= a | a € cpav’ \ cpavy ]

Figure 4.19: Type system for simple PRE, with the optimization component

eval(a):

cpav = cpav N ant

cpav N ((ant’ \ mod(x)) U eval(a))

(cpav \ mod(x) N ant’) U eval(a)

((epav U eval(a)) \ mod(x) N ant’) U eval(a)

cpav’ U eval(a)

N

and cpav’ N mod(x) = (). The corresponding given semantic derivation must
be of the form

o>x :=a— oz — [a]o]
hence o/ = o[z +— [a]o].
— Subcase :=1,,,: We know that a ¢ cpav. We also know that either
a ¢ ant’ or x € FV(a) (ie., a ¢ mod(z)), so cpav O cpav’. Moreover,
Sx =df T = q.
We have the semantic derivation

04 >T = a— o,

where o, =4¢ ox[z — [a]oy]. From o ~cpey 0y it follows that [a]o =
[a]ox, so that, using cpav 2 cpav’ as well, we can conclude ¢/ = o[z —
[a]o] ~cpar 04[z = [a]o] = ou[z — [a]o.] = oL
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— Subcase :=2,,,: We have that a ¢ cpav. We also have that a is nontrivial
and cpav U {a} D cpav’. Also, s. =4r nv(a) := a;z := nv(a). We have
the semantic derivation

ow>nv(a) :=a—o! ol >x:=nv(a)- o,

o >nv(a) := a;x := nv(a)- o.

where ¢!/ =4t ox[nv(a) — [a]o.] and o), =4¢ o)/ [x — o (nv(a))] = ol [x —
[a]os]. From o ~cpay 0x it is immediate that o ~p4qay 0<[nv(a) —
[a]o] = ox[nv(a) — [a]ox] = o and therefore by cpav U {a} 2 cpav’ we
have o’ = o[z — [a]o] ~cpao 04 [z = [a]o] = o[z — [a]o.] = o).

— Subcase =3, We have that a € cpav, so it follows that cpav 2 cpav’.
We have s, =g¢  := nv(a). We have the semantic derivation

o >x :=nv(a)— o,

where o), =q¢ 04[z — oy (nv(a))]. We know that a € cpav, so from o ~ ¢pg,
0. we learn [a]o = o (nv(a)). Further, using also that cpav O cpav’, we
realize that o' = o[z — [a]o] ~cper 04z — [a]o] = ou[z — ou(nv(a))] =

ol

e Case conseqp,,: The type derivation is of the form

s 1 anto, cpavg — anty, cpavy — S

s : ant, cpav — ant’, cpav’ — §'; 5,5 8"

where (ant, cpav) < (anto, cpavy), (anty, cpavy) < (ant’,cpav’), s’ =gt

[nv(a) == a | a € cpavy \ cpav] and s” =4 [nv(a) == a | a € cpav” \ cpavg).
First we find o9 such that o, >s"— 09 and o ~cpav, 00- We have the semantic
derivation

o >8'"= 09

where o9 =q¢ o.[nv(a) — [a]os | a € cpavy \ cpav]. From o ~¢pey 04 We get
that o ~cpav, ox[nv(a) — [a]o | a € cpavy \ cpav] = ou[nv(a) — [afo | a €
cpavg \ cpav] = oy, since every expression in the difference of cpavy and cpav is
explicitly made equal to its corresponding auxiliary variable and no variables
from Var are modified. From the induction hypothesis we obtain that there
is a state o1 such that og>s.— o7 and o’ ~ cpavly O1- It is now enough to show
that there is a state o/, such that o1>s"— 0, and 0’ ~;ps o). Similarly for
the case of s’, we have the derivation

o1>8"= o,

where o), =q¢ o1[nv(a) — [allo1 | a € cpav” \ cpav()]. Again it is easy to realize
that o' ~ e 01 gives us o’ ~epe o1lnv(a) = [a]o’ | a € cpav’\ cpavy] =
o1[nv(a) — [a]oy | a € epav’ \ cpavy) = oo,.
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O

It is possible to show more than just correctness of the optimization using
the relational method. Omne can also show that the optimization is actually an
improvement in the sense that the number of evaluations of an expression on any
given program path cannot increase. This means that no new computations can be
introduced which are not used later on in the program. This is not obvious, since
code motion might introduce unneeded evaluations.

To show this property, there must be a way to count expression uses. This can be
done via a simple instrumented semantics, which counts the number of evaluations of
every expression. In the instrumented semantics a state is a pair (o, r) of a standard
state 0 € Var — Z (an assignment of integer values to variables) and a “resource”
state r € AExp"™ — N associating to every nontrivial arithmetic expression a
natural number for the number of times it has been evaluated. The rules of the
semantics are as those for the standard semantics, except that for assignments of
nontrivial expressions we stipulate

(o,7)>x = a— (oz — [a]o],r[a — r(a) + 1])

The corresponding similarity relation between the states is the following. We
define (0,7) ~cpaw (04, 7+) to mean that two states (o,r) and (o,7s) are similar
wrt. cpav C AExp™ in the sense that o ~pqy 0« and, moreover, Va € cpav.r.(a) <
r(a) + 1 and Va € AExp™ \ cpav.r.(a) < r(a).

Here the conditional partial availability types serve as an “amortization” mech-
anism. The intuitive meaning of an expression being in the type of a program point
is that there will be a use of this expression somewhere in the future, where this
expression will be replaced with a variable already holding its value. Thus it is
possible that a computation path of an optimized program has one more evaluation
of the expression before this point than the corresponding computation path of the
original program due to an application of subsumption. This does not break the
improvement argument, since the type increase at the subsumption point contains a
promise that this evaluation will be taken advantage of (“amortized”) in the future.

Theorem 20 (Improvement property of simple PRE)

If s : ant, cpav — ant’, cpav’ — s, and (0,7) Repay (04, 7+), then

— (o,1r)>s—(0',7") implies the existence of (o,7,) such that (¢',7") = cpay (0%, 7%)
and (o4, 74) 85— (0%, 7)),

— (04, 74) »55— (0%, ) implies the existence of (o',7") such that (o',7") ~cpawr
(o, 1) and (o,7)>s= (o', 17).

Proof. Again we only show the proof of the first part. The reasoning is similar to
that we showed in the proof of Theorem[I9] so we only concentrate ob the evaluation
counting part of the states and ignore the variable values.

Given s : ant, cpav—sant’, cpav’ — sy, (0,7) Repay (04, 74) and (o, 7) >s— (o’ 1),
we look for a state (o7, r}) such that (¢/,7") R cpaw (0, 7%) and (o, ry) »s— (0%, r%).
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The proof is by induction on the type derivation and we look at the following non-
trivial cases.

e Case :=pr.: The type derivation is of the form

T :=a: ant, cpav — ant’, cpav’ — s,

where ant =45 ant’\ mod(x)Ueval(a), cpav’ =4¢ (cpavUeval(a)\mod(x))Nant’.
From Theorem [19, we remember that cpav C cpav’ U eval(a).

At the same time also cpavUeval(a) 2 (epavU eval(a))\mod( YNant' = cpav’.
So for any nontrivial expression a’ # a, a’ € cpav and a’ € cpav’ are in fact
equivalent statements.

The given semantic derivation must be of the form

(o,7)>2 = a— (o[z — [d]o],r[a — r(a) +1])

— Subcase :=1p,.: We have that a ¢ cpav and either a ¢ ant’ or x € FV (a),
so a ¢ cpav’. Moreover, s, =gf T := a.
We have the semantic derivation

(0w, 14) > := a— (ol 7)) .

where (07, 7}) =ar (0«[z — [a]o.], rc[a — re(a) + 1]). From the assump-
tion we know that r.(a) < r(a), so ri(a) =r.(a) + 1 <r(a) +1 =1(a).

— Subcase :=3,.: We have that a ¢ cpav and both a € ant’ and x ¢ FV (a),
hence a € cpav’. Moreover, s, =qf nv(a) := a;x := nv(a). We have the
semantic derivation

(04, m4) >nv(a) :=a— ol v (ol 1) >z := m;(a)—> al,rl)

(04, 7)) >nv(a) := a;x :=nv(a)- (o,

where (0*’7“ ') =ar (U*["w( ) = [a]ou], refa = ri(a )+1]) and (o}, 7}) =ar
(o [x +— ol (nv(a))], 7). Similarly to the previous case, from r.(a) < r(a)
we obtain 7 (a) = r(a) = r«(a) + 1 < r(a) + 1 =1'(a) < r'(a) + 1.

— Subcase :=3,,.: We have that a € cpav and s, =q¢ « := nv(a). We have
the derivation

(04, 7)) > :=nv(a)— (al, ) .
where (07, 7}) =gt (0«[x — ox(nv(a))],rs). From r.(a) < r(a) + 1 we get
that 7 (a) = r«(a) < r(a) + 1 =1'(a) (so all is well both if a ¢ cpav’ and
if a € cpav’; both situations are possible).

In all three subcases, for any nontrivial @’ # a, if a’ € cpav, then we have
that a’ € cpav’ as well and therefore from r.(a’) < r(a’) + 1 we get 7. (a') =
r«(a’) < r(d)+1=r'(a') + 1. Similarly, for ¢’ # a such that o’ ¢ cpav we
have a' ¢ cpav’, so ri(a’) < r(a’) gives us rl(a') = r(a’) < r(d) =1'(d).
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e Case conseqy,,: The type derivation is of the form

s 1 antg, cpavg — antf, cpavy — S

s :ant, cpav — ant’, cpav’ — §'; 548"

where (ant, cpav) < (anto, cpavy), (anty, cpavy) < (ant’, cpav’) and s =g
[nv(a) :=a | a € cpavy\ cpav], s” =g¢ [nv(a) :=a | a € cpav’\ cpav))]. First we

find a state (0o,70) such that (o, r.)>s'= (00,70) and (0,7) Repav, (00,70).
We have the semantic derivation

(04, 14) >8"= (00,70) -

where (00,70) =t (0«[nv(a) — [a]ox | a € cpavy\ cpav], rifa — ri(a)+1 | a €
cpavg \ cpav]). For any expression a € cpav, from cpav C cpav, we have a €
cpavy, whereas from r,(a) < r(a)+1 we can conclude rg(a) = ri(a) < r(a)+1.
Similarly, for any nontrivial expression a ¢ cpav, from cpav C cpavy we learn
that @ ¢ cpav, and then r.(a) < r(a) tells us that ro(a) = r(a) < r(a). If
an expression a is in cpav, \ cpav, then from r.(a) < r(a) we can conclude
ro(a) =r«(a) +1 <r(a)+ 1.

By the induction hypothesis, there must exist a state (o1, 1) such that (o, ro)
=85 (01,71) and (0',7") Rpeyy (01,71). It is now enough to exhibit a state
(0%,7%) such that (o1,71)>s"—= (ol,7,) and (¢/,7") =cpaw (0%, 77%). This can be
done in the same way as for s'.

O

To prove that an optimization is really optimal in the sense of achieving the
best possible improvement (which simple PRE really is not), we would have to fix
what kind of modifications of a given program we consider as possible transformation
candidates (they should not modify the control flow graph other than by splitting
edges, they should not take advantage of the real domains and interpretation of
expressions etc.). The argument would have to compare the optimization to other
sound transformation candidates.

For proof transformation, the key observation is that the expressions which
are conditionally partially available must have been computed and their values not
modified, thus their values are equal to the values of the corresponding auxiliary
variables that have been defined.

Let P|cpay abbreviate A[nv(a) = a | a € cpav] A P. We have the following
theorem.

Theorem 21 (Preservation of Hoare logic provability /proofs)
If s : ant, cpav — ant’, cpav’ — s, then {P} s{Q} implies {P|cpav} $x { Q| cpar’ }-
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Proof. Nonconstructively, this theorem is a corollary from the correctness of the
optimization (second half) and soundness and relative completeness of Hoare logic.

We present a constructive proof which yields automatic Hoare proof transfor-
mation. Given a derivation of s : ant, cpav — ant’, cpav’ — s, and an aligned
Hoare proof of {P} s {Q}, we induct on the type derivation and transform the given
Hoare proof into one of {P|cpav } 5+ {Q|cpav }-

We look at the cases where actual modifications happen (the cases for sequence,
if, and while constructs are again straightforward).

e Case :=p.: The type derivation is

x = a: ant, cpav — ant’, cpav’ — s,

where ant =45 ant’\ mod(x)Ueval(a), cpav’ =4¢ (cpavUeval(a)\mod(x))Nant’.
We notice that this implies cpav U eval(a) 2 cpav’ and cpav’ N mod(z) = 0.
The latter observation gives that Pla’/z]|cpanr < Plepav [d /2]

The given Hoare logic proof is

{Pla/alyz = a{P}

— Subcase :=1p.: We have that a ¢ cpav. We also have that either a ¢ ant’
or x € FV(a) (i-e., a ¢ mod(z)), so cpav D cpav’. Moreover, s, =gf * :=
a.

From cpav O cpav’ it follows that Pla/z]|cpew = Pla/x]|cpar’- The trans-
formed Hoare logic proof is

{Plepav[a/z]} x := a {P|cpav }
{Pla/z]|cpav } T = a {P|cpav }
{Pla/z]|cpavt @ = a{P|cpav }

— Subcase :=2p,,: We have that a ¢ cpav. We also have that a is nontrivial,
so that cpav U {a} D cpav’. Moreover, s, =4¢ nv(a) := a;x := nv(a).
From cpav U {a} 2 cpav’ it follows that Plnv(a)/z]lcpawufe; F
Plnv(a)/x]|cpay- From reflexivity of equality, Pla/z]|cpav < Pla/]|cpav A
a = a &
(Plnv(a)/7]| cpavuiay)la/nv(a)]. The transformed Hoare logic proof is

By B
{P[a/chmv}”U(a) = a;z = nv(a) {P‘cmv’}

where By =

{P[nv(a)/x] |cpavU{a} [CL/RU(CL)]} m}(a) =a {P[nv(a)/x]‘q)avu{a}}
{Pla/z]|cpav} nv(a) = a{P[nv(a)/z]|cpav }
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and By =

{Plepav [nv(a) /z]} 2 == nv(a) {P|cpav }
{Plnv(a)/z]|cpav } @ == nv(a) {Plepav }
— Subcase :=3,,,: We have that a € cpav, so cpav C cpav’. Moreover,
S« =qf © := nv(a).

We have a € cpav and cpav O cpav’, therefore Pla/z]|cpav = Pla/]| cpav' /A
nv(a) = a. Substitution of equals for equals gives P|cpg[a/x] A nv(a) =
a = P|cpar [nv(a)/x]. The transformed Hoare logic proof is

{Plcpav’ [nv(a) /z]} x := nv(a) {P|cpav }
{Plcpav[a/x] Arw(a) = a} x :=nv(a) {P|cpav }
[P[o/2]lcpa 7 10(@) = 0} & 1= 10(@) {Plepa'}

{Pla/z]|cpav } x := nv(a) {P|cpav’ }

e Case conseqy,,.: The type derivation is

s 1 antg, cpavg — antf, cpavy — S

s :ant, cpav — ant’, cpav’ — §'; 548"

where (ant, cpav) < (anto, cpavy), (anty, cpavy) < (ant, cpav) and s’ =g¢

[nv(a) == a | a € cpavy \ cpav], s =4t [nv(a) = a | a € cpav’ \ cpavy).
The given Hoare logic proof is

{Po}s{Qo}

{P}s{Q}
where P = Py and Qg | Q.
By the induction hypothesis, there is a Hoare logic proof of { Py| cpav, } $+ {Qolcpauy, }-
It is an assumption that P |= Py, hence P|cpay = Polepav-
By reflexivity of equality Po|cpaw < Polepaw A N[ @ = al | a € cpavy \ cpav] =
Po|epav, [ a/nv(a) | a € cpavy\ cpav |. Hence from the axiom { Py |cpav, [ a/nv(a) |
a € cpavy \ cpav ]} s’ {Polcpav, } Dy the consequence rule we have a proof of
{P|0pav} s’ {P0|6pavo}-
Similarly we can make a proof of {Qo|cpavy } 8" {Q@|cpav' }-
Putting everything together with the sequence rule, we obtain a proof of
{P|cpav} §'; 553 8" {Q|cpav’ }» which is the required transformed Hoare logic proof.

O

An example application of the type system and transformation of Hoare logic
proofs is shown in Figures [4.20], [£.21] and [£.22] We have a program s =q; while i <

102



ni=n+@y+2):{y+zh{y+23—{y+25{y+z} z=y+z:{y+z}{y+2t—00

—n:=n+t —z:=t

\ i=it+1l:{y+zh{y+2} —{y+2}{y+2}
—i:=i+1

ni=n+(y+z)i=i+1l:{y+zh{y+2t —{y+2}{y+z}
—n:=n+ti:=i+1

whilei<kdo(n:=n+ y+z)i:=it+1):{y+z}{y+z} —{y+z}{y+=z}
— whilei < kdo (n:=n+ti:=1i+1)
whilei <kdo(n:=n+(y+z2);i:=i+1): {y+2},0— {y+ 2}, {y+=2}
—t:=y+zwhilei<kdo(n:=n+ti:=1i+1)

whilei<kdo(n:=n+(y+z2)i:=i+1)z:=y+z:{y+2},0—0,0
—t:=y+z;whilei<kdo(n:=n+ti:=i+1);z:=t

Figure 4.20: Type derivation for the example program

{n=kxlyt+a}e=y+z{n=hxly+2)}

{i+1<kAn=(G+1)=*xy+2)}i=i+1{i<kAn=ix*x(y+2)}

{i+1<kAn+(y+2)=>G(+)*x(y+2)In=n+(y+2){i+1<kAn=0c+1)x(y+2)} /
{i<kAn=ixy+z2)}in=n+y+z2);ii=i+1{i<kAn=ix(y+2)}
{i<kAn=ix(y+z)}whilei<kdo(n:=n+y+z);i=i+1){iLkNi<kAn=1ix(y+2)}

{n=0ANi=0Ak>0}whilei<kdo (n:=n+(y+z2);i:=i+1)z:=y+z{n=kx*x(y+2)}

Figure 4.21: The original proof for the example program

{i+1<kAn=(0C+1)*x(y+2)At=y+z}
=i+ 1
{i<kAn=ix(y+2)ANt=y+z}

i<kAn=ix*(y+z) )

{i<kAn=ix(y+2)}t:=y+2{ A tZy+z

{i+1<kAn+t=>G(+1D)*(y+2)At=y+z}
n:=n-+t
{i+1<kAn=(G(+1)*x(y+2)At=y+z}
{i<kAn=ixy+z)At=y+z}
n:=n+ti:=i+1
{i<kAn=ix(y+z)At=y+z}
{i<kAn=ix(y+2)At=y+z}
while i <k do (n:=n+ (y+2);i:=i+1)

{igkNi<kAn=ix(y+2)At=y+z} {n=kx(y+2)}zx:=t{n=kx(y+2)}
{i<kAn=ix(y+2)} {n=kx(y+2)At=y+2z}
t:=y+z;whilei<kdo(n:=n+(y+z2);i:=i+1) =1
{i=kAn=ix(y+2)At=y+z} {n=Fkx(y+2)}

(n=0Ai=0Ak>0}
t:=y+z;whilei<kdo(n:=n+ti=i+1);z:=t
{n=kx(y+2)}

Figure 4.22: The transformed proof
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{i+1<kAhc+l=i+1}n=n+(y+2){i+1<kAc=(i+1)}

{c+1=k+1}z:=y+2z{c=k+1}

(it1<khc=(i+tD}i=it1{i<knc=i}
{i<kAc=i}n:=n+(y+z)i=i+1{i<kAc=1i)}
{i<kAc=i}whilei<kdo(n:=n+(y+z)i:=i+1){idkANi<kAc=1)}
{c=0Ai=0Ak>0}whilei<kdo (n:=n+(y+z2);i:=i+1);z:=y+z2{c=k+1)}

Figure 4.23: An original proof for resource usage

{i<kAhc+1<i41}t:=y+2z{i<kAc<i+1} {c<k+1}z:=t{c<k+1)}

{i+1<kAc<(E+1)+1}i:=i+1{i<kAc<i+1}

{i+1<kAc<(@E+1D)+1}n=n+t{i+1<kAc<(i+1)+1} /
{i<kAc<it+lln=n+ti=itl{i<kAc<i+l}
{i<kAnc<i+1l}whilei<kdo(n:=n+(y+z)si=i+1){idkni<kAc<i+1}

{i<kAc<i}t:=y+z;whilei<kdo(n:=n+(y+z2);i:=i+1){i=kAc<i+1}
{c<0ANi=0Ak>0}t:=y+2z;whilei<kdo (n:=n+ti:=i+1);z:=t{c<k+1}

Figure 4.24: The transformed proof for resource usage

kdo(n :=n+(y+2);i:=1+1);z := y+ 2z and a Hoare derivation tree for
{n=0Ni=0Ak>0}s{n==Fkx(y+ z)}. Note that to make the derivation trees
smaller, we use n := n + (y + z), i.e. an expression with more than one operator.
This can be considered as syntactic sugar, since the assignment could be rewritten
asn' := y+z;n := n+n’. The optimization lifts the computation of y + z out of the
while-loop. This renders the original proof of the program impossible to associate to
the transformed program. For example, the old loop invariant is not valid any more,
since it talks about y + z, but the expression is not present in the modified loop.
Figure shows the proof tree where this has been remedied using the information
present in the types.

We can also achieve an automatic proof transformation corresponding to the
improvement property. This allows us to invoke a performance bound of a given
program to obtain one for its optimized version.

Similarly to semantic improvement, where we needed an instrumented seman-
tics, now we need an instrumented Hoare logic. We extend the signature of the stan-
dard Hoare logic with an extralogical constant "a™ for any expression a € AExp™.
The inference rules of the instrumented Hoare logic are the analogous to those for
the standard Hoare logic except that the axiom for nontrivial assignment becomes

{Pla/alla +1/7al}z = a{P}

It should not come as a surprise that the instrumented Hoare logic is sound and

104



relatively complete wrt. the instrumented semantics.
Now, we define P||cpq, to abbreviate

[Fv(a) | a € AExp™].
/\[nv(a) =aAN"a'<v(a)+1]|a€ cpav]

A /\[Faj <w(a)|a ¢ cpav]
A Plv(a)/Ta™].

Here v(a) generates a new unique logic variable for every nontrivial arithmetic ex-
pression. With this notation we can state a refined theorem, yielding transformation
of proofs of the instrumented Hoare logic.

Theorem 22 (Preservation of instrumented Hoare logic provability/proofs)
If s : ant, cpav — ant’, cpav’ — s, then {P} s {Q} implies { P|| cpav } Sx { Q|| cpar’ }-

The proofs (nonconstructive and constructive) are similar to those of the pre-
vious theorem.

To witness the theorem in action we revisit the program analyzed in Figure
Figure demonstrates that in the instrumented Hoare logic we can prove that
the program computes y + z exactly k + 1 times (we have abbreviated "y + 27 to
¢). The invariant for the while-loop is i < k A ¢ = i. Figure contains the
transformed proof for the optimized program. We can prove that y + z is computed
at most k4 1 times, but the proof is quite different; in particular, the loop invariant
is now i < kAc=1i+ 1. (In this proof, we have enhanced readability by replacing
the existentially quantified assertions yielded by the automatic transformation with
equivalent quantifier-free simplifications.)

As expected, this formal counterpart of the semantic improvement argument
is no smarter than the semantic improvement argument itself. In our semantic
improvement statement we claimed that the optimized program performs at most
one extra evaluation per expression as compared to the original program, namely for
the expression that is precomputed for future use. Had we claimed something more
specific and stronger about, e.g., those loops from where at least one assignment can
be moved out, our corresponding automatic proof transformation could have been
stronger as well. It is not our goal to delve deeper into this interesting point here.
Rather, we are content here with the observation that constructive and structured
semantic arguments have can be given formal counterparts in the form of automatic
proof transformations.

4.4.2 Full PRE

We now look at the formulation of full PRE by Paleri et al. [50]. As was explained in
Section [4.4.1] simple PRE does not use all optimization opportunities. This stems
from the fact that it only takes into account total anticipability. An example of a
program which simple PRE does not optimize is the following one.
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y¥i=C X=y+z

The program is left unoptimized by simple PRE since y 4+ z is not anticipable
at the exit of node 2. Full PRE would optimize the program by introducing a
new auxiliary variable to hold the computation of y 4+ z in node 2 and copying the
computation of y + z into the edge leaving node 1. This would allow to skip the
computation of y + z in node 3.

This does not mean that it is possible to simply substitute the total anticipa-
bility analysis with partial anticipability. The following example illustrates this.

yi=c Xx=y+z

W=y+z

While it is seemingly similar to the previous example, it cannot be optimized
the same way, since if we moved a computation of y + z into the edge (1,5), we
would potentially worsen the runtime behavior of the program, since going through
the program through nodes (1, 5, 4), there would be an extra evaluation of y + z
that was not present in the original program. In fact no further optimization of this
program is possible.

The fundamental observation which allows us to perform PRE fully and cor-
rectly is that partial anticipability is enough only if the path leading from the node
where the expression becomes available (node 2 in the examples) to a node where
the expression becomes anticipable (node 3 in the examples) contains no nodes at
which the expression is neither anticipable nor available.

The last condition can be detected by two additional dataflow analyses, thus
the full PRE algorithm requires four analyses in total. These are standard (total)
availability and anticipability, and safe partial availability and safe partial antici-
pability analyses. The two latter depend on availability and anticipability. Their
descriptions rely on the notion of safety. A program point is said to be safe wrt. an
expression if that expression is either available or anticipable at that program point.
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The dataflow inequations for the whole program in the CFG representation are
the following.

ANTOUT;

N

0 ifi=f
ﬂjg suce(s) ANTIN; otherwise
ANTIN; C ANTOUT;\ MOD;U EVAL,

AVIN;

N

0 ifi=s
Njeprea@ AVOUT;  otherwise
AVIN U EVAL;) \ MOD,;
ifi=f
]Esucc ) SPANTIN otherwise
(SPANTOUT; \ MOD; U EVAL;) N SAFEIN;
(ZJ ifi=s
]Emed SPAVOUT otherwise
((SPAVIN; U EVAL;) \ MOD;) N SAFEOUT;

AVOUT;

N

SPANTOUT;

1V}

SPANTIN;

U

SPAVIN ;

U

SPAVOUT;

U

ANTOUT;
ANTIN,
AVIN;

SPANTOUT; C SAFEOUT;
SPANTIN; C SAFEIN;
SPAVIN; C SAFFEIN;
AVOUT; SPAVOUT; C SAFEOUT;
SAFFEIN ; ANTIN; U AVIN;
SAFEOUT; = ANTOUT;UAVOUT;

N 1N 1NN

Using the results of the analysis, it is possible to optimize the program in the
following way. A computation of an expression should be added to the edge (i, 7),
if the expression is safely partially available at the entry of node j, but not at the
exit of node i. Furthermore, the expression should be safely partially anticipable
at the entry of node j. This transformation makes partially redundant expressions
fully redundant exactly in places where it is necessary, thus the checking of safe
partial anticipability. Note that the latter was not necessary in simple PRE, since
conditional partial availability already implied anticipability. In a node where an
expression is evaluated if the expression is already safely partially available, its
evaluation can be replaced with a use of the auxiliary variable. If the expression is
not available, but is safely partially anticipable, the result of the evaluation can be
saved in the auxiliary variable.

We now present these analyses and the optimization as type systems. The type
system for anticipability was already described in Section [£.4.1] The type system
for availability was shown in Section

The type systems for safe partial availability and safe partial anticipability are
given as a single type system in Figure They do not depend on each other,
but depend on the safety component. We use s to denote a full type derivation of
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z :=a: (spant’\mod(x) U eval(a)) N safe, spav — spant’, (spav U eval(a) \ mod(z)) N safe’

skip : spant, spav — spant, spav

so : spant, spav — spant”’, spav”’  s1 : spant”’, spav’’ — spant’, spav’

s0; 81 : spant, spav — spant’, spav’

s¢ @ spant, spav — spant’, spav’ sy : spant, spav — spant’, spav’

if b then s; else s¢ : spant, spav — spant’, spav’

St : spant, spav — spant, spav

while b do st : spant, spav — spant, spav

spant, spav < spantgy, spavg S : spanty, spavy — spanty, spav(, spant(, spav| < spant’, spav’

s : spant, spav — spant’, spav’

Figure 4.25: Type system for the underlying analyses of full PRE

s : ant,av — ant’, av’, thus safety safe in the pretype of s is defined as ant U av,
safety in the posttype safe’ is ant’ U av’.

The complete type of a program point is thus (ant, av, spant, spav) € P(AExp™)
x P(AExp™) x P(AExp™') x P(AExp™), satisfying the conditions ant C spant C
ant U av and av C spav C ant U av. Subtyping for safe partial anticipability is
reversed set inclusion, i.e., <=g4D. For safe partial availability it is set inclusion,
<=ar&.

Without the extra restrictions on the types, the type system would still be
sound, but it would lose its improvement property, i.e., it might allow optimizations
which introduce unneeded evaluations. The restriction ant C spant guarantees
that the set of fully anticipable expression cannot be bigger than the set of partially
anticipable expressions. This is guaranteed by the principal type inference algorithm,
but in the type system the subsumption rule could break this relation without the
extra restriction. The same holds for full and partial availability. The restrictions
spant C ant U av and spav C ant U av guarantee safety as in the original algorithm
of Paleri et al.

The optimizing type system for full PRE is given in Figure [£.26] Code motion
at subsumption is now guided by the intersection of safe partial availability and safe
partial anticipability. In the definition of soundness, the similarity relation on states
also has to be invoked at this intersection. The same holds for proof transformation.

Theorem 23 (Soundness of full PRE)

If s : spant, spav — spant’, spav’ — s, and o ~gpaninspav s, then

— o>s— o’ implies the existence of o), such that o' ~spuni'nspar T and oy >S,— 0,

— 04 »5,— 0 implies the existence of o' such that o' ~ / r ol and o >s—o'.
* spant'Nspav *

The proof is quite similar to that for simple PRE. Full PRE is using partial
anticipability instead of full anticipability, but this does not affect the soundness
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a ¢ spav  a & spant Vx € FV(a)

x :=a: (spant’\mod(x) U eval(a)) N safe, spav — spant’, (spav U eval(a) \ mod(z)) N safe’
—rT:i=a

a & spav  a € spant z & FV(a)

x := a: (spant’\mod(x) U eval(a)) N safe, spav — spant’, (spav U eval(a) \ mod(z)) N safe’
— nv(a) := a;x = nv(a)
a € spav

x:=a: (spant’\mod(z) U eval(a)) N safe, spav — spant’, (spav U eval(a) \ mod(z)) N safe’
— z:=nv(a)

skip : spant, spav — spant, spav — skip

so : spant, spav — spant”’, spav’’ — s, s1 : spant”, spav” — spant’, spav’ — s}

50; 81 : spant, spav — spant’, spav’ — s(; s}

s¢ : spant, spav — spant’, spav’ — s, sf : spant, spav — spant’, spav’ — s’f

if b then s; else sy : spant, spav — spant’, spav’ — if b then s else s}

St : spant, spav — spant, spav — s;

while b do s; : spant, spav — spant, spav — while b do s}

spant, spav < spanty, spavg S : spantq, spavy — spanty, spav(y — s’ spanty, spav(, < spant’, spav’

s : spant, spav — spant’, spav’
— [nv(a) :=a | a € (spavy N spanty) \ spav]; s'; [nv(a) :=a | a € (spav’ N spant’) \ spavy ]

Figure 4.26: Type system for full PRE, with the optimization component

of the optimization. We only have to show that the use of safety can not affect
soundness in a hazardous way.

Proof. Again we only prove the first half of the theorem. The proof is by induction
on the structure of the type derivation and we look at the same cases as for simple
PRE.

e Case :=pre: The type derivation is of the form

x = a : spant, spav — spant’, spav’ — s,

where spant =q¢ (spant’\ mod(z))Ueval(a))Nsafe, spav’ =q¢ ((spavUeval(a))\
mod(z)) N safe’.

We notice that safe U mod(z) 2 safe’ since

safe U mod(x) ant U av U mod(x)
(ant"\ mod(z)) U eval(a) U av U mod(z)
ant’ U ((av U eval(a)) \ mod(x))

ant’ U av’

1V}

safe’
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From this it follows that (spant N spav) U eval(a) 2 spant’ N spav’:

(spant N spav) U eval(a)
= (((spant’\ mod(z)) U eval(a)) N spav N safe) U eval(a)
= (spant’ \ mod(z) N spav N safe) U eval(a)

D spant’ N (spav U eval(a)) \ mod(x) N safe
= spant’ N (spav U eval(a)) \ mod(x) N (safe U mod(z))
D spant’ N (spav U eval(a)) \ mod(z) N safe’

spant’ N spav’

We also note it separately that spant’ N spav’ N mod(x) = ().

The given semantic judgement must be of the form

o>x = a— o[z — [a]o]

— Subcase =1, We know that a ¢ spav. We also know that either
a ¢ spant’ or x € FV(a) (so a ¢ spav'), so a ¢ spant’ N spav’, which
implies spant N spav O spant’ N spav’. Moreover, s, =q¢ T := a.

We have the semantic derivation

Oy >T 1= a— o,

where o, =4 o[z — [a]o.]. From o ~gpantnspan 0« it follows that [a]o =
[a]ox, so that, using spantNspav 2 spant’ Nspav’ as well, we can conclude
o' = ol > [a]0] ~pantirpart Tl — [a]o] = 0.z 1 [a] o] = o

— Subcase :=3,,: We have that a ¢ spav and a is nontrivial. Also, s, =qr
nv(a) := a;z := nv(a). We have the semantic derivation

ow>nv(a) :=a—ol! o >x:=nv(a)- o

o« >nv(a) := a;x = nv(a)— ol.

where ¢!/ =45 ox[nv(a) — [a]o.] and o), =45 o [x — o/ (nv(a))] = o[z —
[a]os]. From o ~gpantnspaw 0« it is immediate that o ~(yuninspav)i{a}
o«[nv(a) — [a]o] = ox[nv(a) — [a]ox] = o/ and therefore by (spant N
spav) U {a} D spant’ N spav’ we have o' = oz — [a]o] ~spant'nspav’
olllx — [a]o] = o[z — [a]o.] = 7.

— Subcase :=3,,.: We have that a € spav, but then a is nontrivial and a €
safe (as spav C safe), so further a € ((spant’\ mod(x))U eval(a)) N safe =
spant as well, i.e., a € spant N spav. As a consequence, spant N spav O
spant’ N spav’, too. We have s, =g¢ x := nv(a). We have the semantic
derivation

o >1 = nv(a)— o,
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where o), =4t oy [z — o4 (nv(a))]. From a € spantNspav and o ~ spantnspav
o, we learn that [a]o = o.(nv(a)). Further, using also that spantNspav D
spant’ N spav’, we realize that o’ = o[z — [a]o] ~genrnspar O[T —
[a]o] = o«[x +— ox(nv(a))] = 0.

e Case conseqp,,: The type derivation is of the form

s @ spantg, spavy — spant(, Spav( < S

s : spant, spav — spant’, spav’ — s'; s4: 8"

where (spant, spav) < (spant, spavy), (spant(, spavjy) < (spant’, cpav’), s’ =q¢
[nv(a) = a | a € (spanty N spavy) \ spav] and s” =g¢ [nv(a) == a | a €
(spant’ N spav’) \ spavy]. First we find a state o such that o.>s'—op and
T ~spant,nspav, 00- We have the semantic derivation

o« >8'"= 09

where o¢ =qf ox[nv(a) — [a]o. | a € (spanty N spavy) \ spav].

As 0 ~spantnspav O, it is enough to show that expressions not in spant N spav
but in spanty N spav, are made equal to their corresponding auxiliary variables
by s’. But this is exactly what s’ does, as

(spanty N spavy) \ (spant N spav)
= (spanty N spavy \ spant) U (spanty N spavg \ spav)
= (spanty N spavy) \ spav

using spant 2 spant.

From the induction hypothesis we obtain that there is a state o7 such that
00 >8«— 01 and o’ ~ spant)nspavy, O1- It is now enough to show that there is a
state o, such that o1 >»s"— o}, and 0’ ~gpaynspar’ 0% This can be done similarly
to the case of s'.

g

For proof transformation, let P|spantnspar @bbreviate A[nv(a) =a | a € spant N
spav] A P. We have the following theorem.

Theorem 24 (Preservation of Hoare logic provability /proofs for PRE)
If s : spant, spav — spant’, spav’ — s, then
7{P} S {Q} implies {P’spantﬂspav} Sx {Q|spant’ﬂsp(w’}-

Proof. The proof is by induction on the type derivation and we look at the same
cases as before.

111



o Case :=pr: The type derivation is

x := a : spant’ N safe, spav — spant, spav’ N safe’ — s,

where spant’ =g¢ (spant\mod(z)Ueval(a)), spav’ =4t (spavUeval(a)\mod(x)).

From the soundness proof we remember that (spantNspav)Ueval(a) 2 spant’N
spav” and spant’ N spav’ N mod(x) = (. The latter fact tells us that for any o’
and P» we have P[a//$]|spant’ﬁspav’ ~ P|5pant’ﬁspav’ [a//ZL‘].

The given Hoare logic proof must be of the form

{Pla/zl}x = a{P}

— Subcase :=1,,: We have that a ¢ spav. We also have that either a ¢
spant’ or x € FV(a) (so a ¢ spav’), so altogether a ¢ spant’ N spav’,
which implies spant N spav O spant’ N spav’. Moreover, s, =gf T := a.
From spant N spav O spant’ N spav’, it follows thatPla/z]|spantnspar =
Pla/x]|spant'nspav’- The transformed Hoare logic proof is

{P|spant’ﬂspav’ [a/x}} Tri=a {P|sprmt/ﬁspav/}
{P[a/x] |spant’ﬂspav’} Tr=a {P|spant’ﬂspav’}

{P[a/mHspantﬁspau} Tr=a {P|spant’ﬁsptw’}

— Subcase :=2p,,.: We have that a ¢ spav. We also have that a is nontrivial.
Moreover, s, =qf nv(a) := a;z := nv(a).
From (spant N spav) U {a} 2O spant’ N spav’, it follows that
Plnv(a)/]|(spantnspav)ufay = Pnv(a) /]| spant'nspar- From reflexivity of
equality, Pla/z]|spantnspay < Pla/]|spantnspaer A ¢ = a &
(Plnv(a) /]| (spantnspav)ufa})l@/nv(a)]. The transformed Hoare logic proof
is
By B;

{P[a/x] |spam‘,ﬂspm)} nv(a) =a;x = TL’U(CL) {Plspant’ﬂspav’}

where By =

{P[nv(a)/x} |(spantﬂspav)u{a} [a/nv(a)]} nv(a) =a {P[nv(a)/x]|(spantﬁspav)u{a}}

{Pla/x]|spantspav } nv(a) = a {P[nv(a)/]|spant'nspav’ }

and B; =

{P|spant'nspav’ [nv(a)/x]} = nv(a) {P|spant’ nspav’ }

{P[m}(a)/w]|8pant’05pav’} x = nv(a) {P|8pant’ﬁszmv’}

— Subcase :=3,,,.,: We have that a € spav. We also have that a € spant(as
a € spav C safe and a is nontrivial). This has a € spant N spav as
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a consequence and therefore we also get spant N spav D spant’ N spav’.
Further, s, =qf  := nv(a).

From a € spant N spav and spant N spav O spant’ N spav’ we get
Pla/x)|spantnispav = Pla/x]|spant’nspar’ A1v(a) = a. Substitution of equals
for equals gives P|spant’ﬁspav’[a/x] A nv(a) =a ): P|spant’ﬂspav’ [nv(a)/x]
The transformed Hoare logic proof is

{P|spant’ﬂspa'u’ [nv(a)/x]} &€= nv(a) {P|spant/ﬁspav/}
{P|spant’ﬁspav’ [a/l'] 74\ nv(a) = a} xTr = m;(a) {P|spant’ﬁspav’}
{Pla/x]|spant' nspav: A 1v(a) = a} x = nv(a) { Plspant'nspav’ }

{P[a/x”spantﬂspav} X = TLU(CL) {Plspant’ﬂspav’}

e Case conseqp,,: The type derivation is

s 1 spanty, spavy — spant(y, SPavy — S

s : spant, spav — spant’, spav’ — s'; s,; 5"

s’ =4t [nv(a) = a | a € (spanty N spavy) \ spav], s” =g [nv(a) :=a | a €
(spant’ N spav”) \ spavf)]. The given Hoare logic proof is

where (spant, spav) < (spant, spavy), (spanty, spavy) < (spant,spav) and

{Po};{Qo}
{P}rs{Q}

where P = Py and Qo E Q.

By the induction hypothesis, there is a Hoare logic proof of
{P0’spant008pavo} Sx {Q0|spant6ﬂspav6}'

It is an assumption that P = Py, hence P|gpantnspav = Folspantnspav- Using
reflexivity of equality we get Py|spantnspar < Polspantnspar A N[a = a | a €
(spanty N spavy) \ (spant N spav) | = Polspantynspavy[ @/nv(a) | a € (spavy N
spantgy) \ (spant N spav) ].

From the soundness proof we remember that (spant,Nspavy)\ (spant N spav) =
spantq M spavy) \ spav. Hence from the axiom {FPy|(spantynspavy)[@/n0(a) | a €
(spanty N spavy) \ spav |} 8" { Pol (spantynspavy) } DY the consequence rule we have
a proof of {P|(spantnspav)} 8" {F0spantonspavy }-

Similarly we can make a pI‘OOf of {Q0|spant6ﬂspa1)6} s {Q‘spant’ﬂspav’}'

Putting everything together with the sequence rule, we obtain a proof of
{P|spantrispav } 5’5 553 8" {Qlspant’nspav’ }» Which is the required transformed Hoare
logic proof.
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O

The similarity relation between the states for showing the improvement property
is the following. We define (0, ) = spantnispav,av (s, r's) to mean that two states (o, )
and (o4, r,) are similar wrt. spant N spav and av in the sense that o ~paninspav O«
and, moreover, Ya € spant N spav \ av.r«(a) < r(a) + 1 and Va ¢& spant N spav \
av.r(a) < r(a).

This relation is more involved than in the case of simple PRE. For simple PRE,
an expression being in a type cpav meant a “promise” that there will be a use of
the expression, because cpav implied anticipability. For full PRE this is not the
case, since spant N spav does not imply that there is a future use of the expression.
This is where the notion of safety comes into play. Since spant N spav C safe where
safe = ant U av, then if a € spant N spav, either a € ant or a € av. Notice that
a € spant N spav \ av implies a € ant which means that we allow an increase in the
number of expression evaluations only at places where the expression is anticipable.
The reason why there cannot be an increase of evaluations of a where a € av is
simply that availability implies that the expression is already computed on all paths
to that program point, so no extra evaluation could have been added. This is
the reason why we need to parameterize the similarity relation with av. A simple
example explaining this is the program x := a;if b then y := a else skip, which can
be optimized to nv(a) = a;x := nv(a);if b then y := nv(a) else skip. After the first
statement, a is clearly both safely partially available and safely partially anticipable.
But the count of evaluations of a should not be one larger for the optimized program
than for the original one, hence we need to take into account that a is available.
Consequently we can guarantee that the final number of evaluations of a for the
optimized program is no bigger than that of the original one.

Theorem 25 (Improvement property of full PRE)

If 5 : spant, spav — spant’, spav’ — s. and (0,7) R(spantnspav,av) (Tx; Tx), then

— (0,7)>s= (0',7") implies the existence of (0%, 7..) such that (o', ") =(spant'nspav’,av’)
(oh, 7)) and (04, 14) »8x— (0h, 7)),

— (04, 74) >85> (0%, 1) implies the existence of (o, 1") such that (¢',7") & (spant'nspav’,av’)
(o, 1) and (o,7) >s— (o', 7").

Proof. We only prove the first half of theorem. The proof is by induction on the
structure of the type derivation. We look at the following nontrivial cases.

e Case :=pre: The type derivation is of the form

x = a : spant, spav — spant’, spav’ — s,

where spant =4¢ ((spant’\ mod(x))Ueval(a))Nsafe, spav’ =q¢ (spavUeval(a))\
mod () N safe’.
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We have that spant N spav \ av C (spant’ N spav’ \ av’) U eval(a):

(spant’ N spav” \ av’) U eval(a)

I v

(spant’ N (spav U eval(a)) \ mod(x) N safe’ \ ((av U eval(a)) \ mod(z)))
Ueval(a)

(spant’ N (spav U eval(a)) \ mod(x) N safe’ \ (av U eval(a))) U eval(a)
(spant’ N spav \ mod(x) N safe’ \ av) U eval(a)

(spant’ N spav \ mod(x) N safe \ av) U eval(a)

((spant’ \ mod(x)) U eval(a)) N safe N spav \ av

spant N spav \ av

From the proof of soundness we remember that (spant N spav) U eval(a) 2
spant’ N spav’. We also recall that spant’ N spav’ N mod(x) = (. This yields
that that (spantNspav\ av)Ueval(a) D ((spantNspav)Ueval(a))\av 2 (spant’N

spav

"\ av 2 spant’ N spav” \ ((av U eval(a)) \ mod(z)) = spant’ N spav’ \ av’.

So for any nontrivial expression a’ # a, a’ € spant N spav \ av and da' €
spant’ N spav’ \ av’ are equivalent.

The given semantic derivation must be of the form

(o,7)>x := a— (o[r — [a]o],r[a— r(a) +1])

Subcase :=1p,.: We have that a ¢ spav, which implies that a ¢ spant N
spav \ av, and either a ¢ spant’ or x € FV(a) (so a ¢ spav’), which
implies that a ¢ spant’ N spav’ \ av’. Moreover, s, =qf = := a.

‘We have the semantic derivation

(04, 74) > := a— (0%, 7)) -

where (0),7}) =qt (o«[z — [a]ow], 7<[a — r«(a) + 1]). From the assump-
tion we know that r.(a) < r(a), so ri(a) =ri(a) + 1 < r(a) + 1 =1'(a).

Subcase :=2,,.: We have that a ¢ spav, implying a ¢ spant N spav \ av,
and both a € spant’ and z ¢ FV(a), hence a € av’, implying a ¢
spant’ N spav’ \ av’. Moreover, s, =q¢ nv(a) := a;z := nv(a). We have
the semantic derivation

(0, 14) >nv(a) == a—oll,r) (o, 7)) >z :=nv(a)- (o),7})

(04, 7)) >nv(a) := a;x = nv(a)- (o, 7))
where (0'*,7’ " =ar (0'* [nv(a) — [a]os],r<[a — re(a)+1]) and (oh, ) =ar

(o[z — ol (nv(a))],r!). Similarly to the previous case, from 7. (a) < r(a)
we obtain 7, (a) = r(a) = ri(a) + 1 < r(a) + 1 =1'(a).
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— Subcase :=3p,,: We have that a € spav, which has as a consequence that
a € spant (as a is nontrivial and a € spav C safe), but we do not know
whether a ¢ av. Hence we do not know whether a € spant N spav \ av.
However, since a € spav” if and only if a € av’ (both hold if ¢ FV(a)
and neither holds if x € FV(a)), we know that a ¢ spant’ N spav’ \ av’.
Moreover, s, =gf « := nv(a). We have the semantic derivation

(@) = no(a)~ (7))

where (0%, 7)) =gt (0«[x — ox(nv(a))],r«). From r.(a) < r(a)+ 1 (which
holds both if a ¢ spant N spav \ av and if a € spant N spav \ av) we get
that 7 (a) = r«(a) < r(a) + 1 =1r'(a).

In all three subcases, for any nontrivial a’ # a, if a’ € spantNspav\ av, then we
have that a’ € spant’ N spav’\ av’ as well and therefore from r,(a’) < r(a’)+1
we get 7 (a') = ri(a') <r(d)+1=1r'(a’) + 1. Similarly, for a’ # a such that
a’ ¢ spant N spav \ av we have a’ ¢ spant’ N spav’ \ av’, so r.(a’) < r(a’) gives
us 1, (a') = ri(d') < r(d) =r'(d).

Case conseqy,,.: The type derivation is of the form

51 spanty, spavy — spcmtf], 3pav6 > Sy

s : spant, spav — spant’, spav’ — s';s,; 8"

where (ant, av) < (antg, avg), (spant, spav) < (spanty, spavy), (anty, avy) <
(ant’, av’), (spant(, spavy) < (spant’,spav’) and s =4 [nv(a) := a | a €
(spantg N spavy) \ spav], 8" =q4¢ [nv(a) :=a | a € (spant’ N spav’) \ spavy]. First
we find a state (0, ro) such that (0., 7.) >s'= (00, 70) and (0, 1) Rspantynspavy,ave
(00,70). We have the semantic derivation

(04, 74) >8"—= (00,70) -

where (00,70) =gt (ox[nv(a) — [a]o. | a € (spanty N spavy) \ spav], rifa —
r«(a) + 1| a € (spanty N spavy) \ spav]) and we know that (o, ) Xspantnspav,av
(0k, 7).

For any expression a € spav \ av, from spav \ av C spav \ avg C safe \ avg C
anty C spanty, spav C spavy and av O avg, we have a € spanty N spavg \
avg, whereas from r,(a) < r(a) + 1 (which is necessarily guaranteed) we can
conclude rg(a) = r«(a) < r(a) + 1. For any expression a € spav N av, we have
a ¢ spantNspav\ av, so from r,(a) < r(a) we can conclude ro(a) = ri(a) < r(a)
(which is sufficient to ensure).

For any nontrivial expression a ¢ spantyNspav, it is obvious that a ¢ spantyN
spavg \ avg and from spav \ av C spav \ avy C safe \ avg C anty C spant, and

116



spav C spavy we learn that a ¢ spantNspav\ av. In this situation r.(a) < r(a)
tells us that ro(a) = rv(a) < r(a).

If an expression a is in (spanty N spavg) \ spav, then a ¢ spant N spav \ av and
a € spanty N spavy \ avg (as a ¢ spav D av 2 avg), thus from ry(a) < r(a) we
can conclude ro(a) = ri(a) + 1 < r(a) + 1.

By the induction hypothesis, there must exist a state (o1, 71) such that (og,ro)
>85> (01,11) and (07,1") Rgpanttnspavy,avy, (01,71). It is now enough to ex-
hibit a state (o}, 7)) such that (o1,r1)>s"= (0}, 7%) and (0/,7") Rspant'nspar’,av’
(c%,7.). This can be done in the same way as for s'.

4.5 Related work

The work in this chapter is closely related to the work by Laud et al. [38], which
gives a general method for casting monotone forward and backward data-flow anal-
yses as type systems. We followed their scheme of translating dataflow analyses into
type systems, but concentrated our work on soundness and proof transformations for
specific optimizations, rather than the meta-theoretic properties of the translation
scheme. Also, differently from their work, we look at optimizations which require
multiple analyses. It is related in the same vein to the work of Nielson and Nielson
on flow logic [49], which is an approach to static analyses to separate the specifi-
cation of when an analysis acceptable for a program from computing that analysis
information.

One of the first papers considering proof transformation in the context of com-
pilation was by Barthe et al. [II]. They showed that in the absence of program
optimizations, proof transformation can be simply identity (modulo variable renam-
ing and other minor changes), by constructing a weakest precondition calculus for
the low-level language which generates proof obligations that are syntactically sim-
ilar to those generated from the original, high-level program. In a continuation of
this work, Barthe et al. [§] considered an optimizing compiler and showed how cer-
tificates for high-level programs can be translated into certificates for the compiled
programs. In their approach, only assertion strengthening is considered. As a result,
optimizations which are sound for similarity relations weaker than equality on the
original program variables (such as dead code elimination) need to be addressed in
an ad hoc fashion. For dead code elimination, dead assignments are not removed,
but the register transfer language they use is extended with “ghost assignments”
that do not affect the standard semantics of the RTL (being equivalent to skip), but
are treated by the verification condition generator as if they were normal assign-
ments. In the most recent work in this direction [9], Barthe and Kunz develop an
abstract interpretation framework for certificate translation, where they also address
the issue of assertion weakening.
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Also close to our work is that of Benton [I3], which describes constant folding
and dead code elimination as a type system, but does not consider optimizations
such as common subexpression elimination or partial redundancy elimination. He
also employs the relational method for stating the soundness of analyses and opti-
mizations. Additionally, he develops a relational Hoare logic for proving instances
of soundness of a program optimization, by showing that a given relation holds
between the original and the optimized program. Metatheoretic statements about
optimizations still need to be proved as statements about the logic.

Lerner et al. [39, 40] have developed a framework for writing compiler opti-
mizations that can be automatically proved sound. They separate the proof that
an analysis is sound into two parts: the analysis-dependent part where they define
a soundness property which must be satisfied by each propagation rule, but can
be typically proved automatically and the analysis-independent part, which can be
proved manually once and for all.

There is a large body of work dedicated on proving optimizations correct. Bertot
et al. report a correctness proof of compiler optimizations where optimizations are
formulated as instances of a general framework for data flow analysis, implemented
in the Coq proof assistant [16]. Lacey et al. describe a framework in which optimiza-
tions are specified as rewrite rules with side conditions that are written as temporal
logic formulas [37]. Proof of the correctness of the optimization can then be made
using the temporal logic formula as an assumption, which significantly simplifies the
proof.

The work on translation validation has a goal similar to ours, the main idea
being that rather than formally verifying an optimizing compiler in full, one would
validate the correctness of the target program wrt. source program after every pro-
gram compiler run [46, [70]. This is similar to our goal, where we translate the
program proof for each particular program, rather than having a general argument
about the soundness of the optimization. Their main motivation for instance-based
validation is tackling the complexity of full compiler verification, while in the context
of PCC, the goal is to prevent having to ship the source code to the consumer as
evidence that target program is correct.

Another related line of work is by Albert et al. [I] on abstraction carrying code,
where analysis results are certified in an abstract interpretation framework rather
than via type systems.

In Section[£.4] we showed that PRE is actually improving and how resource usage
proofs can be transformed just like functional correctness proofs. This is related
to work by Aspinall et al. [5] on optimization validation, which, orthogonally to
translation validation, aims to show that an instance of an optimizing transformation
actually improves the program wrt. some resource usage measure (as opposed to
preserving the semantics).

Partial redundancy elimination is a very subtle and sophisticated analysis, as
can be seen by the vast amount of literature dedicated to getting it right. The
optimization was first proposed by Morel and Renvoise [44], using a bidirectional
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analysis. Biderectional analyses were also used by subsequent papers by Dhamdhere
et al., addressing the shortcomings of the original algorithm [24] 22]. A new interest
in PRE was sparked by papers by Knoop et al. [33] 26], which showed that bidirec-
tional analyses are not needed for PRE, but the optimization can be performed by
cascading four unidirectional analysis. The algorithm, called lazy code motion finds
code insertion points by modelling the optimization as a code motion transforma-
tion. Many implementations of PRE in compilers use a slight modification of this
algorithm by Drechsler and Stadel [25]. Later algorithms avoid the explicit code
motion modelling step by identifying code insertion points directly [50, 23, [I7]. The
most recent development in this field by Xue and Knoop [69] show PRE to be a
maximum flow problem. Our work is based on the formulation by Paleri et al. [50],
which seems to be the simplest and most straightforward algorithm, but for some
reason has not received very much attention in literature.

4.6 Conclusion

The main goal of this chapter was to demonstrate how the type-systematic approach
to dataflow analysis can be used for showing soundness of optimizations and as a
result, also for performing proof transformations which follow from the soundness
proofs.

On the example of dead code elimination, we showed that by using our ap-
proach, it is completely straightforward to transform proofs where soundness of the
optimization depends on similarity relation weaker than equality on program vari-
ables. Common subexpression elimination was technically interesting for the fact
that it requires links (essentially use-def chains) to be established across the phrase
structure of a program, which is inherently non-compositional, since it is expressed
in terms of a control flow graph. We showed that this can be overcome with a com-
bined type systems. The scalability of the type-systematic approach was further
demonstrated on the example of partial redundancy elimination, a subtle and com-
plicated optimization that performs code motion and edge splitting to place moved
expression evaluations. In our type system, this corresponds to introducing new
assignments at subsumption inferences.

In addition, we believe this chapter to be a good advocacy for using type systems
for describing dataflow analysis in general. Type systems provide a clean separation
of concerns of what is a valid analysis result and how one is computed. In fact, it
is unnecessary to know exactly about the algorithm to believe the analysis result.
On the other hand, extracting a type inference algorithm from the type-system is in
general straightforward. In certain PCC settings, it can also be important to com-
municate analysis results via checkable certificates. In this case, the type derivation
of a program can be compressed into annotations from which reconstruction of the
full derivation is simple, the important piece of information being the loop invariants.
The type-system presentation of an optimization also makes it easy to show that the
optimization is generally sound, via a simple structural induction on type deriva-
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tions, which can make our approach beneficial even when communicating analysis
results or transforming proofs is not required.

On the example of PRE, we looked briefly into the optimality argument and
showed that PRE improves a program in a nonstrict sense, i.e., it does not make
it worse. In general, it is the best improvement one can achieve, since an already
optimal program cannot be improved further. It would be interesting, however, to
explore special cases where an optimization leads to a strict improvement. In this
case, it would be be possible to also show the improvement in the resource usage
proof, i.e., that the program uses less resources after the optimization.

It would also be interesting to look at how to state that the optimization is the
best possible one. This would require a strict definition of what can be considered a
valid modification of a program: for example, one would not expect an optimization
to change the algorithmic behavior of a program, even if the program’s semantics is
preserved. Then an optimal modification would be a sound acceptable modification
improving at least as much as any other.

One road that was left unexplored here concerns modularity of analyses and
optimizations. For common subexpression and partial redundancy elimination, we
proved the optimization to be sound in one monolithic step. Instead, this could
have been done in independent and reusable steps. For CSE, it could be done in
three steps: by first proving that available expressions type system is sound, then
proving conditional partial anticipability sound with respect to any sound available
expressions analysis, and by finally defining and proving common subexpression
elimination sound with respect to any sound conditional partial anticipability anal-
ysis. For showing soundness of PRE, the soundness proof of availability could then
be reused. On the other hand, it is also easy to argue for the benefit of the mono-
lithic proof. The monolithic proof deals directly with standard big-step semantics,
while the modular proof would require non-standard, instrumented semantics to be
introduced. This would be an extra set of formalisms to have to trust, which some-
what defeats the purpose of the modular proof (which is to provide a cleaner, more
understandable proof). But it would certainly be of interest to look into designing a
systematic framework for cascaded semantic arguments and proof transformations
about such cascaded optimizations.

120



CHAPTER 5

Bytecode transformations

So far, we have looked at transformations that operate on high-level structured
code. Dataflow analyses however are typically performed on CFG-based program
descriptions. Also, so far we have only looked at transformations which require uni-
directional analyses, i.e., analyses which propagate information in only one direction
in the control flow path. Although many analyses are of this form, there are many
useful bidirectional ones (as already mentioned, the original PRE algorithms were
all bidirectional, as are several type inference algorithms).

In this chapter, we investigate some bytecode transformations which address
exactly these two issues. The unstructured nature of bytecode directs us to the use
of CFG based description of the analyses (and thus the proof transformation) and
the presence of stacks requires many non-trivial analyses to be bidirectional.

We also spell out several algorithms for direct optimization of stack-based code,
which to our knowledge have not appeared in the literature so far.

5.1 Background

Popular Java compilers such as Sun’s javac or Eclipse’s Java Compiler are very
conservative with optimizations, since most optimizations are presumed to be per-
formed in the virtual machine by the just-in-time compiler. On the other hand,
ahead-of-time optimizations are still important, especially in the context of mobile
devices, where just-in-time compilers are not as powerful as on desktops or servers
[21] and the size of the distributed binaries should be as small as possible.
Optimizing bytecode directly offers challenges not present in high or intermediate-

level program optimizations. The following reasons can be outlined:

e Expressions and statements are not explicit. In a naive approach, a recon-
struction of expression trees from instructions would be required for many
optimizations.

e Related instructions are not necessarily next to each other. A value could
be put on the stack, a number of other instructions executed and only then
the value used and popped. This means that related instructions, for example
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those that put a value on a stack, and those that consume it, can be arbitrarily
far apart. Links between them need to be found during the analysis.

e A single expression can span several different basic blocks. The Java Virtual
Machine specification does not require zero stack depth at control flow junc-
tions, so an expression used in a basic block can be partially computed in other
basic blocks.

Most work done in the area of intraprocedural optimizations takes the approach
of only optimizing code inside basic blocks [35, 41, 67, [59]. There are probably two
main reasons for this. First, analyzing bytecode across basic block boundaries is
significantly more subtle than analyzing only code inside basic blocks. Second, in
compiled code, expressions that span basic blocks are rare (although they do arise,
e.g., from Java’s 7-expressions). Some prominent bytecode optimizers, such as Soot
[64], use an approach where class files are first converted to three-address interme-
diate representation, optimized using standard techniques and converted back to
bytecode. A similar approach is employed in many JIT compilers.

In this chapter we give uniform formal declarative descriptions and algorithms
for a number of optimizations and their underlying analyses for the stack-based
language presented in Chapter [2| We conflate the semantic domain Z + B of values
into a single domain of representations of integers and booleans (“words”) on which
both the arithmetic and boolean operations are total, so operand type errors cannot
occur. Stack underflow errors are still possible. Alternatively, we could assume that
programs come well-typed. We will show how the transformations can be proven
sound and that they preserve program proofs. Just like for the structured language,
we use type systems with a transformation component for this purpose.

The analyses and optimizations we address are dead store, load-pop pairs, du-
plicating loads and store-load pairs elimination, which are typical optimization sit-
uations in stack-based code. The optimizations are designed to work on general
code, i.e., they do not make any assumptions about its form (the code need not be
the compiled version of a high-level program). Also, the analyses and optimizations
are not in any way “intra-basic block”. On the contrary, they work across basic
block boundaries and do not require that the stack is empty at these. We show
that optimizations modifying pairs of instructions crossing basic block boundaries
require bidirectional analyses, as information must be propagated both forward and
backward during an analysis.

5.2 Dead code elimination

As was explained in Chapter [4, standard dead code elimination optimization re-
moves those statements from a program which do not affect the values of variables
that are live at the end of the program. The optimization is easy to perform on
high-level programs or intermediate (expressions-based low-level) code after a live
variables analysis by removing assignments to variables which are known to be dead
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immediately after the assignment. In stack-based code, where expressions are not
explicit and related instructions are not necessarily next to each other, removing
dead code is not so straightforward. For example the program x := z 4+ y could be
compiled into

0,load z
1,load y
2,add

3, store x
4

)

If the analysis shows that x is dead, then in the intermediate code, the assignment
to x can be deleted. In the stack-based code however, not only the store instruction
on line 3, but also lines 0-2 should be deleted.

Another issue which sets stack-based code optimizations apart from optimiza-
tions in the intermediate language is that statements and expression can span several
basic blocks or, put in another way, basic blocks are not necessarily entered into or
exited from with an empty stack. A simple example of such code is the following
stack-based low-level equivalent of if b then x := z else y := z where 2 is loaded only
once, and in both branches only the store instruction is applied:

0, load z
1,load b
2, gotoF 5
3, store ©
4, goto 6
5, store y
67

If live variable analysis reveals that the variable x is dead, the store instruction at
line 3 cannot simply be removed, since if the true branch were taken, the unassigned
value of the variable x would be left on the stack after exiting the branch. Also,
the load instruction on line 0 cannot be deleted, because, while it is used by a dead
store, it is also used by a live store in the false branch. In such cases, without moving
instructions, the best thing to do is replacing instruction 3 with a pop.

We approach dead code elimination in two stages. In the first stage (which we
call dead stores elimination), all dead store and add instructions are replaced with
pop instructions (so that the optimization does not affect the stack height at any
label) based on an analogue of the standard live variables analysis. In the second
stage, pop instructions with corresponding preceding load/push instruction(s) are
eliminated, if possible, and care is taken that stack heights remain consistent after
this transformation.

Both of these analyses are completely general, do not make any assumptions on
the form of bytecode, and work across basic block boundaries.
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5.2.1 Dead stores elimination

The live variables analysis of our stack-based language is similar to live variables
analysis for languages with expressions, except that the stack is also accounted for.
This means that in addition to variables being possibly live or certainly dead, stack
positions can also be either possibly live or certainly dead. For example, if we know
that immediately after an execution of a store x instruction, the variable x is dead,
then we also know that before the execution the top of the stack is dead, meaning
that whatever value the stack top holds, it does not affect the value of a live variable.

We describe both the analysis and the optimization in terms of a type system.

For live variable analysis, the code type ¥ € CodeType is an assignment of a
label type to every label: CodeType =4 Label — LabelType. A label type is a
pair of a stack and store type: LabelType =4 StackType x StoreType. Stack
types es € StackType are defined by the grammar

es u= [J|ees|x

where ¢ € LocType is a location type “possibly live” or “certainly dead”:
LocType =q4¢ {L, D}. The stack type x stands for stacks of arbitrary height with
all stack positions dead. Store types d € StoreType are assignments of variables
to location types: StoreType =4 Var — LocType.

The subtyping and typing rules are given in Figure We use the shorthand
Y for 3(¢). The subtyping judgement X, < ¥} denotes that the first label type is
a subtype of the second (i.e., stronger). Similarly, the subtyping judgement ¥ < ¥’
denotes that the first code type is a subtype of the other. The typing judgement
¥+ (¢,instr) signifies that the labelled instruction (¢,instr) admits type X, i.e.,
that X is a valid analysis of this particular labelled instruction (independent of any
possible code context in which it may occur). The typing judgement 3 - ¢ means
that the code ¢ types with X, i.e., that ¥ is a valid analysis of ¢ as a whole.

The typing rules of our particular analysis only allow a variable or stack position
to be marked “dead” at a label £ in a valid code type if there cannot be a path from
¢ to a label ¢ such that the instruction at ¢ contains a useful use of that position
and the variable or stack position is not redefined on the path. Otherwise it must be
marked “live”. A typical useful use of the stack top is storing it in a variable marked
“live” at the successor label. The stack top and next-to-top positions are usefully
used by an addition, provided the stack top is marked “live” at the successor label.
The stack top used by a pop is certainly dead, since its value is lost and does not
affect the values of any location. For load z, the type of x depends on its type and
the type of the stack top at the successor label: if z was live at the successor label
already, it stays live, otherwise if the top of the stack was live (thus needed), = also
becomes live.

The type system also has a transformation component for transforming a given
piece of code into an optimized variant, guided by a valid code type. The judgement
Y I ¢ — ¢ denotes that, based on a valid analysis ¥, ¢ can be optimized to .
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e<e es<es Ve.d(z) < d'(z)
L<D e<e 1< es < * exes<e :es d<d

es<es’ d<d V¢ € Label.X; < 22
(es,d) < (es’,d’) <y

¥y < (L:es,dlx— D]) (es,d)=%p41 d(z)=1L
3 F (¢, store x) — (¥, store x)

storey

¢ <(D:es,d) (es,d)=2%Xp41 d(z)=D
3+ (¢, store ) — (£, pop)

storep

3¢ < (es,d[z — d(z) Ne]) (e:es,d) < Zpqq 3¢ <(es,d) (e:es,d) <Xy

h
Y F (¢, load z) — (¢, load z) oa Y F (¢, push n) — (¢, push n) pus

Yy <(L:L:es,d) (L:es,d =23y ad < (D:D:es,d) (D:es,d) <o ad
S F (¢, add) — (£, add) acd S F (¢, add) — (¢, pop) accz

Y0 < (D:es,d) (es,d) =Xy Yr<((eoNe1)::es,d) (eo::eq::es,d) <Eppq 4
pop
= F (€, pop) — (£, pop) = F (¢, dup) — (£, dup) w

S < Sm . e < (L:es,d) (es,d) =341 ANXm
o
3 F (¢, goto m) — (¢, goto m) & > F (¢, gotoF m) — (¢, gotoF m)

gotoF

Ve € dom(c). X F (4, ¢cp) — (€, ¢))

Yhrc—d

code

Figure 5.1: Type system for live variables analysis and dead stores elimination

The instructions that can be optimized (those that decrease the stack height
by 1) have two rules. A store x instruction can be optimized, if x is marked “dead”
in the posttype (i.e., at the successor label of the instruction). An add instruction
can be optimized, if the top of the stack is “dead” in the posttype.

Note that while we have not spelled them out, optimizations for load and push
instructions could also be added to the type system. Namely, if in the posttype of
a load instruction the top of the stack is “dead”, it is obvious that the value is not
used on any forward path, thus the concrete value put on the stack does not matter
(only the correct stack height does). Thus, the instruction could be replaced with
the cheapest instruction that puts some value of the correct type on the stack, e.g.,
push 0.

To illustrate that the analysis does not need related instructions to be next to
each other, let us look at the program ¥y := x;z := w + 1 as a piece of code where
the assignment y := x has been moved to the middle (instructions 3-4). For this
example, we assume the variable y to be live and variable x to be dead at the end
of the program. The analysis gives the following result.
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E[ €7 Cy [, C%

l [y~ D,x+— L] 0,push 1 0,pushl
D] [y~ D,z— L] 1lloadw 1,load w
D] [y~ D,x+— L] 2,add 2, pop
[D] [y— D,z— L] 3,loadx 3,load x
D] [y~ D,z+— D] 4,storey 4,storey
D] [y~ L,z D] b5,storex 5,pop

l [y~ L,x— D] 6, 6,

The optimization replaces the store x and add instructions with pop instructions
(since in both cases variable z resp. the stack top is dead in the type of the successor).
This leaves the stack balanced. Our next analysis (Subsection will show that
the pop instructions on lines 2 and 5 can be removed together with the instructions
on lines 0 and 1, since stack usage will remain consistent after those transformations
too.

Principal type inference algorithm for dead stores We now look at the
principal type inference algorithm which finds the weakest valid code type that is
stronger than a given one, using the given one as the initial value (Algorithm .
Typically, the given code type would set the stack type to be empty and the store
to be “all live” at the exit labels (successor labels outside the domain). Elsewhere,
the label type has the default value “any”.

input : Bytecode program c, intial type Xt
output: Final type X
Yo Einit;
repeat

Eold —3:

foreach /¢ € dom(c) do

updbwd(ey);

end

until ¥ < ¥°ld .
Algorithm 1: Dead stores

The (partial) greatest lower bound operations are as follows:

glbs of value types glb of store types
T =4 D T(z) =a¢ D
DAD =4 D (dnd)(x) =g d(x)ANd(x)
LAe =df L
eNL =4 L

126



glb of stack types glbs of label types

T =ar * T =a (T,7)
xNes =qf es (es,d) A (es',d') =gt (esAes’,dANd)
es\Nx =g €s
Al =ar [l
[Ae:es =g error
e esAN[] =ar error
ecesNe iies’ =g (eNe):(esAes)

The update procedure is as follows:

) updbwd,, ¥, :=
store z | case L of

(es,d) — g A (d(x) = es,d[z — D)
load z case L9, of

(*7d) = X

(i) — error

(e es,d) — ZgA(es,dx— d(x) Ae])
push n case L of

(*,d) = Z@

(I, d) — error

(e es,d) — 35 A (es,d)
add case X919, of

(*,d) — S A (DD x,d)

(1, 4d) — error

(ees,d) — ZyA(ee::es,d)
pop case L, of

(es,d) — XpA (D ::es,d)
dup case L, of

(*,d) — XA (D ::x,d)

([, d) — error

([e], @) — error

(eg i eg:res,d) — ZpA((eg Aer) it es,d)
gotom | X, A XM
gotoF m | case X914, A ST of

(es,d) +— g A(L::es,d)

The optimization is easily stated to be sound using a label-type indexed simi-
larity relation on states, ~¢s. The relations are defined as follows:

28 ~es 28k 28 ~es 284
1 ~ [ Z 1128 ~es Z 1 25 Z 11 28 ~Dues 2k 1 Z8x 28 ~y 25
Vz € Var.d(z) = L = o(z) = o«(x) 28 Nes ZSx O ~d Ox
T ~q Ox (¢, 25,0) ~(es,a) (£, 284,04)

We can see that two states are related by a label type (a stack and store type),
if they agree on the locations marked “live”. Reducing an original piece of code and
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its optimized form from a related pair of states must maintain this relation. We
obtain the following soundness theorem.

Theorem 26 (Soundness of dead stores elimination) If X+ ¢ — ¢/, then:

1. If (£, zs,0) ~x, (U, 25+, 04), then

— forany (¢, zs',0') such that ct+ (€, zs,0) — (', zs', ") there exist (€., zs!,, o))

such that (¢, zs',0") ~s,, (0, 28%,0%) and ' & (Ly, 254, 04) = (€}, 28%,0%),

— for any (U, zs),0.) such that ¢ = (Uy,284,04) — (L, 25, 0) there exist
(', zs',0") such that (¢', zs',0") ~x,, (0, 25%,0%) and c b (£, zs,0) — (£, 25", 0").

2. If (0, 2zs,0) ~x, (Uy, 254,04), then
— for any (', zs',0") such that ¢ & (¢,zs,0) —* ({',z5',0") 4 there exist

(0., 8%, 0%) such that (¢, zs',0") ~x, (€, 25,,0,) and ¢ F (ly,254,04) —"
(£, 28, 0%) 7.

— for any (U, zs,,0l) such that ¢ & (Ly, 284,04) —* (L, 28,,00) / there
exist (', 2s',0") such that (¢',2s',0") ~x, (L, z2s,,0,) and c = (£,z5,0) —*

(0, 28", 0’) #.

Proof. Part (1) is easily checked by inspecting the typing/transformation rules
for labelled instructions, the two interesting cases are the optimizations of store x
and add. We look at the first half and assume that (¢, zs,0) ~x, (ls, 254, 04) and
ct (U zs,0) - (0,28, 0").
e Case
Yy <(D:es,d) (es,d)=3%p41 d(z)=D
Y+ (¢, store ) — (¢, pop)

We know that X1 = (es,d) and ¥y < (D : es,d). From Lemma [} the
only possible reduction is ¢ = (¢,n :: zs,0) - ({ + 1,zs,0lx — n]). The
corresponding reduction for ¢j is ¢ = (¢,n :: zs.,0.) - (L + 1, zs4,04). Since
x is dead in Xyy1, we have that since o ~x, 0. then also o[z +— n| ~x, | 0..
Also, if n i1 25 ~x, n :: zs, then zs ¥y Pk Thus it is easy to see that
(+1,z5,0lx = n]) ~g,., (£+1,25,0).

stores

e Case
< (D:D:es,d (D:es,d <Xy

S F (¢,add) — (£, pop)

add2

We follow a similar reasoning as in the above case. We know that (D :: es,d) =
Yoy1and Xy < (D :: D ::es,d). From Lemma the only possible reduction is
ckEn:m:zs,0) > (L+1,n+m: zs,0). The corresponding reduction for
cpisd F(0mnm i zs,,00) = (L4+1,m 25y, 04). If (6,n:im i zs,0) ~y,
(€,m ::m 2 284, 04), then (0+1,n+m:: zs,0) ~x,, (£+1,m :: 254, 04), since
states 0 and o, are not changed in the reduction and the top of the stack is
dead in Y41, so we only have to observe that n + m has the same type as m.
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The rest of the cases are trivial.

Part (2) follows from part (1) by induction on the length of the reduction
sequence. O

Proof transformation for dead store elimination We now look at proof op-
timizations of PUSH programs. Since the type system is non-compositional, we use
the non-compositional logic introduced in Chapter 2l While it would be possible to
apply proof transformation for the compositional logic described in Chapter [3| the
non-compositional logic is simpler to use for presentation purposes.

The general idea here is similar to that of Hoare logic proof transformation.
Each assertion at a label is modified wrt. the type at that label, which reflects the
changes made in the program. For dead store elimination, a statement about dead
variables or stack positions might become unprovable, since the code affecting them
could be replaced. Thus, we should quantify out all program variables and stack
positions which are dead.

Let P|y; be P where all P, have been modified wrt. ¥y. Let Py|s;, =q¢ 3[v(z) |
d(x) = D]3[v(st(n)) | es(n) = D]Py[v(x)/x | d(x) = D][v(st(n))/st(n) | es(n) = D]
where (es,d) = ¥, and v is some assignment of unique logic variable names to
program variables and stack positions. Intuitively, it means existentially quantifying
out variables and stack positions which are dead. As an example, for assertion
st(0) =5 ANz =4 Ay =>5and type ([D], [z — L,y — D]), the new assertion would
be 3sp,4’.50 =5 Ax =4 Ay =5, which is equivalent to x = 5.

We will use the following lemma in the proof of program proof preservation.

Lemma 11 shift(P)](D:e&d) = shift(P|(es,d))
We have the following theorem for proof preservation.
Theorem 27
1. If ¥ F (¢, instr) — (£, instr’) and P & (¢, instr) then Pls b (£, instr’)
2. If S Fc—c and Pt ¢, then also Pls + .

Proof. For part (1), we give a constructive proof by examining each typing rule.
The interesting cases are store and add.

e Case stores. The typing judgement is of the following form

Y < (D : esvd) (esvd) =Y d(CC) =D
Y+ (¢, store z) — (¢, pop)

storeg

We also have the logic judgement of the form

Py |= shift(Pypy1)[st(0)/x]
P I (¢,store x)
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We have to show that _
PZ|EZ ): Shlft(PE‘f’l‘ZL!»l)

Pls (¢, pop)

We have the following sequence of entailments:

Py, E shift(Pr1)[st(0)/z]|s, by the given entailment for store and
existential introduction and elimination

): Shlﬂ:( )[St( )/JZ” D::es,d) by EZ < (D - es,d)

= shift(Pey1)l(Dies,a) both z and st(0) dead, the witness
for st(0) serves as witness for v(x)
o shift(Prral(es,a) Lemma [11]

): Shift(Pﬁ—&-l |Ez+1)

e Case adds. The typing judgement is of the following form

Yo <(D:D:es,d) (D:es,d) <Xy
S (7,2dd) — (7, pop)

We also have the logic judgement of the form

Py |= shift(Pyyq)[st(0) + st(1)/st(1)]
PF (¢,add)

We have to show that _
Pf|2z ): Sh'ft<P€+l‘Ze+1)

P‘E = (67 pop)

We have the following sequence of entailments

Pz, | shift(Pq)[st(0) + st(1)/st(1)]s,
by the given entailment for add and
by existential introduction and elimination

): Shift(Pf-Fl)[St( )+ St( )/St( )”(D::D::es,d)
by ¥y < (D :: D :: es,d)

): Shift(P€+1)|(D::D::es,d)
st(0) and st(1) are dead

= shift(Poyi|(pies,a))
Lemma
= shift(Prils,.,)

Part (2) follows trivially from part (1) by the definition of P - c.
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Example

We now look at the example presented in Chapter [4]for dead code elimination for the
high-level language. The to-be-optimized program is while x < y do (z := x%2;z :=
z + 1). The given post-type for its compiled version states that the stack should
be empty, and z and y should be dead at the end of the program. The program is
compiled the following way and obtains the type given below. The optimized version
is also given.

¢ ) ) &

1 | [x— Lyy— Lyz+— D] load z load z
2 [L] [x+~ L,y L,z+— D] loady load y
3 [LL] [z~ Ly~ L,z D] less less

4 [L] [z~ L,y— L,z+— D] gotoF 14 gotoF 14
5 | [t~ Lyy— Lz~ D] load x load x
6 [L] [z~ Ly~ L,z+— D] push2 push 2
7 [L,L] [x— Ly~ Lz~ D] mult mult

8 [L] [z~ Lyy+ L,z+— D] storex  storex
9 | [t~ Lyy— L,z D] load z load z
10 [D] [z~ L,y L,z+— D] push1 push 1
11 [D,D] [x+ L,y L,z D] add pop

12 [D] [x+ Lyy— L,z+ D] store z @

13 | [t~ Lyy— L,z+— D] goto1l goto 1
14 | [t~ Lyy— D,z— D]

The pre- and post-type of the program and assertions associated with each label
are given below. The concrete entailments between assertions have not been spelled
out directly, but they should be obvious.

Pre=z=1ANz=2Ay>1

r<yA2xx=2"T"Az4+1<ceil(logy)V-(z <y)A.. 1 loady
z<st(0)A2xx=2"T" Az 4+ 1< ceil(logy) V~(z < st(0))A... 2 load =z

st(0) < st(1) A2%x = 27T Az 4+ 1 < ceil(logy) V —(st(0) < st(1)) A... 3 less

st(0)A2xx =2"T Az +1 < ceil(logy) vV —(st(0)) A... 4 gotoF 14
2%x=2"T" Az +1<ceil(logy) 5 load x
2% st(1) = 2" Az 4+ 1 < ceil(logy) 6 push 2
st(0) x st(1) = 2° TP Az 4+ 1 < ceil(logy) 7 mult

st(0) = 2" Az +1 < ceil(logy) 8 store x
z=2"T"Az4+1<ceil(logy) 9 pushl
x =270 A 5 4 5t(0) < ceil(logy) 10 load z

x = 28O+ A 51(0) 4 st(1) < ceil(logy) 11  add
x =25 A st(0) < ceil(logy) 12 store z
x=2* ANz <ceil(logy) 13 goto 1

Post = x = 2° ANz = ceil(logy) 14

The transformed assertions are the following, where each dead variable and stack
position is quantified out.
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Pre=z=1Nx=2ANy>1

W x<yA2xz=2"T' A2 +1< ceil(logy) V —(z < y) A 1 load y
3 (z < st(0)A2xx =27 A2 +1 < ceil(logy) V —~(z < st(0)) A 2 load z

32 .st(0) < st(1) A2xz=2""T A2 +1< cezl(logy) —(st(0) < st(1)) A 3 less

32".st(0) A2 %z = 27 AL 41 < cezl(log y) V = (st(0)) A 4 gotoF 14

3 2% p =271 AL +1<cezl(logy) 5 load z
32/ .2 % st(1) = 27 A +1< ceil(logy) 6 push 2

32/ .st(0)  st(1) =27 TP A2 + 1 < ceil(logy) 7 mult
32'.st(0) = 27 A +1< ceil(logy) 8 store x
=2t A 4+1< ceil(logy) 9 pushl
32, st0.x = 27 T5O A 2 4 st0 < ceil(logy) 10 load z

Jst0, stl x = 25107 A 640 + st1 < ceil(logy) 11  pop

Ist0.x = 250 /\ st0 < ceil(logy) 12 pop
W x=2" A< ceil(logy) 13 goto 1

Post =x =2 Nz =ceil(logy) 14

5.2.2 Load-pop pairs elimination

This analysis tries to find pop instructions with corresponding load /push instructions
and eliminate them. The optimization introduces a subtlety that is present in all
bytecode transformations which remove pairs of stack height changing instructions
across basic block boundaries. This is illustrated in Figure - (where the ls nodes
denote level sequences of instructions [| Looking at this example, it might seem
that the load x instruction can be eliminated together with pop. Closer examination
reveals that this is not the case: since load y is used by store z, the pop instruction
cannot be removed, because then, after taking branch 2, the stack would not be
balanced. This in turn means that load x cannot be removed. As can be seen from
this example, a unidirectional analysis is not enough to come to such conclusion:
information that a stack position is definitely needed flows backward from store z
to load y along branch 3, but then the same information flows forward along path
2, and again backward along path 1. Thus a bidirectional analysis is needed, which
at each node propagates information both forward and backward. We also see that
we are not really dealing with pairs, but webs of instructions in general.

In the appropriate type system, a code type ¥ € CodeType is again an as-
signment of a label type to every label: CodeType =4 Label — LabelType.
Here, label types are stack types, LabelType =4+ StackType. Stack types es are
defined by the grammar

es = []|emes|x*

where e € LocType are “mandatory” and “optional” elements: LocType =gt
{mnd,opt}. The stack type * is for stacks of arbitrary height with all positions
optional.

'A sequence of instructions is a level sequence, if the net change of the stack height by these
instructions is 0 and the instructions do not consume any values that were already present in the
stack before executing these instructions.
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Figure 5.2: Example program

The typing and subtyping rules are given in Figure The typing rules state
that, if at some label a stack element is marked “mandatory”, then at all other
labels of its lifetime, this particular element is also considered “mandatory”. Thus
the typing rules explain which optimizations are acceptable. The rule for store
instructions states that the instruction always requires a “mandatory” element on
the stack, thus its predecessors must definitely leave a value on top of the stack.
Instructions that put elements on the stack “do not care”: if an element is required,
they can push a value (a mnd element on the stack in the posttype), otherwise the
instruction could be omitted (an opt element on the stack in the posttype). The
same holds for pop: if an element is definitely left on the stack, a pop instruction is
not removed, otherwise it can be removed.

The analysis (i.e., type derivation) algorithm, as mentioned above, is bidirec-
tional. The intuition behind the algorithm is the following. The types definitely
required at some labels should be given (typically the types at the exit labels of
the code are set to be the empty stack, possibly also the type at the entry label).
All other types are initialized to the default type “any state”. The algorithm then
computes the weakest valid type of the code that is stronger than the given type.
At each label, information is gathered from all its successors and predecessors. The
constraints initiate from the given types and the store and conditional jump instruc-
tions, which require that a value is present on the stack for them (i.e., a mnd element
has to be on top of the stack type). Other instructions that produce or consume a
value from the stack can initially be assumed to produce or consume “useless” val-
ues (denoted by opt in the type system). Type information arriving from different
directions to a program point can be intersected according to subtyping relations
given in Figure This guarantees that, if an instruction definitely needs a value
on the stack, this information is propagated to all of its predecessors. Similarly, if
an instruction definitely must produce a value on the stack (since some subsequent
instruction may need it), this information is propagated to its successor.
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e < e es < es’ vl e Label.Ez < Z‘/e
mnd < opt e<e 1< exes<e :es es < * <y
3¢ =mnd :: ¥pqq
t
3 F (¢, store &) — (£, store x) store
mnd :: Xy = X4 opt i1 Xp =X
loady loads
2 F (4, load x) — (¢,load x) 2 F (¢, load x) — (¢, nop)
mnd :: Xy =Yg opt it Xp = Xpq1
pushy pushg

3 F (¢, push n) — (¢, push n)

Y¢=mnd :mnd:es mnd:es =23y

3 F (¢, push n) — (¢, nop)

Yy =opt:opt:es opt:es=23p;

dd dd

S F (4, add) — (¢, add) acd S F (¢, add) — (£, nop) addz
¢ =mnd :: ¥y 3¢ =opt X4
pop2
E (¢ pop) — (£, pop) E + (£, pop) — (¢, nop)
Y¢=mnd: es mnd:mnd:es =234 Yp=e1::es opt:ie;:es=>3pg

dup dupz

3+ (¢,dup) — (¢,dup) ¥+ (¢,dup) < (¢, nop)
S =%m e=mnd:es es=D%Nn es=Xp4
goto gotoF

3 F (¢, goto m) — (£, goto m) 3 F (¢, gotoF m) — (£, gotoF m)

Ve € dom(c). X F (¢,¢c¢) — (€, cxp)
c

ode
YFc—cx

Figure 5.3: Type system for load-pop pairs elimination

Looking at the example in Figure [5.2] where we initialize the posttype of the
control-flow graph to be the empty stack, the pretype of store z requires a mnd
element on the top of the stack. This means that the posttype of load y has to have
mnd on the top of the stack. This information propagates to the pop instruction,
and from there to load x instruction. Thus the analysis shows that no instruction
can be deleted. If, on the other hand, store z were not present, the postlabels of the
two load instructions and prelabel of the pop instruction would keep their initial opt
stack top types, and the three instructions could be deleted.

A piece of code corresponding to Figure [5.2] is given in the following example
in the left column (where the level sequences of instructions have been omitted
to simplify presentation). It gets a type showing that no optimization is possible.
In the right column, we consider a minimally different piece of code where store z
instruction has been replaced with pop. Here the analysis shows that both the pop
and corresponding load instructions can be removed.
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e Lo 4, c) ¥ L, co l,c,

] Odloadb  0,load b I Oloadb  0,load b
[mnd] 1, gotoF 9 1, gotoF 9 [mnd] 1, gotoF 9 1, gotoF 9
I 2,load y 2,load y I 2,load y 2, nop
[mnd]  3,load ¥’ 3,load V' [opt]  3,load b’ 3,load b’
[mnd, mnd] 4,gotoF 7 4,gotoF 7 [mnd, opt] 4, gotoF 7 4, gotoF 7
[mnd] 5, store z 5, store z [opt] 5, pop 5, nop

I 6,goto 11 6, goto 11 I 6,goto 11 6,goto 11
[mnd] 7, pop 7, pop [opt] 7, pop 7, nop

I 8,goto 11 8,goto 11 I 8,goto 11 8,goto 11

I 9, load z 9,load x I 9,load x 9, nop
[mnd] 10, goto 7 10, goto 7 [opt] 10, goto 7 10, goto 7

111, 11, 11, 11,

Principal type inference Algorithm 2] calculates the greatest type of a piece of
code ¢ smaller than a given code type s (with Z}}lit = T for most ¢), if such exists,
iterating forward and backward update procedures:

input : Bytecode program c, intial type XMt
output: Final type X
N o Zinit;
repeat
EOId — E
foreach ¢ € dom(c) do
updfwd(cy);
updbwd(cy);
end
until X014 <3 ;
Algorithm 2: Load-pop pairs

The (partial) glb operations are as follows:

glbs of value types glbs of label types

T =qf opt T =qf *
opt Aopt =q¢f opt *\Nes =qf €S
mnd Ae =g mnd es \N*x =qr e€s
eAmnd =4 mnd Al =ar [
[[A(e::es) =af error
(e:es) N[ =ar error
(exes)N(e:ies’) =ar (ene):(esNes)

The update procedures are as follows:
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cy updfwd,, X1 = updbwd,, 3, :=

store z case 2919 of case X910, of
* — Yol es — YpAmnd :: es
I — error
eies — Ypr1 Aes
load x case E‘gld of case E;’Ldl of
es — Ypp1 Aopties * — Yy
I — error
ees — XypNes
push n case Y919 of case L9 of
es — 2pp1 Aopt:es * — Yy
I — error
e:es — Xy Nes
add case E?ld of case E?fl of
* — Y41 Aopt ook * — Xy Aopt ::opt %
] — error l — error
[e] — error eies — YygAeune:es

€p el es —
Ser1A(egAep)es

pop case E?ld of case E;’fl of
* — Xt es +— Yy Aopt::es
] — error
eies — Ypprp Aes
dup case 2919 of case 219, of
* — Xy41 Aopt i opt % * — Yy Aopt::x
] — error I — error
e es — Yo Aoptie:es le] — error
€y €1 es
SeN(egAeyp) es
gotom | B, = N, A X0 ¥ A XM
gotoF m | case X919 of case S914 A B9 of
* — X4 es — Yy Amnd : es
] — error

eres — Yppp Aes
Ym = Xm A es

The type-indexed similarity relation on states for establishing soundness of the
optimization is defined as follows:

28 ~es 28 28 ~es ZSx
[ ~q I Z 1 28 ~mndiies 2 1 Z5% Z 11 28 ~optiies 25x 28 ~x ||

28 ~Nes ZSx

(zv Z8, U) ~es (57 E2ED U)

The rules state that two states are related, if they agree everywhere except for the
optional stack positions in the first state, which must be omitted in the second.

The soundness statement is the same as in Theorem [26| and the proof is analo-
gous. The same will hold for the optimizations in the next subsections.
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Proof transformation Let P|y be P where all P, have been modified wrt. ¥.
Let Pyls, =ar (3v(st(n)) | es(n) = opt]P[v(st(n))/st(n) | es(n) = opt])[st(m —
c)/st(m) | ¢ = stoffset(m, es)] where es = ¥y, v is some assignment of unique logic
variable names to stack positions and stoffset is defined as

stoffset(m,[]) = 0
stoffset(0, mnd :: es) 0
stoffset(m, mnd :: es) =
)

stoffset(m, opt :: es

= stoffset(m — 1, es)
1 + stoffset(m, es).

Informally, Py is obtained from P by quantifying out stack positions which are
opt, i.e., are not present in the optimized program and any stack position below the
removed one is shifted up. For example, for assertion st(0) = 4 A st(1) = 5 and
type [opt, mnd], the modified assertion becomes Jst0.st0 = 4 A st(0) = 5, which is
equivalent to st(0) = 5.

We will use the following lemma.

Lemma 12 (i) If st(0) & P then unshift(P)|es = Plopt::es and (i) shift(P)|opt:es =
Ples.

We obtain the following theorem from proof transformation.

Theorem 28
1. If ¥ F (¢, instr) — (£, instr’) and P+ (¢, instr) then Pls & (£, instr’)

2. IfXFc— and Pt ¢, then also Ply F .

Proof. For the constructive proof, we examine each typing rule. The interesting
cases are the optimizing cases of load, push, pop and add.

e Case loads. The typing judgement is of the following form

Opt bt Eg = Eg+1
Y F (¢ load x) — (¢, nop)

We also have the logic judgement of the form

Py |= unshift(Ppyq[z/st(0)])
P (¢, load x)

We have to show that
Pﬁ|21 ): P€+1|Ez+1

P (¢,nop)

We have the following sequence of entailments:
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Pyls, E unshift(Pyq[z/st(0)])|s, by given entailment for load,
existential introduction and
elimination and variable renaming

= Pralz/st(0)]|s,, by Lemma [I2) and opt :: ¥y = Xpyq
E Puils, by existential introduction (x

is the witness for v(st(0))

Case pushs. Analogous to load.
Case popa. The typing judgement is of the following form

Y =opt Xy
¥+ (¢, pop) = (¢,nop)

We also have the logic judgement of the form

Py ): Shift(Pg+1)
Pt (¢, pop)

We have to show that
Pils, E Pryils,,

P (£,nop)

We have the following sequence of entailments

Pryils,,, F shift(Pe1)]s, by the given entailment for pop,
existential introduction and
elimination and variable renaming

F Pl by Lemma

Case adds. The typing judgement is of the form

Yy =opt:opt:es opt:es=2>Xp

S F (¢,add) — (£, nop) add;
We also have the logic judgement of the form
Py = shift(Ppyq)[st(0) + st(1)/st(1)] a
a

P+ (£,add)

We have to show that
Pils, F Piils,,

P (£,nop)
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We have the following sequence of entailments.

Pls, b shift(Pe)[st(0) + st(1)/st(D)]]5,
by the given entailment for add,
by existential introduction and elimination and variable renaming
= shift(Ppyq)ls, st(0) and st(1) opt in 3,
E Pz, by Lemma [I2)and X, = opt :: Xpyq.

The following example illustrates the assertion transformation.

14 Yo ¢y ¢ P, Pyly,

1 [ loady loady T T

2 [mnd] load z nop y = st(0) y = st(0)

3 [opt,mnd] pop nop y=st(1) Ast(0) =2 3Fs0.(y = st(0) AsO =x)
4 [mnd] store z store z y = st(0) y = st(0)

5 [ y==z y==2

5.3 Store/load+ elimination

In this section, we deal with one of the more widely used bytecode optimizations—
redundant store/load computations. This optimization is based on the observation
that if a store is followed by a reload of the same variable to the same stack position
(and the variable is not redefined in the meantime), then, provided there are no
future uses of that variable, both the store and the load instruction can be eliminated.
Similarly, if there is a store followed by n loads, then the store and loads can be
replaced by n — 1 dup instructions. Note that for these optimizations, the store and
the loads do not necessarily have to be next to each other, there can be intervening
instructions, as long as the stack height remains the same after the instructions and
the values below the top are not consumed by them.

We approach this optimization in two stages. First, a simple forward copy
propagation analysis determines whether some load instructions can be replaced with
dup instructions. In the second stage, store/load pairs are detected and transformed.

5.3.1 Duplicating loads elimination

This analysis is a simple copy propagation analysis, which tries to determine if before
a load z instruction, the value of x is already on top of the stack. If this is the case,
the load x instruction can be replaced with a dup instruction. It is a unidirectional,
forward analysis.

In the type system, label types are stack types or a special type “no state”:
LabelType =4 StackType + {0}. Stack types es € StackType are lists of
location types, which this time are elements of x € Var (signifying that the location
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e<e es<es V¢ € Label. 3, <3
z < nac e<e 1< ees<e :es p<T <y

¥y =e: es replace(z,nac,es) < Xypqq

t
3 F (¢, store x) — (£, store x) srore
X <Xy VesXj#wx:es Xy <Y1 Xy=mz:es
loady loads
X+ (4, load z) — (¢, load x) > F (¢, load z) — (£,dup)
nac :: 3p < Xyp4q Yg=ep:er:res mac:es < Xpyq
push add
3 F (¢, push n) — (¢, push n) 3 F (¢,add) — (¢, add)
Yp=enes es< Xy Yp=eues enenes <Xy
pop dup
(¢, pop) — (£, pop) ¥+ (£, dup) — (¢,dup)
Yy < Em Yp=eues es<Ypy1 es<Enm
= goto gotoF

3 F (¢, goto m) — (£, goto n) > F (¢, gotoF m) — (¥, gotoF n)

=10
3k (¢4, instr) — (¢, instr)

instr

Ve € dom(c). X F (£, ¢cp) — (£, ¢))
c

ke

ode

Figure 5.4: Type system for duplicating loads elimination

is certainly a copy of the variable x) and a special type “not a copy” (the location is
possibly not a copy of any variable): StackType =4f LocType*, LabelType =4
StackType + {0} and LocType =4t Var + {nac}.

The subtyping and typing rules are given in Figure 5.4 The typing rules state
that a stack position can be marked with a variable at label ¢ if on all paths to
this label, this variable is put on the stack in this position, and not modified later.
In other words, at label £ the value in the corresponding position in the stack is
necessarily equal to the value of the variable. If a stack type holds a nac element
in some position it means that this position may not be a copy (e.g., since on some
path to ¢, a numeral is pushed to that position).

Thus the typing rule for load reflects that, after the instruction, the value on
top of the stack and the value of the corresponding variable are necessarily equal.
A store x explicitly kills all variables x in the stack, since the values in the stack
and the new value of the variable cannot be guaranteed to be consistent anymore.
The function replace means exactly that in the store rule. An optimization can be
made, if a variable x is on top of the stack before a load x instruction. In this case,
the load can be replaced with a dup, as in the following example:

S (be) (66
] O,load z 0,load
] 1,push 1 1,push1
[nac,xz] 2,storey 2,storey
] 3,load x 3,dup
]

4 4

3 )
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This optimization could be improved by not only keeping track of copies of
variables in the stack, but also in the variables. A location type would then be a set
of variables (those variables of which the given location is certainly a copy; the empty
set will signify that the location is possibly not a copy of anything). Then, even
if there were consecutive loads from different variables, a dup could be introduced,
provided that the two variables were actually copies of each other.

The principal type inference algorithm calculates the least type of a piece of
code ¢ greater than a given code type Xinit (with Zienit = 1 for most ¢), if such
exists, iterating a forward update procedure. The general form of the algorithm is
as Algorithm [T only forward updating.

The (partial) lub operations are the following:

lubs of value types lubs of label types
L o=a 0
VT =q <« DVes =g es
zVz' =q nac if z# 2 esVD =g es
nacVe =gf nac IVl =a [
eVnac =gf nac [V (e:es) =qr error
(e:es) V[ =qaf error
e :

(ees)V(ees’) =g (eVve):(esVes')

The update procedures are as follows:
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cy updfwd,, X/41 =

store x case E?ld of

0 g EZ+1

l — error

e:es — Xpiq Vreplace(x, nac, es)
load x case Y919 of

0 — X

es — Y1 Vxies
push n case 2919 of

D Y1

es +— Xpy1 Vnac:es
add case Y919 of

0 = Mot

] — error

[e] — error

ep et es — Xy Vnac:: es
pop case Y919 of

0 = Y

(l — error

eres — Yo Ves
dup case X919 of

0 = Xt

I — error

ees — Yy Vesne:es
gotom | X, =%,V E?ld
gotoF m | case X919 of
0 = Y
] — error
e es — 24 Voes;
Yom = Xm Ves

The label-type indexed similarity relation on states to establish soundness of
the optimization is defined as follows:

zs ~9, 25« 28 ~T, 254 zs ~J, 25%

I ~i I z 128 ~Tpciies #0128k o(x) i 28 ~G..0s 0(T) it 25« (£, 28,0) ~es (£, 284,0)

(Note that no states are in the relation ~y.)

Proof transformation Let P|y be P where all P; have been modified wrt. X.
Let Py|s, =at Py AN \[st(n) = z | es(n) = x| where es = ;. Informally, Py|y, is the
conjunction of P, and the equalities of corresponding stack positions and variables
in type Xy.

Lemma 13 unshift(P)|.s = unshift(P|nac:es)

We obtain the following theorem for proof transformation.
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Theorem 29
1. If X F (¢, instr) — (£, instr’) and P+ (¢, instr) then P|s b (¢, instr’).
2. If X Fc—c and Pt ¢, then also Ply + .

Proof. The only interesting case is for loads.

e Case loads. The typing judgement is of the following form

xuXp <Yy Xy=x:es
Y+ (4 load z) — (¢, dup)

loads

We also have the logic judgement of the form

Py |= unshift(Ppiq[z/st(0)])
P (¢,load x)

We have to show that

Pyls, = unshift(Ppy s, [st(1)/st(0)])
P+ (¢,dup)

We have the following sequence of entailments.

Pjls, [ unshift(Peafz/st(0)])]s, by the given entailment for load
= unshift(Pryq[z/st(0)])]z:es Yp=uwx:es
= unshift(Ppyq[x/st(0)]|nactz:es) by Lemma
E  unshift(Pry1]z:gmes[x/st(0)]) (st(0) = x)[z/st(0)] = true
E  unshift(Ppiq|zzmes[st(1)/st(0)]) by substitution of equals
for equals, since st(1) =z
= unshift(Ppy1ls,,, [st(1)/st(0)]) @z mes <X

Example

Let us look at the previously shown example with precondition x = 3 and postcon-
dition st(0) = 3. The transformation is the following.

Eg (E,Cg) (f, CZ) P P|E
O,load z O,lcadxz =z =3 r=3

]
] 1,push1 1,pushl x=3 x=3Ast(0)=x
[nac,z] 2,storey 2,storey z =3 r=3Ast(l) ==z
[] 3,load z  3,dup r=3 r=3Ast(0) ==z
1 4 4, st(0) =3 st(0) =3
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5.3.2 Store-load pairs elimination

The store-load pairs analysis tries to find store instructions followed by a load in-
struction to the same stack position and referring to the same variable (before any
new store to the same variable takes place). Provided that this variable is not used
later on, both instructions could be eliminated. Since the possible future use of a
variable requires a live variable analysis, we take the approach to only remove the
load instruction, but keep the store instruction and precede it with a dup, as in the
following example:

0,store x 0,dup
1,load x 1,store x
2,... 2,...

The benefit of this approach is that a check for future uses of x can be omitted.
If it turns out that the variable is not needed, a dead code elimination optimization
would remove the dup and store instructions later on.

Since this optimization manipulates pairs of instructions, a bidirectional anal-
ysis is needed, as was the case with load-pop pairs.

Similarly to the previous analysis, label types are again stack types or the
special type @ for “no state”: LabelType =4 StackType + {(}}. Stack types
es € StackType are lists of location types, which are elements x of Var (a position
to be inserted in the optimized code to keep a copy of variable x in the stack)
and “mandatory” (original positions): StackType =4 LocType*, LocType =4¢
Var + {mnd}.

The subtyping and typing rules are given in Figure The typing rules say
that, if a label has some stack type, then every time this label is reached in the
execution of the code the size of the stack will be equal to the number of mnd
elements in the stack. In addition, if at some label the stack type contains an
element of Var, it means that, if the code were optimized according to the typing
rules, then at that label in the optimized code, the stack would hold an additional
copy of that variable between the positions corresponding to the positions of the
original code.

The optimization rules for the analysis are presented in Figure The opti-
mization is slightly more complex than the previous ones. Since a single instruction
might be transformed into 2 instructions, a remapping of labels is potentially needed.
We use the auxiliary function offset which returns the offset of an instruction (the
difference between its position in the optimized program and the original program),
taking into account the optimizations happening at lower labels. The function takes
as its argument the original position (label) and the type context.

As an example, a piece of code could be typed in the following way:
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es < es’ V£ € Label. X, < X
1< exes<e:es x:es < es 0<T ¥ <y

Yy=mnd:es es=23py; —member(z,es)
3 F (4, store x)

storey

Ye=mnd:es x:es=2Xy —member(z,es)
3 F (4, store )

storeso

Y¢p=-es mnd:es=Xp Ye=wx:es mnd:es=>3p
loady loads
3 F (4, load z) 3 F (¢, load x)
mnd 2 Xy = Xpqq Y¢=mnd::mnd: e Xyy; =mnd: es
<. 7, . .~ bus add
3 F (¢, push n) 3 F (4,add)
Ye¢=mnd :: Xy Y¢=mnd: es mnd:mnd:es =24
——F PO dup
X+ (¢, pop) X+ (¢,dup)
Yy=%m Y¢g=mnd:es es=2Xp41 es=DXny
goto gotoF;
3 F (¢, goto m) 3 F (¢, gotoF m)
Yp=0 0= . Yp=0 0=%p41 0=3%m
————————— nonjump gotoF2
3 F (4, instr) 3 F (¢, gotoF m)

V¢ € dom(c). X F (¢, ¢p)
S code

Figure 5.5: Type system for store-load pairs elimination

Yy=mnd: es es=2Xy;; —member(x,es) n = offset(,)
3 F (¢, store x) — {(£+ n,store x)}

store;

Yy,=mnd:es z:es=3py; —member(z,es) n = offset(¢,X)

t
3 F (¢, store x) — {(£ + n,dup), (£ + n + 1,store x)} storez
Yy=es mnd:es=23Xp n =offset({,X) Yp=x:es mnd:es=2X,4; n=offset(¢,X)
load loads
Y+ (4 load z) — {(£ + n,load z)} S+ (¢ load z) — 0
mnd :: Xy = X,41  n = offset(¢, X) Yy =mnd::mnd:es Xpy; =mnd:es n=offset(,X) 4
S F (6, pushn) — {((+n,push )} T S (4,add) — {(£ +n,add)} &
Y,=mnd :: X,41 n = offset(¢,X) Yy=mnd: es mnd: mnd:es=23py; n=offset({,X) 4
pop u
= F (€,pop) — {(£+n,pop)} = F (¢, dup) — {(£+ n, dup)} P
Ye=%Xm Xm=es ng=offset({,X) no = offset(m,) .
oto
3 F (¢, goto m) — {(£ + n1,goto m + na2)} &
Y,=mnd:es es=23Xpy1 es=23%, n;=offset(,X) mno = offset(m,X) CoF
3 + (¢, gotoF m) — {(£ + n1, gotoF m + n2)} oot
=0 0=3%p41 n=offset((,T) ) 50=0 0=%41 0=%, n=offset((,X)
- - nonjump gotoFa
S+ (4, instr) — {(£ + n, instr)} ¥ + (¢, gotoF m) — {(¢ + n, gotoF m)}

VL € dom(c). X b (£,¢0) — 2
YFec— U{z | £ €dom(c)}

code

Figure 5.6: Optimizing type system for store-load pairs elimination
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Ee f, Cy f, C}

[ 0,push 1 0,push1

[mnd] 1,store z 1,dup
[] 2,push 1 2, store x
[mnd, z] 3,storey 3,push 1
[x] 4,load z  4,store y

[mnd] 5,store z 5,dup
[z] 6, 6, store z

Here, the offset of instructions 2 and 3 is one. The offset of instructions 1 and 5 is
zero (the offset is the net change of the labels preceding the given label.

Note that the type given is the principal type that the analysis algorithm would
derive when the type of label 6 is initialized to (). It is also acceptable to type label
6 with [].

The analysis algorithm works as follows. The lowest acceptable types of some
labels should be given (typically the type of the entry point of the program, i.e.,
label 0, is set to [] and optionally also the types of the exit labels). The rest of
the labels are initialized to be of the default type (). The algorithm then tries
to compute the actual and potential stack heights for each label. As mentioned
before, the mnd elements in the type mean the actual elements; the variables in
the type mean potential elements present after optimization. For store and load,
“speculative” types can initially be given, since a store could potentially be replaced
with a dup and a store (so that after the transformation an extra value would be
on the stack) and load with nop (since the extra value already present removes the
need of reloading it). The types of the successors and predecessors of a label are
used to compute the local label type. The types arriving from different directions
are combined by a non-deterministic union operation determined by the subtyping
relation. (Both [z] and [y] are greater than [z, y] and [y, x], so there is no unique least
upper bound for them, only minimal upper bounds.) As a result, any provisional
additional position is dropped from the stack, if it turns out that on some incoming
or outgoing path the potential added stack height is not really viable. At first sight,
the nondeterministic lub may seem counterintuitive, but is in fact natural for this
kind of optimization, since there can be two different equally strong optimizations
for a given piece of code. This is can be illustrated on the following example.
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E% Z% (f, Cf) (Ev C}) (65 C%)

I [ O,push1 0,push1l 0,push1
[mnd] [mnd] 1,store x 1,dup 1,store x
[x] [ 2,push 2 2 storez 2,push 2
[mnd, z] [mnd] 3,storey 3,push 2 3,dup
[x] [y] 4,load =  4,storey 4,storey
[mnd] [mnd,y] 5,storez 5,store z 5, load =
( [y] 6,loady 6,load y  6,store z
[mnd] [mnd] 7,store w 7,store w 7,store w
[ 08 8, 8,

In this example, load from either x or y can be removed by inserting a dup
instructions before either a store to x or y, respectively. The two possible typings
for code ¢ are X! and ¥2, which result in optimized programs ¢! and ¢. It is not
possible to remove both load instructions at the same time, at least not without
rearranging them.

The type inference algorithm calculates nondeterministically a minimal type of
a piece of code c greater than a given code type it (with Ziznit = 1 for most /), if
such a type exists, iterating forward and backward update procedures. The general
form of the algorithm is the same as for Algorithm

The (partial, non-deterministic) minimal upper bound operations are the fol-
lowing;:

mubs of label types
L =4 0
OV es =qf €S
esVD =g es
vl =ar [
JVzies =a [Ves
[Vmnd: es =qf error
x:esV] =g esV]
mnd ::esV [ =g error
xuesVaes =q x:(esVes)
zuesVa nes’ =q esVaies ifx#£a
ziesVa' e =g wiesVes ifx#£a
x:esVmnd:es =g esV(mnd:: es)
mnd ::esVax:es’ =g (mnd::es)Ves
mnd :: esVmnd :: es’ =g¢ mnd:: (esV es’)

!/
/!
!/
!/
/
/
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The update procedures are the following:

cy updfwd,, X411 =
storez | case X919 of
0 = Xt
s — error
zs+Hmnd :: es — Yppq Vi remove(x, es)
load x case 299 of
0 = Yot
T:ies — Ypp1 Vmnd:oes
es — Yyy1 Vmnd ::es
push n case 299 of
0 — X
es +— gy Vmnd :: es
add case 299 of
0 = Xt
S0 — error
xso+H(mnd :: zs1) — error
zso+H-(mnd :: zs1)+H(mnd :: es) — Xpp; Vmnd i es
pop case 299 of
0 = Y
s — error
zs+H(mnd :: es) — g1 Ves
dup case E;’ld of
0 i 2e+1
zs — error
zs+H(mnd :: es) — Xp11 Vmnd ::mnd i es
gotom | B, = N, V 201
gotoF m | case X919 of

0

s
zs+H(mnd :: es)

111

Xim

Yt
error
Y1 Voes;
=%, Ves
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cy updbwd,, ¥y :=
store x case E}’fl of
— Yy
r:es — YpyVmnd:: es
es — >y Vmnd:: es
load = case L9, of
— Dy
xs — error
xsH-(mnd :: es) — Xy Va:es
push n case E?fl of
— Xy
xs — error
zs+H-(mnd :: es) — XpVes
add case L9, of
— Ee
xs — error
zs+H-(mnd :: es) — X,V mnd :: mnd :: es
pop case E?fl of
0 — 3
es — Yp,Vmnd:: es
dup case E;’fl of
— Yy
ISo — error
zso+H(mnd :: zs1) — error
xso-H(mnd :: zs1)+H(mnd :: es) — 3,V mnd :: es
gotom | ¥, =%, v xod
gotoF m | case E?fl v Xold of
— 2y
es — YpVmnd:: es

The similarity relation between states wrt. to a given type is defined as follows:

0 = £+ offset(¢,X)

I~7 1 S~y
28 ~9 28 28 ~Cg 28k zs ~gg 25 Log L
2128 T s 2 28k 28 ~G.. 0 0(T) 1t 284 (£, 28,0) ~x (£, 284,0)

Since the optimization can change instruction labels, it needs to be accounted
for in the similarity relation. Two states are related, if the second one has appro-
priate additional positions in its stack component, agreeing suitably with the store
component (additional positions copy variables) and the labels are shifted according
to the type. Again no two states are in the relation ~j.

Proof transformation Let Pyl.s = Py[st(m + ¢)/st(m) | ¢ = stoffset(m, es)] A
Alst(n) = z | es(n) = x], where stoffset is defined as
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) = 0
) =0
)_
)

stoffset(m, (]
stoffset(0, mnd :: es
stoffset(m, mnd :: es
stoffset(m, x :: es

= stoffset(m — 1, es)
= 1+ stoffset(m, es)

Intuitively, Pyl.s is obtained from Py by shifting all original stack positions in the
assertion according to the type (“making room” for the new stack positions), and all
stack positions containing a variable are made equal to that variable in the assertion.
For example for assertion st(0) = 5 A st(1) = 7 and type x :: mnd :: y :: mnd, we get
the new assertion st(1) =5 A st(3) =7 A st(0) =z A st(2) = y.

When defining the modified P wrt. X, i.e. P|y, we have to take into account
that the size and the labeling of the code can change during optimizations so the
domain of the assertion vector also changes. The new assertion vector P|y, is defined
as

P| ( ) _ Pg‘zl ifn:EJrostet(E,E)
2V shift(Pyls,) A st(0) = st(1) if Xpyq = 2 es and n = £ + offset(£, %) + 1

This maps all the (possibly label shifted) unoptimized instructions to their new
labels, while the optimized store instructions get a new assertions (second case in
the equation).

The following example shows the original and modified assertions. The asser-
tions at labels 2, 3 and 6 are shifted, while assertions for store instructions at label
1 and 5 are expanded into 2 new assertions.

2[ é, Cy Pg f, 62 P‘EZ
[ O,pushl 1=1 O,push1 1=1
[mnd] 1,storexz st(0)=1A2=2 1,dup st(0)=1A2=2
[x] 2,push2 z=1A2=2 2,store z  st(1) =1A2=2Ast(0) = st(1)
[mnd,z] 3,storey z=1Ast(0)=2 3,push2 z=1A2=2Ast(0)==z
[z] 4,loadz z=1Ay=2Az==x d,storey z=1Ast(0)=2Ast(1) ==z
[mnd] 5,storez z=1Ay=2Ast(0) =2 5,dup r=1ANy=2Ast(0)==z
[z] 6, r=1ANy=2Nz=x 6,store z z=1Ay=2Ast(0) =z A st(0) = st(1)
7, 7, z=1ANy=2Az=zAst(0)==z2

Lemma 14 shift(P)|mnd::es = shift(Ples).
We obtain the following theorem for proof transformation.

Theorem 30
1. If ¥ F (L, instr) — z and P+ ({,instr) then P|s F z

2. If X ke and PF ¢, then also Plg (.

Proof. The interesting case is the store x optimization.
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e Case stores. The typing judgement is of the following form

Yy=mnd:es x:es=>31 —member(zr,es) n = offset({,X)
Y F (¢, store z) — {({ + n,dup), (£ +n + 1,store z)}

We also have the logic judgement of the form

Py = shift(Pr1)[5(0) /2]
F (¢, store x)

store

We have to show that

Plx (¢ +n) = unshift(P|s (¢ + n + 1)[st(1)/st(0)])
P|s + (¢ 4 n,dup)

dup

and

Pls({+n+1) = shift(P|s (¢ +n + 2))[st(0)/x]
Pls F (¢ 4+ n+ 1,store )

store

We know that P|x, (¢ +n) = Pi|s, = Prlmnd:es and since Xy =  :: es, then
Pl (£ +n+ 1) = shift(P)|s, A st(0) = st(1) = shift(P)|mnd:.es A st(0) = st(1)
and P’E(e +n+ 2) = P€+1’Eg+1 = P€+1|ac::es-

— For the dup rule, we need to show that Py|mng..es = unshift((shift(Py|mnd:.es)A
st(0) = st(1))[st(1)/st(0)]). We have the following sequence of entail-
ments.

Péymnd::es ):
= unshift(shift(Py|mnd:ces))

= unshift(shift(Py|mnd:.es ) [st(1)/st(0)])
shift(P) does not contain st(0)

= unshift(shift(Py|mnd:.es ) [st(1)/st(0)] A st(1) = st(1))
= unshift((shift(Pelmnd:es) A st(0) = st(1))[st(1)/st(0)])

— For store rule, we have to show that (shift(Py|mnd:es) A st(0) = st(1)) =
shift(Ppi1|z:es)[st(0)/x].

We know that Py = shift(Pp41)[st(0)/z]. We have the following sequence
of entailments.
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shift(Pe|mnd:es) A st(0) = st(1)
E  shift(P)|mnd:mnd:es A st(0) = st(1) by Lemma
= shift(shift(Pp11)[st(0)/2])|mnd::mnd:es A st(0) = st(1)
By the given entailment for store, variable renaming
and conjunction introduction and elimination
shift(shift(Ppi1)[st(0) /2] |mnd:es) A st(0) = st(1)
by Lemma
(shift(shift(Ppi1)|mnd:es[st(0)/x]) A st(0) = st(1)
by —member(z, es)
shift(shift(Ppi1]es)[st(0)/x]) A st(0) = st(1)
by Lemma
shift(shift(Ppi1]es))[st(0)/x] A st(0) = st(1)
since st(0) = st(1)
Shift(Ppi1a:es)[5(0)/x] A st(0) = st(1)
x :: es accounts for the shift()

Shift(P€+1 ‘x::es) [St(())/ﬁ?]

B | | | |

Example

As an example lets look at a program s = whilez <ndox:=x+ 1,y :=x*xx;z:=
z 4+ y. The corresponding bytecode program c, its type X and its optimized version
¢ are the following.
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4 Y e ¢

1 [| load n load n
2 [mnd] load = load x
3 [mnd,mnd] less less

4 [mnd] gotoF 18 gotoF 18
5 [ push1 push 1
6 [mnd] load z load x
7 [mnd,mnd] add add

8 [mnd] store z  dup

9 [z] load z store x
10 [mnd] load z load z
11 [mnd,mnd] mult mult
12 [mnd] storey  dup

13 [y] load y store y
14 [mnd] load z load z
15 [mnd, mnd] add add

16 [mnd] store z  store z
17 [ gotol goto 1
18

Suitable pre- and postconditions for the program are t = 0Az=0An > 0 and
z=>1" i2, respectively. The suitable assertions for each label are

z=0ANz2=0An>0

z<nAz<nAz+(x+1)*x(x+1)=..VaLnA... 1 loadn
z<stO)Az<nAz+(@z+1)x(x+1)=..VzLst0)A 2 load z
st(0) < st(H)Az<nAz+(z+1)*x(x+1)=..Vst(0) £ st(1) A 3 less
st(O)Az<nAz+(xz+1)*(zx+1)=..V-st(0)A 4 gotoF 18
z<nAz+(z+1)* (x—l—l) ZmHzQ 5 push 1
z<nAz+ (z+st(0))* (x+ st(0)) = Zzﬁt(o)z 6 load z
< n Az (st(0) + st(1))  (st(0) + st(1)) = S :HOTHD 2 7 5dd
x <nAz+st(0)=st(0) = Zf“?) i2 8 storex
r<nAzt+zxxzx= :12.2 9 load x
r<nAz+zxst(0)=37 4> 10 load x
r<nAz+st(0)xst(l)=>7 4 11 mult
z<nAz+st(0)=>7 4 12 storey
r<nAz+y=37 4 13 loady
r<nAz+st(0)=37 4> 14 load 2
z<nAst(0)+st(l)=>7 4 15 add
z<nAst(0)=37 43 16 storez
r<nAz=37 i® 17 gotol
2

=218

s
H
~

The assertions for the optimized program are
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r=0Az=0An>0

z<nAz<nAz+x+1)*x(x+1)=..VzLnA... 1 loadn
r<stO)Az<nAz+(z+1)x(xz+1)= Vx{st()/\ 2 load z
st(0) < st()ANx<nAz+(z+1)x(x+1)= \/s();(st() 3 less
st(O)Az<nAz+ (z+1)=* (m—i—l): .V =st(0) A 4 gotoF 18
r<nAz+(x+1)*(z+1) =% 5 pushl
z <nAz+ (z+ st(0)) * (erst(O)):Z“'gt(O) i 6 load
< nAz+ (st(0) + st(1) = (st(0) + st(1))) = > OFst) 27 add
x <nAz+st(0)=st(0) = Zsz(o) 28 dup
x<nAz+st(l)x*st(l) = th:(f) i? Ast(0) =st(l) 9 storex
z<nAz+zxst(0) =37 > Ax=st(0) 10 dup
r<nAz+st(0)xst(l)=>7 4 11 mult
x§n/\z+st(0) P i 12 dup
r<nAz+st(l) =374 Ast(O)—st(l) 13 store y
r<nAz+st(0)=37 4> 14 load z
z<nAst(0)+st(l)=>7 4 15 add
z<nAst(0)=37 i 16 storez
r<nAz=>7 i® 17 gotol
Z:Z?ﬂf

5.4 Related work

As mentioned in the introduction, one of the more well-known bytecode transfor-
mation tools is Soot [64]. Soot’s approach to bytecode optimization is to transform
bytecode into 3-address intermediate code, to use standard techniques to optimize
the intermediate code, and then to translate the code back into bytecode. The
back and forth translation can introduce several inefficiencies into bytecode, such as
redundant store/load computations. This is tackled by either transforming the inter-
mediate code into an aggregated form, using some peephole optimization techniques
and converting it to bytecode using standard tree traversal techniques, or by trans-
lating the intermediate code into a streamlined form of bytecode, and performing
store-load optimizations on its basic blocks [65]. The benefit of Soot’s approach is of
course that optimizations on the intermediate language are routine to perform. The
drawback is that multiple transformations between different representations make
the optimizations performed non-transparent and the code can lose some properties
that were present before. This can become an issue, when preservation of properties
beyond the standard semantics (e.g., code size) is desired.

The Java bytecode analyzer Julia [60] provides a framework for implementing
different static analyses on Java bytecode. Analyses implemented so far include
escape analysis, rapid type analysis, information-flow analysis, static initialisation
analysis and several others. To our knowledge the analyses outlined here have not
been implemented in Julia.

The jDFA framework performs basic analysis of liveness and constant propaga-
tion on bytecode [43]. Liveness information is only computed for local registers (not
for the stack). More complicated analyses, which would allow removal of dead code
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or constant folding, are not implemented. Further implementation of this framework
seems to have stopped.

VanDrunen et al. [67] give a formalization and soundness proofs for specific
pattern based eliminations of store-load pairs in basic blocks. Their work is partly
motivated by that of Shpeisman and Tikir [59], who list specific instances for code
replacement in Java bytecode, considering variations of dup instruction available
there, but do not formalize these transformations.

Our analyses and optimizations are presented in the form of type systems,
following the approach of Stata and Abadi [61], who described the Java bytecode
verifier as a type system. Bidirectional analyses for high-level languages have been
described in great detail by Khedker and Dhamdhere [32]. Such analyses have been
used in high-level optimizations such as the original Morel-Renvoise algorithm [44]
for partial redundancy elimination and several subsequent ones [24], 22] (discussed
more thoroughly in the previous chapter).

5.5 Conclusion

We have described four different data-flow analyses for optimizing stack-based code.
Our main goal was to give general and formal descriptions for both the analyses
and optimizations based on them. We have outlined the difficulties associated to
bytecode optimizations that modify pairs of stack height changing instructions across
basic block boundaries. The analyses have been presented in the form of type
systems, which lend themselves for proof transformation, being in this respect very
similar to the high-level optimizing type systems presented in the previous chapter.

We have also presented the algorithms for computing strongest analyses. The
analyses have been implemented for full Java bytecode, except for Jsr/Ret instruc-
tions (which have been deprecated in Java’s SDK since version 6 [68]). The im-
plementations follow closely the algorithms presented, using the ASM [4] bytecode
manipulation framework. Additionally, we have implemented the Simple PRE algo-
rithm (described in the previous chapter) for Java bytecode. In this case we do some
preprocessing on bytecode, to discover expressions which can potentially be moved.
The expression moving phase, which is trivial for a high-level language (simply by
replacing an expression on the right hand side of an assignment with a temporary
variable) is more complicated for bytecode since expressions can potentially span
several basic blocks. To overcome this, we use the dead-store and load-pop elimi-
nation optimizations. For example to remove an expression, it suffices to “mark” it
with a pop instruction, and then run the load-pop elimination on the code.

Indeed, while the algorithms presented in this chapter are not particularly
performance-enhancing on their own in general, they can be thought of as build-
ing blocks for other, more complicated optimization. For high-level language the
optimization/code-rewriting part is in general easy after the required dataflow anal-
yses are performed, but this is not necessarily the case for bytecode, since moving
around code poses its own challenges. One interesting line of work would be to
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show how this can be overcome by chaining together the “utility” analyses with
optimization-specific analyses like anticipability in case of Simple PRE.
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CHAPTER 6

Conclusions and future work

This thesis concentrated on two aspects relevant to PCC. We demonstrated
that introducing compositional big-step semantics and Hoare logics for languages
with jumps is quite straightforward by using finite unions of pieces of code as the
underlying phrase structure. We did this on the example of a bytecode-like language.
The semantic and logic descriptions are fundamentally no more complicated than
those for structured high-level languages. Especially noteworthy is that Hoare triples
in our logic are interpreted in the standard way, unlike other logics targeting similar
languages [15] [63] [62]. Quite naturally, Hoare triples of WHILE can be compiled into
Hoare triples of the bytecode language.

We also proposed a viable solution for dealing with proof “optimization”. The
main insight there was to describe dataflow analyses as type systems. Since the
shape of the type derivation tree matches the Hoare derivation tree, it is easy to
transform assertions in places relevant to the optimization, where the transformation
is guided by the particular type. This is in contrast to transforming proof obligations
generated by weakest precondition calculus. In the latter case, there is no explicit
connection between the program point that is modified in the transformation and
to the part of the proof that needs to be modified accordingly, the connection is
only indirect. This makes proof transformation using the type-systematic approach
much more straightforward.

Future work There are several paths along which this work can be extended.

In this thesis, we only dealt with classical Hoare logic (without procedures)
and intraprocedural optimizations. The work on proof transformation should be ex-
tended to interprocedural optimizations (for example interprocedural constant prop-
agation or common subexpression elimination). This would assume working with
a logic that handles procedure/method calls. It would also be interesting to look
at optimizations for object-oriented programs, e.g. static initialization optimization,
elimination of dynamic casts, etc. Another line of future work in the same vein
would be considering transformations based on alias analysis for program proofs in
separation logic. We believe the way to go would still be by using type-indexed
similarity relations.
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Some of the paths we have already mentioned. It would be of interest to inves-
tigate how similarity relations could be systematically derived from the type system.
Right now, we craft the similarity relation in an ad hoc way. It should be possible
to build a systematic framework for extracting the similarity from the type system
(both for analysis and optimization type systems).

It would also be of interest to look into modularizing soundness proofs of opti-
mizations as explained in Chapter[d] In this thesis, if an optimization was a result of
a cascade of analyses, we proved the optimization sound in one monolithic step. In-
stead, each analysis could be proven correct separately, using different instrumented
semantics along the way. Then, those proofs could be reused for proving sound a
similar optimization which uses some of the same analyses. As we already argued
before, the drawback of the modular proof is that, more often than not, dataflow
analyses abstract not over states, but over some other properties of computation,
such as computation paths and expression evaluations on them. This means that in
order to prove the analysis sound, non-standard instrumented semantics need to be
introduced, which are in general different for each individual analysis. The benefit
of the monolithic proof is that it is based only on standard (big-step) semantics, so
no new formalism needs to be introduced.

In Chapter we described two bidirectional analyses, where information is
propagated both back and fourth in the control flow graph. A notable feature of the
type system for bidirectional analysis is that it does not have the usual subsumption
rule (for weakening/strengthening the pre/posttype), since changing a type in one
program point is not possible in the general case: any change might influence types
in other program points. This means that subsumption is only applicable for a
“web” of types that are related to each other. An interesting line of work would
be to look more deeply into the theoretical aspects of type systems for bidirectional
analysis. We have already made some progress in this area.
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