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The data, on the other hand, does not show significant improvements in results.

In [P6] author continues to tackle the problem of high dropouts by compiling a
list of features describing students’ learning behaviour in the e-learning
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ABBREVIATIONS AND DEFINITIONS

Acquisition level

Level 77 from scale of 0 to 127 where it is
assumed that the learner has acquired the
competence

CBL

Competence Based Learning

Competence

Competence is defined as an elementary, atomic
skill or knowledge that cannot be divided into
smaller portion

Competence coverage

Competence coverage shows how many levels of
possible difficulty levels for tasks have been
covered with exercises for a specific competence.

Dendrogram Dendrograms are graphical representations for
the arrangement of the clusters produced by
hierarchical clustering [1]

Difficulty level Numeric value from scale 0-127 that is connected
to the task and specific competence to reflect
how advance is the usage of the competence in
current task.

ECU European Credit Unit

EDM Educational Data Mining

HLK HomeLabKit is portable kit containing all

required equipment for doing lab experiments
outside university laboratory.

Input competence

Competence that is always graded within the
submission. Tasks can be called out only using
input competences by the learning control

Knowledge Knowledge is theoretical cognition acquired
from learning materials.

(0N} Operating System

PCA Primary Component Analysis
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Score/ability level

Numeric value from scale 0-127 that is connected
to the learner and specific competence to reflect
learner’s proficiency with current competence.

SDA

Symbolic Data Analysis

Secondary competence

Competences that may be graded with the
submission. Usually they are graded if specific
mistake is made.

Skill

Skills are practical abilities that learner acquires
as a result of learning process.

Summative grading

Commonly used grading method where multiply
skills and knowledge are graded together with
one mark.
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1 INTRODUCTION

Education is the basis of success in every field. Technology offers many ways to
improve and enhance education, learning and teaching, and it has been covered
widely ([2-7] for example). The problem is that in order to apply benefits of
technology to learning, it usually requires skills that majority of pedagogues do
not have [8-10]. Therefore, it is the responsibility of computer scientists to step
into the field of education and fill that cap to benefit everyone.

The first step in the evolution of learning is so called traditional classroom.
Majority of higher education courses nowadays are still given by using this
approach, when from week to week, the lecturer comes in front of the audience
and delivers the material. The course ends with exams covering all material
covered in the course. In some cases, course is supported with laboratories or
practices and in some cases there are intermediate deadlines. The learning process
rests mainly on the teacher and students must physically participate in the
learning process [11]. Despite innovations in technology enabling alternative
techniques for pedagogy, lecture formats continue to be the primary method for
teaching adult learners [12]. Technology is just used to slightly enhance the
passive learning method. For example, PowerPoint is used for showing slides.

The next step in evolution of learning is distance learning (sometimes called d-
learning). Distance learning is defined as a method of studying in which lectures
are broadcast or lessons are conducted by correspondence, without the student
needing to attend a school or college [13]. For example, learning via television or
radio is type of distance learning[14].

E-learning can be considered as a type of distance learning which focuses on
building a cost-effective learning infrastructure, which in turn enables anytime,
anywhere, self-paced, and interactive learning [15]. E-learning is defined as
learning conducted via electronic media, typically on the Internet. It has been
emphasized that successful e-learning depends on the self-motivation of
individuals to study effectively [16]. E-learning has supported significant
improvement in interactivity, collaboration, and delivery of online education
[15].

E-learning relies heavily on application of technology to enhance the process.
Most of the time, the learning process is supported using online/virtual learning
management environments. Those are the places where materials are offered,
information is shared and, in some cases, students have chances to do tests and
practice. Most common of those kinds of learning environments are Moodle and
Blackboard. Their popularity comes from accessibility, easiness to use and
support offered. On the other hand, possibilities they offer are limited and for
majority of times, they are just used to share lecture slides [17, 18]. There are
more specific learning environments, like Ville [19], that offers more features and
is able to fully support distant learning. ISC learning environment in Tallinn
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University of Technology is one of the latest and is one of the first to implement
constant learning process without teachers’ interference.

Another factor in learning is the learning methodology used. Traditional
classroom is usually associated with topic-based learning where every week a
specific topic is covered. It has been found to be very ineffective, very passive
and not engaging [20-23]. Furthermore, it has been found that traditional
classroom fails to develop conceptual understanding of covered material [24].

Therefore, many researchers have focused on finding other kind of learning
methodologies that would be more effective, more engaging and what would use
the possibilities offered by technology more thoroughly. Examples of that kind
of methodologies are flipped-classroom [12, 25], problem-based learning [26, 27]
and serious play [28, 29].

A step further from those methods is so called competence based approach to
learning. There are many different terms (competence based learning,
competency based learning, competence driven learning, outcome based
learning) to describe educational models with similar concept. They differ in
details but share similar characteristics and assumptions that learning should be
guided by predetermined outcomes [30]. Those outcomes are acquiring concrete
skills and knowledge. Often, the outcomes are just called competences.
Rozeboom defines the method as learner-centred education, integration of
practice and theory and the integration of “head”, “heart” and “hands” [31]. In
current work, the term “competence based learning” (CBL) is used. Furthermore,
CBL means a different thing for many researchers. For some, it is a system, for
others it is a methodology, a form of assessment or a model for curriculum [32].
In current work it is considered to be a learning methodology. CBL has also been
described as a shift from teaching towards learning [33].

CBL has recently gained momentum in educational community. 10 years ago
very few people wrote or mentioned competence based approach in learning in
general. It was mainly used in medical education [34]. Today, on the other hand,
the term “competence” is used widely by many researchers (for example [35-39])
and the ideas of measuring learners’ competences have been adapted from small
elementary skills in a course to curriculum level. It has also been stated that using
e-learning, distance learning and the development of competences are important
factors of Bologna process [40].

The aim of this thesis is to formulate a full learning framework focusing on
acquired new skills and knowledge as a result of learning, formulate methodology
how to transform classical topic-based learning environment into proposed
learning framework and use technology to support personal, undistributed and
effective learning for nowadays students.

1.1 Problem Statement

The aim of the learning should be acquiring new knowledge and skills.
Technology has advanced a lot in the last decade and young people have been
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eager to catch up with the innovations. Education, on the other hand, is slow to
catch up with the improvements [41, 42]. Classical classroom with lectures
remains the primary method for teaching in higher education [12] despite being
found ineffective and passive [20-23]. E-learning has gained momentum and
virtual learning environments are used frequently by higher education institutions
[41]. Sadly, most of the time their full potential is not used and they are just used
as repositories to store materials [17, 18].

Technology has high potential for improving and enhancing learning if applied
deliberately. E-learning offers possibilities to reach large crowds without too
much extra workload as popularity of Massive Open Online Courses have shown
[43].

E-learning can also be used to personalize learning in ways that is not possible in
classical classroom. Every student has a different background and abilities.
Classical classroom assumes that everyone has similar background and is able to
learn in the same space. It means that for some, the learning tempo is too much
and for others the material is too easy. Furthermore, nowadays students are
gathering information all around them. Many of them have gained skills and
knowledge from workplace as majority of university students are employed. In
Estonia, more than 60% of students were working while studying in 2011 [44]. It
can be assumed that the number has risen with years. Lately there have been more
initiatives to consider knowledge and skills acquired outside universities but it is
still not very widespread. In e-learning, student can learn in their own tempo and
from the level they are actually on. On the other hand, high employment means
that students have to share their time and effort between studies and workplace.
This makes it hard for them to attend on campus classical lectures. Again, e-
learning can be beneficial in that situation.

There are many different learning methodologies to replace classical classroom
and topic-based learning. Competence based approach has lately gained a lot of
momentum, due to big initiatives like Bologna and Tuning, concentrating on
measuring learning outcomes. Despite many authors doing research in the
competence/output oriented learning, the field has so far been heavily
concentrating on curriculum design. Few authors have considered implementing
this methodology in course levels. Furthermore, despite many authors
considering the methodology, there is no general definition neither for CBL nor
competence. Most of the definitions are very vague and lead to vaguely defined
competences for the methodology that makes the assessment imprecise and
summative. Therefore, a definition for competence that would allow clearly
defined competences, is required.

In addition, one of the biggest problems so far, has been inadequate assessment
of competences. Some of the problems have been raised from the vague
definitions of competences used. Others, like the same weight of repeated and
new mistakes, are common problem in assessment in general, not only in CBL or
in e-learning.

19



Despite many researches using CBL, mainly in curriculum level, there has been
almost no analysis of usage or the effectiveness of the model. Also, it has been
rarely adopted in e-learning environments. No clearly defined framework for
CBL applying e-learning benefits to its fullest, could be found from the literature.

The problem of high dropouts is connected to the problem of student
employment. As students have two different obligations, studying may become
their secondary concern. E-learning generally tries to support changed learner by
offering possibilities to study anywhere and anytime. Sometimes that is not
enough and majority of the work is left close to the final deadline. In CBL
additional problem is that the amount of work required from the student is not
linear and depends on personal performance. This complicates things even further
and dropouts can actually increase with CBL. Therefore, to help students to
follow their progress during the course with CBL is important research question
with yet no adequate solutions.

Educational data mining is a huge field where different data mining principles
and methods are applied in educational context. Those algorithms have been
extensively used to analyse performance in e-learning environments [45-47].
Different models have been used to describe learner’s profiles and progress, like
Bayesian networks [48]. Most of these models require complicated calculations
or scrutinising training. Symbolic data analysis has been rarely used so far,
mainly due to the lack of general methods for all types of data. For example, there
is a general method for dissimilarity (and therefore for clustering) for interval
valued data [49] but there is no general method for histogram valued data. On the
other hand, histogram values give most freedom to describe study behaviour
features with high granularity.

1.2 Methodology

The research methodology for developing a framework for CBL in e-learning
consisted of literature review to identify key factors common in previous works
about CBL and to identifying shortcomings of current state of research in CBL,
analysing the state of current e-learning environment using classical topic-based
learning and stating goals for the switch in learning methodology. Based on set
goals, additional literature review was conducted to identify possible solutions
and approaches that could be interweaved into the framework.

To verify the effectiveness of proposed framework and to identify possible
shortcomings, educational data mining principles are used in data analysis. Both
hypothesis testing and exploratory data analysis are used.

1.3 Author’s Contribution
The main contributions of the author in this thesis are:

e Development and description of competence based learning framework
in the context of e-learning with granular grading, memory model and
personal learning path (P3).
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e Development of answer evaluation algorithms mimicking students’
behaviour (P1, P4)

e Detailed analysis of different aspects of proposed framework (P2).

e Development of three different visual progress following tools and
analysis of their usefulness (P5).

e Development of general dis/similarity measure for symbolic histogram
valued data with different bin numbers and bin widths.

e Development of student learning behaviour models using developed
histogram valued dissimilarity measure to predict final grade (P6).

1.4 Thesis Outline
This thesis is organized in the following way:

Chapter 2 introduces competence based learning and describes the current state
of the art. As the learning methodology relies heavily on definition of competence
and no single generally accepted definition exists, multiply of different
definitions proposed by researchers are introduced. That will lead to the current
definition of competence based learning used in a thesis. Differences between
classical topic based learning and competence based learning are then considered.
Chapter continues with the overview of previous research in the area of
competence based learning, finding that competence based learning has been
rarely used in e-learning and majority of research in competence based learning
has been in the area of curriculum design. This chapter forms the background for
the learning methodology, using literature review.

Chapter 3 described the state of the e-learning system ISC before CBL was
implemented in the learning management system. The reasons why CBL was
desirable are analysed and goals for the switch from classical topic based learning
to novel learning methodology are set. Chapter continues with presenting
framework for CBL in e-learning environment and steps from switching from
topic based to competence based learning are defined. Assessment in competence
based learning is described in detail with new method for answer evaluation
proposed. This chapter forms the theoretical base for the implemented learning
methodology.

Chapter 4 contains in depth analysis on how learning has changed with the shift
in learning methodology. First impressions by students and teaching staff are
covered and suggestions offered for less painful switch from learning
methodology. Analysis covers the usage of competences in the system and their
coverage of different ability levels. Students’ learning time is analysed in depth
to make sure that the proposed framework won’t make them do unreasonable
amount of work. Different aspects of students’ study behaviour are covered.
Effectiveness and usage of the proposed method for answer evaluation is also
analysed. This chapter confirms the effectiveness and usefulness of the proposed
methodology.
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Chapter 5 continues the development of e-learning environment, as it was found
during the analysis that dropouts and students finishing on time have not changed
as desired. Therefore, multiply process visualisation tools are developed to
support the learning process. The tools are described in detail and feedback for
their effectiveness is collected from the students. Feedback is compared with data
logged by the system. This chapter proposes solutions to overcome dropout
problem but data analysis shows that visualization tools did not achieve their
goals as students wanted clear conclusions not the data to draw the conclusions
by themselves.

Chapter 6 continues tackling high dropouts problem of CBL as visualization did
not offer adequate solution. Therefore, prediction model for student behaviour is
proposed. Symbolic data analysis with different variable types is covered as it is
found that students’ study behaviour is most naturally described in that form of
data. As no general method for histogram valued data with different bins and bin
widths currently exists, a general method is developed. Clustering using proposed
method is defined using dissimilarity measure and cluster compactness measure
derived from the dissimilarity. To verify the correctness of the method, it is
validated on two commonly used datasets and results are found to be similar with
previously recorded results in the literature. A prediction model for student study
behaviour in CBL is then developed and tested on one course using CBL
framework during the whole semester. The results achieved from prediction and
cluster composition are analysed.
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2 COMPETENCE BASED LEARNING

The idea of competence based learning is both old and involving. Many details
about the methodology are still being worked out and one single best practice has
not yet been formed. It has been historically adopted by a narrow set of
researchers and educators [50]. The first programs based on competence based
approach were introduced in USA during the 60-s [50]. Despite the fact that
competence based programs have been part of the educational systems in many
countries for years, they have mostly been applied in professional and vocational
training [51]. Only recently has it found application in higher education — mainly
due to the growing gap between the academic curricula and the actual demands
from businesses and society [52]. Due to the rapid development of technology,
learning methods and learners have changed a lot since web technologies have
made learning more adaptable and more accessible [53].

2.1 Definitions

There is no single definition for CBL as all educational models have similar
characteristics but they differ in details, as explained previously. What those
models have in common is that they lie heavily on term “competence”. As there
is no single universally accepted definition for the method, there is also no single
definition for the term “competence”.

The word competence is derived from Latin word “Competere” which means to
be suitable [54]. The concept of competence was originally developed in
psychology, referring to the individual’s ability to respond to certain demands
placed on them by their environment [54].

McClelland defines competence as the knowledge, skills, traits, attitudes, self-
concepts, values, or motives directly related to job performance or important life
outcomes and shown to differentiate between superior and average performers
[55].

Klarus defines competence as mix of skills, attitudes and knowledge that makes
the employee or graduate successful in society in his/her profession [31].

Parry defines competence as a cluster or related knowledge, skills, and attitudes
that reflects a major portion of one's job (a role or responsibility), which in turn
correlates with performance on the job, that can be measured with well-accepted
standards, and can be improved with training and development [56].

Sampson and Fytros analyse various definitions of competence in literature and
offer their own definition for competence as a set of personal characteristics (e.g.
skills, knowledge, attitudes) that an individual possess or needs to acquire, in
order to perform an activity within a specific context. Performance may range
from the basic level of proficiency to the highest levels of excellence [54].

Sanchez-Ruiz and others also cover a broad variety of definitions and argue that
educators usually define competences as indicators of profits, knowledge and
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capacities; employers and economists, however, associate them to with
performance, productivity, efficiency and professionalism [57].

Other definition states that by competence, a good performance is defined in a
diverse, authentic contexts based on the integration and activation of knowledge,
rules and standards, techniques, procedures, abilities and skills, attitudes and
values [58].

There have been few attempts to establish coherent terminology but those have
had little impact to date [54, 57, 59, 60]. Weinert states that there is no basis for
a theoretically grounded definition or classification from the seemingly endless
inventory of the ways the term competency is used [61].

For current thesis, CBL is defined as a knowledge based methodology which
concentrates on measuring what a person can actually do as a result of learning
[62].

CBL contrasts classical topic-based learning where learning is focused on certain
topics (e.g. Ohm’s Law as part of Physics course) and then it is checked if student,
in general, can solve exercises or knows theory relevant to that topic. In CBL,
those topics are divided into smaller units, called competences, which should be
acquired throughout the course. In current thesis, atomic portions of theory
(elementary skills of knowledge atoms that cannot be divided into smaller units)
have been extracted from previously used wider topics that are the foundation of
proposed methodology [63].

To clarify CBL approach, the following example can be used. In classical “topic-
based” approach, if simple mathematical equation x= (4*8+10)/2 is analysed, it
is only checked if the x is correct. Intermediate steps like addition, multiplication
and division used to get the final answer are ignored. In CBL, student’s skills on
adding, multiplying and dividing are also analysed and graded. If final answer
given by student is 11 (instead on correct answer 21), it can be deducted that
student made a mistake with multiplication part of the task (adding 4 and 8 instead
of multiplying). Dividing and adding skills can be graded with high marks but
multiplying skill with a low mark as that was the actual competence where
student’s knowledge was inadequate [63].

It has been recorded in a literature that faculty members have been the chief critics
of CBL approach [39]. Some have seen qualification frameworks as an intrusion
into the learning process [32]. Others expressed concern that CBL represents a
deconstructionist approach to learning that fails to foster deep and reflective
engagement [64]. Neem argues that institutions that offered direct assessment
models of CBL, while utilizing course mentors and recognizing prior learning,
were a variation of the correspondence school model [65]. Ford states that there
are so many definitions and implementations for CBL that it is impossible to
compile a list of pros and cons [39]. She also points out that effectiveness of CBL
depends largely on results achieved in the context of goals set.

24



2.2 History and Previous Works

Despite recent significant attention to competence based approach to learning it
is not a new concept [39].

The origins of competence based approaches go back almost 90 years [34, 39].
The term competence in education was first mentioned in the 1960s where it was
associated with a report in the USA on the effectiveness of teacher performance
[32]. It is considered to represent a fourth generation of competence models [32,
39]. The generations are described by Brown in [32] and with every generation
the focus moves from process to outcomes [39].

Competence based approach owes its historical development to “objectives in
education” movement with emphasis on minimum standards and performance
competencies on all educational levels [66, 67]. That also prompted the
implementation of several competency-based programs, ranging from small-
scale projects, such as developing interview skills in residents, to large-scale
endeavours, such as creating a competency-based curriculum for first-year
psychiatry residents, or a baccalaureate program for physical therapy students.
As early as 1972, the American Board of Pediatrics published one of the first
comprehensive documents on this subject, entitled "Foundations for Evaluating
the Competency of Pediatricians" [66].

Jones and Voorhees [68] examined fourth and fifth generation competency-based
programs targeting adult learners in the USA. They found that most programs in
postsecondary education focused on development and transferability of
competency or outcome-based curricula in specific disciplines and to a lesser
extent, specific workplace skills and institutional effectiveness[39].

Competency based approach has been widely covered in medical education [21,
34, 64, 69] but Carraccio, Wolfsthal, Englander, Frerentz, and Martin found in
their literate review [66] that efforts to apply competency-based models to
medical education and training were essentially stalled at the conceptual level.
They found that most reform efforts centred on identifying general competencies
and learning outcomes. According to the authors, both the failure to link
curriculum and residency training to specific competencies and the lack of valid
assessment tools and methods for evaluation of competencies limited the extent
to which medical and health-related education providers were able to
operationalize competency-based learning approaches[39].

Through the 1990s much of the literature focused on the debate surrounding the
evaluation of competence [66] as typically the competence based approach has
been covered in curriculum level [39].

Development of (online) e-learning, advances in learning analytics and adaptive
learning technologies and the operationalization of direct assessment models to
entire college degree programs signalled an evolutionary shift toward a sixth
generation of competency-based education models [39]. Goals of increased
productivity, effectiveness, and demonstrable outcomes have prompted expanded
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global interest in the development of new major competency-based education
initiatives [38]. The sixth generation has been characterised by increased
emphasis on direct assessment of competencies rather than instructor-led courses
[70]. Direct assessment does not imply to be automatic and majority of cases still
relays on compiled competence/learning outcome descriptions that are open for
different interpretation. Also curriculum mapping against standards has been
brought out as trend in sixth generation [70].

During the past decade there has been an increase in the recognition of learning
outcomes and competency based education and testing as well as greater use of
learning outcomes and competency models for shaping higher education
curricula in the US [71]. In US, the main motivator for reform has been US
Department of Education with its response to demand from the industry for more
educated and qualified workforce [72]. In EU the change has been led by Bologna
process. Although the concepts of learning outcomes and competencies were not
mentioned in the original 1999 Bologna Declaration or in the Prague
Communiqué 2001, they have appeared in every new ministerial Communiqué
since 2003 [51]. The learning outcomes are described as “as one the basic
building blocks of European higher education reform” [73].

CBL has been covered widely in curriculum development and mapping. Early
model on how competences are affecting curriculum development in Australia
have been covered by Brown [32]. It uses competency standards for jobs to derive
statements on what a person is required to do in a job and specifies the standard
on how this should be done. Curriculum document is then derived that states
learning outcomes and criteria for evaluation. The third step is training delivery
that includes all the ways learning is going to take place. It is also mentioned in
the paper that learning outcomes or competences can be previously acquired or
gained outside official learning (for example, at the workplace) [32].

Klein-Collins has compiled extensive overview of how CBL has been used in
USA on degree programs [70]. She covers mostly two types of curriculums
designed in general CBL approach. Majority of programs covered offer
traditional course-based framework with competence framework embedded into
it. She calls that approach very basic as the focus is on a few intended learning
outcomes. Few higher education institutions covered by her are allowing students
to earn degree by showing proficiency in a set of predetermined competencies.
Students can do it by taking courses or preparing portfolios that allow learning
from variety of sources, including work and other life experiences [70]. The latest
also allows students to complete programs faster than with a traditional method
— therefore time is not fixed for a student [39].

Kuh and others [74] provide an overview of current state of learning outcome
assessment in USA. They found that with 84% of cases, colleges and universities
have defined learning outcomes for undergraduate students. They find it to be the
first step towards developing competency based curriculums. They find that
students’ assessment results are shared more widely now internally than it used
to be but they also state that there is a long way to go for complete student
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competence portfolio. They emphasise that universities and colleges have to use
those assessment outcomes to guide institutional actions. All those described
methods of assessment require interference from institution (for example, exams
have to be marked by teaching staff).

Carraccio and others cover the development of CBL, mainly in the medical
education in USA [66]. They concentrate on the changes in curriculum
development due to CBL. They found that CBL usually consists of four states:
competence identification, determination of competence components and
performance levels, competence evaluation and overall assessment of the process
[66].

Mulder and other cover how competencies have been used in national curriculum
development in EU countries [37]. Four countries — England, Germany, France
and Netherlands are covered in detail. It is found that all four countries have
developed standards and methods for CBL but in reality they have been heavily
criticized. For example, CBL in England suffers from very vaguely and generally
defined competences and therefore they do not have any discriminative power in
assessments [37]. In Germany, the main problem area is the assessment of
competences. France also suffers from proper assessment in addition to the fact
that all assessment is carried out in simulated environments. In Netherlands
knowledge, skill and attitudes are divided in implementation of CBL and
emphasis is on skill part; knowledge is left out of focus.

Rozeboom covers the steps of developing a curriculum for CBL, using example
from Netherlands [31]. He emphasises that the development of the curriculum
should start with identifying required skills, knowledge and attitudes from the
point of view of labour market. Only then can competences and professional
situation based on those competences be defined. Competences are also
considered in a development of curriculums in Poland [75, 76] and in Germany
[77].

Tuning methodology is a project and initiative from EU to develop and reform
curriculums to be comparable [78]. One of the characteristics of this method is
the shift from input-based to output-based learning [79]. Tuning defines
competence very vaguely and uses two classes of competences - generic and
subject specific [79]. The method has been adopted by many researchers. For
example, Sanchez-Ruiz and others cover CBL with Tuning in Spain [57]. They
describe how they transformed Tuning ideas for non-engineering education to
engineering curriculums by using questionnaires for academics, graduates and
employers. They identified 85 educationally relevant competences. He argues
that although many educational institutions display themselves with a
competency-based educational concept, on the level of concrete educational
programs and practices this philosophy does not materialize [57].

Tuning method has also been adopted widely outside EU [79], for example in
Africa [80-82] or in Latin-America [83].
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Curriculum mapping against standards has been covered by Ford [39]. She finds
that most of the time, in the institution and program level, competence
frameworks are broad statements of learning outcomes and serve as the standard
against which specific outcomes are assessed and measured [39]. She brings out
examples of standards developed around learning outcomes that institutions can
adapt to their own requirements. She also says that Bologna Process can be seen
as a framework supporting outcome oriented learning. All those standards
covered by Ford are very conceptual, “high-level” and using vaguely defined
competences.

Ganzglass and others offer an approach for creating a qualifications framework
that would enable postsecondary institutions to reliably and consistently award
educational credit for non-credit workforce education and training, regardless of
where and how the training occurred [84]. They recommend building national
competence based framework, lower barriers between credit- and non-credit
bearing institutions and linked data system that would offer comprehensive
picture of students’ learning outcomes.

Ewell [85] covers a development of standard and competency based framework
for USA higher education that is now used in more than 400 universities and
colleges in 45 states [39]. He emphasizes that in order to make the framework
effective and actually working, institutions and their faculties will need to
develop a comprehensive record-keeping system for posting, housing, and
manipulating data on what competencies have been actually mastered by students
at the levels claimed [85]. He insists that all the taught competences have to be
covered in multiple ability levels and the assessment has to be able to evaluate
students’ abilities adequately. He suggests that assessment should not be
periodical but be embedded into competency framework.

Luimula and Rosléf cover how competences were mapped for a game
development course in Finland [86].

Pata and others analyse how competences are mapped to curriculum in Estonia
[87]. They emphasise importance of self-regulation as part of personal
competence maturing cycle in their three cycle model for curriculum maturing.
They also state importance of overview of student’s process. Competences
mapped into curriculum in this work seem to be quite vague.

Baumgartner in Singapore has developed one of the best frameworks for CBL
that does not cover only curriculum level but continues to describe how the
framework is also applied to courses [36]. Her model consists of three levels of
competences. First level has 8 very generic competence areas in the field of
Information Technology. The second level contains small set of sub-concepts.
Third level was added, according to her, to clarify second level competences in
more detail. The core competences are used for course design and assignments in
courses. The framework Baumgartner applies, does not use e-learning but uses
technology to support course and curriculum design by having repositories [51].
She has found that despite numerous engineering curriculums having defined
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competences connected to them; in many cases the competences do not have any
practical relevance in the course design or delivery [51].

CBL has covered less in context on technology supported learning. Sampson and
Fytros cover CBL in technology enhanced learning [54]. They find that even
though the term CBL has been used for some time, it has only recently caught the
interest of researchers for combining it with e-learning. They analyse three
standards (IEEE RCD, IMS RDCEO, HR-XML) for describing competences and
find them lacking in aspects required to describe all possible competences
adequately.

Koper and Specht also cover CBL in virtual learning point [88]. They state that
CBL first appeared in e-learning around 2005. They also found that CBL has
mostly been used in curriculum design level. They concentrate on integrating
different levels (training, schools, university) of learning to facilitate lifelong
learning. They also concentrate on three previously mentioned standards of
describing competences and describe their plan to offer facilities that support the
creation, storage, use, and exchange of formal and informal knowledge and
learning resources in detail.

Lopez-Fernandez and Tovar have developed learning management system that
offers students different materials and activities to develop variety of
competences [89]. They concentrate on the motivation issue of using e-learning
environment and not so much how the competences are achieved and assessed in
their system.

Jiang describes computer-based online graduate program [90]. It consists of
courses that can be enrolled online. Every course has quizzes and a project, from
which student competences are deducted. They use Moodle and Blackboard that
have limited personalization and no CBL options. They also state that due to the
fact that students are not able to achieve competences in projects, 2-4 sample
projects are offered, meaning that instead of achieving the competences, they are
copying offered samples. Furthermore, they have not described how their
learning process is led by competences.

Cheng describes self-regulated competence based e-learning environment for
workplace training [91]. The system allows every learner to set up their own
learning goals. Social learning and networking is also embedded to the system.
CBL has been used as a pedagogical model for curriculum development and for
learning resource management. Wang continues the development [92] and offers
a model where every competence (she names them key performance indicators)
has a name, rating criteria and value. Value indicates learner’s proficiency level
and rating criteria is set up to assess related performance indicators at different
proficiency levels [92]. She also did an evaluation of the effectiveness of the
prototype system with a target and control group and found target group
performing better in four measured fields (reaction, learning, behaviour and
results) [93]. Sadly, she has not explained how the quizzes are assessed or what
kinds of quizzes are offered in addition to self-assessment, peer-assessment and
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supervisor-assessment. One screenshot shows multiply choice question but there
is no indication on what other kind of tasks (if at all) are available while using the
system.

Bremgartner and Francisco Netto propose a strategy based on CBL that allows to
analyse, update and recommend student profiles in Moodle [94]. They thrive to
achieve personalized learning that finds students’ weak spots and concentrates on
them. At first, they use their proposed strategy on simulator only. Later they
continue the development and test the improvements on a single course in real
learning [95]. Despite showing promising results on real course test, they have
not published if the system was ever really implemented into learning process in
their institution.

Moodle, one of the most popular virtual learning environments, started offering
basic CBL support since Moodle 3.1 released in May 2016. It allows teacher to
define competences taught and connect competences with activities. It also
allows manual competence grading for student by teacher [96].

Kuhn, Gold and Abke describe a method on how defined competences should
lead to proper teaching actions [40]. At first, after competences are defined, they
should lead to teaching aims that in turn will lead to teaching/learning methods.
Proper experiments and tasks can then be developed and proper actions taken.

Importance of practical competences have also been covered on the aspect of
designing specific courses with hands-on activities. For example, Hu and others
developed hands on experience in mechatronic course [97]. Bredol and Harth
improved Physical Chemistry course with different activities by using principles
of CBL [98]. Yi and others developed measurement and control lab course with
student centred approach in China to achieve practical competences for students.
They also covered the competences achieved by teachers giving the courses [99].

In Germany, Margaritis and others have worked years to develop a competence
model for computer science field teachers [35, 100, 101]. Their model consists of
two sub-models: pedagogical content and non-cognitive competence models.
They use expert interviews and literature review to derive 79 competences. The
competences were, again, quite vaguely defined and unspecific (for example:
“Textbooks - The teacher is in a position to select appropriate material, like
textbooks, scripts or films for her/his lesson and to provide that material to her/his
students. They are also able to create an advanced organizer together with the
class” [100])

As can be seen, CBL has been covered widely in curriculum level and less in
technology enhanced learning (e-learning). Many of the previous works have
concentrated on describing competences in official capacity with very little focus
on practical application of offered methods. Majority of previous works have also
covered only single aspects of CBL. No fully functional framework that
concentrates on competence identification, assessment, students’ competence
portfolio creation and management could be found in the literature.
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3 APPLYING COMPETENCE BASED APPROACH
FOR E-LEARNING SYSTEM

This chapter introduces ISC e-learning environment with its current state and
features before competence based approach was applied. Motivations and reasons
behind the switch in learning methodology are covered and framework for CBL
is formulated. Also, instructions from transforming topic based classical learning
environment into CBL are developed. Finally, automatic answer evaluation and
grading, essential feature for non-disturbed CBL learning process, is covered with
two different approaches applied.

This chapter is based on publications P1, P3, P4 and P5.
3.1 Background

3.1.1 E-learning System

ISC is an e-learning management environment used in the Department of
Computer Control, Tallinn University of Technology (TUT) from the end of
1990s [102]. The system consists of exercises verifying theoretical knowledge
and lab experiments for practical skills. It is used in the teaching of many different
courses in the field of computer science; not only in TUT, but also in other
institutions in Estonia. Some of the courses have overlapping material. The
system started with the classic “topic-based” approach, where the set of tasks
were divided into discrete topics [103].

At the beginning, the system was a place to store materials and share information
(similar to early development of Moodle learning environment). Soon, it was also
used to submit reports and home tasks. By 2003, learning was moved to e-
learning environment, meaning that tasks and lab experiments were now done
online with early automatic evaluation. Evaluation compared student’s given
answer with a set of possible answers with feedback connected to them. Those
answers also had a grade associated with them (in scale from 0 (totally wrong) to
3(totally correct)). If no match was found, grade 0 was used. All students’
activities from the system are logged — including all submissions and results.
Tasks were grouped into similar topics (like Ohm Law). Every group had a scale
with 128 levels associated with it, showing how well the topic has been acquired
by the learner. Colour codes were used to indicate levels visually.

In 2005 courses started to consist of groups of exercises and first version of
mobile lab kit, HomeLabKit, was developed allowing students to solve laboratory
experiments outside classroom. The system also dropped deadlines and learning
became self-regulated. By 2007, there were more than 15 000 tasks in the system.

For 2010, the system was fully web-based. Courses consisted of topics that had
hierarchical structure so that harder topics cannot be learned before basic topics
have been learned. Level 77 from 128-level scale was used as a point of “topic
has been learned”. After every submission in the topic, in the case of correct
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answer, the level of knowledge for current topic was raised. The raise was not
linear. At lower levels the raise had larger step. At higher levels the step got
narrower and in highest levels the advancement was one level at the time. The
drop due to the wrong answer was implemented in similar manner — in lower
levels the drop was not big but mistakes in higher level had huge impact. The
learning environment was used to teach multiple courses in a field of electrical
engineering and computer science. At the time there were two major courses,
with more than 100 students a semester, taught with the systems — Signal and
Circuit Theory and Operating Systems.

In 2010 fall semester CBL was introduced into ISC learning environment.

3.1.2 HomeLabKits

Hands-on laboratory experiments are most effective and important part of modern
engineering education. Laboratories should be places where connection between
theoretical knowledge and real world is made [104]. They develop students’
experimental skills, ability to work in teams and communicate effectively, learn
from failure, and be responsible for their own results [105]. It is also a form of
active learning [106]. All of them are higher levels of Bloom taxonomy that are
considered to be most important factors in showing that material has been
acquired [107].

The problem with distance learning has been that it cannot offer the same level
of laboratory experiments as classical on the campus learning [108]. Engineering
education has to take advantage of developing technologies and traditional
laboratories can benefit from the internet. Classical labs can be replaced by
simulations/virtual laboratories or remote laboratories can be used where lab
equipment is accessed remotely via internet. Although, simulations or virtual
laboratories can be also used to overcome the disadvantages of traditional
laboratories, any simulation is simply a model of a physical process, which is just
an approximation that cannot reproduce every aspect of the real phenomenon
[109]. Distance laboratories do let students perform real experiments with
unexpected results but they do not provide the user with a feeling of real presence
in the lab [110]. To offer alternative approach for distance laboratories,
HomeLabKits were developed.

The first generation of HomeLabKits (HLK) was introduced in 2005 during
classical topic based learning. In 2007, second generation of HLK was developed
[102].

HomeLabKit is a box containing everything needed to perform lab experiments.
Currently they are used in electrical engineering, measurement and
microcontroller programming courses. Those kits contain AC and DC sources,
multimeters, some electronic components (resistors, capacitors, and inductors)
and specific course based test devices [111]. HLKs are flexible as their content
can be varied and these variations are reflected by software so experiments may
be specific for any kit. Devices used in kits are all individual with component
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parameters stored in the database [103]. All components in the kits are packed
into strong transportable case as seen Figure 3.1

Figure 3.1: HomeLabKit for bachelor students and some of its components

Labs kits have two possible scenarios of usage. The first is that students use lab
kits in laboratory with offered assistance. The second scenario is that student
comes to campus, borrows the kit for a few days (ordinary students) or for few
months (distance learners) [111].

Usually, freshmen are nowadays without any practical experience with electrical
devices, measurement instruments etc. Most of the students start with a couple of
hours in the lab but after that they will take the kits home, declaring that the
freedom of choosing the learning time is extremely important for them. The
average lending time is about 2-3 days, except distant learners in other locations,
who can take the kit for some months. Currently there are around 70 kits available
for lending or usage in the laboratory [111].

3.1.3 Motivations

The reasons why CBL was considered to replace classical topic based learning in
ISC system are the following:

e The aim of the learning should be acquiring new concrete knowledge and
skills and being able to analyse and apply them. We saw that topic based
approach did not deliver this goal.

e New technologies. Nowadays students are very capable of adapting to
new technology and expect those technologies to be used in learning too.
Universities and teaching seems to adapt to changes more slowly even
though students are expecting it [103]. For example, e-learning is one of
those changes, and it has become almost de facto standard for learning in
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higher education nowadays [112-115]. Smart devices are now being
frequently used by learners and also much more often in the learning
process [11, 114, 116, 117]. This all affects the design of learning
resources — screen becomes smaller, learners interact differently with
their devices, computational power is shrinking again and it cannot be
expected that learner is able to connect extra devices to USB ports.
Other commitments. Majority of the students work while they study
[118]. Others have responsibilities for their families or have young
children. All that limits students’ ability to attend lecturers on the
campus. Old-fashioned specific times and dates for specific lab
experiments were not suitable for them any more as they were unable to
attend them. They also tended to miss deadlines associated with classical
topic-based approach and therefore opted to drop from the course. CBL
with e-learning gives them flexibility to cope with private life,
professional life and learning commitments.

Changed learner. It is not only technology that has changed — the learner
has also changed. Many students are not so much interested in learning
new skills as part of the learning process, rather than just getting the final
grade. Also, the grade itself does not matter — it is just the passing that
matters. Student has changed from learner to a client or a king who
should have everything in a way that suits him/her and who is never
responsible for his/her shortcomings.

Easy way out. Another change in the behaviour manifests in what
students are learning. If they have option of choosing between more
complex laboratory experiment or easier (by students’ assumption)
theoretical task, they take the easier theoretical task. They are very
creative when required to find excuses for themselves and very harsh on
mistakes made by others.

Cramming in the end. In the majority of the courses, students tend to
cram for the exams, concentrating all the learning to the last minute, a
phenomena researched by many [119-121] . They go over large amount
of information in a short period of time and are able to repeat and use it
shortly afterwards to the best of their abilities. After the specific event
(like an exam or a class test), the majority of them will not use that
information again in close future and it is just forgotten, making the
learning void [103]. With CBL and applying forgetting model, this
unbeneficial behaviour can be overcome

One size fits none. Every student is different and big classroom lecturers
do not take that into account. Students tend to work with different speed
and have different previous knowledge and interests. It is impossible to
take every student’s specifics into consideration when interacting with
large community at the same time. Personal learning enables students to
work on their own time on their own speed without the pressure of
running out of time [103].

34



e Summative grading. In topic-based approach only one grade is used that
represent the knowledge of some wider topic. It does not measure
elementary competence but instead the sum of different elementary
competences[111]. CBL enables to have personal picture of every
student’s learning behaviours and current abilities. That gives the teacher
a better understanding of class level, what the students already know
(even before they come to the first class, if they have used that system
before) and where the gaps in their knowledge are. It saves time, avoids
repeating material student already knows (but what sadly happens quite
often) and gives the teacher a better idea how to plan course material
between lectures [103].

All those factors come into play when CBL is considered. CBL can be adapted
(and has been adapted) in classical/non e-learning but it is most suitable and can
be used to its fullest when implemented in e-learning form. Therefore, it is well
suited to be used with online learning that is accessible any time and from any
place.

CBL also concentrates heavily on acquired outcomes. It should put all the
emphasis what learner can actually do as the result of learning. So, CBL has been
seen as a “solution” for students’ changed attitude that they just want to pass the
courses with minimal effort and time.

3.1.4 Goals
The goals hoped to be achieved with CBL are following:

e Acquisition of new concrete skills and competences. Learned
competences are moved from short term memory to long term memory.
Students know how and when to apply those competences.

e Repetition. Cramming in the end of the course for the exam does not
serve the goal of acquiring new competences firmly. It would be more
beneficial if the work is evenly divided and repetition will make sure that
the skill is reinforced [103].

e Practical skills. Using learning control and course composition, it can be
made sure that learner also has to solve and acquire practical skills by
doing lab experiments.

e Overview of learners’ abilities. Recording every competence separately
and grading them independently will yield more detailed picture of single
learner’s abilities (for both the learner and the teacher) but also gives
teaching staff overall overview of class process in elementary
competence level. As more information is available, more deliberated
and well considered decisions can be made.

e Accessibility. Fully web based learning environment facilitates learners
desire to be connected 24/7 without time or location constraints so that
having other commitments besides learning could never be used as an
excuse for not filling the course requirements.
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e Personalised learning — using e-learning and CBL allows finding most
suitable exercises for a specific learner. Learner should study material
he/she has not acquired yet as long as that learner needs. Also, course
composition can be used to facilitate more personal approach — not all
competences have to be acquired, leaving room for a learner to choose
what he/she wants to study in advance topics.

3.2 Framework

The aim of this section is to offer a full description of CBL framework, describe
the methodology of applying CBL to e-learning environment with all the benefits
that technology can offer and describe the process of transforming classical
learning environment into CBL.

3.2.1 Competence Based Approach

Competence-based learning is defined as knowledge based methodology which
concentrates on measuring what a person can actually do as a result of learning
[62]. Competence is defined as an elementary, atomic skill or knowledge that
cannot be divided into smaller portion. Skills are practical abilities that learner
acquires as a result of learning process. Knowledge is theoretical cognition
acquired from learning materials. For example, assembling electrical circuit is a
skill and knowing Ohm’s Law formula is knowledge.

The definition of elementary competence comes from literature review where the
main complaint has been that competences are very broadly defined and are
ambivalent [37, 39, 57, 70, 79, 85]. Using elementary or atomic parts of skills
and knowledge required makes sure that competences are defined as
unambiguously as possible. It also makes it easier to assess them properly.

The aim of CBL is to enable learners to acquire concrete competences as a result
of learning. Therefore, learning is controlled/lead by competences. Student
indicates the competence he/she wants to learn and proper exercise with desired
competence is found.

3.2.1.1 Grading

CBL requires different approach to grading than classical topic-based mythology.
In topic-based learning, only one grade is given as a result of an assessment that
covers a certain topic or a large portion of material. That one number, grade, is
used to represent knowledge of all different elementary skills and knowledge
used by the learner. Therefore, it could be said that grading is summative.

Summative grading has many downsides. First of all, it lacks granularity, making
it impossible to have a clear and detailed picture of what the learner has actually
learned. It is hard to summarize from the summative grading results which parts
of the material were easier and which should be covered in more detail.
Summative grading also cannot be easily used as an input for other courses due
it showing no clear and detailed picture of student’s specific abilities.
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In order to have a detailed overview of student progress, grading has to be in-
depth and extract detailed results. All competences have to be graded separately.

To achieve the desired granularity and fine-detail results, every competence in
the system has its own score/ability level that represents student progress in
acquiring that specific atomic competence. It means that when a competence is a
part of more than one course, only one ability level is used — just for the
competence, independent of the course.

When student solves exercises, every competence that is used by the student to
solve the task is graded separately and independently, meaning that some
competences can go up (if they were used correctly in the task) in the same time
when others can go down (when those competences were required in places
where mistakes were made) [63].

In order to facilitate that kind of fine detail grading without extra workload for
the teaching-staff, automatic answer evaluation is used. It is achieved by using
complex algorithms mimicking student answering process. If the final answer is
wrong, algorithm tries, step-by-step, to find the place where mistake was made
and identify the reasons behind it. Algorithm also generates proper feedback
according to the mistake made. This kind of algorithm is a fair evaluator, lacking
subjective bias and is always guaranteed to grade similar answers the same way
[63].

CBL works best with high level of resolution for results. Therefore, instead of
using common 5 or 6 grade systems for grading, scale of 128 different ability
levels, similar to the scale used before CBL, is used to avoid discretization. Level
0 means that student has no knowledge of that competence and level 127
represents full and solid knowledge. Level 77 is called acquisition level to
represent the point where it is assumed that after passing that benchmark learner
has acquired the competence with minimum proficiency. It is expected, that at
level 77, student is able to apply acquired competence (Bloom’s taxonomy level
3 [122]) and use it in further basic exercises correctly. Also, it is expected that
student continues to fortify the knowledge about that specific competence and
acquire higher competences’ and Bloom’s taxonomy levels by continuing
working on the system [63].

Level 77 is derived from historic submission data as psychologically acceptable
learning goal and point where statistically so called “3dB” rule applies [123]. This
rule means that learner’s success rate should be at level -3dB. In other words,
probability of correct answer should be close to 0.707 (2 correct tasks in a group
of 3 tasks). This rule has been used in the system since 128-level scale was
introduced.

3.2.1.2 Memory Model

Important part of the learning control is forgetting as one of the ultimate goals of
learning is remembering [124]. To make sure the learned competences are
strongly acquired, memory model is used.
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When a competence is acquired at first, it is moved to short term memory where
it fades if it is not repeated over and over again. Duration of short term memory
is around 30 seconds [125]. Only with repetition, the competence, learned skill
or knowledge moves from short term memory to long term memory. At first, the
repetition has to be more frequent. With time, the repetition can become less
frequent as competence is more firmly attached. Human forgetting has been
studied thoroughly and H. Ebbinghaus was the first to show with his experiments
that retention is very fast in the beginning, quite slow later and repeating is
important to memorization [126].

To mimic the process of student forgetting, memory model is used. Memory
model achieves two well-known principles of learning — repetition and spacing.
Repetition takes care that the new competence is moved from short term memory
to long term memory and spacing effects assures that learning is greater when
studying is spread out over time[126].

The model uses learner’s competence ability level as an input along with the time
difference between last submission and current time. As a result, a new ability
level returned is lower than the initial level, reflecting the forgetting that has taken
place between last submission for this competence and now.

Ebbinghaus defined forgetting using exponential formula:

R=es G.1)
where R is memory retention, s is relative strength of the memory and t is time
[126].

The following form of the formula is used for the memory model [127]:
L(t) = L(®) + (L(0) — L())e™s (3.2)

where L(0) is initial level at t=0, L(o0) is limit level.

Wixted followed up on Ebbinghaus with defining forgetting by using power
formula that describes human memory more accurately [127]. Wixted power
definition is the following:

Ly =L (1+4)" (3.3)

where L(0) is initial ability level, 7 is time constant, t is time difference between
current moment and last time competence was solved, p is decay parameter [128].
T is set for 14 days by default. This is based on a published data, recommendations
and processing previous data using exponential forgetting formula[123, 129].

Equation 3.3 is considered to be the preferred option by several authors ([127,
130, 131] etc.) for having one clear advantage: only one parameter determines
the forgetting curve as time constant can be set to constant. Exponential form is
determined by two parameters which must be varied; that is substantially more
complex, especially finding final level L(0) [123].
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At first, exponential version of memory model was used but the analysis showed
that power formula reflects more adequately how students are forgetting. For
every student’s competence, there is a p connected to it to reflect how fast this
particular skill is forgotten by a specific student. The initial state of p is 1. P is
recalculated recursively after every submission according to the correctness of
that submission. The graphical representation of P can be seen in Figure 3.2. If P
is smaller than 1, the forgetting is less steep. If P is larger than 1, the forgetting
becomes steeper.

Decay constant is used to lower result (ability level) over time. Yellow dot shows
ability level at the time of submission. As time passes, the ability level is lowered.
When new submission is done at green dot, the ability level of considered
competence is remarkably lower than at yellow dot. At the point of new
submission, tangent line of forgetting curve is taken and it’s slope recorded.
Ability level is recalculated according to the correctness of the submission and
new decay constant is found using the slope of the tangent line.

Ability level

Time
Figure 3.2: Graphical representation of decay parameter

As memory model forces learners to repeat the exercises, there has to be enough
different tasks. Learners get very frustrated if they have to repeat the exact same
task in short period of time as it has been observed in learning process when some
competences did not have adequate coverage.

In order to facilitate repetition by a student numerous times, tasks have to be small
and should not take too long to solve.
3.2.1.3 Personalization

All students have a different background, previous experience, interest and needs.
Therefore, learning (sequence) should also adapt to student’s persona and support
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the learner in a way it is needed for that specific student. The learning path should
lead to maximal material acquisition and effectiveness of learning at the same
time [132]. Learners previous knowledge and competences should also be
considered [133].

First step of personalization, historically, was dropping deadlines (self-regulated
learning). Abolishing deadlines also supported the benefit of e-learning: an ability
to learn when and where the learner wishes to do so. Students have many different
learning styles when time is considered. Some learn fast, being able to do a lot of
tasks in a small timeframe. Others need time to concentrate. Some want to
complete the course as soon as possible. Others tend to spread the material over
the whole semesters. Some students only start to work during the final weeks.

The second important factor for personalization is finding a suitable task for a
learner — learning process control. In CBL, learning is guided by a competence -
learner selects a competence he/she wants to study. For every competence,
learner has an ability score connected to it (also used by the memory model).
Therefore, tasks should also have difficulty levels connected to it so that most
suitable match between current learner’s level (with memory model applied) and
task’s difficulty could be found. For better learning control, other factors should
be also considered. There should be a list of previous tasks, solved using a
competence selected, that are excluded from matching to make sure the same task
is not repeated over and over again. This could be taken even further: a weight
could be calculated for every task in consideration reflecting how many times the
learner has already solved it. That weight could widen the gap between levels if
task has been solved many times, or narrow it if task has not been previously
solved by the learner. Also, the “3dB” rule could be considered so that student
will always get some more challenging tasks if he/she is in a correct solving streak
or the challenge could be adjusted downwards if learner tends to answer multiple
tasks wrongly in a row.

Third factor of personalization is what learner is learning. On topic based learning
every topic should be covered by the learner. In every course, there are
competences that are very important and should not be missed but there are also
other competences that are more “voluntary”. Usually those are more complex,
high-end, or very specific competences. To facilitate learners’ interests and let
learners have a choice, all courses, consisting of competences and weights that
reflect their importance in a course, should have a slight overlap so that to achieve
a maximum result, not all the competences in the course should be needed to be
covered. Weights also allow factoring in the importance of core competences — it
is not possible to pass the course without acquiring those competences.

Fourth factor of personalization is what learner has already learned. As many
students learn the system in multiple courses and some of the courses have
overlapping competences, they may already have done a portion of the course
before starting it. Also, as every student can access all the competences and learn
on their own time, it was not penalized in any way if the learner already had
completed a part of the course before declaring it. Then, it started to appear that
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students started to abuse this, declaring courses with very similar content to get
extra credit units without working. Therefore a value added model was included
[134] which takes student’s previous state into account and makes sure everyone
is gaining new competences and knowledge during declared courses. This, again,
personalizes the course even further.

Final grade is also part of the personalized approach to let learner choose what
he/she is learning. As course consists of competences that have weights and
learner’s level connected to it, final grade becomes a function of those
parameters, letting the learner to decide how well which competences to learn.
The more competences with higher ability levels, the higher the grade.

3.2.2 Transferring Topic Based Learning Environment to
Competence Based Approach

Now a new methodology for transforming topic-based e-learning environment
for CBL is proposed.

All tasks from classical topic based learning approach will be transformed into
CBL. Firstly, competences from current tasks in the systems are extracted. They
should be extracted in a way that they check only elementary skill or knowledge
used in a task every time it is solved. These are so called “input-competences”.
Every task/lab experiment is now connected to a list of competences used in them.

If it becomes visible that a task has too many competences connected to it, it
would be recommended to split the task into multiple tasks contrary to
suggestions found from the literature where it was argued that context-rich,
multifaceted problems help students to develop more sophisticated skills [24]. In
a proposed approach, smaller tasks take less time, their evaluation is straighter
forward and they are repeatable. It should also be considered that the tasks would
not take too long to solve: it has been found that students’ attention span declines
with a minute [135], the optimum time to solve a theoretical task is around one
minute. For lab experiments this time can be longer.

All tasks also require more complex answer evaluation and grading — all those
“input competences” have to be graded separately meaning that their scores can
go up and down independently. Therefore, for every task/lab experiment and
every input competence in them, it has to be defined how to check if the skill or
knowledge has been properly used. It should also be noted that grading should
not just be fully wrong or fully correct. Other intermediate steps should also be
used to give a more precise picture of the learner’s abilities. At the end of this
step, every task has a list of competences connected to it and every competence
for every task has a formula or an evaluation method how to evaluate its
application by a learner in a current task. Those evaluation methods may be
common for a same competence in multiple tasks.

Then, after input-competences have been mapped with evaluation methods, for
every task, previous submissions with their frequencies are found from the
historic data. It could be assumed that the correct answer is the most frequent one.
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Other forms of answers reveal most common misconceptions and errors done by
students. It could be said that wrong answers are the most valuable information
where a lot of knowledge can be extracted. Now another set of competences is
extracted. Those are called “secondary-competences”. They may not be visible
all the time the task is solved. They may only be graded at certain situation when
a specific mistake is made. Those “secondary-competences” may be “input-
competences” for some other tasks or they may be totally new competences that
were not extracted previously.

Evaluation methods should also be defined by “possible-competences”. They
should also have a condition when they are evaluated.

At the end of this step, a complete list of competences is compiled. All of those
competences can be “input-competences” for some tasks and may also appear as
“secondary-competences” for other tasks. Every task has their own list from the
compile competence list of “input-competences” and another list of possible
“secondary-competences” that may or may not appear in a current task. All those
competences connected to a task have a method for evaluation.

For every student, there is now a skill level connected to every competence in a
complete competence list. A scale with high definition is recommended to give
more precise overview and higher level of differentiation.

From now on the learning is not guided by topics but by competences. Learner
chooses a competence he or she wants to acquire and a suitable task is found. The
task is allocated by using the following information: competence, student’s
current knowledge level of that competence and a list of previous tasks solved
with that competence. The suitable tasks should not be too hard (have matching
or similar level), should have a required competence as an input-competence for
a task and should not be in a list of 5 last tasks solved with this competence. The
last criteria is derived from learners’ frustration when they get the same exercise
over and over again.

In order to find a task with suitable complexity, a level to reflect it has to be
assigned for every input competence in every task. Initial levels can be assigned
by a teaching staff or they could be extracted from learning history. The latter is
preferred as teaching staff may under or overestimate task’s complexity but logs
reflect the true state of the task’s complexity. Those complexity levels should be
updated regularly, for example, after every semester, according to learning
history.

Now a suitable task can be found for a competence which accords to learner’s
personal state.

In order to have a variety of tasks with different levels of complexity for every
competence, input competences’ coverage should be considered. The coverage
means that every competence should have at least a certain number of tasks where
that competence is part of “input-competence” list. Furthermore, there should be
sufficient tasks for different levels. Not every level should have more than five
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tasks (criteria from task allocation) for every competence but a competence
should have at least 5 very easy, 5 easy, 5 medium, 5 hard and 5 very hard tasks.
Therefore, every competence, at a bare minimum, should have 25 tasks connected
to it. It is highly recommended to have more in order to give variety to learning.
If competences are identified with less than a bare minimum number of tasks,
then new tasks have to be formed.

The next step would be defining courses. Courses will consist of a list of
competences connected to a course. Every competence in a course will have a
weight. The weight reflects its importance for course as a competence may appear
in more than one course. The weights could be described as a percentage or a
milli-credit unit. It is recommended that for further personalization the courses
should have 10-20% overlap so that the learner has an ability to choose what he
or she wants to learn.

If there are competences that should be acquired during the course but no
competence has been defined nor any tasks connected to it, then a new
competence should be added and at least a bare number of tasks created for them.
As there is no historical information on task level, it is a responsibility of the
teaching staff to define the complexity level. In this case, the complexity levels
should be updated quite often at the beginning, according to the logs. Also,
possible “secondary-competences” should be checked from submitted answers.

Learning materials could also be connected to competences so that if learner
needs additional help during studies, they can find associated materials by
competence. Connecting materials with competences also shows shortcomings
when there are competences which are not connected to any material.

Therefore, the steps for transferring from topic-based learning to CBL are
following:

e Extracting input-competences from existing tasks. If required, tasks
should be split into smaller tasks.

e Evaluation for every input competence is defined using granular grading.

e Previous wrong answers are analysed to extract secondary competences
that may appear in a task.

e Evaluation and condition of grading for those secondary competences is
defined.

e Every task is connected to a list of input and secondary competences.

e Connecting complexity level to every input competence in every task.

e Every learner will be given an ability level for every competence in the
system.

e Developing a method for finding tasks based on competence, student’s
ability level in the competence and recent tasks solved.

e Checking competence coverage in general — if required, new additional
tasks are added.

e Competence coverage according to grading scale regions is checked — if
required, new additional tasks are added.
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e Defining courses as a set of competences. Every competence in a course
has a weight.
e Connecting materials to competences.

As a result of proposed process, a fully functional CBL environment can be
achieved where learning is controlled by competence and shortcomings in areas
of a course that where not covered with tasks or materials can be identified.

3.3 Mapping Competences and Competence Coverage

The process of transforming classical topic-based e-learning environment to CBL
started with identifying the competences. The competence, in current case, was
defined as atomic skill or knowledge that is used to solve a task that cannot be
divided further into other competences.

The contribution of the thesis author for this step was to map out competences
for Operating System from classical topic based course to CBL. Other courses
were mapped by relevant teaching staff.

Operating System course, as a topic-based system, consisted of 4 modules
(Process Scheduling, Data Types, Memory Management and Paging) with 26
classes and 8571 tasks.

Modules contained larger topics in a course. Classes distinguish types of tasks.
All the tasks inside the class have same structure but different values. For
example, class could be “Find x. x=A+B”. Inside a task those A and B would be
defined. For example, a task could be “Find x. x=4+5".

Therefore, it can be said that before CBL, Operating System course had a very
limited pool of different types of tasks (26 for 4 modules, on average 6.5 different
exercise types). That was considered by the author to be not sufficient. Therefore,
one goal of transition was to come up with more varying exercise types.

As a result of mapping competences, 35 input-competences where extracted.
Additional 13 competences were added to a course to cover areas that were not
previously covered. Currently the OS course consists of 44 input competences
(some of them have been dropped during the years as course has changed) as can
be seen in Table 3.1. Additionally, there are 47 secondary-competences possible
in OS course tasks. All tasks in OS course are theoretical tasks. No tasks were
split during the process.
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Table 3.1: Input competences with their coverage

Input competence Nr of tasks
Bit2Byte 43
Byte2Bit 48
CPU scheduling, FCFS 307
CPU scheduling, RR 1182
CPU scheduling, SIN 665
CPU scheduling, SRTN 569
Dec2Binary 40
Dec2Hex 116
Dec20ct 156
Hashing 303
Hashing with offset 303
Hashing: collisions 303
Hex2Dec 143
Memory manager BF 1115
Memory manager FF 1964
Memory manager WF 1118
Memory: Only and all pages/segments from virtual to physical | 629
Mod calculation 347
Numbers in Words 506
Oct2Dec 158
Page replacement 929
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Page replacement: FIFO 453
Page replacement: LRU 476
Page table: offset calculation 190
Page table: page calculation 330
Page table: page transfer 330
Page table: pages transferred completely 140
Page table: virtual to physical memory calculation 329
PageTables 330
Paging 2239
Paging: swap in 2239
Paging:swap out 929
Process scheduling: Can only read or write 1441
Process scheduling: CPU 3343
Process scheduling: More than one process can read 800
Process scheduling: Only one process can write 1283
Process scheduling: Priorities 1237
Process scheduling: Reading & writing 1441
Process scheduling: Resources 3347
Process scheduling: Resources are independent 1281
Process scheduling: Waiting 3340
Processes 3361
SignedByte2Dec 136
Bit values 51
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Currently there are 12 299 distinct tasks and 59 classes connected to competences
for Operating Systems, meaning that around 4000 additional tasks and 33 classes
were created during the transition process to expand the course to cover more of
the relevant topics, match additional input competences created and fix any
coverage issues that arose.

Some of the processes were automated. For example, as tasks inside the class had
similar structure, input competences could be assigned on class level. The
connection between input competence and exercise is still recorded in task level
as some fine tuning was needed in some cases to match specific nature of the task
and its data. Secondary competences were all hand assigned after analysing log
files of previous wrong answers.

Majority of the input competences in OS had adequate coverage with variety of
tasks from the topic-based form. There were few with borderline coverages like
“Dec2Bin”, “Bit2Byte” and “Byte2Bit” competences. Also competence “Bit
values” had borderline coverage for some levels before additional tasks were
added. The coverage for levels was found in following way: 128-scale is used for
tasks’ difficulty level. It was divided into 8 regions with 16 levels in each.
Number of tasks inside those regions was found. The bare minimum was
considered to be 5 tasks and therefore every competence should have at least 40
tasks for adequate coverage.

In the total process of transforming the e-learning environment, 341 competences
were first derived with 289 of them being input competences. Additional
competences were later added and by the end of 2016 spring semester, there were
a total of 539 competences with 459 of them being input competences in the
system. Currently there are 40 116 active theoretical tasks and 942 active lab
experiments. In 2012 April, there were around 28 000 tasks as many of the
coverage issues were not fixed by then[136].

During the initial transition, it was found that in more than 700 cases, some of the
coverage regions were not filled. So, on average, for an input competence there
were 2.18 regions not adequately filled. Surprisingly, the biggest cap in exercises
was the lowest part of the scale. The first region, levels from 0 to 15 that should
contain basic exercises, was the area with biggest coverage issues. The problem,
when investigated, arose from the fact that in some of the competences that
contained advanced concepts, the teaching staff found it hard to form simple tasks
that would fit into lower difficulty scales.

3.4 Answer Evaluation

Grading and evaluation of student inputs are the most important parts of the CBL
approach. Everything else, all the theory and concepts can only work and be
beneficial in CBL framework if granular competence separation and independent
grading is achieved.

ISC system takes “authentic” learner’s input, meaning that even if there are some
multiple choice items, the majority of tasks ask the student to fill in the answer.
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The answer can be one integer or float number, multiple numbers such as a result
of measurements, simple texts or filling complex tables/structures. In total, there
are 20 different types of answers the system can handle. Answer type is connected
to a class in the system, meaning that all tasks in the class have an answer in
similar style. Therefore, evaluation algorithm is also connected to the class.

Competences appear in tasks (classes) in different form and therefore there
cannot be one single universal evaluation algorithm to grade their usage. The
derived method for transitioning from topic-based learning to CBL recommends
connecting every competence in a task with an evaluation method. In practice, it
is more suitable to have complete evaluation algorithm that covers all the
competences and their evaluations for a class.

A perfect algorithm for answer (that may consist of several items) analysis would
be able to find mistakes, understand the reasons why the mistakes were made and
find the associated competences that were used to find the answer. It would also
be able to alter given correct answers according to the mistakes made. Therefore,
one mistake would not make the rest of the answer fully wrong, even if it depends
on earlier calculations. The system has adopted the approach that answer
evaluation should simulate the process of student solving the task. By simulating
the process, the weight of repeated mistakes can be lowered, reasons of mistakes
identified and useful feedback generated, and only student view to data used
[103].

To facilitate non-stop learning process that does not require teaching staffs’
interference, the evaluation should be automatic. Automatic evaluation also
ensures fairness and consistency— all similar answers are graded the same way.
Two different approaches are now described that have been implemented in ISC
system by the thesis author.

3.4.1 Previous Works

Problems with assessments in e-learning, especially in context of CBL, are
widely covered in literature ([37, 54, 137, 138] for example). The main complaint
has been that current methods are not adequate enough or due to the vaguely
defined competences it is hardly defined how to even assess them. Also, to
facilitate a large number of learners, the assessment has to be automated. It has
been stated that automated assessment is limited, disappointing, not adequate and
without any real feedback [139].

It has also been noted that there are two types of assessment: formative that
actually helps learner to learn and summative that certificates the learner [140].
The formative assessment and grading is the one that should be desired as only
this one helps the learner to improve. Formative assessment consists of three
steps: observation, intervention and regulation [141]. The first step involves
general learning to generate the baseline. At the second step, problematic points
are identified. Third step consists of steps to offer guidance, control and
adjustments.
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Different proposed methods in literature for assessments in e-learning in general,
have been covered by Wang [142]. He also proposed his own method using web-
based two-tier model. In his model, students get a set of questions randomly. If
they answer question incorrectly, short instruction appears and question re-
appears later randomly. This is repeated three times.

Assessment in the context of CBL has been covered by Sluijsmans and others.
They state that despite many efforts put into deriving better face-to-face
evaluation, evaluation in e-learning has not been researched in depth [143]. They
found that exams in classic topic based learning tended to differ a lot from the
tasks done during the courses [137]. They criticize the lack of proper feedback
and using one-dimensional summative grades. They state that in order for CBL
to succeed, it is necessary to use different kinds of assessments in which learners
are not tested solely on remembering knowledge, but more on their ability to
interpret, analyse and evaluate problems and explain their arguments [137]. They
offer Four Component Instructional Design model (4C/ID model) as a solution.
The model divides tasks into classes based on complexity. Learners start with
simple tasks and move on to more complex exercises that represent complex
situations from real world. Then they offer new approach to store results using
three criterions — mix of assessment tasks for quality, standard set of assessment
criteria and “horizontal and vertical” assessment. They argue that model they
offer enables flexible learning.

Also they offer guidelines for developing assessment for e-learning with CBL. It
consists of four steps: defining the competences that students should learn when
solving a task, designing a performance task around those competences,
developing explicit performance criteria to measure the extent to which students
have mastered the skills and knowledge and usage of one scoring system or
performance rubric for each performance task [143].

Guenaga and others cover complexity of assessment in CBL [138]. They point
out that the main problems of assessment are: lack of scalability, subjective nature
of interpreting student’s development, difficulty of finding latent skills used and
lack of assessment activities. They developed a complex data analysis tool called
SCALA for analysing learning data to support teachers in competency
assessment.

Brahim and others have developed a method for assessment of competences in
CBL following formative assessment principles [140]. At the first step they
identify competency gap between goal and current state. At the interception step
they analyse the motivations and knowledge of the learner. Then they define
optimal trajectory through the course and on the fourth step they define learning
activities based on a personal diagnosis [140].

Schaeper measures competences by using self-assessment instead of direct
assessment [77]. He later agrees that self-assessment may not suitable for
objective measurement of competences but cites multiple authors who have found
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correlation between self-assessment and results in tests. He also emphasises that
self-concept has strong impact on students’ future action.

A lot of focus on the assessment has also been put into e-portfolios and their
management in CBL ([70, 74, 144, 145] for example).

Previous works in the literature do not cover automatic assessment that does not
suffer from summative grading and offers feedback according to mistakes made.

3.4.2 Algorithm Mimicking Student Answering Process

Answer evaluation in competence learning differs from answer evaluation in
topic-based learning. As every task is related to multiple competences (even if
we tried to divide exercises into small units, in majority of cases, they require
more than one elementary skill to solve them), answer evaluation will not give
one result for the whole task but different results for every competence that is
present in the completed task. All the competences and results are independent
and therefore some competence levels can rise and others fall at the same time
[146].

Compare

™

//' o
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Calculate

ID mistake
new correct

Take mistake
into account

Modify data

Figure 3.3: General structure of algorithm mimicking student's answering process step-
by-step [103]

As tasks contain more than one competence, usually they also contain multiple
middle-steps with their own results. If one of those results is wrong, the mistake
is carried over and the final answer will also be wrong. As competences are
graded separately, making a mistake with one competence should not be carried
over to evaluation of other competences or affect other intermediate states.
Therefore, the evaluation algorithm should mimic student’s answering process
step-by-step while solving the tasks. When the algorithm follows the steps student
takes and uses only the data generated by the algorithm during the process, it
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enables the algorithm to detect only the actual mistakes. By simulating the
process, the weight of repeated mistakes can be lowered and reasons behind the
mistakes identified more accurately. Therefore, more adequate feedback can be
generated and only student’s view to the data can be used. The algorithm for that
kind of evaluation is much more complex .

The evaluation algorithm starts by comparing the student’s answer with the
correct answer provided by teaching staff, as can be seen from Figure 3.3. If
needed, some limits on how much of the answer is compared in a turn may be
given. If a difference is found, the type of mistake is identified using list of pre-
defined errors. Answer evaluation algorithm therefore not only contains a code
to evaluate but also has a knowledge base connected to it with types of errors,
how to identify them and what kind of competences that kind of mistake affects
and how strongly.

If a mistake is identified, the source data of the task is modified so that from now
on, the current state of student data is used. If the mistake was not identified (not
in a knowledgebase), then the evaluation is stopped with “unidentified” mistake
found. The submission is also flagged for a teaching staff for a review. In most
of the cases, the unidentified mistakes are just random numbers students have
submitted when they have no idea how to solve the task and they want to get a
next one (due to the design of the learning control algorithm, even if they log out
and come back, they always get the same task until the solve it — so student is
stuck with a task until he/she solves it, otherwise learners would start to choose
what they like to solve and what not).

After student’s view of data has been achieved by modifying the original data, a
new correct answer has to be calculated for the rest of the task. For this, part of
the algorithm has to mimic correct solving process. After new correct answer
using student’s view is used, the comparison continues until the end of the answer
has been reached or unidentifiable mistake is encountered.

The knowledge base with mistakes is generated from the previous wrong
answers. Again, as with secondary competences, historical wrong answers are
source of great information. Teaching staff may guess what kind of mistakes
could be made but logs show actually what types of errors are most common by
the learners.

Usually when new algorithm is created, the member of teaching staff uses his/her
imagination on the types of mistakes students could possibly make and programs
algorithm to detect and identify those. After a certain time period (usually 6
months), when enough information has been gathered, the log files for those
exercises are scanned and the algorithm is updated according to the mistakes
students make in real learning process. It has been found that this practice gives
the best optimal algorithm efficiency [103].

These kinds of algorithms work very well if they are composed with care. They
lower the impact of repeated mistakes and make sure mistakes are not carried
over. They also offer much more detailed and adequate feedback than previous
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answer evaluation method. This kind of algorithm allows to determine
competences used in a task and grade them independently.

The problem with this kind of approach is that the algorithms tend to be really
complex as they have to contain multiple parts — error detection, data
modification, knowledge base of errors and new correct answer generation.
Creating this kind of complex algorithms requires good programming skills.
Also, one algorithm is only suitable for a small portion of exercises. Analysis
shows that currently there are over 1000 algorithms in use. Some of those
algorithms are really similar with only minor differences. When analysing only
their structure, 300 distinct types can be identified. This shows that a lot of work
goes into writing those complex algorithms even if there is only need for a minor
difference [146].

3.4.2.1 Example: Process scheduling in CPU in Operating System
course

In the courses of “Operating Systems” there is a set of tasks where students have
to mimic process scheduling in CPU, as can be seen from Figure 3.4. They are
given description of three processes with time spent in CPU and resources
declared. Correspondingly, to scheduling strategy given, student has to fill table
and show in which moment of time where certain process is taking place [147].
There are four different methods a student may have to use for process
scheduling. Before CBL, a set of those tasks were considered by students to be
the most difficult one and they also had very low average result.

Originally the task had control algorithm what compared input string with
teacher’s provided correct answer string until the first difference. Then the
percentage of the answer what matched, was used to calculate the result. With
that kind of analysis, a mistake meant the end of answer evaluation. It did not
matter how serious the mistake was. Even typos or carelessness mistakes like
forgetting to assign an action to process in every moment of time were as crucial
as misunderstanding the task or making mistakes in interpreting scheduling
strategy [147].

That control worked efficiently if there were no mistakes or mistakes were made
in the later part of the answer. Sadly, that kind of approach did not allow any
proper feedback or identification of mistake made. In order to give students
proper comments to their answer, as well as an understanding of their mistakes
and suggestions on materials according to gaps in student’s knowledge, a
different approach was needed. The first phase of a new algorithm development
contained an analysis of previous answers as the only source showing where and
why mistakes were made. It was learned that majority of mistakes were done with
1) process priorities, 2) resource management (many students failed to understand
that one file can be read by many processes but only one process can write a file
and writing is preclusive for reading and vice versa), and surprisingly 3) many
typos [147].
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Process scheduling

Given

Proc 1: R1-2:P-3:R2-1:P-2:%W1-2:P-2

Proc2: P-3RI1-2P-3:W1-1 R2-2.P-2

Proc3: R1-2W1-3:P-3R1-1P-2Ri-2

Strategy: SN

Q=

Task

Fill the table by arranging process munbers 1,2 and 3 in appropriste place. In every row (moment of time) every process can
appear only once until its work has not been finished.

Time |ReadyProcessor mf”";“elw mf““;“’ezw
1 2 31
2 2 31
3 1 2
4 1 2
3 1 2 3
& 3 1 2
7 3 2 1
g 121 3

Figure 3.4: Example of process scheduling task [147]

The first priority was to reduce the impact of typos. All processes can be in CPU,
in waiting list or performing resource action in any given time. Many students
had assigned process in one moment of time for more than one action. Therefore,
a pre-submitting control to answer input table was added what raised an error
message when a process was added more than once and removed lastly added
process. That lowered typos and carelessness mistakes almost by half [147].

The main part of algorithm is analysis of mistakes as can be seen from Figure 3.5.
First, the moment where student’s answer and provided correct answer start to
differ. Then the line, where the mistake was made, is thoroughly examined.
Mistakes with resource are easily determined. Types of mistakes are numbered
and number of occurrences is stored in array. Every time when a certain mistake
is made, that number in array is increased. So, during the every moment of answer
evaluation, the number of different mistakes and total mistakes are known. With
every type of mistake, a proper comment is added to global comment variable
[147].
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Figure 3.5: General algorithm structure for comparing student's answer

For example, if it is detected that at the time point 4, there are processes reading
and writing the same resource, it is determined that competence “Process
scheduling: Can only read or write” is not followed. Error is marked to have
occurred and proper feedback is generated. In current case it will be: “Line 4:
Currently processes are reading and writing to the same resource at the same time.
Processes can only read simultaneously or write exclusively”. The message will
be added to global message what will be printed to the screen after the answer
evaluation has ended [147].

When a mistake is determined and recorded for answer evaluation purpose, the
current line is considered to be “correct”. Therefore the “global” correct or
teacher provided correct answer cannot be used anymore and a new correct
answer has to be generated [147].

To obtain the rest of the new correct answer, another algorithm has to generate
the new correct answer while mimicking student’s thinking. With process
scheduling that is easy as students have to follow certain rules and scheduling
algorithm. Every time a mistake is made, the description of processes (task’s data)
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has to be altered according to the mistakes made. With altered task’s data, a set
of rules on how to solve the task and point where the mistake was made, a new
correct answer can be calculated [147].

With new correct answer, generated from modified data, the answer evaluation
continues until the end of the answer is reached or an unidentifiable mistake is
found. If new mistake is found, the process is repeated. New mistake comments
are added to global pool of feedback and it will be only printed at the end.

Final result is not one number for the task as every task is related to many
competences. In current example, up to 31 different types of mistakes can be
determined and 12 different competences have been evaluated. Many different
types of mistakes can affect one competence or one type of mistake can affect
many competences. For example, reading and writing at same time, affects
competence “Process scheduling: Can only read or write” but it also has smaller
effect on competence “Process scheduling: Resources”. Also, every mistake and
total number of different mistakes is used to calculate an outcome for competence
“Processes” and the competence corresponding to the algorithm used for process
scheduling [147].

3.4.3 Automatic Synthesis of Answer Evaluation

The second approach to answer evaluation uses machine learning and concepts
of expert systems.

As all exercises in the system use some set of rules that are applied to input data
to derive the answer, the idea is to come up with common “world rules” that can
be used with all of the exercises and then apply algorithm that is able to
understand input data, which rules apply to. The result would be one system, so
called expert system, that can be used to derive correct answer and also for mimic
step-by-step student answering process. That system would also contain another
set of rules for mistakes that are applied if inaccuracy is detected [146].

That kind of solution does not require having many different algorithms with only
minimal differences. Only one copy of the system is maintained. Rete algorithm
is used as a motor for pattern matching between world rules and current student
input [146].

Rete algorithm is efficient algorithm for a large collection of patterns connected
with a large collection of objects [148]. It has many possible applications and
should also be suitable for storing a set of “world rules” for answer evaluation
and matching given information with rules [149]. A basic production system
checks each if-then statement to see which ones should be executed based on the
facts in the current dataset, looping back to the first rule when it has finished. The
computational complexity is of the order O(RFP), where R is the number of rules,
P is the average number of patterns in the condition part of the rules, and F is the
number of facts in the knowledge base [148, 150]. Algorithm tries to derive all
possible new knowledge from rules, not only looking for specific knowledge.
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The algorithm is efficient even when it processes large sets of patterns and
objects, because it does not iterate over the whole set [149]. As a result, the
computational complexity per iteration drops to O(RFP), or linear in the size of
the fact base [149]. Patterns are compiled into a program to perform the matching
process. The program does not have to iterate over all the patterns because it
contains a tree-structured sorting network or index. It also does not have to iterate
over the data because it maintains state information: the program computes the
matches and partial matches for each object when it enters the data to the memory,
and it stores the information as long as the object remains in the memory [150].

Rules given for Rete Algorithm are usually given in following form: if
<condition> then <action> [148]. For example, resistors in parallel connection
can be written down with following rule: If there are two elements, that are
connected in parallel connection and both of those elements have resistance
available/assigned, then the resistance of element created when combining those
two in parallel connection, equals 1/(1/R1+1/R2) [146].

During the implementation, it was found that the complete knowledge base for
all the tasks in the system would be very complex, it was decided to compile
multiple knowledge bases. There is a knowledge base for simple unit
conversions, one for basics in electrical engineering, another one for Operating
System competences etc. During the implementation it was also found that
applying the knowledge bases, if they contain many rules, is more time
consuming than using those mimicking algorithms. Therefore, it was more
beneficial to split the knowledge base between multiple domains. Currently,
simple well known truths in electrical engineering field and unit conversions have
been implemented as rules usable for Rete algorithm in Drools system [151] and
prototype system is able to evaluate simple exercises correctly where those rules
are used. Sadly, this kind of approach did not yield as many beneficial results as
was first hoped and teaching staff did not find it easier to use than writing more
“human readable” mimicking algorithms.

3.4.4 Confirmation

Important factor of answer evaluation is making sure the right person is doing the
learning [152]— otherwise all the effort put into making sure the knowledge is
acquired, goes to waste. It is important factor in e-learning [152]. As mentioned
earlier, students tend to be ready to do anything to pass the course — including
having other people doing the work for them.

Another reason for considering confirmation is learners’ behaviour — some of
them are afraid of doing practical experiments. At the start of the transition from
topic-based to CBL, it became visible that as competences can both contain lab
and theoretical tasks, notable portion of students avoid lab experiments every way
they can. They never borrow a HomeLabKit, they never attend labs, and they try
to complete the course without solving a single lab experiment. At the early
stages, due to not anticipating this kind of behaviour, it was possible for students
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to get quite a good grade for a course without any experiments. That was found
to be problematic.

To overcome the problem, the competences and their weights were modified so
that there are some competences that only contain practical experiments. Usually
these competences were given heavy weight towards the whole course but due to
time constraints (solving lab experiments takes on average 5 minutes when
solving theoretical tasks takes about a minute) it is not possible to make half a
course consist of lab experiments. Therefore, changes limited the grade that
student is able to get without solving lab experiments but it did not overcome the
problem.

Thus, a term “confirmed” competence and class confirmation tests were
introduced. After a student has reached acquisition level with a competence,
he/she has to confirm the knowledge in a test on campus. Class test uses the same
kinds of exercises that student has solved before. Only competences where
student’s ability level is higher than acquisition level are used. Confirmation
means that learner solves the task and competences are graded. The level
achieved in a class test (from 128-level scale) is considered “confirmed”. Only
confirmed levels and competences are considered for final grade. If learner
achieves higher level with the competence in usual learning mode, the
confirmation is lost and it has to be confirmed again in a class test.

Furthermore, class tests add blending learning level for the learning process
[115].

3.4.5 Final Grade and Grade Suggestion Engine

As mentioned before, courses contain a list of competences with weights. As a
part of the personalized learning, function that uses competences in a course, as
well as weights and student’s ability level, is used to give student the final grade.

As 128-level grading system is used, this has to be transformed into 6-grade
(grades 1 to 5 and fail) system used officially. One option would be to assign
levels to match 6-grade system but that would result in loss of details and grades
will be sampled from high definition scale to lower detail scale.

In order to keep the granularity of the learning results, more complex aggregation
function was developed, called grade-suggestion engine. It takes into account the
official number of credit units assigned for the course. Current curriculum
guidelines for grading were taken account when developing this engine. These
regulations state that student should be able to pass a course with 51% of work
done/knowledge acquired. Therefore, it is set that if student achieves highest
levels for competences worth half the points, he or she should be able to pass.
Also, if student confirms competences equalling 100% of required points to
minimal level, he or she should also be able to pass. Those two points are used to
derive a line. Below the line, a student cannot pass the course. Above the line, a
grade-suggestion engine is able to suggest a grade. There are exactly 50 levels
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between acquisition level (77) and maximum (127). Therefore steps of 10 levels
are used to define line-functions for other grades [63].

The formula that defines the line for pass on the course takes the following shape:

_ 100 X(x—4)
-4

+77 (3.4)

where y is ability level needed to pass the course, x is credit units earned (sum of
weights of confirmed competences above acquisition level) and A is credit units
assigned for the course by curriculum. Formula 3.4 clearly shows that if x equals
A (all credits done), y equals 77 — the acquisition level. And if x equals A/2, then
(x-A) is receded to —A/2 and the first part of the formula (division) yields 50.
50+77 equals maximum level for competences that is 127.

Formula 3.4 can be evolved to take account all possible grade lines:

100 X(x—-A4)
- -A

+77+10% (G —1) 3.5)

where G represent desired grade. It can be seen that if desired grade is 1, then last
part of the formula disappears and same form as formula 3.4 is achieved [63].

Grade suggestion engine only uses competences and ability levels that have been
confirmed in the class test. Therefore, every time student solves a task during a
class-test, grade suggestion engine is called automatically by the system.
Student’s current grade is calculated. If the grade suggestion engine returns a
grade for the first time, it is offered to the student. Student has the option to accept
it and finish the course or he/she can continue working. If a grade has been
suggested once, the engine will not pop-up a notification second time until a
better grade becomes available, to minimize noise and extra actions required by
a student. Also, learner has the possibility to take the grade anytime later, as long
as confirmed competences’ weights and their levels remain high enough for a
grade-suggestion engine to be eligible for a grade.

For this kind of method having a maximum efficiency there are no deadlines
except the official limitation of the end of semester. It is a last date when grades
can be carried from ISC e-learning system to official registry and therefore
students have to take a grade by that date or they achieve “fail to appear” [63].

3.5 Conclusions

In this chapter framework for CBL used in this thesis is formulate. It consists of
detailed description of grading, application of personalization and memory
model. Steps for transforming classical topic based e-learning environment to
CBL are offered. The process of transformation from topic based methodology
to CBL is covered by the author using example of Operating System course.

Also, answer evaluation in CBL is covered in detail as it is essential part for
allowing implementing the approach to its fullest.
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The main conclusions of this chapter are:

1.

The aim of the learning should be acquiring new concrete knowledge and
skills and being able to analyse and apply them. Classical topic based
approach has not delivered that goal.

Usage of fine-detailed and granular grading with 128-level scale for each
atomic competence allows to form a clear and detailed picture of students’
current state. Definition of competences in CBL in atomic level is crucial for
valid and profitable assessment.

Power law based memory model is more accurate to describe human
forgetting than exponential.

Classical topic based approach is not viable to support personalized approach
to learning process. With CBL different approaches can be taken to ensure
personalization.

Using automatic answer evaluation with algorithms mimicking student’s
answering process, enables to lower the impact of repeated mistakes,
generate adequate feedback according to specific mistakes made, grade only
competences actually used to solve the exercise and combined with pre-
submission check of common typos, enables an adequate evaluation of
submission. Automatic algorithm synthesis does not yield good response
times and therefore is unsuitable for proposed framework.
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4 ANALYSIS

To verify the effectiveness of CBL and proposed method, analysis of changes in
student behaviour is conducted. The analysis is fully conducted by the thesis
author.

The analysis is conducted using educational data mining principles using both
hypothesis testing and exploratory data analysis [153]. Data mining itself is a
large field consisting of different disciplines from machine learning and statistics
to database technologies and visualization. There is a specific sub-field called
educational data mining that is concerned with developing, researching, and
applying computerized methods to detect patterns in large collections of
educational data — patterns that would be otherwise hard or impossible to analyse
due to the enormous volume of data they exist within [154].

Educational Data Mining (EDM) is concerned with developing, researching, and
applying computerized methods to detect patterns in large collections of
educational data—patterns that would otherwise be hard or impossible to analyse
due to the enormous volume of data they exist within [154]. EDM borrows from
and extends from related fields like machine learning, text-mining and statistics
[155]. EDM can be used to evaluate learning systems, evaluate scientific theories
on technology enchanted learning. It can also be used to determine student
parameters for modelling, for intelligent tutoring systems for example, informing
domain models for developing student models, creating diagnostic models and
alerting instructors, for example [155]. Romero and Ventura have done detailed
literature reviews on usages on EDM [156, 157]. Data mining has been used in
many different educational research projects (for example [158-161]).

For data mining, timeframe is limited from 2008 spring semester (sometimes
2008 fall). Data before that is also saved but a different database system was used
back then and not all information, recorded now, was logged then. Therefore, to
have adequate comparisons, in most cases, data from 2008 is used.

This chapter is based on publications P1, P2, P3, P4 and P5.

4.1 General Statistics

ISC system has 26 275 users from which 5 468 have used the system actively. 1
784 active users registered between the start of 2008 spring semester and before
CBL was introduced. Since CBL has been used, 2479 active users have
registered in the system.
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Figure 4.1: Number of coursers thought via the system per semester

Figure 4.1 shows distribution of courses throughout the semester. In a last few
years the number of courses has risen as small custom tailored courses, offering
only a small portion of bigger courses, have been started for many learners who
were saying that they are only interested in a small part of the course and do not
dare to declare a course with high ECUs. Many students have also been interested
in small ECU courses to fill holes in their curriculum. Therefore, in Figure 4.1,
major courses with usually around 80 participants or more are shown separately.
On average both number of courses and number of major courses throughout
semesters has risen.
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Figure 4.2: Number of students studying via the system per semester

Figure 4.2 shows distribution of learners by semester. As can be seen, during
every semester, a majority of the students participate in major courses with
around 25% of students enrolling in additional, smaller courses. The number of
learners has been falling due to changes in demographic situation and the number
of students enrolling to university.
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4.2 First Impressions

When CBL was introduced in the system, it was first received negatively by both
teaching staff and students. Teaching staff was so used to the topic-based learning
and they were not willing to change their methods of conducting lecturers. The
amount of work required to transform the courses was also scaring them. At first,
there was lot of resistance.

Students had similar negative reactions. They were also used to studying in topic
based learning style. They were quite skilled in knowing exactly how much effort
they needed to put into the course to just pass it — CBL turned it all upside down.
Unknown learning method scared them and many of them had trouble
comprehending what exactly had changed and why. There was no real
“introduction” material for students to CBL and they had to rely on teaching staff
to explain them in person what is required of them in the new system. Some of
the teaching staff also had hard time comprehending the changes. To confuse the
matters even further, the switch to CBL was completed in the middle of the course
so students started in topic-based learning environment and during the second
month of the course, they were switched to CBL.

Therefore, for a more painless transition from topic-based to CBL, it is essential
that at first the teaching staff is briefed adequately about the new method and
what it changes for them and for the students. They should be encouraged to ask
additional questions and address their fears. It would then be advised that teaching
staff takes time for face-to-face meetings with students in order to explain the
system before letting them try it themselves. The switch should happen between
semesters to make things less complicated.

A positive lesson from the first impressions was that negative reactions from both
students and teaching staff did not hinder the reform. First reactions did not stop
the transition nor did it result with switch-back to topic-based learning. After the
first alienation passed, students were actually the first who started to see the
benefits of the system. By the end of the semester, students were commenting
that they like the new grading were they see what skills have been graded and
they get more feedback than before.

Furthermore, it was observed that students who were studying their first course
in the system had more negative reaction to the change than those who had used
the system in previous semester — it would have been thought to be the other way
around as new students were not as familiar with the ISC system as returning
students. Maybe more advanced students were more open to adapt different
approaches and were able to benefit more than freshmen.

4.3 Competence Usage

There are currently a total of 539 competences with 459 of them being input
competences in the system. On average every competence has 156.8 tasks
connected to it where it is an input competence. The competence with highest
number of tasks (2574) is “CPU, Round Robin” in Operating System course.
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There are 3 competences that have less than recommended 40 tasks where they
appear as an input competence, 5 for every scale range. There have been huge
improvements of coverage compared to earlier years of CBL. In 2012, one third
of competences were represented with 8 or less tasks. Half of the competences
were covered up to 30 tasks. These were very low numbers and led to repetition
of tasks [136].

On average, every theoretical task has 2.0 input competences connected to it with
minimum 1 and maximum 11. They also have, on average, 1.6 secondary
competences. Lab experiments have, on average, 2.3 input competences with
minimum 1 and maximum 8. They have 2.2 secondary competences on average.

Those numbers show that despite splitting the tasks into smaller portions, every
task and lab experiment contains more than 1 competence as it is hard to compose
an exercise for just one skill at higher levels. The fact that the average is 2
competences per theoretical task is also a good result. It shows that despite not
being able to compose tasks with single competence, most of the time, only one
extra competence is required and learner can concentrate on a small portion of
material. It also makes it easier to let learner repeat only tasks connected to skills
he/she really needs to fortify. The tasks with high number of input competences
are usually really complex tasks mimicking process in how operating system
works in Operating System course.

Lab experiments also yield expectable results. The higher number of input and
secondary competences follows the nature of lab experiments — they are usually
more complex and time consuming than small theoretical tasks.

The usage of secondary competences is slightly lower than expected, especially
considering that there are many possible mistakes a learner can make and their
appearance in grading is not guaranteed.

Overall, it could be said that small tasks with small number of competences that
are used together, has been achieved with CBL, making sure that the learner can
concentrate on a small portion of theory and repeat specific competences required
without too much overlap with skills already acquired.

On average a course contains 19 competences per credit unit. On average, the
major courses with most of the students taking the courses have 4 or more
European Credit Units (ECU). Courses have 1133 milli-credit units per official
credit unit connected to it meaning there is slight overlap of competences per
course to facilitate personalization.

When looking at connecting materials and competences, some separation has also
been achieved. On average, every material has 5.5 competences connected to it.
There are different types of help materials offered in the system — wiki links, pdfs,
PowerPoint presentations etc. Pdfs are having a highest number of competences
connected to one item — 8. Wiki links and videos have lowest average
competences connected to them — 3. It would be preferred if materials are smaller
and would give information about one competence at the time. Therefore, for the
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system improvement, pdfs could be split further to facilitate fewer competences
at a time.

71% of competences have been covered with materials. On average, every
competence has 5.3 materials connected to it. Therefore, it could be said that if
there are materials connected to a competence, then there are usually enough
different sources offered. The problem might be the coverage as less than three
thirds of all competences available have materials connected to them. This is one
area where system could be improved.

4.4 Students’ Learning Time

One of the main goals for CBL was to get students to repeat the tasks over time
to achieve stronger fortified knowledge. To achieve the repetition and spacing,
tasks were divided into smaller units. As can be seen from Figure 4.3, the average
number of tasks solved by declared students who finish the course per semester
rose remarkably from 2010 fall semester when CBL was introduced (as there are
different modules for fall and spring semesters, they are given in separately).
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Figure 4.3: Average number of tasks solved in spring and fall semesters
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Some of the differences in the Figure 4.3 are due to changes in curriculums. From
2013 spring onwards more courses were taught in spring. Before that there was
just one major course in spring semester. In 2013, a new major course was added
to the system and transformed into CBL. At first, when this course was taught at
fall, students who declared it did enormous amounts of exercises. That kind of
behaviour was not recorded again. Without 2013 fall semester, the average
number of tasks per semester has been quite similar - around 600 tasks for fall
semester and almost 800 for courses in spring.

It can be concluded from Figure 4.3 that repetition (and therefore higher number
of submissions) has been achieved with CBL.

In topic-based learning, on average, solving a theoretical task took 4 to 5 minutes.
In CBL it is down between 1 to 1.5 minutes that enables to solve more exercises
without too much extra time [103]. 43% of students solve the tasks with 30
seconds [103]. Another 18% solves tasks with 10 seconds. Latest, sadly, contains
students inserting random answers but that behaviour does not help them to make
progress. Moreover, such behaviour can be detected and applied when evaluating
competences.

When comparing the times spent solving exercises in the system (only part of the
learning!), as can be seen from Table 4.1, it has increased. In 2010 fall semester,
when switch was made, students spent more than twice the time solving tasks
than their peers a year before. With years it has come down slightly but they are
now spending around twice the time on solving tasks than before. It can be argued
that the extra time is needed to make sure the competences are firmly acquired
and the time is still within acceptable range. Also, time spent in the system
reflects well on changes in average tasks per semester. If students, on average,
solve fewer tasks, they also spend less time in the system, like in spring 2011 and
2012.

Table 4.1: Average time spent in the system solving excersises by semester

Semester | 2008F | 2009F | 2010F | 2011F | 2012F | 2013F | 2014F | 2015F

Time 7:12:16 7:31:21 | 20:28:57 | 17:44:59 | 14:09:58 | 24:31:11 | 14:23:39 | 13:51:11

Semester | 2009S | 2010S | 2011S | 2012S | 2013S | 2014S | 2015S | 2016S

Time 9:14:30 7:18:51 6:16:28 8:11:48 17:27:18 | 17:59:01 | 18:24:40 | 17:01:35

Overall, it can be concluded that tasks do not take too long to solve and therefore
it is not a problem for students to repeat them. Slightly longer learning time is
also beneficial as it was a consensus of the teaching staff that 7 to 9 hours in the
system solving tasks is not enough for courses spanning whole semester (around
half an hour per week).
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4.5 Students’ Results

The main aim of CBL was to fortify the knowledge and therefore students should
show better average result with CBL than with topic based learning. CBL seems
to show positive effect of repetition. For 2012, two years after CBL was
introduced, the margin between totally wrong answers over all competences in
the system fell from 17.69% to 8.34%. Slightly wrong answers also fell from
29.15% to 23.74%, meaning that totally correct answers rose significantly from
53.16% to 67.93% [136].
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Figure 4.4: Percentage of students passing the course from all declarations

When looking at percentage of students who pass the course from all declarations,
as can be seen in Figure 4.4, again clear patterns between fall and spring semester
emerge that are same for both topic based and CBL approach. It used to be very
varying for fall semester courses in topic-based approach. The drastic change in
2008 and 2009 fall semester is due to students’ behaviour change — the major
course that most of the students took during that semester remained almost the
same for those two years. In 2009 fall semester the students finished later than a
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year before. Many of them needed additional semester or two to get the grade and
more than half of them never finished it. Fall semesters lower passing percentage
can also be explained by the fact that majority of the students who took fall
courses were freshmen who have high dropout percentage.

Very low passing ratio for fall courses continues to CBL. 2015 fall, on the other
hand, saw a remarkable rise and passing rate similar to spring semester courses.

Spring semesters have different kind of patterns. They tended to have around 60-
70% pass rate before CBL and it has remained the same with highest in 2014
spring with 76% and falling with last two spring semesters slightly below 60%.

Therefore, it can be concluded that CBL does not put students into disadvantage
and dropouts did not rise due to the switch in learning method. On the other hand,
there was no significant drop in them either.

When looking at learners’ final marks, seen in Figure 4.5, then it can be observed
that learners have started to accept lower grades than before. Actually, it is not so
simple and there has been a significant change during the years.
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Figure 4.5: Marks taken by students who pass the course (2008S -2016S)

When comparing Figure 4.5 with Figure 11 in [103], it can be seen that on first
five semesters when CBL was used, grades 1 and 2 were not taken at all, grade 3
was hardly ever accepted by the students and majority of them worked until they
got 4 or 5. Spring semesters saw better average result than fall, similar to pattern
before CBL semesters. First five semesters with CBL show better grades than
before. Figure 1 in [63], with data up to 2014, is very similar to Figure 4.5.

This all changed in 2013 spring semester as can be seen from Figure 4.6. Three
distinct pattern periods can be seen.

First of them is semesters before CBL where grade 5 was not so common and
other grades, except 1, were used quite evenly. Zig-zag pattern of grade 5 can be
followed in this period. The zig-zag pattern can be explained by different courses
thought fall and spring semesters. A major course taught in spring, Operating
Systems, has been found by many students to be easier than courses taught in fall
semester.
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Figure 4.6: Change in grades taken by students by declaration semester

The second period is five semesters after CBL were clear signs of rise in average
final mark can be observed. It continues the zig-zag pattern of fall and spring
semesters, which was also observed during topic-based learning. On overall,
grades 1-3 are hardly ever used with 5 and 4 achieved by majority of students in
both fall and spring semesters. It shows that despite switch in learning
methodology that made achieving good results harder, learners were very
motivated to learn as long as they achieve a high grade. Therefore, it could be
concluded that CBL achieved its goal to motivate learner to achieve higher
knowledge and fortify it. 2012 fall starts to show early signs of pattern for third
period but those students who take the grade in first semester (in 2012 fall),
continue trying to achieve maximum marks. Those, who need more than one
semester to complete the course, start to show behaviour where lower grades are
also acceptable.

Third period starts from 2013 spring where students’ attitude seems to change.
Grade 3 becomes the most popular one and remains as one of the most often taken
grades until now. Grade 5 becomes sparer, especially in fall semesters. Zig-zag
pattern for grade 5 disappears for few semesters and re-emerges on 2014 fall but
with much lower percentages.

Third distinct period can be affected by changes in university policies. From 2013
fall, all grades had to be achieved within one semester. Previously, students were
able to have three tries for examination within three semesters. Also, in 2013, a
new major course was added. The new course used pass or not pass as an official
system but 5-grade scale in ISC system. Therefore, for many, grade 3 was
acceptable as pass had been achieved. This one course cannot be the only reason
for the change as similar behaviour of accepting lower grades is also recorded
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during spring semesters that have historically have much higher results than fall
semesters.

Therefore, it was concluded, that it was students’ attitude that changed, mostly
affected by the policy change that grade has to be achieved within semester.

When looking at the time it took learners to complete the course, as can be seen
in Figure 4.7, more students have started to finish the course quicker. Before
CBL, even when deadlines were abolished, students were not very eager to
complete the course before 4™ month.

70%

60%
50%
40%
30%
20% I
10%
0% — [ .
0 120 150 2.

30 60 9 3.
semesters semesters

Percentage of students

M Before CBL After CBL Time (days’ Semesters)

Figure 4.7: Time to complete the course [103]

As all the courses in the system are given via e-learning form, it means that there
are only few lectures at the start of the semesters or no lectures at all. Therefore,
a student does not have to wait until some material is introduced by the lecturer.
Student can start working on the material on his/her discretion. That kind of
approach has created interesting phenomena — some students complete course
within first few weeks. Some of them even manage to finish before the official
university date for course declarations (week 2). Feedback from those students
has shown us that at the start of the course, the general workload is very light and
therefore they have plenty of time to concentrate on the course. Students have
stated that it makes their life easier even if they can get one course finished early
and then deal with the rest. Automatic evaluation, the fact that all materials are
accessible through the system and that there are no deadlines for in-semester
submissions enables them to work intensively on the course for a short time
period instead of spreading it over whole semester [63].

More than half of the students, with CBL, complete the course within 4 months
of the semester. Exam session has always been busy time for “late-rushers”, those
who wait until the end to start working. Therefore, it is also expected that around
40% manage to finish within exam session and during the extra week after it.

Completing a course semester or two after the declaration has dropped, mainly
due to change in university policy in 2013 fall. Before that, as can be followed in
Figure 12 in [103], finishing within 2 semesters was more common.
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When comparing time to finish the course and grades taken, another clear pattern
emerges — early finishers have much better final marks than those who finish
later. Early finishers usually get final mark 5. More variety appears in 4™ month
with high grades (4-5) the most often achieved. Students who finish after 4™
month (exam session, extra week) usually get grades in lower scale (1-3) with
few higher grades in the mix. Those who finish after original semester only
achieve grades from lower scale.

Overall, a clear pattern can be seen in course finishing with CBL — students tend
to finish earlier, if they can with good results. If not, they try to complete the
course and accept the grade before the end of semesters. The late-rushers during
the exam session achieve mostly low grades.

When looking at individual results, as can be seen from Figure 4.8, CBL has had
positive effect. For comparison, both old and new evaluation system have been
normalised to interval [0;1]. As with percentage of finishing the courses, spring
semesters tend to have better average result.
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Figure 4.8: Averaged normalized results by the semester

When comparing class tests results with average results during class tests, it is
clearly visible that they are much higher and have been rising by semester. This
again proves that as students get comfortable with CBL, they can achieve high
results that, hopefully, correlate to strong acquired competences.

When looking at the average result of all students by tasks’ difficulty levels,
Figure 4.9, it can be seen that there is no even trend. Some levels show slightly
lower results than other. There is slight drop, as expected, with higher difficulty
levels. With highest levels, on the other hand, there is a slight rise to reflect those
students who want to achieve maximum result.

Interesting phenomena has been observed when comparing students’ result by
difficulty levels. Often, when a student gets a wrong answer in lower difficulty
levels, it comes out that the learner actually had a high ability level for that
specific competence. Last five tasks, solved by the students were high difficulty
tasks and most of the time, they had very high average result for last five
submissions with that competence. When they get simple basic exercises, they
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show inability to solve those simple problems despite being able to solve harder
tasks adequately [136].
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Figure 4.9: Average results by task's difficulty level and percentage of submissions by
levels (2010F-2016S)

Also, the volume of submissions can be seen on Figure 4.9. Only the level of
competence clicked is considered as tasks/ lab experiments are found using
learning control algorithm by student’s ability level for the clicked competence.
There are some levels that show higher volume of submissions than others. As
expected, low levels have a high percentage of submissions as many students
never reach higher levels when they just try the competence or they drop out of
the course. Therefore it is also expected that another high volume of submissions
can be found at the other end with high levels reflecting those students who want
to achieve best results. As the rise in ability levels on high difficulty levels is in
singular steps, it is expected that highest levels have quite even number of
submissions, as can be followed from the data. The peaks in the mid difficulty
levels of learning control algorithm — from low levels, if answered correctly,
student will move to difficulty levels around 42. Answering correctly will lead to
level 81 and then to 108, all visible as peaks on Figure 4.9.

Figure 4.9 can be compared with Figure 5 in [123] that reflects data from 2010
January to 2012 March and uses non normalized interval -1 to 1 for student
results. Similar three regions can be followed on both figures. The first region in
Figure 4.9 has shortened and therefore the drop on average results starts with
lower difficultly levels than in [123]. Also, the rise in higher levels starts later.
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Change in average normalized result by the time of the day shows similar patterns
— the results are now higher than before CBL as can be followed in Figure 4.10.
This figure is very similar to one in [103], calculated in the end of 2012 when
CBL had been used for five semesters. The patterns of the day are similar but,
four years later, the line is higher. Noticeably, also the drop around 5 am is deeper
than it used to be.

It was expected that the results during the night would be lower, as students are
more tired than during on campus hours where onsite help is offered. However,
the results show no clear signs of this. The results around midnight are actually
better than in the evening. Highest average results are recorded at 3, 8 and 9 am.
After 3 am the results reflect more of what would have been expected, as there is
a drop in the average results, lowest at 5 am. Overall, the average result is more
stable than before CBL.

One thing that differs remarkably before and after CBL was introduced, is
marking behaviour. With topic based learning, small set of grades was mainly
used to grade exercises. With CBL, there are still some grades given more often
(-1 and +1), but values between them are used more widely now [103].

The acquisition level has been chosen to be 77 from historical reasons. Now with
CBL, it was found that some competences may require higher or lower
acquisition level to reflect their characteristics. The aim has been that if student
has achieved acquisition level, he or she should be able to solve exercise
correctly. Before customized acquisition levels, it was true in 63% of cases of
theoretical tasks and 59% of cases of laboratory experiments [63]. Now, with
competences having specific acquisition levels, the percentage of totally correct
answers, after acquisition level has been achieved, has risen to 81% for theoretical
tasks and 69% for experiments. The average acquisition level, over all
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competences, is 76. The aim of 3dB rule would be that out of three tasks, two of
them are solved completely correctly to keep students both motivated and to
provide them with challenge. Those new percentages are closed to 3dB rule and
have been found more suitable to reflect specifics of every competence.

Forgetting is also very important for students’ result. Comparison of students’
results and time interval between submissions competence wise, can be seen from
Figure 4.11. Data from 2014 spring to 2016 spring is used due to changes in
logging in database. Previous data could be derived but for accuracy it is not done.
Logarithmic scale is used to represent time using formula 4.1.

x = Round(10 * InT) 4.1)

where T is time interval in seconds between current submission and last
submission done where the same competence was graded.
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Figure 4.11: Change of average normalized result by competence vs time between
submissions (2014S-2016S)

Three distinct areas can be seen in Figure 4.11. First is from 30 seconds to 2-3
minutes that has a very high average result at first, around 30 seconds when
forgetting has not yet happened and knowledge is in short term memory [125],
and high drop in results occurs. Second interval is from few minutes to few days
and last one is up to a year. As can be seen, in the end (10 months to year and a
half), the average results become jumpy due to lower number of data available.
Second period is quite even and has a slow drop on average results. Third area
sees higher drop as the interval between submissions becomes long.

An interesting interval can be observed around 4 to 12 hours. The average results
are remarkably lower in that interval than in the others around it. Similar results
have also been recorded previously in [123] on Figure 1. Around 4 hours between
submissions, average results are high. In [123], the peak is recorded slightly later.
Then a drop occurs in results, reaching lowest point at 7 hours. Again, in [123],
the low point occurs later. And then the results rise to similar average with 12
hours between the submissions. Majority of those submissions are done in the
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evening before midnight, meaning that the previous submissions happened during
10 am to 2 pm during the day. Also, a large portion (31%) of those submissions
is done on campus. Onsite help is offered on campus, therefore, at least in some
cases, it can be explained that student was tutored on site and when he/she tried
to repeat similar tasks later by him/herself, they were likely to have forgotten.

It is also interesting to compare forgetting and average results on Figure 4.11 and
Figure 1 in [123]. The average result is much higher now when results on Figure
1 in [123] would be normalized. It should also be noted that Figure 1 in [123]
does not use competence wise comparison but measures interval of actions.
Therefore, Figure 4.11 is more accurate. Furthermore, the drop at high intervals
is much lower, dropping at lowest point around 0.5 (0 in non-normalized scale on
[-1 to 1]). On Figure 1 in [123] the drop below 0 occurs around 2 minutes. Again,
results in Figure 4.11 can be used to verify the fact that with CBL the knowledge
is more firm, even if there are months between using specific competence.

Overall, it can be clearly seen that with CBL the average results are higher than
with topic-based learning. Therefore, it could be said that the aim of students
achieving more concrete knowledge as a result of the learning has been achieved.
Percentage of students who pass the course has risen slightly but is still low.
Students are also more likely to finish the course earlier with CBL than before.
On the other hand, undesired behaviour of accepting lower grades has been
recorded.

4.6 Students’ Study Behaviour

4.6.1 Time

When looking at the percentage of submissions over the day, the patterns have
not changed much, as can be seen in Figure 4.12. The most active time of the day
is in the middle of the day when students are able to attend on campus lab where
supervision and class tests are offered. Before CBL that time of the day showed
quite level number of submissions but with CBL, the afternoon has become more
active than morning. The other more popular time for submissions is the evening
when students are mostly working at home. Before CBL, working at home in the
evening was more popular. Students’ behaviour during the evening and early
morning is similar with both learning methods.
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Figure 4.12: Distribution of submissions over the day

When students’ learning pattern over the day has remained quite similar, there
have been changes in their weekly study behaviour as can be seen from Figure

4.13.
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Figure 4.13: Students’ weekly activity before and after CBL [103]
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There used to be more fluctuations between minimum and maximum activity in
a day with highs in the morning and lows during the night. The lows still exist
but the peaks are not that high and have moved from the morning to the afternoon.
Furthermore, the drop in the activity in the afternoon is more gradual. High
student activity was connected to the offered on site laboratory times and tests
and they still are — students now tend to request later times of the day and most
on site labs and class tests take place in the afternoon. Before CBL, labs were
hardly ever offered after 5 pm but now labs at 6 pm and later form around 5% of
total on site activities.

Before CBL, Fridays were the most popular days where morning and noon times
showed the highest activity of the week. Monday showed slightly less activity in
the morning but rest of the workdays had very similar patterns. In the semesters
after CBL has been introduced, that has changed. Wednesdays are more active
and Thursdays and Fridays are slower days according to statistics. Mondays do
not have a peak in the morning like rest of the workdays. Sundays do not show
the peak at the evenings and working on weekends has lowered slightly. Students
also tend to study more in the evenings than before.

The fact that number of submissions have risen with CBL is also visible in Figure
4.14. Semesters before CBL have quite an even slope for total submissions curve
during the semesters. Some show slight rise in the end, others do not reflect late
rushing.

In 2010 fall semester, it is clearly visible when students start to use CBL more
frequently as the slope of the curve rises remarkably.
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Figure 4.14: Number of submissions per declared student during the semester
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Different semesters have different kind of curves but all of them have some
periods were the slope gets very deep — usually at the end of the semester,
showing the late rushing effect. Also, many CBL semesters show similar patterns
to topic-based learning behaviour at the start of the semester, like 2014 fall and
2015 fall meaning that learners wait until they start to solve the tasks. Other
curves, like 2015 spring and 2016 spring show quite an even middle part of the
curve around 2 months mark. This reflects behaviour observed by teaching staff
that in the middle of the semester, attending labs and doing class tests drops and
students show less activity.

Not all of those behaviours cannot be assigned to CBL. A lot of those changes
are due to changes in students’ attitudes and possibilities. The move of peak time
of a day to the evening can be a result of students’ desire to attend university
afternoon and work on a job in the morning. This pattern has been also adapted
by the official timetable makers as nowadays master degree students rarely have
any lectures before 2pm.

4.6.2 Competences

On average, out of 539 competences in the system, students have been graded on
102.39 competences. Compared to results of 2012 where system had around 300
competences, students were graded in 73.8 competences [136]. It shows that
despite the number of competences having almost doubled; students have not
caught up with it. In 2012, 70% of competences where students were graded, was
above acquisition level, 77. Currently, on average, students have achieved
acquisition level on 74% of the cases. The average result in 2012 for all the
competences for all the students were 82 which is close to expected -3dB level
90. Currently it is 97, showing a remarkable rise with four years. Therefore, it
could be said that if students have not caught up with the increased range of
competences, they have achieved better acquisition and ability levels than they
used to have four years ago.
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Figure 4.15: Percentage of milli-credit units earned by students who finished and who
did not finish the course
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When analysing students’ behaviour in a course, it can be seen that a majority of
students who finish the course, try to earn as many milli-credit units as possible,
as can be seen in Figure 4.15. 15% of students who pass the course earn more
than required amount of credit units to compensate ability levels to achieve better
final grade. Those students who do not pass the course usually get stuck around
20-30% of the course.

When looking at a number of competences confirmed by the students who pass
the course, as can be seen from Figure 4.16, majority of learners only complete
40-60% of all available competences. As mentioned before, there is an overlap
around 10-20% for the courses so they do not need to complete all the available
competences. The fact that many students (around 20%) confirm below 50% of
course competences is not a desired behaviour. It shows that a student only learns
essential competences with high weight to the course and they try to pass the
course with minimal effort, without caring about the results or additional
knowledge they might have acquired.
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Figure 4.16: Percentage of competences available in the course confirmed by students
who finished and who did not finish the course

Comparing Figure 4.16 with Figure 8 in [103], some changes in last 4 years can
be noticed. When CBL was introduced, a lot of students tried to take maximum
of the course and cover majority of the competences that were offered. This
behaviour has disappeared with last 4 years. The peak has now moved more left,
around 50-60% of competences. It could also imply learners prioritizing to basic,
essential competences that have larger impact with higher weights and skipping
optional competences. Also, the fact that some of the courses have been changed
and additional higher level competences, not available when [103] was
calculated, have had an effect on it. It is surprising that there are students who are
in unfinished students’ group with high number of confirmed competences but
have not accepted the mark.
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Figure 4.17: Percent of course connected competences students have tried

When looking at competences they have tried (both confirmed and unconfirmed)
in the course and comparing results from Figure 4.17 with Figure 7 in [103],
similar changes can be noticed. In 2012 when CBL had been used for two years,
majority of the finished students at least tried all the competences. Now this peak
has dissolved. Majority of learners who finish the course try up to 80%-90% of
competences available. That means that around 10-20% of competences are never
opened and therefore they never even try to acquire them. On the other hand, this
10-20% is within the usual overlap showing that learners have used the possibility
to choose what they want to learn.

4.6.3 Confirmation of Competences

The most important factor of confirmation of competences is forcing students to
come to university laboratory in person to perform class tests to show that it has
been them who has been solving all the tasks.

We can distinguish by IP address if student works on campus labs or outside it.
As shown in Figure 4.18, two distinct periods are visible — before and after CBL.
Before CBL and changes applied with implementing this method, it was possible
to complete all the work outside university as no compulsory confirmations were
required. It was very popular option with almost 50% of students doing most of
the work without ever coming to on campus lab. That showed that they felt
confident enough to work on their own and did not required assistance or they
used possibility of learn from distance to its fullest.

After CBL was introduced with required class tests, there are around 10% of
students who do more than 90% of all work outside the campus meaning that they
do some class tests and are able to complete the rest of the course outside campus.

80



50%

2 40%
c
[0}
Ee)
2 30% ||
(%]
Y
o
£ 20%
[0}
5 | |
& 10% I | l
0% ML_HL_LI.L_,
10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
Percent of work done outside lab
W 2008F W 2009S W 2009F ™ 20108 m2010F m2011S m2011F m2012S
m2012F 20135 m2013F =20145 2014F 20155 2015F 20165

Figure 4.18: Percentage of learning done outside campus by semester 2008F-2016S

When before compulsory confirmations, doing 91-100% of work outside campus
was most popular, then now it has shifted more left. Up to 80% of work done
outside campus has had stable 20% of students from year to year. Up to 90% of
work done outside the campus has more lows and peaks but it has been on the
rise lately. Overall, it can be seen that a majority of the students still try to do as
much outside campus as possible and attend class tests on site.

When comparing the number of times class tests and laboratories are offered,
Figure 4.19, the number has remained quite constant since 2011 spring. It is
visible that since CBL the number of lab and test slots offered has risen. It is also
noticeable that the number of labs and tests offered are almost same, tests being
offered slightly more often for majority of semesters.
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Figure 4.19: Number of times tests and labs have been offered on campus by semester
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It can also be seen from Figure 4.19 that “tests” have been offered before CBL.
Before CBL the tests were similar to current labs where students were able to
solve tasks on site with teaching staff present to answer questions. Tests, then,
contained only theoretical tasks without student needing the kit. Lab required
students to do experiments with a kit. Labs now contain both theoretical tasks and
experiments with onsite help. Tests from 2010 fall onwards are used to confirm
competences.

When looking at the utility rate, a different picture emerges as can be seen from
Figure 4.20. Until 2012 spring semester laboratories have had very high utility
rate, especially for spring semester. As there are 15 slots in class, for some
semesters the rate has been almost maximum or very close to it.
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Figure 4.20: On site utility rate for tests and labs

From 2013, the utility rate of laboratories have dropped a lot. In some semesters,
the average number of students per timeslot offered is only 2-4 students. That
gives the teaching staff plenty of time for offering personal assistance to students
but the most optimal utility rate, found by teaching staffs’ experience, is 10
students.

Utility rate for tests have never been as high for labs but they have also dropped.
Considering that all students should attend class tests, this trend is troublesome,
especially considering that the number of times tests are offered has remained
almost constant.

When looking how many times students who finish the course need to attend class
tests and how many times they choose to come to the lab on average, the results
are varying as can be seen from Figure 4.21.

The number of times tests are done on average has dropped in last few semesters
compared to the semesters when CBL was introduced. It is positive that students
can finish course with fewer class tests. Due to the fact that students have started
to take lower grades, changes in number of tests done could also show a trend
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where the average result per test might actually have not risen. Therefore a line
reflecting the number of class tests needed for single grade unit is added to Figure
4.22. It shows that since 2014 spring, the number of tests done per grade unit is
smaller and therefore the results during class tests have to be better than before.
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Figure 4.21: Number of times tests and labs are done by students on average and
average by grade unit

As average results for experiments and theoretical tasks done during class tests
have risen, as can be seen from Figure 4.8, it can be concluded that the drop in
class tests is partly caused by the fact that students do not need to complete as
many class tests to confirm their competences as they used to. Another factor may
be that as the new method has been used for some years, they have gotten used
to it and understand that they should prepare numerous competences to confirm
before they attend class tests. This behaviour has also been enforced by changes
in the system during the last year when students were only able to register for
class tests if there were enough credit points available for confirmation.

4.6.4 Laboratory Experiments

Laboratory experiments are important factor in many courses but it has been the
observation of the teaching staff that students try to avoid them. Figure 4.22
shows how CBL has changed the students’ behaviour. Before CBL, around half
of the exercises solved by the students were experiments. After CBL it has
dropped a lot to around only 10% of the course.

It could be argued that with CBL more exercises are solved and therefore drop in
lab percentage is expected. When looking at just an average number of lab
experiments done, in topic-based learning it was around 300 experiments per
semester. With CBL, in 2010 fall, the number actually rose to around 500. The
percentage drops but students do small experiments more frequently. After that
the undesired behaviour starts (with few exceptions) where number of
experiments done by students during the semester drops around 200. On average
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it is just around 150 experiments per semesters. That is less than before when
experiments where larger and took longer to carry out. Therefore, it could be said,
that data reflects teaching staffs’ observations.
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Figure 4.22: Percentage of lab experiments done from all tasks by semester

There are some possible explanations caused by the learning system design.
When student borrows a kit, he/she can switch kit on and off for his/her current
session so that he/she could work even if the kit is not next to them. If kit is not
connected to the learning session, only theoretical tasks are offered. This should
not be changed as students should be able to learn anytime and anyplace.

The second possibility is that lab experiments usually require higher level of
competences and not all students reach to those levels, therefore the total number
is also lower. This could be altered by adding very simple and basic experiments
that are available even in low difficulty levels.

Third factor is students’ willingness to attend laboratories on site or borrow
HLKs. When looking at borrowing home lab kit, as can be seen in Figure 4.23,
that is essential part of doing lab experiments outside of campus laboratory, the
average lending time was very varying before CBL — from average 5 days on
2009 fall semester to 18 days on 2008 spring semester. What those periods have
in common is the students’ behaviour when it comes to returning the kit. Majority
of them return it before the due date or day later. The delay is usually a day caused
by not coming to campus that day or simply forgetting. Getting students to return
the kits has not been a problem. In only a few cases have we been forced to track
down the student after longer time period and ask them to return the kit [103].

With CBL, the average lending time becomes longer, averaging between 5 and
10 days depending on semester. The lending types also change — more students
now borrow kit just for a day — probably so that they could work whole day with
it on campus and not carry it back home. They do not register for a lab where they
get kit automatically. Therefore, it shows that students want to work longer than
1-1.5 hour that we usually offer as a one lab cycle.
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As can be seen from Figure 4.23, borrowing for 3 days has been the most popular
option before CBL and has become even more popular with CBL. Borrowing for
a week or longer than 3 days has dropped. On the other hand, lending for longer
times (usually long-distance learners) has risen.

The main characteristic of learners with CBL is that they are not returning the kit
on time. In some cases, they hold the kit for an additional week after the due date.
With every new semester, the period students tend to go over the due date has
risen. It is not their wish to use it more — they are just lazy to return it as system
does not let you work with overdue kit. They could ask teaching staff to extend
the deadline but they do not do that either.
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Figure 4.23: Intended HLK lending time indicated by the student when booking a kit
before and after CBL 2008S-2016S

It is interesting to compare Figure 4.23 with Figure 13 in [103] calculated at the
end of 2012. The patterns at the first five semesters for short term lending seem
to be very different from the average now. Then 5 days was the most popular
option by far and 4.11 was average for full-time students. Very few students
borrowed the kit just for a day. The long term lending, on the other hand, looks
very similar.

The number of times student borrows a kit has dropped over time as can be seen
from Figure 4.24. More students lend the kit only once or twice during the
semester. On the other hand, there are students who lend kits tens of times during
a semester.
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Figure 4.24. Times kits have been lent by the student 2008S-2016S

Before CBL, as can be seen in Figure 4.25, on average a kit was borrowed 4.30
times equalling to 45 days. During the second behaviour pattern in grade taking,
as can be seen in Figure 4.25, the average time kit is lent is quite even from
semester to semester averaging to 3.56 times equalling to 34 days. The third
behaviour shows much unevenness but the average lending number drops even
further —to 2.78 times. This corresponds to 35 days, almost same as during second
grading behaviour.
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Figure 4.25: Average number of times kit lent and corresponding average number of
days by semester 2008S-2016S

The total number of days kits are lent in total in a semester is quite varying. Fall
semesters seem to have quite an equal average of days throughout the years,
especially after CBL. Spring semesters, on the other hand, have irregular peaks.
This can be explained that courses for distant learners are usually taught in spring
and distant learners borrow kits for longer time periods.

When looking at students’ behaviour when they have borrowed a kit, it is found
that most of the time, they still do theoretical tasks as can be seen from Figure
4.26. Only 7% of students spent all the time solving the laboratory experiments

86



when they borrow the kit. It would be expected that they do some theoretical tasks
on the same learning session but the percentages of experiments are low. When
comparing time during HLKs borrowing spent on experiments and on theoretical
tasks, there is slight shift to right but nothing remarkable meaning that even when
students have kits, they are not very willing to conduct practical experiments. On
the other hand, it could be argued that some students just follow the natural
learning process where they get experiments mixed with theoretical tasks and
therefore the lab percentage remains low. That kind of attitude for learning would
assume that students borrow kit often and have it around almost all the time when
they learn with the system. As seen previously, it is not the case.
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Figure 4.26: Percentage of lab experiments done while students borrows a HLK

4.7 Answerer Evaluation

Before improved answer evaluation mimicked students’ answering process, a lot
of wrong answers were due to typos. Typos were removed by adding some pre-
submission controls (from simple verification, if number and making sure all
fields are filled, to task specific requirements checking).

With typos being prevented and lowering repeated mistakes, 71% of students
would have got better results than before. In 27% the result would have remained
the same and in only 2% the new algorithm graded answer with lower result value
[147]. This proved that generated correct answers and evaluating them based on
competences is more efficient in reflecting student’s real progress.

At first, the algorithms mimicking students’ answering process were introduced
in Operating System course, taught in spring semester. That course was chosen
as the number of students taking it every year is large enough but it is not one of
the biggest taught with the system. Also, that course contained many complex
exercises where students felt that if they get the wrong answer, they do not
understand what they did wrong [146].

Those exercises used in Operation System course that were transformed into
algorithms mimicking students’ answering process are called “test set” for current
analysis. On the same time, when the first patch of algorithms was tested, there
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were other tasks in other courses that were used at the same time. Those tasks are
called “others” to verify the effectiveness of changes and the effectiveness of
proposed evaluation algorithms mimicking students’ answering process.
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Figure 4.27: Distribution of results before CBL (2008S-2010S) [146]

At first, situation before CBL is considered. Figure 4.27 shows that before CBL,
exercises in the test set were half less likely to be graded totally correct than other
tasks. Noticeably, they have almost similar percentage of totally wrong answers.
Therefore, the difference comes from evaluations between totally wrong and
totally correct. Middle values were more often used in test set than in other tasks.
Figure 4.27 also proves that students had a hard time with exercises in Operating
system course.

When CBL was introduced, all the competences in the tasks were graded
separately and this gave the students a better overview of what they got right and
where the mistakes were made, even though no improvements for written
feedback were implemented at first.
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Figure 4.28: Distribution of results with CBL (2011S) [146]
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Figure 4.28 shows changes in distribution of results with CBL but without
algorithms mimicking students’ answering process. It can be observed that totally
wrong answers have dropped around 10%, again a positive sign. The percentage
of totally correct answers has dropped slightly for other tasks but exercises in
focus, test set, has seen remarkable rise. Also, much higher variety of results
between wrong and right is now used.

Then, algorithms mimicking students’ answering process were introduced for the
tasks in test set. Those algorithms will follow the pattern of Figure 3.3. The other
set continues using simple competence separated grading in the same time.
Results can be seen in [146].
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Figure 4.29: Distribution of results with algorithms mimicking students' answering
process for testset (20128,2013S) [146]

With evaluation algorithm mimicking answering process, as can be seen from
Figure 4.29, first time during the analysis, the test set has higher percentage of
totally correct answers than others. Others, for the timeframe used to analyse
algorithm mimicking students’ answering process has dropped about 5%,
compared to Figure 4.28. The rise for test set is remarkable and therefore it would
be deduced that granting student a detailed feedback about their mistakes helps
them to learn from their errors and give them better probability to gain better
result next time when solving exercise with similar competences.

Therefore, it can be seen how CBL with algorithms mimicking students’
answering process have benefited a set of tasks in Operating System that were
considered the hardest and had noticeably lower results before. With new
algorithms they have managed to achieve a higher percentage of correct answers
than other tasks solved in the system at the same time.

4.8 Conclusions

In this chapter usage of competences, students’ study behaviour and other aspects
of CBL were analysed in detail from e-learning system logs from 2008 spring to
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2016 spring to verify the usefulness of proposed methodology using educational
data mining principles.

The main conclusions of this chapter are:

1.

Main goals on CBL has been achieved. Those were the repetition of tasks
(higher number of submission), spacing (memory model) and better
acquisition of knowledge (higher average result).

CBL is more beneficial for students in achieving high level concrete
competences.

Due to splitting the tasks into smaller units it was possible to achieve the
repetition without too drastic change in learning time. It was found that
learning time is now around twice as before CBL but more in line with ECUs
connected to the courses.

Adequate number of different tasks are required to avoid reappearance of
same exercises. The bare minimum of competence coverage in 128-level
scale that has been divided to 8 regions is 40 tasks (5 per region). Currently,
adequate competence coverage has been achieved.

Three distinct student behaviour periods in covered time frame were
identified. First is the period where topic-based learning was used. Second
period is the start of CBL from 2010 fall to 2013 spring where students were
trying to achieve high results and low marks were almost never taken. Third
period starts from 2013 fall and is mainly caused by students’ attitude due to
changes in university policies where mark has to be achieved with one
semester. Now students are working more intensively but do not continue
with their courses to achieve high grades. Low grades and avoiding practical
experiments are also common for the third period. Also, it has been found
that students now tend to work later both during the day and during the
evening than they used to. Also, the clear peaks during class times have
lowered and students tend to visit labs and class tests less than before.
Problem of high-dropouts was identified. CBL with self-regulated learning
suffers from unpredictable workload. The amount of work needed to be done
by students differs a lot and the reason why many students fail the course is
because at the end of semester they run out of time.

90



5 PROGRESS VISUALISATION

The analysis showed that better average results and repetition were achieved with
CBL but also some problematic behaviours were discovered — noticeably the fact
that large a portion of students did not pass the course or that they were willing
to accept low grades instead of trying to achieve a better mark.

When looking into those problematic areas, it was found that many students do
not pass the course or accept a lower grade than they wish due to time running
out at the end of semester. Students have also complained to teaching staff that
they are having a hard time understanding how much work they still have to do
as the learning process throughout the semester is not linear — there is no specific
number of tasks a student has to do. Using classical topic-based approach, it is
relatively easy for a student to keep track on his/her progress - there were only a
certain number of tests/tasks that had to be completed once in order to finish the
course. Even with self-regulated learning, students were quite adequate at
planning their own time and finishing before the deadline [63, 162].

That kind of straight forward approach is not possible in CBL. CBL requires
repeating similar tasks over and over again to make sure the knowledge moves
from short term memory to long term memory. Therefore, the time is not linearly
predictable. Some students work very fast; others need much more time. It also
depends on time between solving similar tasks, on forgetting model parameters,
on how correctly student answers, on how often certain mistakes are made etc.
The second problem is that when students are masters of their own time and the
only deadline is at the end of the semester, they tend to leave everything to the
last minute. As the system also embeds forgetting model, rushing at the end
usually does not lead to pass [162].

It became obvious that when self-regulated learning worked sufficiently in
classical topic-based approach, it became a source of many problems in the CBL.
Therefore, different tools have been developed to help students to predict their
progress, plan their time, motivate them and therefore help them to avoid running
out of time at the end of the semester.

The learning in CBL is personal and grade is achieved using “grade suggestion
engine”. It is therefore essential for learners to understand their current progress
in the course which enables them to plan time accordingly. As the learning
process is controlled by the student (by choosing which competence he/she wants
to learn) it is vital that the learner has adequate data to be able to make the best
decisions. Multiple new visualization tools were therefore developed for the
learners by thesis author on 2014 fall semester.

This chapter is based on publication P5.
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5.1 My Field

MyField, Figure 5.1, is the main hub of the learning in ISC system. It consists of
small color-coded boxes. The colors indicate current (or future, depending on
mode) competences’ ability levels in 128 scale, as can be seen from Figure 5.2.
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Figure 5.1: My Field view of students' current progress with competences [63]

During the learning process, students can choose a competence from the field
they want to learn. Similar competences are gathered together with easier/main
topics at the bottom and more advance topics on the top of the field. Every course
has their own field with their own layout. If competence is chosen from the field,
a proper task using learning control is found. After solving the task, student is
redirected back to the MyField with changed colours for competences that were
affected by the submission of the task.
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Figure 5.2: Colour codes used in learning process to indicate ability levels

Therefore, it could be said that MyField is not only the central hub of learning
but it also doubles as the tool to follow the progress in the course as students can
see how many of the competences in the course they have tried, how many of
them are green or blue (high levels) and how many of the competences are still
needed to be learned. Statistics show that students spend 93% of time when
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logged into the system on solving exercises, originating from MyField. It was the
first progress following tool offered in the e-learning system when switching to
competence-based approach, even though progress visualization problem was not
acknowledged at that time [63].

From literature, similar central learning hubs can be found by Wang and others
[93]. In their case, the competences are connected with a graph and the learner
has a more pre-defined path. A learner cannot start learning other competences
until the previous graph nodes have been completed. Therefore, our approach
offers more freedom and more personalization.

5.2 Visual Grade-Suggestion Engine

MyField may use color-codes to indicate student progress with competences but
it does not give a visual representation of progress in any given course (how much
is done; how much work is still needed). Grade suggestion functionality and its
visualization do that. Data from the function can be visualized so that student
could follow precisely how much work needs to be done before the desired grade
becomes available as seen on Figure 5.3. On x axis, credit units for the selected
course are shown. On y axis competence states that are equal or higher than
acquisition level are represented [63].

Possible grade areas on 2D plot are shown using formula 3.4 that takes into
account the current university guideline that a student should be able to pass after
acquiring 51% of course material. To construct the lines that are used to plot
different grade areas, this guideline and the point where student completes 100%
of course with minimal level are used using formula 3.5. 10 level steps are used
to define lines for grades [63].

Yellow line on the graph shows levels of confirmed competences starting with
the highest levels. The length of the line depends on the weight of the
competences for the course. Black slim line is used to show progress with all the
competences (including unconfirmed ones) [63]. The black line is showed
visually to motivate students to enrol in class tests and to show what grade they
could currently take if they would have all the competences confirmed.

When yellow line reaches any of the grade areas, grade-suggestion engine is able
to suggest that grade for a student [63].
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Here is my current state graph with grades in the course ISC0012.
Vertical axis represents ability levels and credit units are on horizontal axis.

Yellow line shows confirmed states and its right end marks available grade.
Total credit units for course ISC0012 in catalogue 1s 5.
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Figure 5.3: Grade-suggestion engine visualization tool [63]

5.3 Radar Chart

Lately it has also become popular to represent competence levels with radar style
graphs (for example, [163]). Thus, a radar chart with all the competences required
for the course with their current and acquired level has been offered for students
so they could follow their progress as can be seen in Figure 5.4.
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Figure 5.4: Radar chart of competences for Operating System course [63]

Radar chart shows student’s current level of confirmed and unconfirmed
competences. Acquisition level is shown as a grey circle. Similar competences
appearing frequently together are positioned in adjacent sectors [63].
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To enable students to have an adequate overview of their competences, the
positioning of competences on the radar is very important. Similar competences
have to be close by. There are multiple sources of information where “similar”
could be deduced. The most natural source would be My Field where similar
competences are positioned together on 2D plot area. As radar chart can be
considered to be a line where both the start and the end of the line are connected,
information from 2D plot area cannot be used as straight forwardly on 1D line on
radar chart.
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Figure 5.5: Process of finding line of competences for a course

Furthermore, the desired position for competences on the radar chart would be as
follows: it is expected that competence is surrounded from both right and left by
two of the competences it appears most often together in exercises. Therefore,
instead of using the same data that is used for MyField, a new methodology to
find closely connected competences was derived [63].

The algorithm first collects all the competences that have a weight for the course.
Then, for all the competences, tasks where they are included as input
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competences are found. Pairs are then formed of current competence and all the
other competences that are also input competences for those tasks. Some of those
pairs may appear multiple times. Then the list is scaled down to distinct pairs and
the count of how many times they appear together is added to the pair. That
process is repeated for all the competences and for all the tasks they appear in.
Then, by using ideas of maximal spanning tree and travelling salesman methods,
a line according to similarities is formed of all the competences that will be used
for the radar chart. This process can be seen in Figure 5.5. The code for forming
the line can be found in Appendix 1.

5.4 Interactive Data Viewer

Another visual tool offered for students is dashboard style interactive data viewer
as can be seen from Figure 5.6. Similar dashboard has been offered to teachers
for years now to follow the progress of solo students. For student view of the
dashboard, some of the graphs were replaced or modified to hide system sensitive
information (task id-s, correct answers etc.). Some new graphs were also added
according to the specific needs of the students [63].

The dashboard offers many different graphs for a student to interact with. All the
graphs on the dashboard are interlinked (or cross-linked) meaning that a selection
in one graph will force filtering on all the other graphs. For example, a student
can see the time he/she spends on solving the task or which hours of the day
he/she works as a bar chart. The number of exercises done every day is offered
as a timeline. Competences that student has solved and, if learning actions have
been part of class test or not, are shown as a pie chart. The data table with last 30
submissions is also offered [63].

Interactive data viewer has been designed using D3 JavaScript library [164] and
data driven approach for documents. Different graphs were linked together using
Crossfilter JavaScript library [165].

This tool enables students to follow their overall progress or use the interactive
tools to limit the data in order to draw more specific conclusions. The interactivity
of the data viewer gives students freedom to “play” with the data. At first, the
students may not realize the benefits of using filters to limit the information they
are looking at, but it has been observed that the more they use the tool, the more
they start to comprehend it and find its benefits [63].
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Figure 5.6: Interactive data-viewer with multiply interlinked graphs enabling students’
selection to redraw all the other views [63]

5.5 History Map

Taking initial feedback into account from the launch of visualization tools,
another view for data was designed. History map, Figure 5.7, has been designed

to enable students to playback their competence state changes over the last four
months [63].

Students can select any course they have declared and their original state from
four months ago is shown. They are given information on how many competence
changes have been recorded on that timeframe. In case they have not been active
on the course for four months, the timeline is shown from their first action until

the current date and therefore there is also information about the resolution of the
timeline in the history map [63].

History map loads student state into the course at the start of the timeframe.
Chosen course’s MyField layout is used as a base for the view. Then student has
an option to start and pause the playback. Playback consists of changing
competence box colours according to the state changes. Student can hover over
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the colourful boxes representing competences to see what elementary skill is
behind any specific box [63].
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Figure 5.7: History map that enables students to replay their actions over last 4 months
for selected course [63]

Four months was chosen for the default timeframe as it equals with one semester.
If all the data would have shown, for some students it would have meant that tens
of thousands of actions would have been displayed. It would make the playback
too long, and it was thought that the earlier data might not be relevant anymore
for learners [146].

5.6 Analysis

In order to validate if visual tools helped students to comprehend the data and
abled them to predict their time in the course, questionnaires, both in Estonian
and English, were added to the ISC e-learning environment when new features
were introduced. The questionnaire used 1-5 (1 lowest, 5 highest) scale to grade
how easy it is to use the tool, how much the tool helps to follow the progress and
does the tool have all the desired information.

Students had time to try the features and they were encouraged to fill the form.
On 2015 spring, when feature was introduced, around 12% of students filled the
feedback form — 2/3 in Estonian and 1/3 in English. Feedback originating from
the questionnaire and from verbal conversations with students were used to draw
the following conclusions.
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5.6.1 Tools

MyField is a tool that students have used for learning since switching to CBL.
Students have said that they familiarize themselves quickly with MyField at the
start of the course. They state that they can check their progress between exercises
without having to click or go to some other part of the system. Instant access to
information has been brought out as a very important factor for progression tools.
Also, some have thought that current progress might not be so easily grasped with
MyField [63].

Simplicity, familiarity and constant automatic access as a side product of
choosing new tasks, seem to yield major benefits for students and therefore, even
if more detailed and specific views are offered, some students prefer to stick with
the old and familiar concepts [63].

Interactive dashboard catches students with its interactivity. It has been stated by
students that they first start with just playing with different views to familiarize
themselves with the environment. When they have understood how the views are
offered and linked with each other, they start to look for more specific
information. This view enables them to check their results during class tests so
they can see what competences they got right and which ones resulted with
mistakes. According to students it is a major benefit for them as they were not
able to access class test results before. No results/feedback is generated for the
students during class test as it might discourage and disturb them [63].

This view also offers them the access to other data they had no previous access
to — for example, detailed personal logs of their activity. In addition, it enables
them to get statistics on what competence they are most likely to answer wrongly.
Also on what competence they have solved most often and which the least. It
opens up many possibilities and gives students a chance to analyse and modify
their learning behaviour accordingly. This is the new visualization tool that
students have given most positive feedback to and stated that it is highly useful
for them [63].

On the other hand, some students have stated that interactive dashboard is hard
to understand. As this tool expects students to take active lead on what they want
to know, some are modest to do so. Those students have stated that it is hard for
them to understand what those different views offer, even if they have titles. The
cross filter functionality also seems to confuse them [63].

Radar chart assembles all the competences in the course together on to the same
chart to give simple, fast visual overview on how much work is done and which
of the competences have been confirmed. Even though radar chart seems to
accomplish this goal, the view does not take into account that different
competences have different weights for the courses. Students have pointed out
that in general the chart gives them an overview but it does not make the planning
accurate because of the missing competence’s weights. It has been suggested that
this factor should also be somehow represented on the chart [63].
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Grade suggestion engine has been praised by the students for showing progress
on the course as a line that makes it very easy to grasp and leaves no room for
misunderstandings. Representing grades as areas on 2D plot has also been well
received and this chart offers them an easy way to see where they are in the course
and how far are their goals. They have also stated that the little grey line which is
giving the result if all current competences were to be confirmed, has a positive
motivating force. They see that they may not be as far as they thought and are
more eager to enrol for on-site tests. On the other hand, the problem that
competence weights are not easily visible on this type of chart has been brought
out. The fact that there is nothing interactive, also seems to bother the students
even though when asked what they would like to see, they are not able to suggest
anything specific [63].

History map was launched in the system later than other visualization tools,
therefore this tool has slightly less feedback from the students. Those students
who have filled out the feedback about this tool, have stated that they enjoy
replaying their progress — sometimes only to see the progress they had made with
weeks of learning. They have brought out that this tool motivates them to work
harder as they see, like in a movie, where they have come from and how far in
the course they have made. On the other hand, students have stated that this tool
has an entertaining value but they have also stated that they prefer not to follow
their progress only with this tool. It does give them an overview but they state
that this tool lacks details which they can see with other tools. Students have also
said that it is easy to understand as it uses the same “MyField” layout that is very
familiar to them [63].

5.6.2 Usage

81% of students, who filled the feedback, state that they have benefited from the
progress visualization tools. International students who filled the feedback in
English had more positive attitude towards the tool with only 10% stating that
they have not benefited from the tools. The preferred visual tool from all the tools
was MyField with Dashboard in second place as can be seen from Figure 5.8.
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Figure 5.8: Preferred visualization tools by the students
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Students who filled out the feedback, stated that radar chart was the tool easiest
to grasp and understand as can be seen from Figure 5.9. It should also be noted
that all the tools have quite similar averages with dashboard slowest, matching
the conclusions drawn from the interviews with students.
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Figure 5.9: Average grade for how easy it is to use visual tools on scale 1-5

Grade suggestion engine was brought out as the tool that has most information
that students desired as can be seen from Figure 5.10. Dashboard, surprisingly, is
the tool with lowest grade despite having most varying set of information from
all tools. That could be explained by the fact that many students just do not
understand how to use the crossfilter functionality or they prefer simple pre-
formed views instead of searching for answers by themselves.
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Figure 5.10: Average grade for how much of all the required information is included in
a tool on scale 1-5

It was also asked how much the tools helped them to follow the progress. As can
be seen from Figure 5.11, MyField has the highest average result with Grade
suggestion engine in the second place. It shows that students prefer “old” and
more familiar tools instead of new ones. They are used to work with already
existing tools. Three new tools have similar averages without any one of them
standing out too much.
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Figure 5.11: Average grade for how much a tool has helped students to follow their
progress on scale 1-5

When looking at the frequency of students’ usage of those visual tools, majority
of students have used visual tools only once or twice or few times as can be seen
from Figure 5.12. Around 20% of students use tools once a week or all the time.
There has been a rise in frequency as [63] only 20% of students in total used tools
once a week or all the time. This rise is expected as students have now had more
time to get used to with the tools.
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Figure 5.12: Frequency of using visual tools, stated by student

When looking at the logs from the system, the situation is different as can be seen
from Figure 5.13. Students are overestimating their usage. Only three new visual
tools are considered. Students who have declared the course during a semester
are considered. Students who are categorized as once or twice have accessed
visual tools 1 or 2 times during the semester. Those who are categorized as few
have accessed tools on average less than 0.8 times. Those who are categorized
more than once a week have weekly average at 1.3. Those in the middle are
categorized to be using tools every week.
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Figure 5.13: Students usage of visual tools by semesters according to logs

The percentage of students who use new visual tools is actually quite low and has
been dropping in every consecutive semester. The percentages can be explained
with the fact that at first two semesters when tools were added to the system, it
was often reminded to students to try those tools by the teaching staff. The
differences between qualitative and quantitative results could also be explained
with those students who answered the feedback form, all had tried the tools and
probably used them more frequently than others or had some opinions about the
tools.

Apriori frequency set algorithm [166] was applied to questionnaire data. Those
who said that they used visualization tools frequently were also the ones who
stated it was very useful for them. On the other hand, the students who said visual
tools had not helped them, had different favourite tools and also their frequency
of using those tools varied to almost never to every day. Students who voted
MyField to be the best visual tool, also gave it the best scores. On the other hand,
students who liked interactive dashboard best did not score it higher than all the
other tools. As expected, the opinions of students vary a lot as everyone as their
own personal learning style [63].

Overall, the feedback has shown that those students who use visual tools also
appreciate them. Also, as we have seen with many new features, new students
who had not used the system before the new features, were more eager to adapt
to new tools. Students who had worked hours in the system tended to prefer older
features, for example MyField over interactive dashboard [63].

It can be followed from Figure 4.4 that the percentage of students passing the
course from 2014 fall has risen. There is sadly no adequate way to measure if
offered visual tools have had any effect on the final results and passing. For spring
semesters that can kind of pattern cannot be followed and therefore it could be
assumed that visual tools did not have the desired strong effect.

103



Also, the fact that the usage of the visual tools has dropped when teaching staff
is not constantly reminding students to use them, shows that visualization tools
did not fulfil their goal. The conclusions drawn are that students do not want to
have data and look for patterns and make conclusions by themselves. They prefer
familiar, simple and concrete information.

5.7 Conclusion

On this chapter solution for the problem of high dropouts due to non-linear
workload identified in analysis was considered using progress visualisation. Two
different visualizations existed in the system and three new tools, radar chart,
interactive data views and history map, were developed by the author. The usage
of tools was analysed by collecting feedback from the learners and using data
logged in the system.

The analysis showed that students preferred to use old tools that they were
familiar and despite initial positive feedback the usage of the tools has dropped
after active reminding by teaching staff stopped.

The main conclusions of this chapter are:

1. Visual process following tools do not lower the students fail rates.
2. Students prefer clear statements, not data to draw conclusions by themselves.
3. Students do not want to make an extra action to access the information.
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6 PREDICTING STUDENTS BEHAVIOUR

As progress visualization did not yield the desired results in avoiding students
rushing at the end of the semester and failing the course, another solution was
developed. It considered students wanting answers instead of being shown data.
The proposed solution by thesis author for those two problems is to predict
students’ final result throughout the semester using all the data that has been
collected by the system from previous students.

In this chapter the process of prediction is described in detail. The chapter starts
with explaining what symbolic data is and why it was chosen to represent
students’ behavioural data. Then, for histogram valued symbolic data, new
dissimilarity measure is developed as generic measure for different bin numbers
and bin widths did not existed before. Also, compactness of clusters for the new
dissimilarity measure is defined. Then, the variables chose using principle
component analysis are given and achieved clusters from clustering covered.
During 2015 fall semester, the prediction model was tested on one of the major
courses. Results of that test show that proposed prediction model works well for
predicting final grade but is not very suitable for predicting students’ finishing
time.

This chapter is based on publication P6.

6.1 Methodology

Educational data mining is used to develop previous students’ behaviour models.
Regression analysis is a statistical technique for investigating and modelling
relationships between variables [167]. It is widely used in prediction and in
forecasting [158, 168, 169]. Regression analysis allows us to estimate how a set
of variables is connected to the unknown variable. In current study, we are
interested in knowing how known student behaviour (set of known variables) will
result in finishing time and final grade (un-known variables).

As e-learning system logs all actions that a learner does in the system, there will
be a lot of information (variables). Instead of using all of the possible information
collected by the system, a set of linearly uncorrelated variables, so called
principle components, can be found to describe the relationships without any
significant loss of details. Therefore, instead of using all possible variables from
the system, a set of most important variables could be found.

Principal component analysis (PCA) uses a vector space transformation to reduce
the dimensionality of large data sets [170]. It is a statistical procedure using an
orthogonal transformation to convert a set of observations of possibly correlated
variables into a set of values of linearly uncorrelated variables [171]. This
transformation is defined in such a way that the first principal component has the
largest possible variance and each succeeding component has the highest variance
possible under the constraint that it is orthogonal to the preceding components
[171].
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Furthermore, variables are usually given a single value (for example: number “5”,
modal variable “woman”). In learning, it is not so important how student solved
a specific task in a specific moment rather than how he or she is progressing
through the course. So a single value for learning or action in the e-learning
system may not be the best way how to present the data.

Symbolic data can be used to compress big data into analysable size or present
data that is more natural in symbolic form. Symbolic data values are defined as
hypercube in p-dimensional space opposite to classical data values that are
defined as points in p-dimensional space [172]. Symbolic data comes in more
complex forms than classical data — it does not only contain values or categories
but also has internal structure and variation [49].

Good example of data that is more natural in symbolic form is weight as it is
constantly changing. Therefore, instead of using single value to give persons’
weight, it would be more natural to give it as an interval. Interval valued data [49]
can be derived even more precisely when probabilities are added to the intervals
— that kind of symbolic data is called histogram data. For current model
histogram, valued data is used.

For grouping similar students’ behaviours, a hierarchical clustering algorithm
was used based on Cartesian system model [173]. The generalized Murkowski
metrics was modified to work with histogram data. Cluster compactness was used
as criteria in merging clusters. Cluster compactness was defined as the arithmetic
means of distances between cluster average observation and every other
observation used to form the cluster. Defined cluster compactness is also a metric.
This kind of approach guarantees most compact clusters at the end of the
clustering. The drawback is that, instead of common hierarchical clustering, this
method is algorithmically more complex.

Clustering algorithm is used to find groups among previous students. Current
students’ histograms are compared with those groups using similar metric as in
clustering. A group with whom the current histogram has lowest dissimilarity is
taken as a base for describing students’ predicted process.

6.2 Symbolic Data

The symbolic data analysis (SDA) [49, 174] is an approach to data analysis that
allows describing and analysing complex data. If classical data is described by
giving a single value to each variable, then the symbolic data appears in many
different forms. That kind of data allows considering more complex situations
and relations.

The symbolic data can be extracted from many distinct sources and in many
different ways. The common feature is that bigger traditional data sets will be
aggregated into more compact forms of data sets that hide entries’ specific
information and give a more general and summative picture over the source data.
Therefore, SDA methods enable to analyse big data sets (big data) that are too
large to be analysed by usual methods. Furthermore, the fact that aggregated data
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hides entry specific information makes the symbolic data also suitable for fields
where privacy concerns are vital.

The symbolic data has many forms — it can be described as an interval, list of
modal variables or histograms, for example. There are many works concerning
measuring dis/similarity between intervals or modal variables [173, 175, 176] but
fewer publications concerning histogram data and how to measure dis/similarity
between two histograms.

The problem of finding dis/similarity between histograms has been researched in
the area of digital image processing and pattern recognition of images [177-180].
Those approaches are suitable for their domain as they consider specific
characteristics of their base problem.

Kim and Billard [181] have proposed a methodology for general symbolic data,
in order to find dissimilarities between histograms that have an equal number of
bins with the same width. This may not be the case in real-life situation when data
comes from different sources. Kim and Billard offer additional transformation to
modify histograms so that their method could be used.

Ichino and Brito [182] have given a method that uses a preselected number of
quantile vectors to represent histograms in order to measure their dissimilarity.
Their method requires the transformation of the given symbolic data table to a
larger sized classical data table.

Therefore, more general method that accepts histogram data with different
number of bins and bin widths is proposed.
6.3 Representation of Objects by Histograms

Letw;, 1=1,2,..., s, be the given objects, and let features F;,j=1, 2...., p, describe
each object.

Let D;be the domain of feature Fj, j =1, 2,..., p. Then, the feature space is defined
by
D?” =Dy x Dyx - x D,. (6.1)

Since we permit the simultaneous use of various feature types, we use the notation
D? for the feature space in order to distinguish it from usual p-dimensional
Euclidean space D”. Each element of D% is represented by

E=E xEyx - xE, (6.2)
where E;,j =1, 2,... ,p, is the feature value taken by the feature F;.

6.3.1 Histogram Feature

For each object w;, let each feature F; be represented by histogram value:

Eij = {[aijk,bijk), pijk;k = 1,2 ')’l”} (63)

107



where Z -1 pl jk = 1, bjjic = ajje+1), and ny; is the number of bins that compose the
hlstogram Ej.

Therefore, the Cartesian product of p histogram values represents an object w;:
E;=Enx Epx-XxXE (6.4)

Since, interval-valued feature is special case of histogram feature with n; = 1 and
pii1 = 1, the representation of (9) is reduced to:

6.3.2 Histogram Representation of Other Feature Types

6.3.2.1 Categorical Multi-Valued Feature

Let F; be a categorical multi-valued feature, and let £j; be a value of F; for an
object w;. The value Ej; contains one or more categorical values taken from the
domain D; that is composed of finite possible categorical values. For example, E;;
= {"white", "green"}is a value taken from the domain D; =
{“white”, “red”, “blue”, “green”, “black” }. For this kind feature value, we can
use again a histogram. For each value in domain D;, we assign an interval with
equal width. Then, assuming uniform probability for values in multi-valued
feature, we assign probabilities to each interval associated with specific value in
D; according its presence in FE;. Therefore, the feature value Ej
={“white”, “green”}, for example, is now represented by the histogram Ej; =
{[0, 1)0.5, [1, 2)0, [2, 3)0, [3, 4)0.5, [4, 5) 0}.

6.3.2.2 Modal Multi-Valued Feature

LetD; = {vjl, Vjgy wer v]n} be a finite list of possible outcomes, and be the domain
ofa modal multi-valued feature F;. A feature value E;; for object w; is a subset of
D; with nonnegative measure attached to each of the values in that subset, and the
sum of those nonnegative measures is one:

El] {vljllpljllvlsz pl]Z' -";vijni]-:pijnij}a (6-6)

where {vijl, Vijos ) vijnij} C Dj, v;j, occurs with the nonnegative weight p; .,
oY
k=1,2,...,n5 and with 3, . pijp = 1.

For example, E; = {“white”, 0.8; “green”, 0.2 } is a value of the modal multi-
valued feature defined on the domain D; =
{“white”, “red”, “blue”, “green”, “black”}. By the same manner for the
categorical multi-valued feature, we assign a same sized interval to each possible
feature value from the domain D;. The probabilities assigned to a specific feature
value of the modal multi-valued feature are used as the bin probabilities of the
corresponding histogram with the same bin width. Therefore, in the above
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example, we have a histogram representation:
E;;={[0, 1)0.8, [1, 2)0, [2, 3)0, [3, 4)0.2, [4, 5)0}.

6.4 The Cartesian System Model and a New Dissimilarity Measure
6.4.1 Definitions of the Cartesian Join and Meet Based on the

Histogram Representations

Let w; and w; be the given two objects, and let E; and Ej in (13) be their
histogram values for the j-th feature:

Eij = {[aijk,bijk),pijk;k=1,2... Tlij} and E]j = [[aljk,bljk),pljk;k=
1,2.. ny}
6.7)

Then, we define the Cartesian join and meet for these two histograms as follows.
Definition 1: Let E;; and Ej; be two histogram values with respect to the j-th
feature. We represent the Cartesian join of E;j and E;; by E;; B Ejj, and define it
by the following histogram.

Ej B Eyj = {[amn e bamnje) pagnje s k = L2 .ngan;} (6.8)
where:
1) [aamyjr bamyji) € [@ijm bijm) or [aumuji bamjk) € [aijr byjr) for

every m=1,2,...,n;and r=1, 2,..., njy where k=1, 2,..., nia.

2) agmnji = Aijm OF Ay ik = dijr ad bagnjie = bijm OF bugnjk = bijr

Pijm*(bamyjk—aampik) |, Prir*(Oamnjx—Aamn jk)
3 D ik = ( + 2
) Pamnj (bijm=aijm) (bijr—ayjr) /

The Cartesian join E;; H E;; has the following properties:

1) If a(iml)jk = al-jm = aljr and b(iEEll)jk = bl]m = bljr forall k=m= r, then
both histograms E;; and £ have the same number of bins with the same width,
and therefore histogram E;; H E;; will also have the same number of bins

(nyj = nyy = nigy)-
2) If histograms Ej; and Ej; had different number of bins with different width,
additional bins are generated for E;; HH Ej;.

3) The sum of probabilities p(imyjk, k£ = 1, 2,..., Rz equals 1.

4) The number of bins ngy; satisfies the inequality:

Mgy My < ity < Ny + Ny, (6.9)

109



10

0.8+

0.6

04

0.2+

0.0

20 40 60 80 100

(a) Ejy

Figure 6.1: Graphical representation of histograms E;j and Ej;.
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Let £j; and Ej; be two histograms given by:
E;={[60, 70)0.7; [70, 80)0.25; [80, 90)0.05}, and
E; = {[40, 65)0.05; [65, 85)0.25; [85, 100)0.3; [100, 170)0.4}

Figure 6.1 is graphical representation of these histograms. Then, by the Definition
1, we have the histogram for the Cartesian join of £j; and Ej; as:

Eij H By z{

Figure 6.2 illustrates the obtained histogram.
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Figure 6.2: The histogram of the Cartesian join E;; H Ey;.
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Definition 2: Let E;; and Ej; be two histogram values with respect to the j-th
feature. We represent the Cartesian meet of E;; and Ej; by E;; X Ej, and define
it by the following histogram. [173]

Ei; ) Eyj ={[agsn i bagnjie), Pasnji s & = 1.2 . g} (6.10)
where:
D) [augn i baxnjr) € [@ijm bijm) or [auxuyji baxyjk) € [@ijr bijr) for

every m=1,2,...n;and r =1, 2,..., njy where k=1,2,... nuxi.

2) aqmnjk = %ijm Or Aaxnjk = Ajr and bxyyjk = bijm OF bixuyjk = bijr

Pijm*(bamn jk—aumjk) PLjrX (b(iaal)jk‘a(iEal)ik))
(bijm=aijm) ’ (bijr—aijr)

3) Pampjr = min(

The Cartesian meet E;; [X] Ey; has the following properties:

1) Ifaugyjx = Gijm = @jr and bgxyyjx = bijm = byjr for all k= m = r, then
both histograms E;; and £ have the same number of bins with the same width,
and therefore histogram E;; X E;; will also have the same number of bins
(nyj = nyy = ngy)-

2) If histograms Ej; and Ej have different number of bins with different widths,
additional bins are generated for E;; X Ej;.

3) The sum of probabilities (i) jk»> & =1, 2,..., nuxy, satisfies 0 < pxn i <
1. We obtain p(;y jx=1 when histograms have the same number of bins with

same width and probabilities, and p(i)jxr=0 when histograms have no
overlapping bins.

4) The number of bins n(y satisfies again the inequality:

i, N < N(imiy < Ny + Ny
Example 2

Let E;; and Ej; be two histograms given in Example 1. Then, by the Definition 2,
we have the histogram for the Cartesian meet of E; and Ej; as:

Eij X By =
{[60, 65)0.01; [65, 70)0.0625; [70, 80)0.125; [80, 85)0.025; [85, 90)0.025 }
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Figure 6.3 illustrates the histogram of the obtained Cartesian meet of £; and Ej,.
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Figure 6.3: lllustration of the Cartesian meet of E;; K E;.

It should be noted that Definitions 1 and 2 are valid for histograms with different
number of bins and different bin widths. The algorithms to obtain the Cartesian
join and meet are represented in Appendix 2.

We are able to obtain the Cartesian join and meet for other feature types following
the same principle as described for histograms. The triplet (D?, F, [X) is initially
called as the Cartesian space model [173], and is now called as the Cartesian
system model (CSM) [49].

6.4.2 New Dissimilarity Measure

We introduce the notion of the size of histograms in order to define new
dissimilarity measure for histogram-valued objects.

Definition 3: Let £;; = {[aijk, bijk), Dijiik =12 ... nij} be a histogram value of
object w; with respect to j-th feature. We define the histogram size of E;; by
n;j
|Eij| = 2,2, ((Bijie — @ijie) X e Pijm)- (6.11)

From the definition, the size of the histogram is equivalent to the sum of the area
covered by the cumulative probability bins.

We should note the following properties for the histogram size.
Proposition 1

1) The histogram size |E;| is reduced to a single bin width w multiplied by the
sum of cumulative probabilities, if the given n;; bins have the same width w.

2) The histogram size |Ej]| is reduced to (Zzi:jl((bijk — Qj) X k)/nl-j, if all bin
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probabilities are the same, i.e., pjx =(1/ ny), k=1, 2,..., ny;.

Proof: Properties 1) - 2) are clear from the definition in (6.11).

Example 4

The sizes for the histograms in Example 1 become as follows.

|E;| = {[60,70)0.7; [70, 80)0.25; [80, 90)0.05}| = (70 - 60)x0.7 + (80 - 70)x0.95
+ (90 - 80)x1 =26.5

|Ey| = |{[40, 65)0.05; [65, 85)0.25; [85, 100)0.3; [100, 170)0.4}| = 86.25
Definition 4: Let E;; B E;; = {[aumn ji bamnjr) Pamnjix s k = 12 . ngmn;}

be the Cartesian join of histograms E;; and E;;. We define the size of the
Cartesian join of histograms Ej; and Ej; by

s
|E;; B Ej| = 2,57 (bamjx — aamnji) X L=t Pamn jm-
(6.12)
Definition 5: Let Eij & Elj = {[a(i&l)jk'b(i&l)jk)'p(iIZl)jk ;k = 1,2 "'n(iIZIDj}
be the Cartesian meet of histograms E;; and E;;. We define the size of the
Cartesian meet of histograms Ej; and E;; by

s
|Ei; R Ej| = 2,80 (bagan ik — aimnjie) X L=t Paign jm- (6.13)
The sizes of the Cartesian join and meet satisfy the following properties.

Proposition 2

1) min(|E;l, |Ey;|) < |E;; B Ejj| < max(bijnr,, bijnr,) — min(aijo, azjo)-

2) IE’-] BH EU|=OS X |El]| + 05 X |El]| + 05 X |bijnri - bljnrll leU and El]
have no overlap.

3) |E;; B Ey| = |Eij| = |Eyj| if Ejj=E,;.

4) The size of meet satisfies: 0 < |E;; X Ej;| < min(lEij|, |Elj|).

5) |EU & El]l = mm(lEul, El]l) if EU :Elj and |EU & El]l =0 if El-jand
Ej;have no overlap.

Proof:

1) Size of join of histograms cannot be larger than the interval covered by the
two histograms. Minimum case comes from the definition of histogram size.
As histograms with different bin width’s and bin numbers can be joined, it can
happen that bins may be split and their probabilities uniformly divided
between new bins. To due to formula (6.11), if bin is divided into smaller bins,
its probabilities will get smaller and its size will also shrink as can be seen in
Example 6.

2) When histograms have no overlapping area, half of the size of both histograms
contribute to the size of the join due to formula (6.8). In addition to that, when
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first histogram is finished, cumulative probability 0.5 is achieved. That
probability 0.5 continues to the end of second histogram, its size being
cumulatively added to the 0.5, reaching 1 for the end of second histogram, as
can be seen from Figure 6.4.

The properties 3-5 are clear from the definitions in formulas (6.8) ~ (6.13).

Example 5
We obtain the sizes of the Cartesian join and meet in Examples 1 and 2 as:

B B E,| = |{ [40,60)0.02; [60,65)0.18; [65,70)0.206; [70,80)0.188; }|
ij B E1j1 = 1180, 85)0.044; [85,90)0.0625; [90,100)0.1; [100, 170)0.2
— (60 - 40)x0.02 + (65 - 60)x0.2 (70 - 65)x0.406 +(80 - 70)x0.594 + (85 -

80)x0.638 + (90 - 85)x0.7 + (100 - 90)x0.8 + (170 - 100)x1 =94.15

|E;j X Eyj =
{[60, 65)0.01; [65, 70)0.0625; [70, 80)0.125; [80, 85)0.025; [85,90)0.025)] =
(65 -60)x0.01 + (70 - 65)x0.073 + (80 - 70)x0.198 + (85 - 80)x0.223 + [(90 -
85)x0.248 =4.738

Since |E;| = 26.5 and |Ej| = 86.25 from Example 4, we can easily check the
properties in Proposition 2.

Example 6

Assume we have two overlapping histograms E;;={[10,30]1} and
E;j={[10, 20]0.5; [20, 30]0.5}. They are almost similar, except E;; has been split
into two bins. Their sizes are |E;;| =20 and |Elj| =(20—-10) x 0.5 +
(30 —20) x (0.5+ 0.5) = 15. Their join is E;j HE;;=
{[10, 20]0.5; [20,30]0.5} as E;; is split into two bins using (16) and its
probabilities are divided between bins assuming uniform distribution. The size of
the join is: |E;; B Ej;|={[10, 20]0.5; [20, 30]0.5}|=15 that equals the size of
|El j | In this case, size of the join is equal to the minimum of sizes of the original
histograms.

Example 7

Assume we have two non-overlapping histograms Ej; = {[10, 20]1 }and E;; =
{[50, 60]1 } with both size 10. Their Cartesian join, as can be seen in Figure 6.4,
is: E;; H E;j ={[10, 20]0.5; [50, 60]0.5}. The size of the join is: |E;; B Ej;| =
{[10, 20]0.5; [20, 50]0; [50, 60]0.5}|= (20 - 10)x0.5 + (50 -20)x0.5 + (60 - 50)x 1
=5+ 15+ 10 = 30. It can also be seen, that when histograms have no overlap,
size of join can be larger than the sum of the sizes for two histograms.
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Figure 6.4: (a) Join of histograms {[10, 20] 1} and {/50, 60] 1} and (b) their
cumulative probabilities

Now, we define a new dissimilarity measure using the same framework in [173]
as follows.

Definition 6: Let E;; and E;; be the given two histograms. We define the
dissimilarity between two histograms E;; and Ej; with respect to the j-th feature
by:

®( E;j, Eyj) = |E;; B Ejj| — |E;j K Eyl. (6.14)

Definition 7: Let w; and w; be two objects presented in the p-dimensional feature
space D). Then, we define the dissimilarity between objects ; and w;by:

® (w;,w) =X8_ ®(Eij Ej) =X0_, (E; B Ejl—|E; K Ejl), (6.15)
j j

where we set the parameter y in [173] to be zero.

For each feature Fj, j=1, 2,..., p, let |Fj| be the length of the support interval the
feature F;. Then, we define the normalized dissimilarity measure as follows:

Py (wiwp) = 3 b @By, E/IF| = %Z?=1(|Eij B Ejl-|E; K

] /1. (6.16)

From the property 5) of Proposition 2, we have the inequality:
0<dy(w;w)<1. (6.17)

The definition (6.16) may be useful, when p features have different units.

We have the following proposition to assert the dissimilarity measures in (6.15)
and (6.16) are metric.

Proposition 3
We have the following properties for any set of objects w,,, w,,, and w,:

1) (D (wu:wv) 2 O
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2) @ (wy,wy) =0iff wy = w,
3) P (wu' (‘)v) = ((‘)v' (‘)u)
4) @ (wy,wy) < P (wy, w,) + P (0, W)

Proof: Properties 1), 2), and 3) are clear from Definitions 4 - 6, and Proposition
2. The proof of the triangle law is described in Appendix 3.

A special case of histogram when the histogram is composed of single bin with
probability one is an interval. Then, the proposed dissimilarity reverts to Ichino-
Yaguchi dissimilarity measure in which the parameter y selected to be zero [173].

6.4.3 Application to Clustering

The hierarchical clustering procedure repeats the two steps: finding the most
similar two clusters of objects among whole sets of objects based on a selected
(dis)-similarity measure, and then combining those selected two clusters based
on a linkage method [183].

6.4.3.1 Linkage Using Weighted Averages

Several linkage methods have been used for histogram-valued data. For example,
Irpino and Verde [178] use a Ward criterion and inertia to combine histograms.
Cha uses correlation coefficient [184]. Kim and Billard state that they use
“average linkage method” [181].

We define a new method to link histograms based on the weighted average. For
each cluster 4, the number of objects, nry, in the cluster has to be known.

Definition 8: For each cluster 4 containing objects w;, i = [1, 2,..., nry], there
exists object wy, called descriptive object that is the average of all objects in 4
characterising that cluster:

(UAC - EAl X EAZ Xeee X EAp- (618)

If cluster 4 contains only object w;, then the descriptive object w,_ is equivalent
to the object.

When cluster 4 (containing nr, elements) and B (containing nry elements) are
combined, new descriptive object w4yp), containing p histograms (one for each
feature) has to be calculated for the new cluster AUB (containing nryg = nry +
nrg elements) that then characterises all elements in the new combined cluster.
For each feature F; (j =1, 2,..., p), cluster 4 contains histogram E,_; and cluster
B contains histogram Ep ;. Therefore, for the new cluster AUB the weighted
average histogram E4yp)_; has to be generated. It is found using the procedure
described in Appendix 2. If E,_; and Ep_; have different number of bins with

different width additional bins are generated by the process. Uniform
distributions of probabilities inside the bins are assumed. Therefore, when one
histogram’s bins are “cut” into two new bins, their probabilities are divided
equally according to the new sizes of the bins.
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New descriptive histogram for feature j will consist of bins with interval
[@auB) jk» Draus),ji) that intersect with at least one cluster 4’s histogram E_;’s
bin [ay_jk, ba_ji) With probability p,_ji or with cluster B’s histogram Ep_;’s bin
[ap,jk,bp.jx) Wwith probability pp_j,. For every bin-covering interval
[@auB) jkr beaus)jk) 10 E(aupy,j, probability associated with that interval is
found using weighted average:

DagjiXnr aX(P(4uB) jk—A(AUB) jk)

PauB) jk = ( (bagjk—aacjk) *

ikXnrpX(b jk—a j
PBcjic<neX(bauB)cjk (AUB)c]k)) J(nrounry) (6.19)
(bB jk—aB jk)

If histogram Ej _; and histogram Ep_; have same number of bins with same width
formula 6.19 simplifies to following form:

PAcjkXNT A + DB jkXNTB
nrap+nrg

PcauB) jk = (6.20)

If there is no intersecting bin for one histogram’s bin, then it is assumed that other
histogram’s matching bin has probability 0.

Example 8

Assume we have two histograms: E,_;={[0, 1)0.4;[1, 3)0; [3, 4)0.6; [4, 5)0}
containing four elements and Eg_;={[0, 1)0.6;[1, 3)0.2; [3, 4)0.2; [4, 5)0}
containing two elements. Both histograms have the same number of bins with the
same width. Therefore, the result of linkage will also contain only those bins with
the same width.

For the first bin with interval [0, 1) the probability is found: payp).j1 =
0.4%4 + 0.6X2
—F=047.
442
For the second bin with interval [1, 3) the probability is found: payp) j2 =

0X4 + 0.2x2
———— = 0.06.
4+2

This is also done for the next two bins. Overall result of the linkage leads to the
histogram  E(4ypy_j ={[0, 1)0.47; [1, 3)0.06; [3, 4)0.47; [4, 5)0} describing 6
elements.

Example 9

Assume we have two histograms: E, ;j={[0, 2)0.2;[2, 5)0.8} containing 1
element and Ep_;j={[0, 1)0.1; [1, 3)0.2; [3, 4)0.7} containing 2 elements. They

have different number of bins with different widths. Additional bins will be
generated during the process.

For the first bin with interval [0, 1) the probability is found: payp).j1 =
(0.2><1><(1—0) = 0.1><2><(1—0))
(2-0) (1-0)
1+2

=0.1.
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For the second bin with interval [1, 2) the probability is found: payp), j2 =
(0.2><1><(2—1) , 0.2><2><(2—1))
-0 "~ (-1
1+2

=01

Overall result of the linkage leads to the histogram Eypy, ;=
{[0, 1)0.1; [1, 2)0.1; [2, 3)0.156; [3, 4)0.556; [4, 5)0.089} with 5 bins
describing 3 elements.

The following is the proposed algorithm for hierarchical clustering for objects
containing histogram-valued descriptions.

Algorithm

1. Add all objects w; (i =1, 2,..., s) as the initial clusters containing single
observation into the set U.

2. For each pair of clusters w; and w; in U, calculate distance @ y(w;,., wj,.)
between descriptive objects by using formula (6.19) and the procedure in
appendix 1. Then, find the pair w, and w, that has the smallest distance
(DN(wpc’ ch)‘

3. Merge the pair w, and w, by using the procedure in Appendix 1 for
finding bins and formula (6.19) for finding probabilities. New cluster
wpq 1s generated as a result. It is added to U, then w,, and wy, are removed
from U.

4. Repeat Steps 2 and 3 until all objects have been merged (i.e., the size of
Uis ).

5. As the result, we obtain the dendrogram that describes the proposed
hierarchical clustering.

6.4.3.2 Cluster Compactness

To evaluate the effectiveness of clustering, a measure for cluster compactness or
“goodness” should also be derived.

Definition 9: For a cluster 4 with descriptive observation w,_, the arithmetic
mean of distances between that descriptive observation and every other
observation w; € A in the cluster is called the cluster compactness:
Ywea Pn(wa,wi)

nry ’

C(A) = 6.21)

Since all the normalized distances take values between 0 and 1, and since the sum
of the normalized distances are divided by the number of observations in 4 (the
count of sums added together), the cluster compactness C(A4) also satisfies the
inequality:

0<CUA)<1. (6.22)
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We should note that the smaller the cluster compactness, more common the
elements are inside the cluster. It should also be noted that when all the objects
are linked together, neither ®y(w;, w;) nor C(A) may equal to one. In
dissimilarity case, it shows how much of the histograms match. In compactness
case the value shows, on average, how close by are objects inside the cluster to
the centre of the cluster.

The cluster compactness is also applicable to the clustering as the measure of
similarity. In step 2 of the algorithm, two clusters are combined and new cluster’s
compactness is found using formula (6.21). In step 3, the pair with the smallest
compactness is merged.

This kind of approach guarantees most compact clusters at the end of the
clustering. The drawback is that instead of finding just one operation distance
between descriptive objects, now the merging is done first and then distance
between all elements and new descriptive object is calculated resulting with
algorithmically more expensive procedure.

It should be noted that the proposed compactness (6.21) becomes also a metric
satisfying Proposition 3 due to its definition. The only special circumstance is
with condition 2. The compactness of two clusters is zero only when those two
clusters are the same and they contain only one element or the two clusters are
the same and they contain multiple elements that are all equal to its descriptive
object.

To verify the correctness of the proposed measure it was validated in two
commonly used datasets — Hardwood [185] and US State Temperatures [186]
data. The verification can be seen in Appendix D.

6.5 Implementation of Prediction Model

Proposed new method for finding dissimilarity between histogram valued
symbolic data allows us to cluster and compare data in form that is found to be
most suitable for learning data. Therefore the prediction model can be built. The
first step is to determine the set of variables that are principle components. To
transform classical data from database to symbolic form, a week was used as a
period for one symbolic object.

The e-learning system contains a lot of different data about students. At first,
results for every competence during a time period of a week were considered.
The presumption was that competences are the most important part of the course
and they should reflect both student process and the course they are studying.
PCA was applied to competences using R software [187]. The regression model
was developed based on those principle competences but it became evident that
using competences as variables did not lead to a good model. Competences only
reflected one side of student activity in the system — solving tasks.
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Therefore, a wider range of information was considered and different kind of
variables were deducted from the data. In the end, 35 variables were considered.
After PCA, 9 most important indicators were found.

Those were:

number of tasks done;

number of active days;

average result of submissions;

average difficulty level of submissions;

number of times help material was accessed;
time of the day of submissions;

current progress on the course;

number of times of HomeLabKit were borrowed;
number of times of class test were done [162].

The results of PCA are plausible as they cover all important factors of the system,
not only the task submissions.

After principle components were found, all previous study records were analysed
and histograms for all the students calculated. Every semester consists of 16
weeks of teaching and additional 3 weeks for exam session. Then, another week
serves as an extra time for those who did not manage to finish on time. Therefore,
for every student, 20 weeks were analysed. Christmas holiday weeks during fall
semester were ignored so that the results would be comparable despite courses
being taught in different semesters (and some courses switching semesters during
the years) [162].

The e-learning system contains information from more than 15 years. Students’
study behaviours and course context have changed a lot during those years.
Therefore, at first implementation, only records since competence based
approach was introduced in 2010 fall semester, were considered. The analysis, of
those 10 semesters considered, showed that throughout the years learning patterns
have changed [162].

Despite one course, “Circuits, Systems, Signals”, has been taught during those 5
years in similar manner, students’ behaviour during the course has changed a lot.
For example, at 2010 they worked more and frequently. Getting a good grade was
the main goal. Lab experiments were done in regular intervals and learners
borrowed HomeLabKits from the start of the semester once in two weeks. In 2014
fall semester, at the same course, students waited around half the semester before
majority of them started to show any progress in the course. Students accept low
grades as soon as they become available. Lab experiments were avoided as often
as possible, being the last things done in the course. Borrowing kits has also
become very irregular and less frequent [162].

Similar changes were found in other courses. Therefore, it was concluded that not
as much as a course that defines the difference in behaviour, it is the year that
affects patterns the most. Therefore, for building the analysis, only last 2 years (4

120



semesters) were considered. It would make sure that significant pattern changes
in students’ attitudes do not affect the model too much. It would also help
overcome the problem of courses changing during the years as it could be
expected that at last two years had similar or almost similar content. The
downside of that constraint is that the models have to be re-evaluated every year,
meaning extra work. On the other hand, it would also keep the model up-to-date
and allows it to adapt to changes in students general attitudes towards studying
[162].

Therefore, for implementing the model, 5 courses with largest number of
participants in the last 2 years containing 1100 students in total were considered.
Those courses were Circuit Theory, Basic Measurements, Microprocessors and
two courses on Operating Systems. For all the students in those courses,
histograms over the 20 week periods of their studies were found for all 9 most
important variables. Then, for all the students, clusters were found using
hierarchical clustering algorithm described in 6.4.3. Students were clustered
based on the course and all together [162].

Clusters were then analysed. It was done using dendrograms. Matrix containing
distances between objects was acquired as a result of clustering process using R
[162].

To extract meaningful groups or clusters from dendrogram, it had to be cut.
Conditions for cutting were the shape of the dendrogram and the properties of the
would-be-clusters. If the properties were too specific, merging it with another
cluster was considered. If the properties were too wide, cluster was cut from the
furthest connection point and both of the cut clusters were considered further.
This continued until groups with well-defined properties had been achieved and
cutting any further would just fragmentize the result [162].

Clustering students based on the course worked very well — clear clusters with
different characteristics could be detected. Those clusters also tended to have
specific features for finishing time and final mark — the two parameters that were
wanted to predict using the model. Clustering all the students together did not
yield satisfactory results despite high hopes that there could be a possibility of
developing a general model for all students independent of the courses. Clustering
showed that it is not possible. Apparently courses have distinct characteristics
that affect the patterns. For example, Operating System courses do not use
HomeLabKit. Therefore, a pattern for borrowing kits in that course is constantly
zero. On the other hand, throughout the years, as students consider Operating
Systems to be an “easy” course, there are more early finishers than in any other
course. The courses have also different grade units that in turn mean different
learning volumes [162].

Currently, models were developed for 5 largest courses in the system. Courses
had 7 to 14 clusters. As an overall rule, the clusters contained at least 20 students.
There were a few exceptions - clusters with clear (very different) characteristics
had less members. Despite courses having different learning volumes and credit
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points, there were groups with specific characteristics which were common for
all courses [162].

Those common clusters were:

o “Early rushers” — students who started working at the beginning of the
semester and finished within the first month. They got very good marks
(4-5, in scale 0 to 5 where 0 is fail and 5 is the best mark).

e “Late rushers” — do not work at all during the semester. Start studying
during the 16"™ week or during the exam session. They do a lot of
submissions in a small timeframe. Their submission times are well below
the average (they hardly have time to read the task). Some of them
manage to finish with lowest grade, some of them not.

e “Constant workers” — they work regularly with low number of
submissions during the whole semester

e “Drop outs” — do not work at all or very little. Do not pass.

e “Mid-semester sleepers” — Work little at the start of the semester. Then
activity slows down and they start working again on last few weeks of
the semester and during the exam session. They pass the course with
varying grades.

e “Second half-ers” — They start working after the mid-terms. They do not
rush and have average number of submissions. Usually finish on time
and with grade 3 [162].

All courses also had a common characteristic that in last two years, around 20-
30% of students did not finish the course with a positive grade [162].

For every cluster in every course, a descriptive observation was deducted from
the clustering step, meaning that every cluster had “average” or “common”
histogram for all 9 variables for 20 weeks. Therefore, for every course a model
was achieved containing descriptive observations about each cluster in the course
[162].

6.6 Prediction

To verify the correctness of the achieved model, during a fall semester of 2015,
the course with 110 officially declared students studying Basic Measurements
was used as a test group. Basic Measurements group was the biggest one,
containing 14 clusters, as can be seen from Figure 6.5, and had around 450
students who had studied the course in previous two years [162].
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Figure 6.5: Dendrogram for students of previous two years with 14 clusters in course
Basic Measurements. Red line shows cutting point of clusters [162]
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During previous two years, some organizational changes have taken place. For
example, the course was taught mostly for second and third year bachelor students
in Informatics department (containing computer science, electronics and
communication curriculums). From fall 2014, computer science students are not
required to take this course. Also, from that time onwards, the course was moved
to first semester [162].

Cluster 1 contained students who had completed most of the work in previous
semester, before officially declaring the course, or those students who do not
work at all. This group is characterized by almost non-existing activity and very
bad results for submissions. Students in this group usually fail or, if they have
done work in previous semester, pass with grade 3 [162].

Cluster 2 contains “late-rushers” who usually start working at the end of the
semester, from week 14 onwards. They have very fast submission times and do a
lot of submissions in a short time period. They tend to have bad results and in the
end, during the exam session, they start using help materials as they realize they
need some kind of theory. Majority of them pass with lowest grade [162].

Cluster 3, so called “drop outs”, contains students who work very little, mostly
on week 14 and 15. They try the course, get bad results for their submission and
they give up. Students in this group do not pass the course [162].

Cluster 4, has students who try the course at the beginning of the semester, do not
work at all during the semester and then try to complete it during the exam
session. Around half of them manage to finish with low grades, another half fail.
They stand out by having good results for submissions — so they know what they
are doing but they just leave everything to the last minute. They are also called
“lazy but smart” [162].

Cluster 5, “late-wakers” tend to work from week 14 onwards and usually continue
up to the additional extra exam week. They have fast submission times. It means
that they are not spending enough time with tasks. Therefore, they also have bad
results. Students in this group usually do not pass on the right semester as they
just run out of time [162].

Cluster 6, is quite similar to cluster 5. Those students also start working from
week 13-14 and continue to exam session. They differ from previous cluster in
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that they are able to finish within three weeks during the exams. They also have
a lot of submissions and mostly bad results but they have more reasonable
submission times, meaning that they actually have time to read and think about
what they have been asked. Surprisingly, they mostly finish with grade 3 or even
with 4 [162].

Students in cluster 7 are so called “early-rushers”. They start working at the
beginning of the course and usually finish by week 10. They have a high number
of submissions and they get very good results. They tend to use lot of help
materials, participate in class tests and borrow home kits. Despite having large
number of submissions, their solving times are quite slow meaning that they
spend a lot of time thinking and calculating while solving the exercises which
probably contributes to their high results. Grades in this group are varying from
3upto5[162].

Cluster 8 works mostly from 12 weeks forward. They have good results but their
solving times are from average to slow. They do average number of submissions
and usually finish with grade 3. They also have quite a high help material usage
and class tests due to their working pattern — work is only done at the second half
of the semester and during the exam session [162].

Cluster 9, “constant workers”, start working from the start of the course and they
usually finish from week 12 onwards. Students in this group use help materials
more than other students. They have average to high submission numbers,
average solving times and average results. They tend to start doing class tests at
the second half of the semester that does not allow them to finish earlier than mid-
semester. They finish with 3s [162].

Cluster 10 is similar to cluster 7. They also have very good results and they know
what they are doing. They manage to complete the course with lowest number of
submissions that are submitted very fast. They are so called “geniuses”. They
almost never use help materials. Despite having high knowledge, they do not care
to work for highest grades. Usually they finish with 4 [162].

Cluster 11 contains “second half-ers”. They have almost no activity at the first 8-
9 weeks of the semester. Then, when the mid-terms are over, they tend to
remember they have registered to the course and start working. They have high
number of submissions with very good results. Their results for laboratory
experiments are much worse than theoretical tasks and they do not like using
HomeLabKits. So they avoid lab tasks and finish with 3 or 4 [162].

Cluster 12 is so called “mid-semester sleepers”. They start working at the first
half of the course, then they stop and start again from week 14 up to the end of
the exam session. They do a lot of submissions on those peak working times but
they tend to have bad results. They are especially slow when solving laboratory
experiments. Usually they pass with grade 3. Few in this group finish with grade
2 [162].
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Cluster 13 is similar to cluster 11. They also start working in the middle of the
semester, usually earlier than students in cluster 11. They have bad results and
they work very slowly with laboratory experiments. They are uneven learners
with some weeks having more submissions and other weeks having significantly
less submissions. The unevenness is not week-based but active weeks differ from
student to student [162].

Students in cluster 14 are similar to students in cluster 11 but they work more
slowly during the whole course. They tend to have average to low submission
times. They do not rush and have almost constant number of tasks per week
during most of the semester. It is surprising that they usually get good results for
theoretical tasks but lab tasks are hard for them and they get bad results for those.
Usually pass with 3 or 4 [162].

Table 6.1: Number of students who finished on specific week. The course is 16 weeks
long and students should finish by the end of the teaching period. They do have an extra
3 weeks to get a grade during the exam session. Additionally, there is an extra week
between semesters where grade acquisition is also possible (so called extra exam week).

Week 4 5 6 7 8 9 10 11 12

Nr of Students 1 0 1 0 2 7 2 0 9
Week 13 14 15 16 17 18 19 20

Nr of Students 2 8 4 4 8 12 12 0

Using descriptive histograms from those 14 clusters, students’ progress during
the course was predicted. The first prediction based on the model was done after
week 4. It was assumed that before week 4, there is very little activity and very
few histograms can be generated for the students. For predicting student progress,
at first 9 variables for four weeks were calculated. Then, using the same kind of
dissimilarity measure as in hierarchical clustering, a cluster, from those 14
described, with smallest dissimilarity was found. That cluster was considered to
be student’s predicted pattern and student’s finishing time and grade was
predicted based on that [162].

Afterwards, this process was then repeated at the end of every week to keep the
prediction up to date. The prediction is done up to the point when a student
accepts the grade, which is varying [162].

The week when students finished, can be seen in Table 6.1. The students who get
the grade can be divided into two groups — first those who try to complete the
course as fast as possible and those who leave it to the end of the semester. On
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the semester analysed, no student managed to finish the course on extra exam
week which is usually popular with “late-wakers” [162].

6.7 Analysis

By the end of the semester, 72 students (65.45%) had passed the course. This was
slightly less than has been an average for the last two years. It could be explained
that during this year, no student managed to complete the course in week 20 that
has always been quite popular among “late-rushers”. The other possible
explanation could be that the course is taught on the first semester to freshmen
who historically have high number of drop-outs [162].

As a result, in 89 cases (80.91%) the final grade was predicted correctly using
developed prediction model as can be seen in the confusion matrix in Table 6.2.
In 17 cases (15.45%), the actual final grade was higher than the predicted one. In
all of the cases, it meant that student passed the course as was predicted but
instead of predicted grade, the actually got a one step higher grade. This
occurrence was further analysed and it was concluded that during the semester in
question, it was the change in students’ study behaviour compared to previous
students; they continued to work further to achieve better grades. In some of those
cases the grade prediction was spot on until week 17. All those students got a
grade during the exam session [162].

In 4 cases (3.63%), a student was predicted to pass with 3 but in reality, the
student failed. All those 4 students belonged to cluster 11. This case was also
further analysed and it looks like again the prediction goes off at week 17 (start
of the exam session). Before that (week 16 and before), students were clustered
into cluster 3 that has characteristics of having almost no activity at all. Cluster
11, on the other hand, has the characteristics of having very high results and they
avoid lab experiments. Both of those characteristics are common for those 4
students. On the other hand, those 4 students had almost no activity before week
19 or 20 and are very similar to the students in cluster 3. To be precise, with
students who have zero activity during the semester. The overall descriptive
histogram of cluster 3 is a combination of all those students who did very little
during the semester and therefore the resulting histogram has little activity in
common for almost all the weeks. Therefore, it was tried if adding another cluster
with empty histograms would yield better clustering for those 4 students. As a
result, for majority of the semester, those students got clustered into the empty
15" cluster but, at the end of the semester, they get clustered in group 11 again
[162].
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Table 6.2: Confusion matrix for final grade prediction

n=110 Predicted: | Predicted: | Predicted: | Predicted: | Predicted: | Predicted:
0 1 2 3 4 5
Acutal:0 34 0 0 4 0 0
Actual:1 0 0 0 0 0 0
Actual:2 0 0 0 0 0 0
Acutal:3 0 0 0 55 0 0
Actual:4 0 0 0 17 0 0
Actual:5 0 0 0 0 0 0

The changes in clusters during the course are shown in Figure 6.6 using parallel
coordinates [188]. The changes in groups are quite frequent at the beginning of
the prediction process. Further into the semester, especially at the end, the
changes become less frequent, almost stopping. It was expected that the changes
stop earlier during the semester. On the other hand, most of the changes occurring
are with adjacent clusters and during majority of the time, the final grade
prediction remains the same despite cluster change [162].

=) W week 10 Week 11 Wagk ook 13 Viesh 14 vesk 15

Figure 6.6: Cluster prediction and its changes (shown using parallel coordinates) for
students in Basic Measurement course from week 4 till the extra exam week. The bolder
the line, the more students are in the cluster that week [162]

Major changes are happening after week 7. Students who were predicted to be
“mid-semester sleepers”, those who try little-bit at the first half of the semester
and then start again after midterms, are expected to have shown some kind of
activity but they remain inactive and are therefore clustered to cluster 2 — “late
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rushers”. Their final grade prediction actually remains the same — what changes
is the pattern that is expected of them [162].

From week 7 onwards, it can be followed, that as students start to work, they are
moved away from cluster 2, mainly to cluster 11. This trend actually continued
to the exam session [162].

Another major change happens after week 12 when “late-rushers” who do a lot
of submissions in a short time are expected to start working. Those who remain
inactive are moved to cluster 3, “drop-outs”. It is problematic that “drop-outs”
cannot be predicted earlier during the semester but that is due to the
characteristics of students’ study behaviour. Some “late-wakers” manage to finish
as they work a lot in the end. Others do not work enough. Therefore the difference
between those two groups become visible only at the end of the semester making
it impossible to distinguish them before [162].

Changes between week 16 and week 17 draw attention. Despite changes between
clusters slowing down before week 16 and grade prediction remaining almost
constant, at the end of week 17, there are lot of changes between clusters that are
also affecting the final grade. Week 17 is also the point where for 4 cases the
prediction becomes “incorrect” — prediction for students who have been evaluated
to fail are updated to cluster with pass. This gap between the end of studies and
the start of exam session requires further analysis [162].

It was also observed that at the start, the predictions are usually more positive
(when considering the final grade) than the predictions at the end of the semester
[162].

Furthermore, for the semester at hand, the percentage of students in clusters is
very different from other semesters from last two years. Clusters 3, 7 and 8 are
much more present in current semester than in any of the last four semesters
during the last two years. On the other hand, clusters 6, 13 and 14 are not present
in current semester but they made 14%, 9% and 12% of all predictions in previous
two years. There are also other differences between predictions in current
analysed semester and between semesters used for developing the model but
those are less significant [162].

When analysing clusters that were more likely predicted during the current
semester, then those clusters are the most common “fail” cluster with students
with little activity and clusters that actually have good results. As said before,
during the analysed semester, students tended to work more to get better grades
than during the last two years. Cluster 7, “early-rushers”, is actually the only
cluster where the highest grade prediction is possible. Therefore it is expected
that more students got clustered into group 7 during this semester. Cluster 8 also
has students with good results. Furthermore, as the course allows students to
complete all the work before the end of the semester, it could explain why more
students are being clustered into group 7. That option is becoming more and more
popular among some students who wish to finish the course early and concentrate
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on other courses, which tend to leave all the deadlines to the end, later during the
semester [162].

Popularity of fail cluster, cluster 3, can be explained by changes in curriculum.
The course is now taught for the freshmen on the first semester and they have a
high percentage of drop-outs from university during the first year, especially
during the first semester [162].

When looking further into the clusters that were more common in model than
during the actual test semester, changes are harder to explain. Cluster 14 contains
constant workers during the whole semester who are doing well in theoretical
tasks but not in lab experiments. Another cluster, 9, that also has constant
workers, was also less frequent during fall 2015. Therefore, it could be argued
that students are becoming less inclined to work throughout the semester. If they
are good at planning, they try to complete the course quickly and move on to
other courses. If they are lazier, they do not start working before second half of
the course. That can be verified by other statistics from the course. During the
years, number of students attending laboratory sessions or class tests at the first
half of the semester, has shrank a lot. Also, during 2014-2015, the numbers of
attendance (that is voluntarily — student can choose if she or he wants to do labs
in university or borrow the kit and number of class tests done depends on personal
study pattern) has also went down for second half of the semester with huge
volumes of students registering on-site activities during exam session [162].

Cluster 6, students who work at the second half of the semester, who do a lot of
submissions and usually get bad results but manage to finish with grades 3 or 4,
has always been a little “unusual”. Cluster 13 contains students with very uneven
study patterns. Seems that none of those extreme cases was present with students
of 2015 fall semester [162].

When looking at the finishing time prediction, the results are less favourable as
can be seen from Table 6.3. Only in 64 cases (58.18%) the actual finishing is
within three weeks of predicted finishing week. Three weeks were chosen for
prediction quality measure due to the fact that for some groups the finishing time
is predicted to be “within exam session” and exam session is 3 weeks long. There
were some extreme cases when student actually passed on week 9 but the group
he/she was clustered into group expected the student to finish within exam
session. The four cases that were problematic for the final grade prediction were
also among “extremely-off” cases [162].
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Table 6.3: Confusion matrix for predicting finishing time. Horizontal axis has predicted
finishing time. Vertical axis has actual finishing time

6.8 Discussion

Build model seems to be working satisfactorily for final grade prediction, with
more than 80% students’ being predicted with the right grade. Also, in majority
of other cases the fact that their final grade was better than predicted can be seen
as a good result because trying harder was a characteristic for the semester
considered. As mentioned previously, the model should be re-evaluated regularly
so that the newest students’ trend would be taken into account. Therefore, before
next semester, the model should be re-calculated with those students now added
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to the pool of previous students and “oldest” records removed. It will be
interesting to follow how the clusters, their descriptions and predicted final
grades/finishing times are changing from year to year when model is going to be
re-evaluated [162].

The changes in clusters are more rapid than expected — the changes continued
throughout the teaching period, slowing down by the end of it. Even during the
exam session, there were slight changes. It is also interesting to follow that some
of the changes have a pattern that continues throughout the weeks. For example,
from week 12 onwards many students from group 2 are moved to group 3 when
they are still inactive. Also a change from cluster 5 to 7 or from 9 to 8 happens
often during the second half of the semester. It would be preferred if the changes
in clusters could be lowered down even further by fine-tuning the model. Maybe
some of the features considered before PCA should be reintroduced into
clustering if they have the desired effect on the cluster prediction [162].

Using the model for predicting the students’ finishing time does not yield such good
results. The finishing time, which can be anything from week 1 to week 20, was
averaged over the cluster with extreme cases ignored. For example, if 90% of
students in the cluster finished during the exams but one student managed to finish
in week 4, then the student with week 4 was not considered for averaged finishing
time. Also, as there are more possible values than for final grade, it could be
expected that averaged result will have some variety. The fact that there were quite
extreme cases shows that there is room for improvement for the model in final
grade prediction. Maybe a separate model that only concentrates on finishing time
should be developed. The other option could be that when a cluster is found,
student’s histogram is compared with all the previous students within the cluster
and that student’s finishing time could be used as a prediction value [162].

The first prediction was tested only with the largest course and students weren’t
shown the prediction — it was due to the fact that we had no guarantee how well the
model works. Now, when the models effectiveness has been proven, it could be
also shown to students. The key concerns are how students react to the prediction
and how can we measure if changes in students’ behaviour are due to the
characteristics of that semester or because of seeing the prediction model [162].

Showing predictions to students will be incorporated into the main page when
students have logged into the system so that they do not have to specifically look
for that information. That was decided so because all previous tools that were
developed required an extra click in the system and statistics showed that students
were not eager to do it. Incorporating prediction on the main page does not allow
us to measure how often a student looks for the information. This problem will
be solved by using “read more” link next to the prediction summary. Thus, a
student sees a small prediction (grade and estimated time of finishing the course)
but to read the full description of the cluster and recommendations in order what
to do to get a better result, student has to click, which can be logged [162].
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Another unknown factor is how students are going to react to the predictions. In
psychological point of view, it has been advised that phrasing of the descriptions
for the clusters and recommendations should be very carefully considered as
opposite effect to the goal could be achieved — students get scared off as they are
predicted to fail. On the other hand, predicting that student is going to fail usually
happens at the latter half of the semester when no activity has been shown.
Therefore, the prediction’s description for students’ in danger of later being
clustered into the “drop-out” cluster, could remind them to start working earlier
instead of stating that they are probably going to fail [162].

Many of the courses taught on the system have enough students for reasonable
model. There are also some courses that may have only 10 or less students per
semester. For those kinds of courses, developing a prediction model based on
current methodology is not possible. Therefore, probably, the prediction model is
going to be offered only for the largest courses in the system with many students
and adequate volumes of data [162].

6.9 Conclusion

In this chapter the process of predicting students’ behaviour during the course
was introduced. For prediction, general dissimilarity method was developed for
histogram valued symbolic data with different bins and bin widths. Compactness
based on that definition was derived for better clustering results.

5 models for largest courses in e-learning system were developed for prediction
student final grade and finishing time. PCA was used to find most important
features. Using largest course in the e-learning system, students’ behaviour was
predicted during 2015 fall semester to verify the correctness of the developed
model.

The main conclusions of this chapter are:

1. To lower the number of students failing the course due to non-linear workload
students can be provided with prediction of their assumed behaviour based
on the prediction model built on previous students’ behaviour.

2. Predicting students final grade using prediction model built with histogram
valued symbolic data and nine features worked well. Predicting their
finishing time during the course did not yield good results.

3. It is possible to define general dissimilarity measure for histogram valued
data with different bin numbers and bin widths. It is also possible to define
compactness based on that general definition that yields better clustering
results.

4. Prediction model can only be developed for larger courses with more than
100 students on average per semester.

5. Developing common model for all courses did not yield good clustering
results as students have different behaviours depending of the course.
Courses may also have specific characteristics that make the general model
unfeasible.
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6. Students’ study behaviour is in a constant change. Suitable timeframe for
building prediction model based on students’ behaviour is 2 years where
courses have similar content and students’ study behaviour is also similar.

7. Using only competences as features for building the prediction model does
not yield good and compact clusters. As learning depends on many aspects,
not only competences studied, other, wider features yield better results.

8. Despite courses having different students’ behaviours and characteristics
there are some clusters that are common for all courses meaning that despite
variation in courses, some behaviour patterns are constant.
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7 CONCLUSIONS

In this chapter the overview of defining CBL framework for e-learning
environment and tackling the problem of high drop-outs using visualization tools
and students’ study behaviour model is represented. Also the contributions of this
thesis are summarised.

7.1 Overview

The e-learning environment in Department of Computer Control in Tallinn
University of Technology that used classical topic-based learning was
transformed into CBL. The development of e-learning environment continued to
improve the CBL, help students achieve firmer competences and tackle the
problem of high drop-outs.

Finally, the following conclusions can be formulated:

1. CBL is more beneficial for students in achieving high level concrete
competences.

2. Usage of fine-detailed and granular grading with 128-level scale for each
atomic competence allows to form a clear and detailed picture of students’
current state. Definition of competences in CBL in atomic level is crucial for
valid and profitable assessment.

3. Tasks have to be small for CBL to facilitate repetition. It also requires having
an adequate number of different tasks to avoid reappearance of same
exercises. The bare minimum of competence coverage in 128-level scale that
has been divided to 8 regions is 40 tasks (5 per region).

4. Using automatic answer evaluation with algorithms mimicking student’s
answering process, enables to lower the impact of repeated mistakes,
generate adequate feedback according to specific mistakes made, grade only
competences actually used to solve the exercise and combined with pre-
submission check of common typos, enables an adequate evaluation of
submission. Automatic algorithm synthesis does not yield good response
times and therefore is unsuitable for proposed framework.

5. CBL with self-regulated learning suffers from unpredictable workload. The
amount of work needed to be done by students differs a lot and the reason
why many students fail the course is because at the end of semester they run
out of time. Therefore, there is a need for a method which predicts the amount
of work still required to do.

6. Visual process following tools do not lower the students fail rates. Students
prefer clear statements, not data to draw conclusions by themselves.
Furthermore, they do not want to make an extra action to access the
information.

7. Predicting students final grade using prediction model built with histogram
valued symbolic data and nine features worked well. Predicting their
finishing time during the course did not yield good results.
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10.

1.

It is possible to define general dissimilarity measure for histogram valued data
with different bin numbers and bin widths. It is also possible to define
compactness based on that general definition that yields better clustering results.
Prediction model can only be developed for larger courses with more than
100 students on average per semester. Model has to be developed for every
course separately as students have different behaviours depending of the
course. Courses may also have specific characteristics that make the general
model unfeasible. Furthermore, students’ study behaviour is in a constant
change. Suitable timeframe for building prediction model based on students’
behaviour is 2 years where courses have similar content and students’ study
behaviour is also similar.

Using only competences as features for building the prediction model does
not yield good and compact clusters. As learning depends on many aspects,
not only competences studied, other, wider features yield better results.
Despite courses having different students’ behaviours and characteristics
there are some clusters that are common for all courses meaning that despite
variation in courses, some behaviour patterns are constant.

7.2 Contributions

The contributions of this thesis can be summarised as following:

1. Framework for CBL in e-learning with personalization, memory model
and granular grading was formed.

2. Steps for converting e-learning environment from classical topic-based
learning to CBL was formed. Operating System course was converted
from topic-based learning to CBL.

3. Methodology for developing automatic answer evaluation that mimics
students answering process to lower the weight of repeated mistakes and
provide detailed, adequate feedback was formed.

4. Usage of competences, students’ study behaviour and other aspects of
CBL were analysed in detail from e-learning system logs from 2008
spring to 2016 spring to verify the usefulness of proposed methodology.

5. Three different visualization tools were developed to tackle the problem
of high drop-outs and fails. The usage of tools was analysed by collecting
feedback from the learners and using data logged in the system.

6. General dissimilarity method was developed for histogram valued
symbolic data with different bins and bin widths. Compactness based on
that definition was derived for better clustering results. Both definitions
were verified on two commonly used datasets.

7. 5 models for largest courses in e-learning system were developed for
student final grade and finishing time prediction. PCA was used to find
most important features. Model for all courses was also developed but it
did not yield good clustering results.

8. Using largest course in the e-learning system, students’ behaviour was
predicted during 2015 fall semester to verify the correctness of the
developed model.
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ABSTRACT

The aim of this thesis is to develop a complete framework for competence-based
learning (CBL) in e-learning, implement it and analyse the changes in students’
behaviour, results and usage of competence in the system. CBL is a learning
methodology that tries to overcome the problems of classical topic-based learning
by concentrating on what a learner can actually do and knows as a result of
learning.

CBL has been covered by many researchers but the main focus has been on
curriculum development and there have been rarely any attempts to connect the
desired learning outcomes with results from actual learning process. Furthermore,
there have been very few attempts trying to implement CBL to technology
enchanted learning. Most of the time, the definition of competences has been very
vague and assessment has not been adapted to CBL and its characteristics.

Proposed framework for CBL in this thesis uses a wide range of benefits from
technology enchanted learning. To ensure concrete knowledge, tasks were
divided into smaller units enabling repetition in order to move new knowledge
from short term memory to long term memory. Furthermore, memory model is
applied to students’ results, lowering them over time, thus mimicking students’
forgetting. 128-level scale is used for grading competences instead of classical 6-
level scale to avoid results’ discretization. As every student has a different
learning style, proposed framework supports personalization by using self-
regulated learning without deadlines. Framework also uses personal learning
path, using learning control function that applies multiply parameters for input
(including forgetting parameters). There is overlap in courses to give students a
chance to choose what they wish to learn, while taking into account students’
previously acquired competences. Methodology for switching from topic based
e-learning to CBL has been proposed in the thesis.

This thesis covers the assessment of competences in proposed framework.
Answer evaluation is automatic for constant, uninterrupted learning process. All
the competences in tasks are graded separately and independently by using
algorithms mimicking students’ answering process. The algorithm generates
feedback according to the mistakes made, lowers the impact of repeated mistakes
and then ensures mistakes are not carried over.

This thesis focuses on the analysis of the proposed and then implemented
framework. Currently there are more than 500 competences in the learning
system. Competences have been adequately covered for tasks on different
difficulty levels. Analysis on the data gathered from the system before and after
the change in learning method shows that average results have improved
remarkably and CBL has achieved its goal of firmer and more concrete acquired
knowledge. Repetition has been achieved but due to splitting tasks into smaller
units, the amount of time spent studying is reasonable and more in fit with
courses’ credit units. The analysis also revealed that students’ behaviour is
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changing with time. Three distinct students’ behaviour periods were found from
the analysed timeframe.

The analysis also showed that despite better results and firmer knowledge, the
percentage of students who did not finish the course was very high. Self-regulated
learning worked well in topic-based approach where amount of work towards the
grade was linear and easily predictable. With CBL, the amount of work required
to finish the course varied a lot and was not linear. To tackle the problem, multiply
visualization tools were developed to help students follow their progress. Despite
initial positive feedback, the data showed no real impact to the learning
behaviour. Students stated that they want answers, not use provided information
to find them by themselves.

Therefore, a model predicting students’ study behaviour during the course was
developed. Histogram valued symbolic data was used to describe the learning
behaviour and a new method, derived from mixed-feature type Cartesian space
model for finding dissimilarities between histogram valued data, was developed
as no general method for histograms with varying bins and bin widths existed
beforehand. Also the process of clustering based on compactness for proposed
methodology was described. Using PCA, 9 most important features were
deducted from the e-learning system to build the model. Clustering all the
students together did not yield adequate results as every course has different study
patterns but clustering students by courses yielded good clusters. Despite courses
having different patterns, some of the clusters were common over all courses.
Developed model gave good results for predicting final grade and learning
behaviour through the course. On the other hand, the model was found to be not
very effective on predicting finishing time.

Therefore, it can be said that as a result of this thesis, a process of transforming
topic-based learning environment into CBL has been developed with proposed
methodology. The changes in students’ learning behaviour, results and
competence usage have been analysed. The problem of high drop-outs due to
non-linear amount of work required to finish the course was discovered and tools
to help students were developed. When those tools did not yield desired results,
a model to predict students’ progress based on previous students’ study
behaviours was developed. To use histogram valued data to describe students’
learning process and clustering, a new method for dissimilarity was developed.
Achieved model worked well to predict students’ final grade.
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KOKKUVOTE

Antud viitekirja eesmirgiks oli vélja todtada terviklik platvorm kompetentsi
pdhiseks dppeks (KPO) e-dppe keskkonnas, see implementeerida ning analiiiisida
muutusi opilaste kditumises, tulemustes ja kompetentside kasutuses siisteemis.
CBL on Oppimise metoodika, mis keskendub sellele mida Oppija pariselt
Oppeprotsessi tulemusena oskab.

KPOd on kajastatud paljude teadlaste poolt, kuid enamikel juhtudel on rdhk olnud
kompetentside sidumisega Oppekavade arendamisel ning harva on seotud
dpiviljundeid reaalse dppeprotsessi tulemustega. Lisaks on KPOt rakendatud
tehnoloogiaga toetatud Oppes vaid iiksikutel juhtudel. Samuti on kompetentsid
enamikel juhtudel viga umbmaéiraselt defineeritud ja hindamist ei ole
kohandatud KPOle ja selle eripiradele.

Viitekirjas viljatootatud raamistik kasutab laialdaselt KPOks tehnoloogia
vdimalusi parima dppetulemuse saavutamiseks. Ulesanded on jagatud
viiksemateks iihikuteks, et soodustada kordamist, mis liigutaks omandatud
teadmised lithiméalust pikaajalisse méllu. Samuti on siisteemis implementeeritud
milumudel, mis langetab aja jooksul Oppijate taset, imiteerides Opilaste
unustamist. Stisteemis on kasutusel 128 tasemeline hindamine tavalise 6 taseme
asemel, et viltida diskreetimist. Kuna igal Opilasel on erinev Oppimisstiil, siis
toetab pakutud raamistik personaalset 1dhenemist, kasutades tihtaegadeta ise-
reguleeritud Oppimist - personaalset teekonda 1dbi Opiobjektide, kasutades
kontrollfunktsiooni, mis votab sisendiks mitmeid parameetreid (kaasa arvatud
unustamise parameetrid). Kursustel on {ile tdituvus, mis laseb Oppijal valida, mida
ta tdpselt Oppida soovib ning siisteem votab arvesse ka oppijate varem omandatud
kompetentse. Viitekirjas on vilja toodud meetod, kuidas klassikalist e-Oppe
keskkonda viia iile KPOle.

Viitekiri kajastab hindamist KPO raamistikus. Hindamine on katkematuks
Oppeprotsessiks automaatne. Koiki kompetentse, mis {ilesannetes esinevad,
hinnatakse eraldi ja iseseisvalt kasutades algoritme, mis imiteerivad Opilase
kaitumist. Algoritm genereerib tagasisidet vastavalt tehtud vigadele, vihendab
korduvate vigade moju hindele ning kannab hoolt, et viga iihes kohas ei kandu
vastuses iile.

T66s analiiiisitakse KPO raamistiku kasutamist ja selle mdju. Hetkel on siisteemis
ligikaudu 500 kompetentsi, mis on kaetud piisavalt iilesannetega erinevatel
raskusastmetel. Enne ja pdrast dppemeetodi vahetust kogutud andmete analiiiis
niitab, et keskmine tulemus on mirgatavalt tdusnud ja KPO on saavutanud oma
eesmirgi. Samuti on saavutatud kordamine, aga kuna iilesanded sai jagatud
viiksemateks osadeks, siis aeg veedetud Oppesiisteemis ei ole méirgatavalt
tousnud, vaid vastab rohkem ainepunktidele. Analiiiis tuvastas, et Opilaste
kditumine on ajas muutuv — andmetest leiti kolm erinevate kditumismustritega
ajaperioodi.
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Samuti néditas analiilis, et hoolimata parematest tulemustest ei ole vdhenenud
Opilaste protsent, kes ainet ei ldbi. Ise-reguleeritud Sppimine toimis edukalt
klassikalises dppes, kus vajamineva t66 kogus oli lihtsasti ette aimatav. KPOga
varieerub vajaliku t66 maht tugevasti ja see ei ole lineaarselt ennustatav. Selleks,
et aidata Opilastel aimata vajamineva t60 mahtu, sai vilja tootatud erinevaid
visualiseerimistodriistu Oppija progressi jalgimiseks. Hoolimata esialgsest
positiivsest tagasisidest, nditas andmeanaliiiis, et neil tooriistadel ei olnud olulist
mdju odpilaste kiitumisele. Opilased on elnud, et nad soovivad konkreetseid
vastuseid, mitte informatsiooni, millest ise jareldusi teha.

Selleks, et voimaldada dpilastele konkreetseid jareldusi, sai vélja arendatud
Opilaste kditumist ennustav mudel. Histogramm kujul siimboolsed andmed sai
valitud kirjeldamaks Opilaste kiditumist ning uus meetod leidmaks
histogrammidena esitatud andmete vahelist erinevust sai vélja tdotatud, kuna
senimaani ei eksisteerinud selleks ildist meetodit, mis lubaks erineval arvul ja
erineva laiusega tulpasid. Samuti sai vélja to6tatud uuel meetodil baseeruv
klasterdamine. Kasutades peakomponendi analiiiisi sai tuvastatud 9 koige
olulisemat omadust, mida kasutati loomisel. Kd&igi Gpilaste andmete koos
grupeerimine ei andnud head tulemust, sest igal ainel on erinevad
Oppimisemustrid ja sisu. Grupeerides Opilasi kursuste kaupa andis aga hiid
tulemusi ning hoolimata sellest, et ained on erinevad, siis moned grupid olid kdigi
ainete peale sarnased. Vilja to6tatud mudel sobis 16pphinde ennustamiseks, aga
ei olnud viga tohus kursuse 10petamise aja ennustamiseks.

Antud viitekirja tulemusena sai kirjeldatud protsessi, kuidas viia klassikaline
dppekeskkond iile KPOle. T66 tulemusena sai analiiiisitud muutusi dpilaste
kéditumises, tulemustes ja kompetentside kasutuses. Analiiiisi kéigus sai
tuvastatud probleem, et paljudel Opilastel jadb kursus lopetamata, kuna nad ei
suuda hinnata vajamineva t06 mahtu. Selle vihendamiseks sai vilja tootatud
erinevaid progressi visualiseerimistodriistu ning mudel, mis ennustab tulemusi
eelmiste Opilaste kéitumise baasil. Selleks, et kasutada mudelis histogrammi
kujul andmeid, sai vélja tootatud mudel sellisel kujul kirja pandud andmete
erinevuse médramiseks.
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APPENDIX A - Radar chart algorithm
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APPENDIX B - Algorithm for finding dissimilarity between two histograms

Assume we have two histogram valued objects w;, and w; described by p features
F;, j=1, 2,..., p). Both of these objects contain p histograms. For j-th feature,
these histograms are defined by:

Eij = {[aijk,bijk),pijk;k = 1,2 Tlij} and El] = {[aljk,bljk),pljk;k =
1,2.. ny}.

We can find the dissimilarity between objects w;, and w; by the following
algorithm (pseudo-code written in java/c style):

Dissimilarity(w;, w;){
global dissimilarity = 0;

for(=1 to p){ //for every feature
dissimilarity=0 //dissimilarity for current feature
culmutiveProbMeet=0
culmutiveProbJoin=0
k=1; //marker for histogram E;; for feature j
m=1; //marker for histogram E;; for feature j

start=min(next(E; ;,k),next(E;;,m)) //find first bin with probability greater
than O
if(start== next(E;;,k)){
k++ //move marker for E;;

if( start== next(E;;,m)) { //both may have to move if they have the same
intervals
m++ //move marker for E;;

}

while(k<=n;; + 1 && m<=n;; + 1){ //+1 will give us the end of last bin.
end= min(next(E;;,k),next(E;;,m)) /find next bin start from histograms
culmutiveProbMeet+=
min(probability(Ej;,k start,end),probability(E; ;,m,start,end))
culmutiveProbJoin+=
(probability(Ej;,k start,end)+probability(E; ;,m, start,end))/2
meet=(end-start)*culmutiveProbMeet
join=(end-start)*culmutiveProbJoin
dissimilarity+=join-meet //calculate dissimilarity between those areas
if(start== next(E;,k)){
k++ //move marker for E;;
}
if(start== next(E;;,m)) { //both may have to move if they have the same
intervals
m++ //move marker for E;

¥
start=end
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}

if(k>n;j+1){ //histogram E;; reached end before Ej;
while(m<=n;; + 1){
end=next(E;;,m) //only one histogram has bins
culmutiveProbJoin+=probability(E; j,m,start,end)/2 //No update to
meet as its probability is 0
dissimilarity+=(end-start)*culmutiveProbJoin-(end-
start)*culmutiveProbMeet
start=end; m++
}
telse{ //histogram Ej; reached end before Ej;
while(k<=n;;+1){
end=next(E;;,k)
culmutiveProbJoin+=probability(E;
as its probability is O
dissimilarity+=(end-start)*culmutiveProbJoin-(end-
start)*culmutiveProbMeet
start=end; k++
}
jglobal _dissimilarity+=dissimilarity/|F;end-F;start| //mormalization,
division by feature length
}return global dissimilarity/p //normalization, division by number of features
} //end of Dissimilarity(w;, w;)

j-k start,end)/2 / No update to meet

probability(E;;,k,start,end) { //return probability on current comparable position
if(k<=1 || k>n;j+1 || end<a;jx){ //out of index or current bin smaller than next
bin for Ej;
return 0

telse{ //start>=a; j; and end<=b
return p;jk—1) * (end — start)/(b;jx — a;jx) //k points to the end of
current interval/start of next interval, therefore £-1 is used

H
}

next(E;;,k){ //return next bin position
if(k<=n;;){
return a; j; //return start of next bin
telseif(l==n;; + 1){ //last bin reached
return b; jnij //return last bin's end

}
}
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APPENDIX C - Proof of the triangle law

For any set of objects wy,, w,,, and w, containing histograms E,, ;, Ey,; and E..; for
feature j following 8 different cases how histograms could be connected can be
identified as can be seen in Fig. 8.1:
1. Eyjand E,; have no intersection and E,. is situated in area between them
2. Eyjand E,; have no intersection and E,; is not situated in area between
them
3. Eyjand E,; have no intersection but E,; has intersection with E;
E,; and E,; have no intersection but E,.; has intersection with Ey,;
5. Ey; and E,; have no intersections but both of them have intersection
with Er]
6. E,; and E,; have intersection but both of them have no intersections
with Er]
7. Eyj and E,; have intersection and both of them have intersection with
Eyj. Eyj covers area that is larger than area of E;;j and E,,; intersection.
8. Eyj and E,; have intersection and both of them have intersection with
E,; that is within the area of E;;j and E,,; intersection.

./'
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_ g
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Figure 8.1: Graphical representation of 8 cases how histograms E;;j, E;,; and E,.;
may appear together.

Dissimilarity between histograms is defined as size of join subtracted size of
meet.

Case 1: It is clearly visible that all the meets have size 0 and there are no overlaps.
Therefore from proposition 2: CD(Euj,Erj) = 0.5 X |Eyj| + 0.5 X |E,j| + 0.5 X
|bujnr, = brinr.l, @ (Erj, Epj) = 0.5 X |Eyj| + 0.5 X |Epj| + 0.5 X |byjpy, —
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by jnr,land® (Eyj, Eyj) = 0.5 X |Eyj| 4+ 0.5 X |Eyj| + 0.5 X |byjnr, — bujur, |-
The triangle law takes the following form:

® (Eyj, Eyj) = 0.5 X |byinr, — bujnr, |< |Erj| + 0.5 X |byjnr, = brjne,| +
0.5 X |byjnr, = byjnr,| = ®(Eyj, Erj) + @ (Erj, Epj)

where we should note that |bvjnrv = byjnr,| = |brjnr, = bujnr, | + [byjur, —
Brjr, .

Case 2: Same as case 1.

Case 3:® (Eyj, Erj) = 0.5 X |Eyj|+0.5 X |Epj| + 0.5 X |byjny, —
by, |s @ (Eywjs Eyj) = 0.5 X |Eyj| + 0.5 X |Eyj| + 0.5 X |byjny, —

byjnr,land 0 < & (E,Ey) =|E,; B Eyj| — |E,; K Ey;| <0.5X%

|Eyj|+0.5 X |Eyj| + 0.5 X |byjnr, — byjnr.|. The triangle law takes the
following form for maximum case:

® (Eyj, Eyj) = 0.5 X |byjnr, — bujnr,| < |Erj| + 0.5 X |byjnr, — brjnr,| +
0.5 X |byjnr, = byjnr,| = ®(Eyj, Erj) + @ (Eyj, Ey;),

where we should note that |byjnrv = byjnr,| < |brjnr, — byjnr, | + [byjnr, —
b

rjnrrl'
For the minimum case (E,; = E,;), triangle law takes following for:

® (Eyj, Epj) = 0.5 X |Eyj|+0.5 X |Eyj| + 0.5 X |byjny, — byjnr,| < 0.5 X
|Eyj|40.5 X |Epj| + 0.5 X |byjnr, = brjnr,| + 0 = ®(Eyj Erj) +

@ (Erj, Evj)

As 0.5x% |bvjnr,, - bujnrul —05x |bujnru - brjnrrl =0 as Er] = EU] and
|E, | = |E,,, it holds.

Case 4: Similar to case 3.

Case 5: 0 < ®(E,;, Erj) < 0.5 X |Eyj|+0.5 X |Ej| + 0.5 X |byjnr, — brjnr, |
0 < @ (E,j,Eyj) < 0.5 X |Epj| + 0.5 X |Epj| + 0.5 X |byjnr, — byjmr,|  and
® (Eyj, Eyj) = 0.5 X |Eyj| + 0.5 X |Eyj| + 0.5 X |byjur, — byjnr,|. For the
maximum case, it is similar to case 1. As Ey,; has no intersection with E,,;, both
minimum cases cannot appear in the same time. Assume the minimum case is
(Er; = E,;) and therefore it is similar to case 3. Triangle rule holds.

Case 6 @ (Eyj,Erj) = 0.5 X |Ey;|+0.5 X |Ej| + 0.5 X |byjnr, — brjny, |,
® (Eyj, Ey;) = 0.5 X |Eyj| + 0.5 X |Eyj| + 0.5 X [byjny, — byjnrJand 0 <
® (Eyj,Epj) < 0.5 X |Eyj| + 0.5 X |Eyj| + 0.5 X |byjnr, — byjur,|- For the
maximum case, it is similar to case 1. For the minimum case (E,; = E; ) triangle
rule takes the following form:
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® (Eyj,Epj) = 0 < |Epj| + 0.5 X |Eyj|+0.5 X |byjnr, — brjnr,| + 0.5 X

|Eyj| + 0.5 X [Byjnr, = brjnr,| = ®(Eyj Erj) + @ (Erj, Eyf)

It holds.

Case 7 0 < @ (Eyj, Eyj) < 0.5 X |Eyj|+0.5 X |Eyj| + 0.5 X |byjny, —
bujnr,|, 0 < ®(Eyj, Erj) < 0.5 X |Eyj|+0.5 X |Eyj| + 0.5 X |byjnr, — brjnr, |
and 0 < @ (E,j,Eyj) < 0.5 X |Eyj| + 0.5 % |Ej| + 0.5 X |byjny, — brjnr, |-
Maximum case is similar to case 1. For minimum case (E,; = E; = E,)),
triangle rule holds as all dissimilarities are 0.

Triangle rule holds.

Case 8: Same as case 7.
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APPENDIX D - Application on Real Data Sets

To verify that the proposed dissimilarity measure works and gives adequate
results, two well-known data sets used by data-miners are used for verification.

Hardwood Data

In this section, a small example using hardwood data by U.S. Geological survey
[185] is represented. Ten groups of trees (5 species with west and east coast
groups) were chosen with eight features. The same data was used in [182] and in
[189]. In the following, we summarize the procedures of the proposed clustering
methods based on this data.

The following eight features describe the Hardwood data:

F1: Annual Temperature (ANNT) (°C);

F: January Temperature (JANT) (°C);

F3: July Temperature (JULT) (°C);

F4: Annual Precipitation (ANNP) (mm);

F’s: January Precipitation (JANP) (mm);

Fs: July Precipitation (JULP) (mm);

F7: Mean Temperature of the Coldest Month (°C);

Fs: Growing Degree Days on 5°C base x1000 (GDCS);
Fy: Moisture Index (MITM).

The features are given by cumulative percentages that are transformed into
histograms with variety width bins. The number of bins is constant as are the
percentages for k-th bin (k=1 to 9). Table 1 shows histogram-valued variable for
feature F1. The data format for other features (F>— Fy) is the same as shown in
Table 9.1.

Table 9.1: Data from hardwood set transformed into histogram format for feature F;:
Annual Temperature.

Taxon Histogram for F1: Annual Temperature (ANNT) (°C)

name

ACER {[-2.3, 0.6]0.1; [0.6, 3.8]0.15; [3.8, 9.2]0.25; [9.2, 14.4]0.25; [14.4, 17.9]0.15; [17.9, 23.8]0.1}
EAST

ACER {[-3.9, 0.2]0.1; [0.2, 1.9]0.15; [1.9, 4.2]0.25; [4.2, 7.5]0.25; [7.5, 10.3]0.15; [10.3, 20.610.1}
WEST

ALNUS {[-10.2, -4.4]0.1; [-4.4, -2.3]0.15; [-2.3, 0.6]0.25; [0.6, 6.1]0.25; [6.1, 15.0]0.15; [15.0, 20.9]0.1}
EAST

ALNUS {[-12.2,-4.6]0.1; [-4.6, -3.0]0.15; [-3.0, 0.3]0.25; [0.3, 3.2]0.25; [3.2, 7.6]0.15 ;[7.6, 18.7]0.1}
WEST
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FRAXINU | {[-2.3,1.4]0.1;[1.4,4.310.15; [4.3, 8.6]0.25; [8.6, 14.1]0.25; [14.1, 17.9]0.15; [17.9, 23.210.1}
S EAST

FRAXINU | {[2.6,9.4]0.1; [9.4, 11.5]0.15; [11.5, 17.2]0.25; [17.2, 21.2]0.25; [21.2, 22.7]0.15; [22.7, 24.4]0.1
S WEST

JUGLANS | {[1.3,6.9]0.1;[6.9,9.1]0.15; [9.1, 12.4]0.25; [12.4, 15.5]0.25; [15.5, 17.6]0.15; [17.6, 21.410.1}
EAST

JUGLANS | {[7.3,12.6]0.1; [12.6, 14.110.15; [14.1, 16.310.25; [16.3, 19.4]0.25; [19.4, 22.710.15; [22.7, 26.6]
WEST

QUERCU | {[-1.5,3.410.1; [3.4, 6.3]0.15; [6.3, 11.2]0.25; [11.2, 16.4]0.25; [16.4, 19.1]0.15; [19.1, 24.210.1}
S EAST

QUERCU | {[-1.5, 6.010.1; [6.0, 9.5]0.15; [9.5, 14.6]0.25; [14.6, 17.9]0.25; [17.9, 19.9]0.15; [19.9, 27.210.1}
S WEST

For clustering, proposed dissimilarity is used for metric. For example,
dissimilarity between objects “Acer East” and “Acer West” is calculated using
formula (6.15). The dissimilarity for each feature is calculated and normalized.
Then those intermediate dissimilarities are summed up and normalized again.
Therefore, we use the following procedure to calculate the dissimilarity between
two histograms for “Acer East”; and “Acer West”; under feature F:

Join and meet are found according to the procedure given in Appendix 1.
We first set current position counters, k& and m, to zero. Also, variables
holding current cumulative percentages for join and meet are set to zero.
The number of bins of these histograms is six.

The minimal starting position of histograms “Acer East”; and “Acer
West”; is found. In current case, it is -3.9, starting position of histogram
“Acer West”;. Counter £ is advanced to point to next start of the interval
within histogram “Acer West”|.

End position of current interval is found comparing next bin start
positions for both histograms and taking the minimum value. Currently
it is -2.3, the start of histogram “Acer West”;.

Now the join and the meet for current bin are found using Definitions 1

and 2. Probability of join is (0'1:0(+'33:)3'9) + 0)/2 = 0.02. The Cartesian

join is [-3.9, -2.3]0.02, and the Cartesian meet is [-3.9, -2.3]0 as
histograms have no overlap. Counter for m is advanced. Those
probabilities are saved with variables holding cumulative percentages
(0.02 and 0 currently for join and meet).

Next, dissimilarity in current bin is found using size. Size of join is (-
2.3+3.9)x0.02=0,032 and size of meet is (-2.3+3.9)x0. Therefore,
dissimilarity is 0.032-0=0.032.
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Then, next bin is found that is [-2.3, 0.2]. Probability for join is found by

(0'1(2(20;2;92)'3) 0'1(2(60;2;32)'3))/2 = (0.074 and probability for meet is

found b min(o'lx(0'2+2'3) 0'1X(0'2+2'3))=0061 Therefore, the
y (0.2+3.9) " (0.6+2.3) ’ ’ >

Cartesian join is [-2.3, 0.2]0.074, and the Cartesian meet is [-2.3,
0.2]0.061. Cumulative percentages are updated to 0.094 for join and
0.061 for meet. Counter for m is advanced. Dissimilarity for that bin is
(0.242.3)x0.094-(0.2+2.3)x0.061=0.235-0.1525=0,0825.

Next bin [0.2, 0.5] is found. The join and the meet for this bin are
[0.2,0.6]0.025 and [0.2, 0.6]0.014. Counter for k is advanced.
Dissimilarity for current bin is (0.6-0.2)x0.119-(0.6-0.2)x0.075=0.0476-
0,03=0.0176

The same procedure is done over and over again until bin [17.9, 20.6] has
been processed. Histogram “Acer West”; has run out of bins (counter m

is advanced further than number of bins in histogram). Then, “leftover”
bins from another histogram, this case “Acer East”;, are considered. Only
one of his kind of bin remains — [20.6, 23.8]. As there is no overlap, the
meet is 0 and join is [20.6, 23.8]0.027. Cumulative percentages are now
1 for join and 0.628 for meet. Dissimilarity for current bin is (23.8-
20.6)x1-(23.8-20.6)x0.628=3.2-2.0096=1.1904

Bin wise dissimilarities are summed up equalling to the result of formula
6.14 ®(“Acer East”; , “Acer West”;) = 0.032 + 0.08 + 0.017 + 0.091 +
0.244 + 0.056 + 0.626 + 0.333 + 0.219 + 1.138 + 1.174 + 0.932 +

1.19 = 6.13

The length of Fi is 39.4. Therefore, the normalized dissimilarity is
@, (“Acer East”;, “Acer West”;)=0.156.

Then, the dissimilarities for other features (F>— Fo) are found. Table 9.2
summarizes the results.

Table 9.2: Dissimilarities between objects “Acer East” and “Acer West” for features

F,-Fo.
J | ®(“Acer East”; , “Acer West”;) | |Fj| | @y (“Acer East”;,“Acer West”;
1 6.132 394 0.156
2 8.299 57.1 0.146
3 6.541 26.7 0.245
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4 1809.594 460 0.393
0

5 156.861 666 0.236

6 132.382 452 0.293

7 8.293 57.7 0.144

8 2.33 8.4 0.277

9 0.152 0.92 0.165

These obtained dissimilarities are then summed up 2.055 and divided by the
number of features, nine. The resultant normalized dissimilarity between objects
“Acer East” and “Acer West” becomes 0.228.

After comparing all pairs of objects, two objects with the smallest dissimilarity
are merged. In this case, they are objects “Acer East” and “Fraxinus East”. Two
histograms for every feature of these objects are then combined to cluster 4 and
descriptive object for this cluster 4 is formed. In both cases, previous clusters
contained one element and its descriptive object was the object itself.

We use the following procedure to find descriptive object wy_ for the cluster by
“Acer East” and “Fraxinus East”.

For each feature, we find the descriptive histogram by a similar process
used for dissimilarity.

For feature F1i, the first bin is [-2.3, 0.6] which intercepts with “Acer
East” bin [-2.3, 1.4) with probability 0.1 and “Fraxinus East” bin [-2.3,
0.6) with probability 0.1. Using formula 6.19, probability for bin [-2.3,
0.6] is ((0.1x1x(0.6+2.3)/(1.4+2.3))+(0.1x1x(0.6+2.3)/(0.6+2.3)))/2=
0.089.

The next bin is [0.6, 1.4]. “Acer East” has probability 0.15 associated
with this bin [0.6, 3.8), while “Fraxinus East” has probability 0.1
associated with bin [-2.3, 0.6). The probability of bin [0.6, 1.4) for
combined descriptive histogram for F; becomes the weighted average:
((0.15x1%(1.4-0.6)/(3.8-0.6))+(0.15%x1x(1.4-0.6)/(0.6+2.3)))/2=0.03.

By repeating the same process until all bins are covered, we obtain the
descriptive histogram of cluster 4 for .

After the repeated use of the above process for the remained features, we
obtain the set of descriptive histograms and thus the descriptive object.
Table 9.3 summarizes the results for “Acer East” and “Fraxinus East”.
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Table 9.3: The descriptive object for “Acer East” and “Fraxinus East”.

Jj Descriptive object for the cluster “Acer East” and “Fraxinus East”

{[-2.3,0.6]0.089;  [0.6,1.4]0.03; [1.4,3.8]0.118; [3.8,4.3]0.025;
1 |[4.3,8.610.225; [8.6,9.20.028; [9.2,14.1]0.229; [14.1,14.4]0.013;
[14.4,17.9]0.144; [17.9,23.2]0.095; [23.2,23.8]0.005}

{[-24.6,-23.810.006; [-23.8,-18.3]0.091; [-18.3,-18.0]0.006; [-18.0,-
13.1]0.136; [-13.1,-12.3]0.024; [-12.3,-6.0]0.22; [-6.0,-5.1]0.03; [-
5.1,1.7]0.225;  [1.7,2.3]0.018;  [2.3,7.5]0.137;  [7.5,7.9]0.007;
[7.9,18.1]0.094; [18.1,18.9]0.004}

{[11.5,13.5]0.02; [13.5,16.6]0.07; [16.6,17.4]0.048; [17.4,18.2]0.075;
3| [18.2,19.0]0.063; [19.0,22.2]0.225; [22.2,25.7]0.247; [25.7,25.8]0.008;
[25.8,27.3]0.141; [27.3,27.4]0.008; [27.4,28.8]0.08; [28.8,29.5]0.017}

{[270.0,410.0]0.05; [410.0,415.0]0.002; [415.0,655.0]0.113;
[655.0,720.0]0.043; [720.0,835.0]0.131; [835.0,910.0]0.09;
[910.0,1010.0]0.128; [1010.0,1130.0]0.147; [1130.0,1200.0]0.074;
[1200.0,1320.0]0.105; [1320.0,1355.0]0.023; [1355.0,1630.0]0.094}

{[6.0,10.010.033; [10.0,12.0]0.024; [12.0,21.0]0.11; [21.0,23.0]0.015;
[23.0,40.0]0.138; [40.0,55.0]0.12; [55.0,69.0]0.119; [69.0,85.0]0.141;
[85.0,96.0]0.076; [96.0,118.0]0.103; [118.0,127.0]0.031;
[127.0,166.0]0.091}

{[18.0,54.0]0.05; [54.0,56.0]0.008; [56.0,74.0]0.11; [74.0,77.0]0.026;
[77.0,89.0]0.15; [89.0,94.0]0.088; [94.0,100.0]0.122;
[100.0,108.0]0.148; [108.0,113.0]0.068; [113.0,127.0]0.103;
[127.0,135.0]0.032; [135.0,218.0]0.093; [218.0,222.0]0.002}

{[-24.6,-23.810.006; [-23.8,-18.3]0.091; [-18.3,-18.0]0.006; [-18.0,-
13.1]0.136; [-13.1,-12.3]0.024; [-12.3,-6.1]0.22; [-6.1,-5.210.03; [-
52,1.7]0.226;  [1.7,2.3]0.018;  [2.3,7.5]0.137;  [7.5,7.9]0.007;
[7.9,18.0]0.094; [18.0,18.8]0.004}

{[0.5,0.810.021;  [0.8,1.2]0.069;  [1.2,1.3]0.035;  [1.3,1.5]0.1;
8 |[1.51.6]0.038; [1.6,2.4]0.225; [2.4,2.5]0.024;  [2.5,3.5]0.227;
[3.5,3.6]0.017; [3.6,4.8]0.144; [4.8,6.7]0.098; [6.7,6.8]0.002}

{[0.39,0.6]0.05; [0.6,0.62]0.007; [0.62,0.83]0.107; [0.83,0.89]0.074;
9 | [0.89,0.94]0.127; [0.94,0.95]0.052; [0.95,0.97]0.167; [0.97,0.98]0.104;
[0.98,0.9910.138; [0.99,1.0]0.175}

Figure 90.1 (a) shows the result of clustering using the proposed dissimilarity.
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Table 9.4: The cluster compactness for cluster “Acer East” and “Fraxinus East”.

J P (@a,p Wacer East) | Pn (@4, WFraxinus East;) | C(A)
1 0,016 0,017 0,016
2 0,013 0,013 0,013
3 0,025 0,024 0,025
4 0,021 0,022 0,022
5 0,015 0,015 0,015
6 0,033 0,033 0,033
7 0,013 0,013 0,013
8 0,031 0,032 0,031
9 0,032 0,032 0,032
Sum/nr of 0.022 0.022 0,022
features:

Now, we describe the clustering based on the compactness (21):

First, for each pair of clusters, they are combined into a cluster 4 using
the same procedure as described in the linkage method of clustering by
the dissimilarity. For each new cluster, we find new descriptive object in
such a way as Table 9.4 for “Acer East” and “Fraxinus East”.

Then, we find the distance between each object and the descriptive object
in the cluster 4 by using the normalized dissimilarity (22). During the
first iteration, there are always two objects in each cluster 4. Table 4
summarizes the results to find the compactness for the cluster “Acer
East” and “Fraxinus East”.

We find the combined clusters pair that has the minimum compactness
among all pairs of clusters. We add the combined new cluster to the set
U, and we remove the two clusters used to form the new cluster from U.
In the current case, two clusters are the clusters containing “Acer East”
and “Fraxinus East”, respectively.

Then, we repeat the same procedure until only one cluster is remained in U and
it contains all objects. Figure 90.1 (b) is the resultant dendrogram.
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(a) Dendrogram by the dissimilarity (b) Dendrogram by the compactness
Figure 90.1: Results of clustering of the hardwood data.
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Figure 90.1 suggests the existence of three clusters. The difference of metric used
during clustering impacts in which order those clusters are combined. In this
figure, one of the clusters contains all the species of east coast. Other two clusters
contain species from west coast. East coast cluster has strong correlation in three
features connected with precipitation. Cluster containing Acer West and Alnus
West has similar June temperature and January precipitation. Also, there is strong
correlation for moisture index. Another west coast cluster can be characterised by
similar January and July temperatures and growing degree-days. West coast
clusters have strong difference in January and annual temperatures (with Acer
and Alnus being characterized with lower temperature) and difference in growing
degree-days and moisture index. Both west coast clusters have similar
precipitations all year round.
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Figure 9.2: Results of PCA on hardwood dataset [189].

Figure 9.2 is the result of the quantile method for PCA for the Hardwood data
[189]. Each hard wood is described by a series of six arrow lines that connect
eight dimensional quantile vectors from the smallest to the largest in the first
factor plane. This result may support the results of clustering obtained in Figure
90.1.

The US States Temperature Data

This section describes the results of proposed methodology on climate dataset
[186]. The dataset contains sequential monthly "time bias corrected" average
temperature data for 48 states of USA (Alaska and Hawaii are not represented in
the dataset) from 1895 to 2009. The same dataset has also been used in [178] and
[181].

The data provided was first transformed into histograms describing average
temperature for every state and every month. Then, the proposed dissimilarity
and compactness measures were used for clustering. Figure 9.3 and Figure 9.4
show the clusters obtained by cutting the dendrograms, respectively.
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Figure 9.3: Clustering results by the minimal distance between clusters’ descriptive
objects using proposed dissimilarity measure.
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Figure 9.4: Clustering results by the minimal cluster compactness.

As in Figure 9.3 and Figure 9.4, the results are not exactly the same even though
they both represent valid clusters combining states with similar weather patterns.
The difference comes from the method and its goal. The method to obtain Figure
9.3 uses the distance between the descriptive objects of clusters. Figure 9.4 uses
the cluster compactness as the criteria. Therefore, the resultant clusters are
“better”/ “more similar" than clusters obtained in Figure 9.4 in the sense that the
objects in each cluster are “closer” to the descriptive object of the cluster. The
compactness method looks more inside the cluster and considers all the objects
in new proposed cluster before deciding which clusters to merge. On the other
hand, the method using the dissimilarity only looks to the distance between
“centres” of the cluster, concentrating on the outer distance between clusters.

The results of Figure 9.4 are similar to those described in [181]. Instead of four
clusters in [181], 5 clusters emerged in our case. If two most northern clusters
were combined, the results would be the same.

In both cases, Florida is clustered on its own. Florida has much warmer
temperature all year around than other states. Then, other southern states have
their own cluster that is characterised by warm summers, especially July and
August, and winters likely above 0 degrees in Celsius. Also, both spring and fall
are very warm, especially September. Then, mid-range cluster containing mainly
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East coast states emerges. This cluster has noticeably colder winters that are likely
slightly below 0 degrees. Summers are warm and spring is noticeably colder than
autumn months. In [181] the rest of the states are clustered together. In our case,
two distinct clusters emerged that have unique, specific patterns. The most
northern cluster contains states with really cold winters. This group has March
being noticeably colder than other spring or autumn months. July is warmer than
rest of the summer months. The second cluster contains states that have winter
slightly below 0. Autumn and spring months are warmer than in previous group.
March and November weather patterns are similar. Also, both July and August
have a warm weather. Therefore, as those states have distinct patterns for weather,
it is recommended to cluster them separately as in our case.

Results obtained using compactness as dissimilarity has strong similarities to
results obtained in [178]. In [178] five clusters have emerged compared to four
in our case. If we had made a cut at five clusters, results in our case and in [178]
would be even more similar. Four clusters were chosen as a cutting point due to
clearly emerging from dendrogram with greater “difference” between merging as
can be seen in Figure 9.3. Also, merging points for clusters 5 and 6 are very close
by. Therefore, if we would have wanted to achieve more than four clusters,
dendrogram should have been cut after 6 clusters have remained.

When comparing our four emerged clusters with results in [178], two clusters of
states with colder weather are identical. Difference comes from states with
warmer weather pattern. Results in [178] cluster California and Arizona together
with a northern part of southern states. We feel that results in our case reflect
more precisely the actual weather and patterns emerging from clusters. Arizona,
in our case, is clustered with southern states that include states with really warm
weather like Florida. Arizona also has very warm summers and its September is
also very hot, something that is common to the most southern cluster that emerged
in our case. California, on the other hand, does not have that warm summers and
its temperatures in autumn are also noticeably below the ones in Arizona. That’s
why California suits more into the cluster with other states in similar latitude
where we had clustered it.

The cluster with middle states has been divided in two in [178]. We feel that states
in that cluster have similar weather patterns and they could be combined into one
cluster that is characterized with winters around 0 degrees, three warm summer
months with June slightly colder than rest, and similar temperatures for spring
and autumn, with September being slightly warmer. The two clusters in [178]
vary with states slightly colder and slightly warmer weather clustered separately
but the yearly pattern described before remains the same.
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Abstract

This paper describes competence based approach to measure students’ learning
results to be used in control of learning process. Most important outcome of
studying is acquired knowledge. To get clear and accurate data of student’s
abilities and gained knowledge, exercises have been divided into elementary
tasks that checks small part of knowledge. All tasks are connected to competences
and analysis of answer changes the levels of abilities related to corresponding
competences. Student provided answer is not only checked against teacher’s
provided correct answer, but the reason why student has made a mistake is
analyzed. By being able to detect places and types of errors in provided answers
typos can be eliminated, influence of repeated mistakes can be reduced,
appropriate feedback signal can be produced and study materials can be
recommended according to mistakes made. Using algorithm to mimic process of
finding answers for tasks with multiple correct outcomes can be evaluated. Also,
in many cases, part of answer depends on previous actions and mistake in the
beginning of the answer can be avoided to be carried over to other parts of
mistakes even if those parts were processed correctly. By using memory models
and lowering students’ ability levels by implementing forgetting model forcing
students to retake tasks, learning has been personalized and moved from
temporary knowledge toward long term attainments. Competence based approach
enables to point student toward the certain tasks he/she needs to retake in order
to fix knowledge. The process is repeated until system confirms required level of
skills. Students get instant response to experiment and can repeat exercises as
many times as they wish.
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Abstract

This paper describes competence based approach to measure students’ learning results to be
used in control of learning process. Most important outcome of studying is acquired knowledge.
To get clear and accurate data of student’s abilities and gained knowledge, exercises have
been divided into elementary tasks that checks small part of knowledge. All tasks are connected
to competences and analysis of answer changes the levels of abilities related to corresponding
competences. Student provided answer is not only checked against teacher’s provided correct
answer, but the reason why student has made a mistake is analyzed. By being able to detect
places and types of errors in provided answers typos can be eliminated, influence of repeated
mistakes can be reduced, appropriate feedback signal can be produced and study materials
can be recommended according to mistakes made. Using algorithm to mimic process of finding
answers for tasks with multiple correct outcomes can be evaluated. Also, in many cases, part of
answer depends on previous actions and mistake in the beginning of the answer can be
avoided to be carried over to other parts of mistakes even if those parts were processed
correctly. By using memory models and lowering students’ ability levels by implementing
forgetting model forcing students to retake tasks, learning has been personalized and moved
from temporary knowledge toward long term attainments. Competence based approach enables
to point student toward the certain tasks he/she needs to retake in order to fix knowledge. The
process is repeated until system confirms required level of skills. Students get instant response
to experiment and can repeat exercises as many times as they wish.

1. Introduction

To measure studying outcomes and have a full and accurate overview of student knowledge
classical “topic -based” learning is not sufficient. Competence based learning with grading skills
separately can give much clearer picture. With new kind of approach to grading tasks, different
way to analyze and evaluate answers is also required.

1.1 Background: learning environment ISC

ISC is e-learning environment used in Department of Computer Control, Tallinn University of
Technology from the end of 1990-s [1].

This system is used to teach many different courses with some courses having overlapping
material. Every course has poll of tasks and lab experiments. They were divided into topics (etc
“Two-ports” in “Circuits, Systems, Signals” course) and every topic had large number of different
variation of tasks connected to it. Tasks and lab experiments are designed to be small
concentrating only in small portion of theory.

Every topic has state what is like grade showing the progress made in that field. Instead of
using commonly practiced system with 5-6 grades, 128 different ability levels are used in order



to avoid discretization effects and have more effective feedback control [1]. When student
decides to solve some topic, a task or lab experiment is chosen for student according to topic,
level and frequency of task taken. The goal is to use all possible tasks in topic’s pool, try to
avoid student getting the same version of certain task more than once and get task closest in its
level to student’s state on topic.

System is fully web based, giving students the possibility to solve tasks when and where they
wish not being bound to campus. Also, the system supports HomelLabKits — portable lab
equipment what gives students the possibility to complete entire course in web on time and
place of their own choosing [2,3].

ISC takes “authentic” student input meaning that even if there are some multiple choice items,
majority of tasks need student to fill in the answer [4]. It also has automatic evaluation in tasks
and lab exercises therefore; no teacher interference is needed for solving exercises. Students
get instant response thanks to algorithms used for processing answers. Those algorithms give
feedback and calculate results.

2. Competence-driven learning

Most important outcome of learning is acquired knowledge what is hard to measure even if
there exists many proposed metrics, they may not give proper picture [5]. Problem with one
number representing the knowledge on some wider topic is that it is not measurement of
elementary skill or competence rather than summation of elementary competences (summative
grading). In order to give proper picture of student’s abilities every task and lab evaluation
should not measure the summed or averaged levels of skills but be able to see different
competences within tasks. That kind of approach can result in personalization, better task and
lab evaluation, clearer picture of student abilities and it can give to teacher a view of current
students’ abilities and learned skills. That would give teacher a better understanding of class
level, what they already know and where gaps in their knowledge are. That would save time,
avoid repeating material student already know (but what sadly happens quite often) and gives
teacher better idea how to plan course material between lectures. To achieve more detail and
clearer picture of student abilities we replaced classical topic based learning approach by skill
based competence learning.

Competence learning is knowledge base methodology, what concentrates on what person can
actually do as a result of learning [6,7,8]. Instead of evaluating one result for a task, every
exercise is analyzed to extract smaller parts of skills what the task uses checks or requires [9].
For example, task in which the following is to be evaluated x=40/2*5+1 not only checks
student’s ability to solve mathematical equations but makes sure student can multiply, divide
and add. Analysis performed before changing over to competence learning showed that in
average for every task about 4 competences could be extracted [1].

Answer evaluation in competence learning differs from answer evaluation in topic based
learning. As every task is related to multiple competences, answer evaluation will not give one
result for whole task but results for every competence that are present in completed task. All
competences and results are independent and therefore some competence levels can go up
and other go down at the same time. That solves previous problem with topic based learning
and answer evaluation where summative grading is difficult and can be misleading [1].

Competence learning and evaluating answers within that kind of method goes into details.
Instead of huge experiments taking hours, exercises have been divided into elementary tasks
that check small part of theory enabling competences to be acquired easily and reduces the
amount of information acquired at the same time allowing significant increase in the total
number of individual tasks [1].



With competence learning we will no longer have topic field where student chooses topic and
task is chosen for him/her. Instead now student chooses a competence wishing to improve. In
ISC, three levels of granularity are implemented where in 1st level every competence can be
seen and accessed. On 2" |evel similar competences have been assembled and 3™ level is
most general but less than a course. Also, in case when students do not wish to make decision
themselves, their current level of knowledge and previously solved tasks are used to
recommend next competence and task with it to solve. Competence learning gives us ability to
personalize learning as student has to repeat and retake tasks with competences and parts of
theory he or she has not yet acquired with sufficient level [9]. With forgetting model
personalization can be taken even further.

3. Processing answers

Answer evaluation the most important part of competence learning providing valuable
information to both student and teacher [4]. The simplest answer evaluation is comparing
student’s submitted answer with teacher’s provided correct answer. That gives two possibilities:
the answers are the same and therefore it is presumed that student has submitted correct
answer and knows how to solve the problem. The alternative is that the answers are not the
same and student did not solve the problem correctly. In most cases that kind of black-and-
white approach of answer analyze is not enough as tasks may contain many different
competences, consist of many intermediate steps and intermediate sub-results influence final
answer. When analyzing wrong answers from log files one can first determine possible errors
and from that define competences that may consist in correct answer.

Perfect algorithm for answer analysis would be able to find places of mistakes, understand
reasons why mistakes were made and find associated competences. It will also be able to alter
given correct answer according to made mistake. Therefore one mistake made would not make
rest of the answer fully wrong even if it depends on earlier calculations. There are types of tasks
where more than one way to solve exists. Those tasks cannot be checked with black-and-white
approach as student has more than one possibility to submit correct answer. One alternative is
to have more than one correct answer provided by teacher and student provided answer is
compared with all of them. That becomes inefficient if the number of possible answer increases.
Therefore algorithm that mimic the answering process following the path student has used is
preferred as it should be able to adapt to any path student chooses to give the correct answer.

We are particularly interested in student's incorrect answers as there is much to learn from them
— what went wrong, why went wrong, where the answer went wrong, what competence should
be more focused on teaching etc.

3.1 Case study

In the course(s) “Operating Systems” there is a set of tasks where students have to mimic
process scheduling in CPU. They are given description of three processes with time spent in
CPU and resources declared. Correspondingly to scheduling strategy given, student has to fill
table and show in which moment of time where certain process is.



Process scheduling

Given

Proc 1 R1-2ZP-3:R2-1.P-2W1-2P-2

Procd: P-3:R1-ZP-3W1-1R2-2P-2

Proc 3: R1-2W1-3:P-3:R1-1.P-2R2-2

Strategy 311

0=

Task

Fill the table by atranging process numbers 1.2 and 3 in appropriate place. In every row (moment of time) every process can
appear only once until its work has not been finished.

Time, [Resdyle waifgsn;mdw waifgsolgmzw
1 2 31

2 2 31

a 1 2 3

4 1 2 3

5 1 2 3

6 3 1 2

7 3 1

g |21 3

Figure 1: Process scheduling task with filled in answer

Originally the task had control algorithm what compared input string with teacher’s provided
correct answer string until the first difference. Then the percentage of the answer what matched
was used to calculate the result. With that kind of analysis a mistake meant end of answer
evaluation. It did not matter how serious the mistake was. Even typos or carelessness mistakes
like forgetting to assign an action to process in every moment of time were as crucial as
misunderstanding the task or making mistakes in interpreting scheduling strategy.

That control worked efficiently if there were no mistakes or mistakes were made in the later part
of the answer. Sadly, that kind of approach did not allow any proper feedback or identification of
mistake made. In order to give students proper comments to their answer, understand mistakes
and suggest materials according to gaps in student’s knowledge, a different approach was
needed. The first phase of new algorithm development contained analyzing previous answers
as the only source showing where and why mistakes are made. It was learned that majority of
mistakes where done with 1) process priorities, 2) resource management (many students failed
to understand that one file can be read by many processes but only one process can write a file
and writing is preclusive for reading and vice versa), and surprisingly 3) many typos.

The first priority was to reduce the impact of typos. All processes can be in CPU, in waiting list
or performing resource action in any given time. Many students had assigned process in one
moment of time for more than one action. Therefore a pre-submitting control to answer input
table was added what raised an error message when a process was added more than once and
removed lastly added process. That lowered typos and carelessness mistakes almost by half.

The main part of algorithm is analysis of mistakes. First, the moment where student’s answer
and provided correct answer start to differ. Then the line where the mistake was made is
thoroughly examined. Mistakes with resource are easily determined. Types of mistakes are
numbered and number of occurrences is stored in array. Every time when a certain mistake is
made, that number in array is increased. So, every moment of answer evaluation, the number of
different mistakes and total mistakes are known. With every type of mistake a proper comment
is added to global comment variable.



No more mistakes.
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to mistake student
made

New correct answer

is evaluated

Figure 2: Answer evaluation process

For example, if it is detected that when t=4 there are processes reading and writing the same
resource, it is determined that competence “Process scheduling: Can only read or write” is not
followed. For example that is error type nr 3. Array for error counting is increased in proper
place and comment “Line 4: Currently processes are reading and writing to the same resource
at the same time. “Processes can only read simultaneously or write exclusively” is added to
global message what will be printed to the screen after the answer evaluation has ended.

When mistake is determined it is recorded and that line is, in answer evaluation purpose,
considered correct. Therefore the “global” correct or teacher provided correct answer cannot be
used anymore and new correct answer has to be evaluated. It is sure, that the parts of correct
and student provided answer to the start of the line where mistake was made are correct. The
line where mistake was made is considered “correct” in student provided answer. The rest of the
correct answer has to be evaluated for further analysis.

To obtain rest of new correct answer, the algorithm that is used by student for answering has to
be implemented. With process scheduling that is easy as students have to follow certain rules
and scheduling algorithm. That process just has to be coded and the description of processes
on the time moment where mistake was made has to be known. Therefore, at every time step,
the description of processes has to be altered according to the steps made. With known
description of processes, number of moments known to the end of the task and algorithm to
mimic answering process, new correct answer can be calculated.

With new correct answer that takes into account the data student had after the mistake was
made, the process of analyzing “new correct” answer with student provided answer continues
until the end of the answer is reached. When new mistake is found, new comment is added to
global comment variable, amount of mistakes is increased and correct answer re-evaluated.



When the end of answer evaluation is reached, global comment is printed and result is
calculated. Final result is not one number for the task as every task is related to many
competences. In that example, up to 31 different types of mistakes can be determined and 12
different competences have been evaluated. Many different types of mistakes can affect one
competence or one type of mistake can affect many competences. For example, concerning
reading and writing at same time, affects competence “Process scheduling: Can only read or
write” but it also has smaller effect on competence “Process scheduling: Resources”. Also,
every mistake and total number of different mistakes is used to calculate outcome for
competence “Processes” and the competence corresponding to the algorithm used for process
scheduling.

Changes in every competence levels (abilities) are calculated separately using common
algorithm and therefore some competences can go up and others can go down. That gives
flexibility to measure different aspects of tasks and to consider the mistakes made. It is possible
that student can understand the strategy used for process scheduling but does not understand
that this algorithm only applies to CPU and not to the resources. So as the result ‘scheduling
strategy’ knowledge competence will go up but understanding resource management will go
down. That kind of new algorithm gives us possibility to find and understand the mistakes
students have made, compile proper feedback signals, give proper comments, and according to
mistakes (or competences) direct student to associated learning materials. Answer evaluation is
automatic and enabling real-time feedback. (It is possible to engage a teacher as part of
evaluation however this may cause extra delays — unwanted in feedback control). Students can
solve their tasks any time and place, get real-time comments about their answers, and adopt
their knowledge of the problem according to feedback. They are not limited how many times
they can try to solve the task and extra tries will not raise teacher’s workload.

4. Forgetting model

Human forgetting has been studied carefully over long time and H. Ebbinghaus was first to
show with his experiments that retention is very fast in the beginning and quite slow later and
repeating is important to memorization [10]. When student solves some task and gets to the
higher competence level, the new knowledge goes to short term memory. To achieve long term
memory of certain knowledge, student has to repeat the tasks connected to that knowledge
competence. As the number of times one type of task is taken rises, it is important to have many
variations of the same task as students strongly oppose getting the same task they have
already solved.

As answer evaluation is done automatically there is no new stress for teacher with repeated
taking of task and memory model can be used for further personalization. The purpose of
memory model is to lower the overall result of certain competence over time in order to mimic
forgetting. The level of forgetting depends on student previous behavior and the correctness of
student’s answers. When student result is lowered by forgetting model over time after first time
taking task with previously unsolved competence and student retakes task with the competence
and answers correctly, it is assumed he has lower threshold of forgetting than when making
mistake in repeated attempt.

5. Conclusions

When forgetting model attached to old “topic based” learning was introduced in 2007 the
amount of tasks taken increased 50%. Changing over to competence based learning with
forgetting model in 2010, the number of tasks taken by students increased remarkably. Before
introducing competence based learning, in 2009 and 2010 spring, students solved 140 tasks on
average. After competence based learning was introduced in 2010 fall and 2011 spring average



number of tasks solved by student raised to 507. At the same time tasks were divided into
smaller units and whole number of tasks available increased too. It was also visible that
students’ later attempts were usually much better than their first attempts. In student’s first five
tries with new competence the average result was 0.16 and on their last five tries the average
result was 0.58 (with result in [-1.0, 1.0]). That proves that forcing students to retake exercises
their knowledge gets more long-term one and they get better understanding of material.

With improved answer evaluation and generated correct answers by algorithm, rather than just
checking answer against correct one, in 71% of cases student got better result value due
removing typos and lowering influence of repetitive mistakes. In 27% the result remained the
same and in only 2% the new algorithm graded answer with lower result value. This proved that
generated correct answers and evaluating them based on competences is more efficient in
reflecting student’s real progress. All that has proved that with competence learning, forgetting
model, and complex answer evaluation more information for both student and teacher can be
collected, better feedback can be obtained, studying can be personalized and proper picture of
student abilities can be drawn.
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Since 2010, when the competence based approach was introduced in ISC e-
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rapidly changing learner.

In the last two years almost 300 different competences have been identified which
can be individually marked. Also, algorithms used to evaluate student answers
were analysed to see if there is any connection between the structure of the
algorithm and the students’ result. Also, changes in student results, learning
behaviour and the pattern of using different kinds of help-materials were
analysed, and some surprising results were found.
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Abstract

Since 2010, when the competence based approach was introduced in ISC e-learning
environment in Tallinn University of Technology in Department of Computer Control, a
lot of information about the students’ behaviours is being collected and can be analysed
to restructure the learning process to fit with the rapidly changing learner.

In the last two years almost 300 different competences have been identified which can
be individually marked. Also, algorithms used to evaluate student answers were
analysed to see if there is any connection between the structure of the algorithm and the
students’ result. Also, changes in student results, learning behaviour and the pattern of
using different kinds of help-materials were analysed, and some surprising results were
found.

Keywords: competence learning, automatic evaluation, answer evaluation,
student behavior.

1. Introduction

Improving the quality of learning can only be based on improving all components in a
closed-loop feedback system, particularly improving the system of measuring a
student’s abilities and behavioural characteristics. Classical “topic-based” learning is
insufficient in obtaining details of a student’s knowledge. A novel “competence-based”
approach was offered by which the studying outcomes can be measured as skills are
processed separately to give a much clearer picture. After almost two years of using that
novel approach to learning, its impact and the way it changed student learning
behaviours is analysed.

2. Background:

2.1. Learning Environment ISC

ISC is an e-learning environment used in Department of Computer Control, Tallinn
University of Technology (TUT) from the end of 1990s [1].



The system is used in the teaching of many different courses in computer science field,
not only in TUT, with some courses having overlapping material. The system started
with the classical “topic-based” approach, where the set of tasks were divided into
discrete topics [2]. For every topic in a course, student’s state of knowledge and level of
efficiency was measured. The system is fully web-based, giving students the ability to
solve tasks when and where they wish, by not being bound to campus. Also, the system
supports HomeLabKits — portable lab equipment that gives students the possibility to
complete the entire course via the Internet in the time and place of their own choosing
[3] [4]. ISC takes the “authentic” student input. It uses automatic evaluation for the
tasks and lab exercises; therefore, no teacher interference is needed to solve exercises.
Students get instant responses thanks to algorithms used to process answers. These
algorithms give comments and calculate results.

In the 2010 fall semester, competence based learning was introduced into the ISC
system. Classical topic-based learning was replaced by skill-based competence learning
to achieve a clearer and more detailed view of student abilities [2]. Since that time a lot
of information has been gathered and conclusions can now be drawn.

2.2. Competence-Based Learning

Competence-based learning is a knowledge based methodology which concentrates
on/measures what a person can actually do as a result of learning [6]. The main issue
with measuring knowledge is that when using only one grade to represent the
knowledge of some wider topic, it does not measure elementary skill or competence but
instead the summation of different elementary competences (i.e. summative grading).
For example, if grading the mathematical equation x=(2*5+4)/2 in the classical “topic-
based” approach, we check if 'x' is correct and discard the intermediate states/skills as
opposed to analysing student ability to add, multiply and divide in competence based
approach. Instead of evaluating the one result for each task (‘x’), every exercise is
analysed to extract smaller parts of skills (e.g. multiplication, adding) that the task uses,
checks or requires [9].

Therefore, if we wish to give a proper representation of students’ abilities, instead of
summating or averaging the grading of skill levels, we should look into each and every
competence presented in a task and process them separately.

3. Analysis

3.1 Use of competences

As of April 2012, there are almost 28,000 tasks with almost 300 competences connected
to them in ISC system. On average, every competence has 94 tasks in its pool where the
task will be chosen when that competence is requested to be activated in an exercise. On
average every task has 2.5 input competences connected to it, meaning those
competences can trigger a student to get that exercise. In reality, tasks have more
competences they can affect — they are called non-input competences meaning that they



do not trigger that exercise to be solved but they may be affected under certain
circumstances. The number of competences related to a task varies from 1 to 12. There
are almost one third of tasks representing only one competence. This shows that merely
processing the answers alone is not enough: all tasks may have different reasons for
getting an incorrect result and further development based on analysis of the results
obtained can improve processing and increase the number of competences.

On average, student has been graded in 73.8 competences. In 70% of competences, the
students’ averages were above 77, which is considered the borderline of having
acquired competence. Also, all the students’ average results for all the competences are
82 which is close to expected -3dB level 90.

3.2 Results

The positive effect of competence based learning is that the student results improved
remarkably with repetition. The margin between totally wrong and correct over all
competences in the system fell from 17.69% to 8.34%. Wrong answers also fell from
29.15% to 23.74%, meaning that totally correct answers rose significantly from 53.16%
to 67.93%. Also, when looking at competences and the students first five attempts
together, the average result was 0.52. Their last five attempts with the competence gave
an average result of 0.66.

One of the goals with competence based learning was to make students repeat the same
competence over and over again, to be sure the skill was stored in their long term
memory. Figure 1 shows clearly that this goal was achieved. Students tend to spend on
average 83 seconds on each exercise (almost a minute and half). In 66% of cases, they
spent less than minute, in 46% less than 30 seconds, and in 18% they only had the task
opened for 10 seconds before they hit the submit button.

Average number of tasks per Average number of tasks per
spring semester fall semester
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Figure 1: Average number of tasks per semester

3.3. Algorithms

Automatic evaluation is used to check student results. There are more than 1100
algorithms used in the competence based approach. When reducing algorithms into
simple programming language elements (if statement, while loop, statement sequence
etc.) without semantics (ignoring variable names etc.), it comes out that there are
actually, in form, only 155 distinct structural types.



There were 82 simplified forms that were used by only one group of exercises. That
leaves the other 73 structures (which is less than half of all identified structures) to be
used in 93% of cases. Leaving out the structures used only once, on average the
structure was used in 14 classes.

When comparing the structure and the student results, it is clearly visible that the more
complex and specific algorithms correlate with a higher average result for the class they
associate with. When looking at the top 10 algorithm structures with highest average
mark, all of them, except one, associate with only 1 or 2 groups of exercises.

3.4 Use of help materials
Table 1: Use of help materials (%) by type and semester

2008S 2008F 2009S 2009F 2010S 2010F 2011S 2011F

kup 4 10 13 12 10 19 16 22
pdf 41 30 27 41 44 36 22 37
pps 11 11 10 7 8 7 4 7
interactive slides 29 36 32 27 29 26 43 12
video 2 8 13 9 4 7 2 3
wikipedia 13 5 5 5 4 4 12 19

In the ISC system, a student has the ability to access a variety of help materials.
Throughout the years, some changes in the students’ behaviour in using the material are
noticeable. Students tend to use less and less of the recorded lectures, even though there
were no formal lectures held. This shows that students don’t find lectures the best form
of obtaining information. They tend to prefer getting all the required information in a
small concentrated portion, and that explains why Wikipedia links are becoming more
popular (table 1).

Table 2: Student results with and without hint

Before competence approach | After competence base | Competence based approach
E approach without hint with hints
b= Normalized % of correctly | Normalized % of correctly | Normalized % of correct
T | avgresults answers avg result answers avg results answers
1 0,085 0,45 0,592 25,43 0,784 76,37
2 0,071 1,04 0,577 31,05 0,631 58,47
3 0,149 5,82 0,623 39,05 0,739 73,87
4 0,093 2,87 0,585 35,47 0,672 64,64
5 0,018 0,70 0,530 41,88 0,587 57,43
6 0,156 6,76 0,624 30,11 0,846 81,30
7 0,057 0,47 0,570 32,43 0,689 68,89
8 0,052 0,26 0,569 32,31 0,651 65,03
9 0,038 0,35 0,553 32,60 0,610 60,97
10 | 0,156 7,45 0,604 18,91 0,732 72,80

For years there has been growing drop in the average number of materials accessed. As
it became clear that students don’t really go and look up materials until they are in
serious trouble, hints were introduced to the system. They usually contain basic
information that forms a foundation for solving the task. They were only shown until




the student achieved what is considered a borderline knowledge. As an experiment, 14
different hints were introduced, and the students’ performance with the tasks before the
competence based approach, and after the competence based with and without hints,
was analysed.

It was thought that adding hints would improve the results but it was never expected
that the improvement is so great (table 2). This indicates to us, that if the students have
the materials they will use them, but that they are too lazy to go and look for them
themselves. When they are offered, students make good use of them.

3.5. Students’ study behaviour

Student weekly activity before competence based learning
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Figure 2: Student weekly activity

With competence based learning, the student’s daily activities remained the same. When
comparing the students’ weekly activity (figure 2), there are more visible changes.
Before competence based learning, all the work days seemed to have the same kind of
activity. After changes, the start of the week seems to be busier than Thursday and
Friday. Friday in particular showed major changes. Also, before competence based
learning there seemed to be more peak times correlating with the offered lab timeslot,
while. After the daily activity seems to be more divided, and the drop of activity after
usual lab hours is more gradual. It can also be seen that student activities usually go on
until 4 am, with the exception of Friday and Saturday. Sunday seems to have lost little
of its popularity, but is still remarkable.



When comparing the average results students achieved during certain times of the day
(figure 3), it is clear that with competence based learning, the average results rose. The
average results seem to be steadier than before, and during lab hours the results look to
be slightly better which contradicts the drop in the previous case. Therefore, it is
probable that changes in lab supervision and help are the cause of the difference.

It was expected that the results during the night would not have been as good as those
during the day, as the students would have been tired, and probably in a hurry when
doing exercises in the middle of the night. However, the results show no clear signs of
this. The results around midnight are actually better than those during the lab hours and
earlier in the evening, reaching the highest peak of the day at 2 am. After this time the
results reflect more of what would have been expected, as there is drop in the average
results.
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Figure 3: Average result by time of a day

Different patterns can be seen when comparing the students’ behaviour and the
preferences of working either in lab or on their own outside university (figure 4). More
and more students tend to work outside university and complete all or the majority of
the course work outside the lab and without supervised help. This shows that we have
managed to give students enough ways to get help: having materials and tips next to
exercises, providing options to send questions to the teacher after the result is shown, or
by mail inside the system.
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Figure 4: Student working behaviours



3.6 Coverage

Converting old tasks into a form suitable for competence analysis exhibited several
problems. First, it appeared that some competences are covered very unevenly. There
are several important items of knowledge that are not represented at all and many are
underrepresented, i.e. there too few tasks related to them. Numerically, distribution of
the number of tasks vs. the number of competences is exponential. One third of
competences are represented by 8 or less tasks, and half of the competences are
represented by up to 30 tasks. These are very low numbers and leads to repetition of
tasks, which not only causes protests from students, but also lowers the quality of the
control.

Another conclusion is the following. Students are frequently directed to very simple
tasks that are connected to simple but basic concepts, and it appears that a student
cannot solve these problems. This may happen later when student has worked on many
complex tasks, because the system is able to detect weak points in student’s abilities.
This reflects the well-known fact that simple and basic concepts can be difficult even if
a student can solve (somehow) more complicated tasks. This was evident from the
beginning of the competence-based process. The conclusion is that many simple tasks
related to basic concepts should be created, inserted, and given somehow a higher
priority.

4. Conclusions

1. The competence-based learning environment allows and demands much more
detailed consideration of the knowledge and skills that a student can obtain.
Introduction of this approach has shown very quickly that there are two
weaknesses in the traditional problem sets:

a. Competences are very poorly covered (few tasks for many competences).

b. There is a lack of low level tasks that would help to teach the basics of a
field, and in fact, testing with complex and complicated tasks masks poor
understanding of fundamentals.

2. It appeared that it is possible to extract a lot of information even from very
simple tasks, which can be used for a better control of the learning process.
However, for this improvement a lot of practical experience (log files) is needed
to discover a learner’s way of thinking

3. Competence based control produces much higher results partly because of
connections between competences through tasks, and partly because a student
can never decide not to touch a competence again.

4. Students’ workload becomes more even both over the day and over the semester.

5. Using hints in the form of small bunches of supporting information together
with problems (i.e. on the same page) helps the student more than links to
material consisting of several pages.

6. Competence-based control enables much better formation of control signals (i.e.
task selection) because of a more precise adaptation to the student’s abilities.



Finally: transferring to competence-based models and control has benefits; however, it
has also shown how much work is needed to get the most from this approach.
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campus. It consists of small exercises and lab experiments. Automatic evaluation
by stimulating student answering process is explained. Labs are supported by
HomeLabKit, small box that contains everything needed to perform lab tasks and
can be lent from university. After two years of using competence-based learning
in real learning, a lot of information has been collected that can now be analyzed.
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1.  BACKGROUND

A. ISC-learning environment

ISC is an e-learning environment used in the Department of
Computer Control, Tallinn University of Technology (TUT)
from the end of 1990s [1].

The system consists of exercises verifying theoretical
knowledge and lab experiments for practical skills. It is used in
the teaching of many different courses in the computer science
field, not only in TUT, but also in other learning institutions in
Estonia. Some of the courses have overlapping material. The
system started with the classic “topic-based” approach, where
the set of tasks were divided into discrete topics. For every
topic in a course, student’s state of knowledge and level of
efficiency was measured. The system is fully web-based,
giving students the ability to solve tasks when and where they
wish and not being bound to the campus.

Every topic (or competence) has a state that is like a grade
showing the level of knowledge in that field. Instead of using
the commonly practiced system with 5-6 grades, 128 different
ability levels are used in order to avoid discretization effect and
have more effective feedback control [1]. Ability level 77 has
been historically chosen as a threshold of knowledge
acquirement. When the student decides to practice in some
topic area, a task or lab experiment is chosen specifically for
that student according to the topic, student’s ability level,
frequency of task taken and some other forgetting parameters.
The goal is to use as many different tasks as possible in the
topic’s pool, try to avoid the student getting the same version
of a certain task more than once and get the task closest in its
level to student’s state on the current topic.

Also, the system supports HomeLabKits — portable lab
equipment that gives students the possibility to complete the
entire course via the Internet in the time and place of their own

This work has been partly supported by the Estonian Science Foundation
Project 9463
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choosing. ISC takes the “authentic” student input, meaning that
even if there are some multiple choice items, majority of the
tasks need students to fill in the answer [2]. It uses an
automatic evaluation for the tasks and lab exercises; therefore
no teacher interference is needed between students’ actions.
Students get instant responses thanks to the algorithms used to
process answers. These algorithms give relevant comments and
calculate results as a feedback. Results vary from -1 to +1,
where -1 represents totally wrong and +1 totally correct result.

In the 2010 fall semester, competence-based learning was
introduced into the ISC system. Classic topic-based courses
were replaced by skill-based competence driven learning to
achieve a clearer and more detailed view of student abilities.
The main learning goals of the courses remained the same with
the switch to the competence-based learning but tasks and
topics were divided into smaller units and new exercises were
added. Since that time a lot of information has been gathered
and conclusions can now be drawn.

B. Competence-based learning

The competence-based (or competence-driven) learning is a
knowledge based methodology which concentrates on
measuring what a person can actually do as a result of learning
[3]. It contrasts to classical topic-based learning where certain
topics (e.g. Ohm’s Law as part of Physics course) are learned
and then it is checked whether the student can solve exercises
or knows the theory relevant to that topic. As a result of
assessment, one grade is given to represent how well the whole
material was acquired. Problem with one number representing
the knowledge on some wider topic is that it does not measure
elementary skill or competence rather than summation of
elementary competences (summative grading) and those cannot
be used as input in other courses.

For example, if grading the mathematical equation
x=(2*5+4)/2, in the classical “topic-based” approach, we check
if 'x' is correct and discard the intermediate states/skills as
opposed to analysing student ability to add, multiply and divide
in competence-based approach. Instead of evaluating one result
for each task (‘x’), every exercise is analysed to extract smaller
parts of skills (e.g. multiplication, adding) that the task uses,
checks or requires [4].

Therefore, if we wish to give a proper representation of
students’ abilities, instead of summating or averaging the
grading of skill levels, we should look into each and every
competence presented in a task and process them separately.
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II. MOTIVATION

The main factors and motivations behind switching to the
fully web-based competence-driven learning were:

®  Repetitio est mater studiorum. The aim of learning
should be acquiring new skills and knowledge.
Cramming in the end of the course for the exam does
not serve that purpose. The work should be evenly
divided and repetition will make sure that the skill is
reinforced.

e The majority of students work (at least half-time but
a large portion of students work full-time) during
their studies. That limits their ability to attend
lectures on the campus. Old-fashioned specific times
and dates for specific lab experiments were not
suitable for them any more as they were unable to
attend them.

e Every student is different and big classroom lecturers
do not take that into account. Students tend to work
with different speed and have different previous
knowledge and interests. It is impossible to take
every student’s specifics into consideration when
interacting with large community at the same time.
Personal learning enables students to work on their
own time on their own speed without the pressure of
running out of time.

e Nowadays students are very capable of adapting to
new technology and expect those technologies to be
used in learning too. Universities and teaching seems
to adapt to changes more slowly even though
students are expecting it.

e In the majority of the courses students tend to cram
for the exams, concentrating all the learning to the
last minute. They go over large amount of
information in a short period of time and are able to
repeat and use it shortly afterwards to the best of their
abilities. After the specific event (like an exam or a
class test), the majority of them will not use that
information again in close future and it is just
forgotten, making the learning void.

e Competence-based learning enables to have personal
picture of every student’s learning behaviours and
current abilities. That gives the teacher a better
understanding of class level, what the students
already know (even before they come in the first
class if they have used that system before) and where
the gaps in their knowledge are. It saves time, avoids
repeating material student already knows (but what
sadly happens quite often) and gives the teacher
better idea how to plan course material between
lectures.

978-1-4673-6110-1/13/$31.00 ©2013 IEEE

III. LEARNING, TASKS & GRADES

Exercises in the system have been divided into small units
that make analyzing easier for teachers. It also makes it easier
for students to concentrate on the small portion of data at a
time. Smaller tasks also make those exercises repeatable by
students, which is required for new skill fortification. The
workload needed to complete the course depends on the
student and his/her behaviour and is determined by the system,
varying widely. Tasks have 1-13 input competences connected
to them. That shows us that even if we divide tasks into smaller
units, they still contain more than one skill required to solve
them.

Now, in competence-based learning, instead of a pool of
exercises connected to certain topic, exercises have been
assigned competences. There are two different kinds of
competences: input competences, that are measured every time
a task is solved (e.g. main skills needed for the exercise), and
concealed competences, that may be graded if applied (e.g. if
the student makes a specific mistake and it is certainly made
due to the lack of knowledge in a certain area, then that
competence can be graded but if the student does not make that
certain mistake, we cannot tell anything about student’s ability
in that area). For a course, specific competences/skills are
picked that are connected to the field and should be acquired
during the learning process. Weights/points will be assigned to
those competences and usually the total sum of credit units
exceeds the nominal one by 12-15%.

Student does not have specific topics that he/she needs to
complete in order to pass the course. Student is offered a set of
competences connected to the course. Different competences
have different weight to the final result in different courses.
Student chooses the competences he/she wants to learn, having
much more flexibility than with topic-based learning, giving
the whole learning process a personal aspect.

After completing competences for certain required weight
to pass the course, system offers a grade and the student has the
freedom to pick this or not. The student can accept it and
officially finish the course. The alternative is to continue
mastering currently acquired competences or to learn new
skills to raise the grade. The system offers the grades as soon as
the student has completed enough work and it does not
correlate with official semester dates. There are no time limits
for completing the course from our side. The only limitation is
from university regulation that the course declaration expires
with 1.5 years. Abandoning deadlines gives students freedom
to plan their own work and sense of personal responsibility.

IV. LABS &HOME LAB KIT

Lab experiments test more practical skills and require
students to perform real experiments, measure results and to be
able to interpret them. The benefit of real experiments is that
they can give students unpredictable results and students have
to deal with them, trying to find the reasons why they happen
[5].

The system uses small lendable kits (figure 1) giving
students the possibility to do experiments on their own time
and place of their own choosing, still retaining actual physical
experiment. If virtual laboratories were used, all the results
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would be simulated and therefore the experience would not be
so accurate. Laboratories should be places where connection
between theoretical knowledge and real world is made [6].

Figure 1. HomeLabKit for barchelor students

Lab experiments are mainly used in electrical engineering
courses. Currently two different specifications of kits are in use
— one for bachelor and other for master students. All the
required devices (from multimeters and signal sources to
resistors, capacitors and inductors) are in those kits, called
HomeLabKit, available to be lent from the university.
Experiments with those kits can be done any place where
student has internet connection and computer with USB port
(USB port is needed for some experiments). Every week
students are offered time slots (decided on their suggestions)
where supervised help is available in the real lab. Even in the
real lab they use their HomeLabKits.

HomeLabKits are flexible as their content can be varied
and these variations are reflected by software so experiments
may be specific for any kit. Devices used in kits are all
individual with component parameters stored in database.

Lab experiments are also divided into small portions,
usually requiring one or two measurements. Repetition is
important, again. Usually, freshmen are nowadays without any
practical experience with electrical devices, measurement
instruments etc. Most of the students start with a couple of
hours in the lab but after that they will take the kits home
declaring that the freedom of choosing the learning time is
extremely important for them. The average lending time is
about 2-3 days, except distant learners in other locations, who
can take the kit for some months.

978-1-4673-6110-1/13/$31.00 ©2013 IEEE

V. AUTOMATIC EVALUTAION

System uses automatic task evaluation. It takes “authentic*
student input, meaning that even if there are some multiple
choice items, the majority of tasks ask the student to fill in the
answer. It is done by complex algorithms specifically designed
for set of similar exercises. There is no need for teacher
intervention. Over 300 distinct algorithms are currently in use.

Answer evaluation in competence learning differs from
answer evaluation in topic-based learning. As every task is
related to multiple competences, answer evaluation will not
give one result for the whole task but different results for every
competence that is present in the completed task. All the
competences and results are independent and therefore some
competence levels can rise and others fall at the same time.

The algorithm for that kind of evaluation is much more
complex (figure 2). A perfect algorithm for answer (that may
consist of several items) analysis would be able to find
mistakes, understand the reasons why the mistakes were made
and find the associated competences that were used to find the
answer. It would also be able to alter given correct answers
according to the mistakes made. Therefore, one mistake would
not make the rest of the answer fully wrong, even if it depends
on earlier calculations. The system has adopted the approach
that answer evaluation should simulate the process of student
solving the task. By simulating the process weight of repeated
mistakes can be lowered, reasons of mistakes identified and
therefore useful feedback generated, and only student view to
data used.

’
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Figure 2. Answer evaluation algorithm

The problem with that kind of approach is that those
algorithms are really complex as they have to take account all
the possible types of mistakes and competence uses that can be
identified. Because of that, those algorithms are usually
suitable for only a small portion of exercises and they are not
easily re-usable. Deep knowledge of programming is needed to
write those algorithms and majority of teachers are not able to
do that. So instead of complex simulation of answering
process, much easier algorithms tend to be used in practice for
many cases, losing the ability of generate proper feedback.
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To be able to stimulate student answering process and
identify majority of possible mistakes (and therefore give
proper feedback), the best source is the log files. Usually when
new algorithm is created, the programmer/teacher uses his/her
imagination on the types of mistakes students could possibly
make and programs algorithm to detect and identify those.
After a certain time period (usually 6 months), when enough
information has been gathered, the log files for those exercises
are scanned and the algorithm is updated according to the
mistakes students make in real learning process. We have
found that this practice gives the best optimal algorithm
efficiency and programmers/teachers never seem to be able to
think of all the types of mistakes students make in reality (it
also happens quite often in classroom: lecturer does not think
about something that is very clear and easy for him but the
students may be struggling).

Further work in this area consists of automatic synthesis of
evaluation algorithms and possibilities to assign competences
to tasks automatically.

VI. FORGETTING MODEL AND LEARNING CONTROL

Important part of the learning control is forgetting as one of
the ultimate goals of learning is remembering [7]. The main
goal of forgetting model is to evaluate the decreasing of
abilities over the time to model student memory behaviour.
Human forgetting has been studied carefully over long time
and H. Ebbinghaus was the first to show with his experiments
that retention is very fast in the beginning, quite slow later and
repeating is important to memorization [8].

If the student only solves the task once, the skill is only
superficial. Over the time student forgets it. In order to fully
acquire the knowledge in long term, student has to repeat the
tasks to move newly learned skills from the short term to the
long term memory. That is the reason why repetition has an
important part in the learning environment. As the number of
times one type of task is taken rises, it is important to have
many variations of the same task as students strongly oppose
getting the task they have already solved.

The main rule in the design of the system has been 3dB
rule, meaning that selection of tasks should produce probability
of correct answer close to 0.707. To meet 3dB rule, complexity
levels assigned to tasks have to be corrected periodically even
though those updates level themselves out eventually getting
the most accurate complex level found from real learning
process.

As answer evaluation is done automatically, there is no new
stress for teacher with the repeated taking of a task and the
memory model can be used for further personalization. The
level of forgetting depends on student’s previous behaviour and
the correctness of student’s answers.

Forgetting model is used in the system to lower student
results over time, stimulate process of forgetting and forcing
them to retake exercises. Two well known forgetting functions
have been used: exponential and power [9]:

L(®) = L(o0) + (L(0) — L(=))e ™t
(€))]
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where t is time, L(0) is initial level at t=0, L(c0) is limit level
and 7 is time constant, and

L(®) = L(0) (1 + g)_,,
@

where p is forgetting parameter. Equation (2) is considered by
several authors the preferred option for having one clear
advantage: only one parameter determines the forgetting curve
as time constant can be set to constant [9]. Exponential form is
determined by two parameters which must be varied that is
substantially more complex, especially finding final level
L() . Therefore, after two years of testing (1) was replaced
by (2).

In (2), time constant is set equal to 14 days. That is based
on published data [9][10], recommendations and processing
previous data from using (1).

VII. ANALYSIS

ISC system logs every action taken by the student and study
behaviour with competence-based learning can be analyzed.

A. Students’ results

One of the main things we wanted to achieve with
competence-based learning was getting students to repeat the
tasks to fortify the knowledge in areas where the need for
fortification is identified with memory model. For that the tasks
were divided into smaller units. As seen from the figure 3, the
average number of tasks solved by students rose remarkably
(as there are different modules for fall and spring semesters,
they are given in different figures).
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Figure 3. Average number of tasks solved in spring and fall semesters

On average student spends 1.5 minute on one exercise. 43%
of students solve the task with 30 seconds. That, sadly, contains
students inserting random answers but that behaviour does not
help them to make progress. Moreover such behaviour can be
detected and applied when evaluating comps. We have
achieved that task do not take too long to solve and therefore it
is not a problem for students to repeat them.
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Figure 4. Average result by time of a day

As shown in figure 4, the average result after competence-
based learning was introduced is better at all the time slots. It
was expected that the results during the night would be lower,
as students are more tired than during lab hours where onsite
help is offered. However, the results show no clear signs of
this. The results around midnight are actually best of the day,
reaching the highest peak at 2 am. After this time the results
reflect more of what would have been expected, as there is
drop in the average results. Overall, the average result is more
equal than before as standard deviation dropped.

One thing, that differs remarkably, is marking behaviour.
With topic based learning, small set of grades was mainly used
to grade exercises. With competence base learning, there are
still some grades given more often (-1 and +1), but values
between them are used more widely now.

B. Students’ study behaivor
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Figure 5. Student weekly activity before and after competence-based
learning was inroduced
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When comparing students daily study behaviour (as seen
from figure 5), it can be seen that before there were larger
fluctuations between minimum and maximum. When
comparing histograms of days before the days were more
equal. Standard deviation seems to prove that visual

comparison.
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Figure 6. Number of competences students have activated

After competence-based learning, Wednesdays are more
active and Thursdays and Fridays are slower days according to
statistics. Weekends look to be quite similar. Also, before
competence-based learning there seemed to be more peak
activities correlating with the offered lab timeslot, while after,
the daily activity seems to be more divided, and the drop of
activity after usual lab hours is more gradual.

There are total of 387 competences currently (November
2012) in use in the system. On average over all the students
registered in the system, student has been graded in 80 different
competences. Difference between students who have finished
the course and who haven’t can be seen on figure 6.
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Figure 7. Percent of course connected competences students have tried

In course, to get the final grade, competences need to be
confirmed. As courses have different number of competences
and they have different weights, the percentage of maximum
work possible in a course is taken to be able to compare results
in different courses. When comparing percentage of course
work without confirmation the results, as seen from the figure
7, a majority of finished students have activated at least 90% of
course competences.
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confirmed

When looking at confirmed competences, figure 8, they
confirm only portion of them. When looking at the
competences that students tend to confirm with their weights to
the course, it is clear that the students tend to confirm mostly
those with higher weights even if they are thought to be more
complex. It is surprising that there are students who are in
unfinished group with high number of confirmed competences
but have not accepted the mark.
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Figure 9. Work done outside laboratory

We can distinguish if student works in the lab or outside it.
As shown in figure 9, over the years, the popularity of working
outside of the lab has risen. We assume that part of it is due to
the students’ busy schedule and lendable kits give them the
opportunity to work on their own time. Also, it seems that help
materials, ways to ask questions remotely and newly
introduced small hints give them enough ways to find help
without them feeling the need to show up personally. There is a
drop in work done only at home when competence-based
learning was introduced, as it confused many students and
therefore attending lab was more popular on that semester. It
showed that it was at first hard to break out of the old
accustomed approach to studying but when the students already
know what is ahead of them in next semester, the popularity of
working independently rose again.

As seen in figure 10, three different sections of piece-wise
linear approximations with different slopes are shown. First
one is very short reaction including most of the data. The
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second last from a couple of minutes to 1 day. The third one is
from one day to a year (longer periods are not available reliably
yet). There is an interesting area between 2 — 9 hours where the
average result change is much higher than in its neighbours.
That interval may include the night time between studying and
may be caused by the effect of psychological time (no
forgetting during sleeping) [11]. Also an important point is 4
minutes where curve crosses zero level. Time intervals less
than 4 minutes average results increased but after it decreases —
forgetting is happening.

0,2

0,1

0

Average result change

29s 2n 8n 32n 2h 9h 1d 6d 25d 3m 1y
Time in logarithmic scale

Figure 10. Change in average result over time period between tries

C. Course completition

System offers students marks from 1 to 5 (‘1” is sufficient,
5’ is excellent). ‘0’ marks failing in the course. They can take
offered mark or continue working.
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Figure 11. Course marks

After competence-based learning, was introduced, the
percentage of students who managed to get the highest mark
rose significantly as seen in figure 11. Also, it is quite visible
that students preferred to continue working until they got a 4 or
5. (Over those 5 semesters with competence-based learning,
only a few students have taken grade 3, with no students
settling with mark 1 or 2). The rise in students failing does not
accurately reflect the reality as students have three semesters
before their declaration becomes void. So many students still
have a change to get a mark but are currently in fail section. If
we look on the data with the 2010 fall semester, currently the
only semester where student declarations have expired, the
failing percent has been higher than before.
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One thing that competence-based approach seems to have
changed is student behaviour towards course completion as
seen from figure 12. Only 1% of students now tend to do all the
work within 1 month (it’s even more surprising as they have to
compensate for the forgetting model lowering their grade for
16 week prediction). Majority of students complete the course
with 16 weeks (with one semester, showing that they want to
be finished before exam session). Exam session was the most
popular time before to finish the course (outside factors had an
impact: they wanted mark for the right semester). There seems
to be constant small portion of students (<10%) who leave the
course completion to the later semesters.
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Figure 12. Time to complete course

Student with best marks finished usually within 4 months.
The percentage of students doing that has remained the same.
Students who take extra semesters to finish the course usually
do not get higher mark than 4 (only 4% of 5-s are received after
end of first semester). Ironically, the reason why students leave
their mark hanging and take extra time is usually that they wish
to get better result (next to the excuse that they did not had
enough time during the semester to work on the module).
Overall, marks correlated to time have remained the same after
the switch to competence-based learning but students have
started to finish their work earlier.

D. HomeLabKit lending
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Figure 13. Lending time

Average planned lending of home lab kit after competence-
based learning is 4 days for full-time students. Distance
learners hold the kit on average for 26 days. Before
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competence-based learning, the lending tended to be shorter as
seen from the figure 13.

In reality, students tend to hold the kits litter longer,
meaning they do not return them for deadline. The delay is
usually a day caused by not coming to campus that day or
simply forgetting. Getting students to return the kits has not
been a problem. In only few cases have we been forced to track
down the student after longer time period and ask them to
return the kit.
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Figure 14. Number of times kit lended

During the semester, student lends kit on average 8§ times of
67 days in total. Those numbers have remained the same
compared to student behaviour before competence-based
learning as can be seen on the figure 14. So, even if they do
more experiments now when tasks have been divided into
smaller units, it has not made them to borrow kit more
frequently.

On average students do 140 experiments per lending (in
contrast to 71 before competence-based learning), 60% of
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those outside the lab as seen from figure 15.

Figure 15. Lab experiments done outside lab turning kit lending period

VIII. CONCLUSION

After two years of practical usage of the competence-based
learning, it can be said that switching from more conventional
topic-based learning to novel competence-based learning
process is not an easy process and leads to confusion among
students, but the gain is worth it. The average result rose with
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smaller tasks concentrating in few skills at the time and
repetition forced by the forgetting model. Also, competence-
based learning gave students the change to personalize their
learning further giving them the change to choose their
working place (majority tends to work outside campus), choose
what they want to study (by choosing specific competences
from the wider pool connected to the module) and decide their
time to complete the course and their own final grade. It came
out that many students prefer to finish as much work as soon as
possible, concentrating on one module at the time and not leave
everything to for the exam session. Automatic evaluation
stimulating student answering process is used for undisrupted
learning process. It has been found that teachers and developers
can only guess what the best is, but real mistakes, complexity
levels etc will be found over the time with log files and
periodical adjustments.

All our motivations for switching to competence-based
learning were filled.
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Abstract

This paper introduces current work with automatic evaluation that has been done
to enable algorithms generating proper feedback according to the mistakes
students have made. Learning environment using novel competence based
approach has been used to implement those concepts and over the years data from
different development steps has been collected that can be used to verify the
benefits to students results of offered algorithm that mimics step-by-step student
answering process.
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L BACKROUND

A. Competence based learning

There are many different definitions for the term
competence. Klarus has defined it as mix of skills, attitudes and
knowledge that makes the employee or graduate successful in
society and his/her profession [1]. Other definition states that
by competence, we understand good performance in diverse,
authentic contexts based on the integration and activation of
knowledge, rules and standards, techniques, procedures,
abilities and skills, attitudes and values [2].

We have defined competence-based (or competence-
driven) learning as a knowledge based methodology which
concentrates on measuring what a person can actually do as a
result of learning [3]. It contrasts to classical topic-based
learning where certain topics (e.g. Ohm’s Law as part of
Physics course) are learned and then it is checked if student can
solve exercises or knows theory relevant to that topic. As a
result of assessment, one grade is given to represent how well
whole material connected to the wider topic was acquired.
Problem with one number representing the knowledge is that it
does not measure elementary skills/competences rather than
summation of those elementary competences (summative
grading).

The competence-based approach divides those wider topics
into atomic portions of theory (elementary skills of knowledge
that cannot be divided into smaller units). It checks all the
elementary skills/competences separately and also grades them
independently.

For example, if grading the mathematical equation
x=(4*8+10)/2 in the classical “topic-based” approach, we

This work has been partly supported by the Estonian Science Foundation
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check if 'x' is correct (21 in current case) and discard the
intermediate states/skills as opposed to analysing student
ability/skill to add, multiply and divide in competence based
approach. If student’s answer would be 11, in “topic-based”
approach, it is considered to be a wrong answer. Using
competence based approach, answer 11 offers possibility that
student mistook multiplication as addition (as (4+8+10)/2
equals 11). So, instead of saying that answer was totally wrong,
we might say that in this case, that student can add and divide
but lacks competence or skill in multiplication. In competence
based approach, instead of evaluating one result for each task
(‘x’), every exercise is analysed to extract smaller parts of
competences (e.g. multiplication, adding) that the task uses,
checks or requires [4].

Therefore, if we wish to give a proper representation of
students’ abilities, instead of summating or averaging the
grading of the wider topic, we should look into each and every
competence presented inside a task and process them
separately.

B. E-learning environment ISC

ISC is an e-learning environment used in the Department of
Computer Control, Tallinn University of Technology (TUT)
from the end of 1990s [5]. The system started with the classic
“topic-based” approach, where the set of tasks were divided
into discrete topics. For every topic in a course, student’s state
of knowledge and level of efficiency was measured. System
also implements memory forgetting model to mimic forgetting
over time [6].The system is fully web-based supported by
HomeLabKits [7] — portable lab equipment, giving students the
ability to solve tasks when and where they wish and not being
bound to the campus. In the 2010 fall semester, competence-
based learning was introduced into the ISC system. Classic
topic-based courses were replaced by skill-based competence
driven learning to achieve a clearer and more detailed view of
student abilities.

The courses in the system contain of set of elementary
competences/skills. Those competences have different weights
according to their importance in the course. There is overlap in
the points that student can achieve in the course so that he has
an ability to choose what he studies. Tasks in the system have
competences connected to them according to the skills needed
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to solve them. System offers student a field of competences
where they have full control over the learning process by
choosing which competence they want to learn and excel.
System displays them an exercise according to the chosen
competence, current level of knowledge in that competence
and forgetting parameters.

II.  MOTIVATION

As the learning system is fully autonomic and does not
require tutor interception for fully continues learning process, it
is system’s responsibility to guide the student in the learning
process and give him/her proper feedback according to the
mistake made. Making mistakes and overcoming them in
natural part of learning process [8].

The given feedback has to enable students to improve,
understand their mistakes and what is expected on them [9].
Therefore, the aim of the feedback generated by the algorithm
is not to show the student correct answer (what would require
the student to extract the part of knowledge they faulted against
by themselves) but to offer elaborated feedback by pointing
them directly to the missing competence and (if possible)
specifically explain the reason why they made the error in
cases when the type of mistake is common [10].

III. AUTOMATIC EVALUATION

ISC system uses automatic task evaluation. It takes
“authentic* student input, meaning that even if there are some
multiple choice items, the majority of tasks ask the student to
fill in the answer. Automatic evaluation uses complex
algorithms designed specifically for set of similar exercises.
Those algorithms find reasons of mistakes generate feedback
according to them and try to mineralise the impact of repeated
mistakes. There is no need for teacher intervention. Also, that
kind approach assures that assessment is fair and consistent.

Answer evaluation in competence learning differs from
answer evaluation in topic-based learning. As every task is
related to multiple competences (even if we tried to divide
exercises into small units, in majority of cases, they require
more than on elementary skill to solve them), answer
evaluation will not give one result for the whole task but
different results for every competence that is present in the
completed task. All the competences and results are
independent and therefore some competence levels can rise and
others fall at the same time.

A. Algorithm Mimicing Student Answering Process

If we want to achieve best feedback generation for the
student according to mistakes made, the most logical way
would be to mimic student’s behaviour step-by-step when
solving the excises. Usually, finding the final answer contains
multiply middle-steps with their own results. If one of those
results is wrong, the mistake is carried over and the final
answer will also be wrong. When following the steps students
take and using only data generated by the algorithm during the
process, only actual mistakes are discovered. By simulating the
process, the weight of repeated mistakes can be lowered;
reasons of mistakes identified more accurately and therefore
useful feedback generated, and only student view to data used.

978-1-4799-3190-3/14/$31.00 ©2014 IEEE

The algorithm for that kind of evaluation is much more
complex (figure 1).

We are particularly interested in a student's incorrect
answers as there is much to learn from them — what went
wrong, why it went wrong, where the answer went wrong,
what competence should be more focused on when teaching
etc. Best source of finding most common and all possible types
of mistakes are old log files. Usually when algorithm is
created, set of few most common mistake types identified by
the professor or algorithm creator are used. After a certain time
period (usually 6 months), when enough information has been
gathered, the log files for those exercises are scanned and the
algorithm is updated according to the mistakes students make
in real learning process.

. Compare
7 ~
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( Calculate ( ID mistake ‘
new correct
N |
“'\\ /
\ v
( Modifs data (Take mistake
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J s\

Fig. 1. Answer evaluation algorithm

The problem with that approach is that those algorithms are
really complex as they have to take account all the possible
types of mistakes and competence used that can be identified.
Because of that, those algorithms are usually suitable for only a
small portion of exercises and they are not easily re-usable.
Analysis shows that currently there are over 1000 algorithm in
use. Some of those algorithms are really similar with only
minor differences. When analysing only their structure, 300
distinct types can be identified. That shows that a lot of work
goes into writing those complex algorithms even if there is
only need for a minor difference. Therefore, it would be
reasonable to find some better system for producing automatic
evaluation scripts

B. Automatic Synthesis Of Answer Evaluation

As maintaining and writing algorithms mimicking student
answer process is very time consuming, mistakes are hard to
find and identify. Also, those algorithms tend to be not re-
usable. Therefore, a better solution has to be achieved in order
to facilitate huge number of exercises that are essential for
diverse learning environment with many different kind of
tasks. As all those exercises in the system use some set of rules
that are applied to input data to derive the answer, the idea is to
come up with common “world rules” that can be used with all
of them and then apply algorithm that is able to understand,
taken input data, which rules to apply. The result would be one
system, so called expert system, that can be used to derive
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correct answer and also for mimic step-by-step student
answering process. That system would also contain another set
of rules for mistakes that are applied if inaccuracy is detected.

That kind of solution would not require to have many
different algorithms with only minimal differences. Only one
copy of the system is maintained. Rete algorithm is used as a
motor for pattern matching between world rules and current
student input.

Rete algorithm is efficient algorithm for a large collection
of patterns connected with a large collection of objects [11]. It
has many possible applications and should also be suitable for
storing set of “world rules” for answer evaluation and matching
given information with rules [12]. A basic production system
checks each if-then statement to see which ones should be
executed based on the facts in the current dataset, looping back
to the first rule when it has finished. The computational
complexity is of the order O(RF?), where R is the number of
rules, P is the average number of patterns in the condition part
of the rules, and F is the number of facts in the knowledge base
[11]. Algorithm tries to derive all possible new knowledge
from rules, not only looking for specific knowledge.

The algorithm is efficient even when it processes large sets
of patterns and objects, because it does not iterate over the
whole set [12]. As a result, the computational complexity per
iteration drops to O(RFP), or linear in the size of the fact base
[11]. Patterns are compiled into a program to perform the
matching process. The program does not have to iterate over all
the patterns because it contains a tree-structured sorting
network or index. It also does not have to iterate over the data
because it maintains state information: the program computes
the matches and partial matches for each object when it enters
the data to the memory, and it stores the information as long as
the object remains in the memory [12].

Rules given for Rete Algorithm are usually given in
following form: if <condition> then <action>. For example,
resistors in parallel connection can be written down as
following rule: If there are two elements, that are connected in
parallel connection and both of those elements have resistance
available/assigned, then the resistance of element created when

combining those two in parallel connection, equals
1/(1/R1+1/Ry).
Currently, simple well known truths in electrical

engineering field have been implemented as rules usable for
Rete algorithm in Drools system and prototype system is able
to solve correctly simple exercises where those rules are used.

IV. ANALYSIS

New algorithms mimicking student behaviour step-by-step
were first introduced at Operation System course. That course
was chosen as the number of students taking it every year is
large enough but it is not one of the biggest thought with the
system. Also, that course contained many complex exercises
were students felt that if they get the wrong answer, they do not
understand what they did wrong.

So, those exercises in that Operation System course that
were later transformed using our novel approach to give
student better feedback and grade them more accurately, form
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“testset”. In the same time, there are other courses that ran in
the same system that contain exercises outside test pool. Those
exercises form a group “others” and that data is used to verify
over the same time period that the change in student result is
not only caused by other factors (change in teaching
approaches, hard working students etc)

A. Students’ result before competence based approach was
introduced

Figure 2 shows that before competence based approach was
introduced, that exercises in the test set had almost half a
change of getting correct answer compared to others. Notably,
possibility of getting totally wrong answer was in the same
level for both exercise sets. The difference comes from middle
values that were much often given to test set exercises. Figure
2 proves that statistically that students’ feedback that they had
hard time with those exercises was a verifiable from the data.

Distribution of results before
competence based learning
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Fig. 2. Distribution of results before competence based learning

B. Studens’t results with competence based learning

When competence based learning was introduced, students
got detailed feedback by every competence used in the exercise
that they solved. That gave them a better overview to
understand what might have gone wrong even though written
feedback identifying exact mistakes were not yet returned to
students.
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Fig. 3. Distribution of results with competence based approach to learning

Figure 3 shows that percentage of wrong answers has fallen
for both sets. Test set exercises are now having much higher
change of getting totally right answer showing that competence
based learning had an effect of student learning. Also, much
more results between wrong and right are used to the other set
instead only using those two grades.

C. Students’ result with novel algorithm mimicing student
answering process in competence based learning

Novel approach to algorithm mimicking student answering
process seems to achieve the goal expected of it as can be seen
on figure 4. The probability of getting right answer rose
remarkably, even past the set containing other exercises. So,
we would say that granting student detailed feedback about
their mistakes helps them to learn from their errors and give
them better probability to gain better result next time solving
exercise with similar skills needed.

Distribution of results with algorithm
mimicing student answering process
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Fig. 4. Distribution of results with novel algorithm mimicking student

answering process

In the mean time, the change of getting right answer for the
other set has dropped almost 5%. That might have been caused
by a many different factors — different students with different
kind of learning behaviours, internal changes in the courses.

V. CONCLUSION

Feedback is crucial for students to learn from their
mistakes. In order to be able to facilitate huge number of
students, automatic evaluation is only plausible solution. The
problem in current case has been that it is not easy to give
detailed feedback with automatic evaluation. First step has
been to introduce competence based learning where every
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elementary skill or competence is graded separately giving
more detailed overview of students’ abilities. Also, that
approach enables student to see in which competence they
made a mistake after submitting result. Taking that one step
further, algorithms mimicking student answering process were
developed that were able to specify exact point where the
mistake was made and therefore generate detailed feedback
specifically for that error. Also, mistakes are not carried over as
only current state of data that student uses while working is
considered. Those algorithms are really complex and there is
work in process to develop one expert system with knowledge
specific rules that would be able to reduce the complexity of
the algorithms.
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Abstract

This paper analyses how students familiarize themselves and cope with novel
competence-based approach to learning in online elearning environment where
focus is on personal learning. Learners have freedom to mark their own path
through the courses without deadlines, choose themselves what, when and how
much they learn. That methodology concentrates on measuring what a person can
actually do as a result of learning. In order to have that kind of detailed picture of
everyone’s abilities, different kind of approach for assessment had to be
developed using automatic algorithms that mimic student answering process with
small repeatable exercises. As every competence is being graded separately with
high level of granularity, one number final grade requires a more complex
aggregation function to be designed. Grades are suggested for students when
enough work is done and on their own discretion they can accept that result or
keep working to achieve higher grade. As this kind of personalized approach to
learning leaves all the responsibility of planning to learner, they have to have
proper overview of their own process and possibility to access sufficient data in
order to make educated learning decisions. To facilitate that problem four
different student’s progress visualization tools were offered for students. Their
usage, benefits and drawbacks according to students’ feedback are analyzed. The
conclusions drawn are that visual tools have helped majority of students to follow
their process better than before and every student prefers different kind of tools
depending on their personality. When some students have benefited a lot from
freedoms offered by the system, some students have hard time motivating
themselves to work and therefore have troubles completing the course on time.
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Abstract— This paper analyses how students familiarize
themselves and cope with novel competence-based approach to
learning in online e-learning environment where the focus is on
personal learning. Learners have freedom to mark their own
path through the courses without deadlines by choosing
themselves what, when and how much they learn. That
methodology concentrates on measuring what a person can
actually do as a result of learning. In order to have that kind of
detailed picture of everyone’s abilities, different kind of approach
for assessment was developed using automatic algorithms that
mimic student’s answering process with small repeatable
exercises. As every competence is being graded separately with
high level of granularity, one definitive final grade requires a
more complex aggregation function to be designed. Grades are
suggested for students when enough work has been done and on
their own discretion they can either accept that result or keep
working to achieve a higher grade. As this kind of personalized
approach to learning leaves all responsibility of planning to a
learner, they have to have a proper overview of their own
progress and an access to sufficient data in order to make
educated learning decisions. To facilitate that problem five
different student’s progress visualization tools were offered to
students. Their usage, benefits and drawbacks according to
students’ feedback have been analyzed. The conclusions drawn
are that visual tools have helped majority of students to follow
their process better than before and every student prefers
different kinds of tools depending on their personality. While
some students have benefited a lot from the freedoms offered by
the system, others had hard time motivating themselves to work
and therefore found it to be difficult to complete the course on
time.

Keywords— comp e, t, Vi isation,
suggestion, personalised learning
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I INTRODUCTION

Learning, as in any other field, is a constant progress of
innovation and improvement. Some side effects of those
reforms cannot be foreseen or are simply missed in analyses
phase. Therefore, they only manifest themselves after new
features have been launched. When switching from classical
topic-based approach to novel competence-based approach
that concentrates on small atomic portions of learning material
called competence, it was expected that students will have
many more ways to personalize their learning. That, for
example, involves students studying without specific timetable
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for every week, working without a deadline and having
freedom to complete the course before the end of the semester.
It also gives students the freedom to choose what they learn,
when they learn and how they learn it. Those changes were
welcomed by the students as nowadays learners need much
more flexibility than they used to as majority of students also
work while studying. Work commitments tend to overshadow
their learning responsibilities — students say they are unable to
attend laboratories in specific times, want to have freedom to
create their own timetable that would allow them to combine
both working and studying in contrast to strict rules and
schedule that university wants to force on them.

Competence-based approach was expected to give students
the flexibility they complained they lacked before. The side
effect of those changes was that responsibility of mapping
his/her own path through the course fell to the student. When
some of the students were really good at planning and used
new features and freedoms to their fullest, some students had
hard time being masters of their own personal approach to
learning. It merged that when competence based approach tries
to offer very detailed view of knowledge acquiring, it also
desegregates the general overview of student’s progress. When
learning is led by competences, the overall progress in course
as a whole becomes dimmed. Students do not grasp how much
time and effort they need to complete the course. Without
deadlines they get the false sense of security and leave
everything until the end of semester. Some of them gram at the
end and somehow manage to finish the course. Others, sadly,
fail to do that.

In order to address that problem, it was clear that some sort
of tool for following the progress was required. That tool
should be easy to use and enable students to dissect their own
behavior. After some analysis, it was decided that the best
solution would be using visual tools. As every learner is
unique, people’s abilities to comprehend information via visual
tools is different. Therefore, in the end, five different tools are
offered. Some of the functionalitics are the same, some are
different. After introducing those changes to the system,
questionnaires and interviews were used to collect feedback
and draw conclusions.

II.  COMPETENCE-BASED APPROACH

Competence-based or competence-driven learning has
become more and more popular of late. It has been adopted by
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many researchers and applied in many institutions [1,2,3 e.g.].
There are many different definitions for the term competence.
Klarus has defined it as a mix of skills, attitudes and
knowledge that makes the employee or graduate successful in
society in his/her profession [4]. Other definition states that by
competence, we understand good performance in diverse,
authentic contexts based on the integration and activation of
knowledge, rules and standards, techniques, procedures,
abilities and skills, attitudes and values [5].

In our approach, competence-based learning is defined as a
knowledge based methodology which concentrates on
measuring what a person can actually do as a result of learning
[6]. It contrasts classical topic-based learning where learning is
focused on certain topics (e.g. Ohm’s Law as part of Physics
course) and then it is checked if student, in general, can solve
exercises or knows theory relevant to that topic. In competence
based learning, those topics are divided into smaller units,
called competences, which should be acquired throughout the
course. In our case, we have extracted atomic portions of
theory (elementary skills of knowledge atoms that cannot be
divided into smaller units) from previously used wider topics
that is the foundation of our methodology.

To clarify that approach, the following example can be
used. In classical “topic-based” approach, if simple
mathematical equation x= (4X8+10)/2 is analyzed, it is only
checked if the x is correct. Intermediate steps like addition,
multiplication and division used to getting the final answer are
ignored. In competence-based approach, student’s skills of
addition, multiplication and division are also analyzed and
graded. If final answer given by student is 11 (instead on
correct answer 21), it can be deducted that the student made a
mistake with multiplication part of the task (adding 4 and 8
instead of multiplying). Division and addition skills can be
graded with high marks, but multiplication skill with low a
mark as that was the actual competence where student’s
knowledge was inadequate.

Using competence-based approach enables us to give
students (and teachers) a detailed and proper representation of
their abilities. Instead of summating or averaging the grade
over a wider topic, we should look into each and every
competence presented inside an exercise and process/grade
them separately. That kind of methodology rises many
challenges for grading exercises but gives student proper
representation of their current state in the course. It also raises
many exciting research questions.

In competence-based learning environment, it is
recommended that exercises would be divided into smaller
units that concentrate on only a few competences
simultaneously. It would be ideal if an exercise focuses only on
one competence at a time but in practice it has been revealed
that, even the simplest tasks usually require usage of more than
one elementary knowledge or skill. Having small exercises
makes assessment easier. Also, it does not take long to
complete the tasks and therefore exercises become repeatable.

Repetition is a vital concept for competence-based
approach as the methodology concentrates to achieve firmly
acquired knowledge as a result of learning. In order to fortify
the knowledge it has to move from short term memory to long
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term memory. Human forgetting has been studied thoroughly
and H. Ebbinghaus was the first to show with his experiments
that retention is very fast at the beginning, quite slow later and
therefore repeating is important to memorization [7,8].
Therefore, trough repetition it is made sure that newly acquired
knowledge will move from short term memory to long term
memory and is reinforced.

Courses do not consist of specific topics rather than list of
competences that should be acquired by the students when they
finish the course. Every competence in a course has a weight
connecting to it illustrating its prominence in that specific
course. Weights can also be seen as a points towards course
competition when summed up equaling to the specific number
of European credit units assigned for the course from official
curriculum. In order to personalize the learning [9], courses
usually have 10-20% overlap when summing up competences’
weights. It does not force students to acquire every one of the
competences listed in course but to make a choice according to
his/her personal needs and interests. The weights are chosen so
that it is not possible to complete the course without acquiring
the main topics and fundamental ideas from the courses. Also,
in some courses the weights are distributed so that it would not
be possible to finish to course without acquiring competences
requiring the use of lab equipment.

Therefore, to complete the course, students do not have a
specific number of tasks or assignments they have to complete
in order to pass. Students solve tasks (small exercises about
theory taking no longer than 2-3 minutes) or lab experiments
(practical, hand-on exercises that can be done remotely via
HomeLabKit [10]).The number depends on every student’s
personal learning behavior — how much time is between
learning sessions and using specific competence, how correct
are the answers, and how many times certain mistakes are
made etc. Data has shown that the amount of work done by
students to complete the course may vary even as widely as 6-7
times (only time spent in e-learning system can be measured).

III. MOTIVATION

Using classical “topic-based” approach, it is relatively easy
for a student to keep track on his/her progress. There are only a
certain number of limited tests/tasks that have to be completed
to finish the course. Every task in the course usually gets its
own mark represented by a number or passed/not passed. It is
usually known how much weight every subtask has over final
mark. With competence-based approach that kind of “familiar”
system for the student could not be used in order to achieve
maximum learning result (competence acquisition).

As the main goal of learning should be acquiring new
knowledge, we give students the chance to work as many times
as they wish on the tasks until they (and the system) is happy
with their competences acquisition. We achieve this by using
online e-learning system enabling student to work when and
where they wish. E-learning system has intelligent algorithm
guiding the automatic answer evaluation process [7]. This way
learning does not depend on human resource and an increase in
number of tasks done by students does not elicit increase of
workload for teachers. Student selects competence they want to
learn, algorithm chooses an exercise most suitable for learners
current state of knowledge and needs using forgetting model to
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mimic memory model over time [8]. After submitting the
answer (filling the blanks, choosing correct answers from the
list e.g.), algorithm automatically and without a significant time
delay (few seconds), identifies correctness of student’s answer
and competences used to solve given task. Then, algorithm
reports changes of competence levels and, if necessary, gives
feedback according to mistakes made.

Therefore using that kind of methodology for grading
student’s submissions requires specific approach how to derive
final mark and how to inform student of his/her current state as
the number of tasks required to complete the course is not
constant and depends on every student’s personal learning
speed and progress.

Our methodology has been in use since 2010 fall in courses
connected to electrical engineering. Majority of the students
use the system to take undergraduate courses dealing with
foundational principles. Some graduate courses are also offered
but they tend to have fewer participants (6% of all students
using the system). Every semester around 400 to 600 students
use our system that has been in constant evolution according to
the analysis of data collected by the e-learning system,
feedback from the students and teachers experience in using
the system. Since switching to competence based approach,
3950 declarations have been made to courses taught with the
system from more than 2000 distinct learners.

IV. GRADING

In topic-based methodology, one grade is given as a result
of an assessment to represent acquisition of a larger portion of
material. Using one number to represent knowledge of some
wider topic does not measure elementary skills or competences
but rather offers summation of students’ knowledge of
elementary competences (summative grading). Also, that kind
of summative result cannot be used as input for other courses
and it lacks granularity required for a clear and detailed picture
of student specific abilities.

Therefore, competence-based approach requires different
kind of strategy for grading than topic-based methodology. In
order to have detailed overview of student progress, grading
has to be in-depth and extract detailed results.

To achieve desired granularity and fine-detail results, every
competence in the system has its own score/ability level that
represents student’s progress in acquiring a specific atomic
competence. When student solves exercises, every competence
that is used by the student to solve the task is graded separately
and independently, meaning that some competences can go up
(if they were used correctly in the task) in the same time when
others can go down (when those competences were required in
places where mistakes were made).

In order to facilitate that kind of fine detail grading without
extra workload for the teaching-staff, automatic answer
evaluation is used. It is achieved by using complex algorithms
mimicking student answering process. If the final answer is
wrong, algorithm tries, step-by-step, to find the place where
mistake was made and identify reasons behind it. Algorithm
also generates proper feedback according to the mistake made.
That kind of algorithm is a fair evaluator lacking subjective
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bias and is always guaranteed to grade similar answers the
same way.

Every exercise has two sets of competences connected to it
— first are the competences, called input competences. Those
competences are always present in the exercise and they are
always graded, even if mistake is made. The second set
contains competences that do not manifest every time exercise
is solved. Competences from the second set may appear only
when student submits totally correct answer or when some
specific kind of mistake is made.

Furthermore, to achieve even higher granularity and in
order to minimize effects of discretization, 128 different ability
levels are used instead of commonly used 5 or 6 grades. Level
0 means that student has no knowledge of that competence and
level 127 represents full and solid knowledge. There is another
important level, 77, that is called acquisition level. 1t is used as
a benchmark for student being able to pass the course with
minimal result. It is expected that student is able to apply
(Bloom’s taxonomy level 3 [11]) acquired competence and use
it in further basic exercises correctly. Also, it is expected that
student continues to fortify the knowledge about that specific
competence and acquire higher competences’ and Bloom’s
taxonomy levels by continuing working in the system.

After student has reached acquisition level with some
competence, he/she has to confirm the knowledge in class test
on campus (all the other time, learning, including lab
experiments, can be done outside classroom. For lab
experiments student can lend small kits with required
equipment). Class test uses the same exercises that student has
solved before and contains only competences that has state
higher than acquisition level. So, in theory, student should be
able to answer given task correctly. Data analysis shows that it
is true in 63% of cases of theoretical tasks and 59% of cases of
laboratory experiments. Two-level system is used in order to
verify that actual student has done the work (with e-learning,
there is always a possibility that someone else has been solving
the exercises).

A. Grade-suggestion motor

Even though e-learning system uses its own methodology
for grading and assessment, in the end, official system requires
one final grade for the course. We would prefer solution that
would be most flexible for the student and would leave our
detailed approach relatively intact.

As every competence has been graded separately using
128-level, some kind of aggregation function has to be used to
extract the final mark. One possibility would be to transfer
every competence from 128-level to system using 5 grades.
Then competence’s weight/importance for the course could be
considered and final mark could be extracted. That kind of
approach would result loss of detail as grades will be sampled
from high detail scale to lower detailed scale.

In order to keep the detailed results and avoid loss of
granularity, more complex aggregation function, grade-
suggestion motor, was developed. It takes into account the
official number of credit units assigned for the course. Current
curriculum guidelines for grading were taken into account
when developing this motor. Those regulations state that
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student should be able to pass a course with 51% of work
done/knowledge acquired. Therefore, it is set that if student
achieves highest levels for competences worth half the points,
he or she should be able to pass. Also, if student confirms
competences equaling 100% of required points to minimal
level, he or she should also be able to pass. Those two points
are used to derive a line. Below that line — student cannot pass
the course. Above the line — grade-suggestion motor is able to
suggest a grade. There are exactly 50 levels between
acquisition level (77) and maximum (127). Therefore steps of
10 levels are used to define line-functions for other grades in a
system where 5 grades are used.

The formula that defines the line for pass on the course
takes the following shape:

_ 100XGx=A) | on (1
-A

Where y is ability level needed, x is credit units earned and
A is credit units assigned for the course by curriculum.
Formula 1 clearly shows that if x equals A (all credits done), y
equals 77 — acquisition level. And if x equals A/2, then (x-A) is
receded to —A/2 and the first part of the formula (division)
yields 50. 50+77 equals maximum level for competences that is
127.

Formula 1 can be evolved to take into account all possible
grade lines:

= 2ED 477410 (6 - 1) @

where G represents the desired grade. It can be seen that if
desired grade is 1, then last part of the formula disappears and
the same form as formula 1 is achieved.

When student completes a task during the class test
confirming competences, grade-suggestion motor is called by
the system. Student’s current confirmed competences and their
levels are used as input for the function. If the formula returns a
grade, it is suggested for a student. Student has a possibility to
take the grade or keep working on the course to achieve a
better final grade. If students does not take offered grade, he or
she can always resume and take it later by specific
functionality on the system — as long as confirmed
competences’ weights and their levels remain high enough for
a grade-suggestion motor to be eligible for a grade.

The other possibility for a student is to continue working
and acquiring more competences or achieving higher levels
with currently acquired competences. If new grade becomes
eligible, it is again, suggested for a learner. Each grade is
promoted for a student once, first when it becomes available,
therefore minimizing noise and extra actions required by a
student.

B. Impact

Data analysis shows that majority of students do not take
first grade offered by the system but continue working until
they get a higher grade (in 5 grade system, where 1 is the
lowest and 5 is the highest grade, 5 is the most popular choice
as seen in Fig. 1).
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Fig. 1. Grades taken by the students with grade-suggestion motor.

Using that kind of grade-suggesting motor, students have
the ability to finish the course as soon as they have acquired
enough knowledge and are not bound by exam session dates.
Only limitation to our “deadlineless” approach is the one
limitation enforced by the official system - end of the semester
date assigned by the university. It is a last date when grades can
be carried from our e-learning system to an official registry and
therefore students have to take a grade by that date or they
achieve “fail to appear”.

This kind of approach enables student to plan his/her
workload personally — something that is not common for
students. It happens quite often that all the different courses
have their big tests (for example, mid-semester tests) on the
same week. Therefore, student may have weeks were the study
load is very high and then weeks where there are not too many
things needed to be done. Using personal approach to
workload, at least with courses we offer, student can choose by
him/herself when to work on the course more actively and
when to take a break in order to concentrate on other things.
Also, students have stated that this approach suits well for
those who work half or full-time besides university studies.

Also, as all the courses in the system are given via e-
learning form, means that there are only few lectures at the
start of the semesters or no lectures at all. Therefore, student
does not have to wait until some material is introduced by the
lecturer. Student can start working on the material on his/her
discretion. Also, there are no deadlines or specific test dates —
class test dates are offered every week, usually every day.
Furthermore, students have a tool in the system to indicate best
time slots for them that are bases for assigning places for class
tests and on-campus sessions (where they can solve exercises
in the system with supervised help). Student has full freedom
of choosing his/her own personal timetable.

That kind of approach has created interesting phenomena —
some students complete course within first few weeks. Some of
them even manage to finish before the official university date
for course declarations (week 2) as seen on Fig 2. Feedback
from those students has shown us that at the start of the course,
the general workload is very light and therefore they have
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plenty of time to concentrate on the course. Students have
stated that it makes their life easier even if they can get one
course finished early and then deal with the rest. Automatic
evaluation, the fact that all materials are accessible through the
system and that there are no deadlines for in-semester
submissions enables them to work extensively on the course
for a short time period instead of spreading it over the whole
semester.

Time taken to complete the course
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Percentage of students
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Fig. 2. Time taken to complete the course. Red line shows formal deadline.

Also, some students work on the course in the system, get
the unofficial grade and then, officially, declare the course next
semester (Fig. 2, column “Done before”).

Results show that students are generally happy with so
much control over their own grade and they love freedoms this
system offers them. Students learning style analysis shows that
this kind of approach seems to work better with certain group
of students depending on their personality. Some students have
stated that it is very hard for them to motivate themselves to
work when there are no required deadlines burdening them
during the semester. Those students tend to leave everything to
the last minute and therefore have a hard time completing the
course on time. They prefer to rush before deadlines and
statistics have shown that the busiest time for on-campus class
tests are weeks before official university end of the semester
deadline. Statistics also show that those students who start
working early, usually finish solidly before official deadline
and on average have higher grades than their comrades.

Also, this approach for grading gives student’s full control
over their grade that also benefits personalized learning as
everyone has their own speed and style of learning and they
can set their own goals for the course.

V.  PROCESS VISUALIZATION

Before competence-based approach was used, there was no
need for an elaborate visualization. Courses usually consisted
of 10-15 topics. Every topic was graded with one number.
Students were able to keep track on things they still needed to
do by their selves.
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All that changed with competence-based approach. It is
vital, with described system for “grade suggestion,” that
student is able to understand his/her current progress in the
course and therefore be able to plan his/her time accordingly.
As the learning process is controlled by the student it is vital
that the learner has adequate data to be able to make the best
decisions.

System offers multiple views of the data for the student.
Visualization for the grade has evolved with the system.

A. My Field

MyField (Fig. 3) consists of small color-coded current
competence state indicator boxes that are used by the students
in the learning process to choose competence they want to
learn. So, the field also doubles as a workbench for learners,
not being only visual tool to follow progress. It was the first
progress following tool offered in the e-learning system when
switching to competence-based approach even if process
visualization problem was not acknowledged at that time.
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Fig. 3. MyField — screenshot of central workbench that students use to
choose competences during learning process. There is 10-20% overlap in the
field in order to personalize the learning.

Student chooses a competence he/she
wants to learn and indicates his/her wish
by clicking on the corresponding box on
the field. System then uses an algorithm to
find the most suitable exercise with
desired competence. Algorithm takes into
account student’s current state, time cap
from the last time a desired competence
was graded, forgetting parameters and
previous learning history.

Color-coding is used to represent 128
different levels of competence acquisition
(Fig. 4). Red and orange are used at lower

46 level that instinctively make student feel
38 like they are in “danger”. When student
30 reaches competence’s acquisition level,

green tones are used to indicate that
current level is “safe”. Blue is used to
indicate higher levels after acquisition
level is used.

Fig. 4. Color-coding for system with 128 ability
levels.

o
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Competences on the field are positioned so that similar
competences would be close by and therefore areas of wider
topics are formed. Thus, MyField also offers higher level views
merging together similar competences to groups in order to
facilitate students who have hard time switching from topic-
based thinking to competence-based approach. Statistics have
shown that using that higher level has decreased with years.
One reason may be that new students who do not have previous
experience with the system, may not notice that functionality at
the start and get used with detail view of competences.

MyField also has a number representation of how much
points student has gained by passing acquisition level and how
many of them have been confirmed in class test. It also offers
students’ possibilities to sign up for class tests and on-campus
labs. In addition, there is also a feature that enables to use the
system in so called “protected”-mode where system tries to
offer learner exercises where confirmed competences are not
included. Those competences are visually represented with
bold border.

Therefore, it can be said that for the students, Myfield is
effectively the nerve center of the system. Statistics show that
students spend 93% of time when logged into the system on
solving exercises, originating from MyField.

B. Grade-suggestion motor

MyField may use color-codes to indicate student progress
with competences, but it does not give visual representation of
process in the course (how much is done, how much work is
still needed). Grade suggestion function does that instead. Data
from the function can be visualized so that the student could
follow precisely how much work he/she has to do before
desired grade becomes available as seen on Fig. 5. On x axis,
credit units are shown. On y axis competence states that are
equal or higher than acquisition level are represented.

Possible grade areas on 2D are shown using function that takes
into account the current university guideline according to
which student should be able to pass after acquiring 51% of
course material. To construct the lines that are used to plot
different grade areas, this guideline and the point where student
completes 100% of course with minimal level are used. Steps
of 10 levels are used to define lines for higher grades. If
student’s results are above any of the visualized lines, it
becomes the highest eligible grade.

Here is my current state graph with grades in the course ISC0012.
Vertical axis represents ability levels and credit units are on horizontal axis.

Yellow line shows confirmed states and its right end marks available grade.
Total credit units for course ISC0012 i catalogue is 3.

Fig. 5. Grade-suggestion motor visualization tool.

When yellow line reaches any of the grade areas, grade-
suggestion motor is able to suggest that grade for a student.

C. Radar chart

Lately, it has also become popular to represent competence
levels with radar style graphs [3 e.g.]. Thus, radar chart with all
the competences required for the course with their current and
acquired level has been offered (Fig. 6)
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Fig. 6. Radar chart vizualisation tool is showing student’s current level of confirmed and unconfirmed competences. Acquistion level is shown as a grey circle.
Similar competences appearing frequently together are positioned in adjecant sectors using Karadar algorithm
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Competence positioning on the radar can be thought as a
line that is connected from the end to the start like a circle.
Dimension of that kind of representation is 1d therefore
information used to plot competences for MyField cannot be
used straight forwardly. Transformation function from 2d plot
area to 1d line is required.

Desired position for competences on the radar chart would
be the following: it is expected that competence is surrounded
from both right and left by two of the competences it appears
most often together with in the exercises. Therefore, instead of
using the same data that is used for MyField, new closeness
methodology was derived called Karadar.

First, for Karadar algorithm, list of all competences for the
course is collected. Then, for all the competences, from
exercises where it is presented as input competence, other
competences are counted. As a result, list of pairs of
competences and how many times they appear together is
attained. Then, using ideas of maximal spanning tree and
travelling salesman methods, line according to similarities is
formed of all the competences that will be used for the radar
chart.

D. Interactive data viewer

Dashboard style interactive data viewer (Fig. 7) has also
been offered. Similar visualization tool had previously offered
for teachers to follow sole student’s progress. For student view,
some of the graphs were replaced or modified to hide system
sensitive information (task id-s, correct answers etc). Also,

some new graphs were added according to specific needs of the
students.

Many different graphs are offered for student in interactive
data viewer. Also, multiple type of graphs are used, trying to
find most suitable visual representation for specific data.
General layout remains the same, but as all the graphs are
interlinked selection in one of the graphs results in redrawing
all the others according to the filter. For example, a student can
see the time he/she spends solving the task or which hours of
day he/she works on a bar chart. Number of exercises done
every day is offered as a timeline. Competences, student has
solved, and if learning actions have been part of class test or
not are shown as a pie chart. Also, data table with 30 rows is
offered.

Interactive data viewer was designed using d3 javascript
library [12] and data driven approach for documents. Different
graphs were linked together using crossfilter javascript library
[13].

This tool enables student to follow his/her overall process
or use the interactive tools to limit the data in order to draw
more specific conclusions.

The interactivity of data viewer gives students free reign to
“play” with the data. At first students may not realize the
benefits of using filters to limit the information they are
looking at, but it has been observed that more they use this
tool, the more they start to comprehend.
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Fig. 7. Interactive data-viewer with multiply interlinked graphs enabling students selection to redraw all the other view.
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E. History map

Taking into account the initial feedback from the launch of
visualization tools, another view was designed. History map
(Fig. 8) has been designed to enable students to playback their
competence state changes over the last four months. They can
select any course they have declared and their original state
from four months ago is shown. They are given information on
how many competence changes have been recorded on that
timeframe. In case, they have not been active on the course for
four months, the timeline is shown from their first action and
therefore also information about the resolution of the timeline
is given.

History map loads student’s state in the course at the start of
the timeframe. Chosen course MyField layout is used as a base
for the view. Then student has the option to start and pause the
playback. Playback consists of changing competence box
colors according to the state changes. Student can hover on the
colorful boxes representing competences to see what
elementary skill is behind specific box.

Me  Mylogs  Visualization Questionnaire
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L

;
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sep1 oct1

Fig. 8. History map that enables students to replay their actions over last 4
months for selected course.

Four months for the default timeframe was chosen as it
equals one semester. If all the data would have shown, for
some students it would have meant that ten thousands of
actions would have been displayed. It would make the
playback too long, and it was thought that earlier data might
not be relevant anymore for learners.

VI. RESULTS

Questionnaires in both Estonian and English were added to
the e-learning environment with newly introduced features.
Students had time to try the features and were encouraged to
fill out the form. Data from the system following learners path
and behavior (time spending doing tasks, time spent reading
materials, time spent using visual tools, how fast student made
process, average rate of answering correct etc) through the
course and final result was used to verify their statements.
Feedback originating from the questionnaire and from verbal
conversations with students was used to draw following
conclusions.

978-1-4799-1908-6/15/$31.00 ©2015 IEEE

MyField is a tool that students have used for learning since
switching to competence based learning. Students have said
that they familiarize themselves with Myfield quickly at the
start of the course. They state that they can check their process
between exercises without having to click or go some other
part of the system. Also, some have thought that current
process might not be so easily grasped with MyField.

Simplicity, familiarity and a constant automatic access as a
side product for choosing a new task seems to be the major
benefit for students. Alas even if more detailed and specific
views are offered, some students still prefer to stick with the
old and familiar concepts.

Those students who chose MyField as their preferred tool
for process following, had more likely completed 2 or more
courses already in the system. They had usually worked more
than average hours in the system and had been in university for
few years already.

Interactive dashboard catches students with its interactivity.
It has been stated by the students that they first start just to play
with different views to familiarize themselves with the
environment. When they have understood how the views are
offered and linked with each other, they start to look for more
specific information. This view enables them to check their
results during class tests — they can see what competences they
got correct and which resulted in mistakes. According to
students it is a major benefit for them as they were not able to
access class test results before. No results/feedback is
generated for the students during class test as it might
discourage and disturb them.

Also, this view offers them access to additional data they
had no previous access to — for example, detailed personal logs
of their activities. In addition, it enables them to get statistic
what competence they are most likely to answer wrongly. What
competence they have solved most often, which one the least.
It opens up many possibilities and gives students a chance to
analyse and modify their learning behaviors accordingly. This
is the new visualization tool that students have given most
positive feedback on and stated that it is highly useful for them.

Students who preferred interactive dashboard were mostly
taking their first course in the system. They were more likely to
finish the course on time with high grade. Also, interactive
dashboard was overwhelmingly most popular choice by those
students who filled out the form in English. Majority of those
students finished the course before rest of their peers.

On the other hand, some students have stated that
interactive dashboard is hard to understand. As this tool
expects student to take active lead on what he/she wants to
know, some are modest to do so. Those students have said that
it is hard for them to understand what those different views
offer even if they have titles. Also, the crossfilter functionality
seems to confuse them.

That group consisted mostly of first year students but they
stood out that they spent very little time reading materials
provided by teachers in the system, their rate of getting correct
answer was below average (that might be the side-effect of not
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familiarizing themselves with material) and they tended to
leave using the system and making process in the course to the
end of semester.

Radar chart assembles all the competences in the course
together in the same chart to give a simple, fast visual view
how much work is done and which of the competences have
been confirmed. Even though radar chart seems to accomplish
this goal, the view does not take into account that different
competences have different weights for the courses. Students
have pointed out that in general the chart gives them overview
but it does not make the planning accurate because of the
competence’s weights. It has been suggested that this factor
should also be represented somehow on the chart.

The group of students who preferred this view was the most
varying consisting both new and old learners without any
specific characteristic in their behavior standing out. Biggest
fluctuation in this group was with final grades. Almost half of
them were achieving high grades. On the other hand, around
30% of those students had trouble finishing the course.

Grade suggestion motor has been praised by students for
showing progress on the course as a line that makes it really
easy to grasp and leaves no room for misunderstandings. Also,
representing grades as areas on 2D plot has been well received
and this chart offers them easy way to see where they are in the
course and how far are their goals. Also, they have stated that
grey little line giving the result if all current competences have
be confirmed has been stated to have positive motivating force.
They are more eager to enroll for on-site tests. On the other
hand, the problem that competence weights are not easily
visible on this type of chart have been pointed out. Also, the
fact that there is nothing interactive, seems to bother students
even thought when asked what they would like to see they are
not able to suggest anything specific.

This view was mostly preferred by students who have used
the system for years and majority of graduate students tended
to favor this approach. This group stood out that even thought
they had used visual tools in the system a lot, they had clicked
mostly (around 82% of visual tools visits) on grade suggestion
motor .

History map was launched later in the system than other
visualization tools therefore the amount of feedback for that
tool has been smaller than for others. The feedback shows that
students enjoy replaying their process — sometimes only to see
the progress they had made with weeks of learning. They have
brought out that this tool motivates to work harder as they see,
like a movie, where they have come from and how far in the
course they have made. On the other hand, students have stated
that this tool has entertaining value, but they prefer not to
follow their process only with this tool. It does give them
overview but they state that tool lacks details they can access
with other tools. Students have also said that it is easy to
understand as it uses the same “MyField” layout that is very
familiar to them.

Students who filled out the feedback form stated that radar
chart was the tool easiest to grasp and understand. Grade
suggestion motor was brought out as a tool that had most of the
information that they required and myField was voted to be the
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tool that has helped most to follow the process. When asked for
their favorite tool, myField and interactive dashboard were two
options chosen with equal share. Also, majority of the students
stated that they used visual aids only few times. Only around
20% of answers stated that they used tools at least once a week
or more frequently.

Apriori  frequency set algorithm was applied to
questionnaire data. 78% from those who answered stated that
those tools have helped them to grasp their process better than
before. Those who said that they used visualization tools
frequently were also the ones who stated that it was very useful
for them. The main benefit brought out by the students was
access to the data. That was mentioned very frequently by
older students who had experience with e-learning system with
many courses before visual tools.

On the other hand, the students who said visual tools had
not helped them, had different favorite tools and also their
frequency of using those tools varied to almost never to every
day. That group seemed to show two distinct behaviors. First
group of students had spent more than average hours using the
e-learning system and number of tasks they had solved was
very high. Their average result varied. Some of the students
had very inconsistent pattern of answering correctly.
Sometimes they got totally right answer, then next one was
totally wrong. Other students hardly ever got totally right
answer but they never got totally wrong answer either. Their
result was constantly around 0 (if -1 is totally wrong and 1 is
totally right).

The other distinct group was learners who had spent
minimal hours in the system. They almost lacked time spent
using help materials and the number of tasks they had
competed at the time of filling the feedback was well below
their peers who started at the same semester. As expected, they
had not advanced enough to attend class tests and majority of
them had no confirmed competences. They had used visual
tools around 10 minutes when they submitted their feedback
form.

Around 32% of those who said that visual tools did not help
them had no trouble of finishing the course — it took them
longer than average with few “early-birds” in the mix.

Students, who voted MyField to be the best visual tool,
also gave it the best scores. On the other hand, students who
liked interactive dashboard best did not score it higher than all
the other tools. As expected, the opinions of students vary a lot
as everyone as their own personal learning style.

Overall, the feedback has shown that students appraise
visual tools (3/4 said it helped them), but it took them some
time to get used to using the new features (first year students
taking their first course were more eager to try new features
than those who had already used the system before — behavior
we have observed before when releasing new features to the e-
learning system). Students who had worked hours in the system
tended to prefer older features, for example prefer MyField
over interactive dashboard.

In conclusion, analysis shows that when student passes the
course, their understanding of learned competences is firm and
memory model determines that they do not forget what they
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have learned as easily when using classical “topic-based”
learning. Therefore, it can be concluded that even though
described system may not be a perfect fit for everyone, the
firmer knowledge, possibilities to personalize learning,
motivation to achieve better grades and clearer picture for both
students and teacher about learners’ current state are highly
valued and make this kind of methodology beneficial.
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Abstract

This paper introduces a process of building a prediction model for student’s final
grade and time of finishing, based on students’ previous behavior. Prediction
model was developed using data mining with regression analysis, principle
component analysis and hierarchical clustering of symbolic histogram valued
data. 35 different features of students’ activates was considered but only the 9
most important, so called principle components, were used in the model. Then,
using histogram valued data - a type of symbolic data that allows learning
processes to be described in a more natural form, and a hierarchical clustering,
previous students’ behaviors were grouped. For an accurate prediction, a closest
cluster to student’s current progress was found. To verify the model’s correctness,
predictions were tested on a largest course in e-learning system in 2015 fall
semester. The model was found to work sufficiently.
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1 Introduction

E-learning, like any other field, is in a constant process of innovation and improvement.
All changes have side-effects that cannot be foreseen or predicted beforehand, as they
only become visible when those new innovations and improvements have been applied.
Switching from classical topic-based learning to competence-based or competence-
driven approach, which has become more and more widely used, the problem with
self-regulating has arisen.

2 Competence-Based Approach

Development of ISC e-learning environment started at the end of last century [1]. At
first, the system only supported classroom learning as a place to store materials and
offer information. After a few years of development in web technologies, ISC became a
central hub for the learning. The classroom learning supported independent, self-
regulated learning that students were conducting in the system. To overcome the
students’ attitude that they are interested in only passing the course with minimal effort,
classical topic based learning was replaced with novel competence-based approach.

© Springer International Publishing AG 2017
M.E. Auer et al. (eds.), Interactive Collaborative Learning, Advances in Intelligent Systems
and Computing 545, DOI 10.1007/978-3-319-50340-0_14
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Competence-based or competence-driven learning has been widely adopted lately
by different researchers and institutions [2—6]. They all have a similar framework and
focus but they do not have a common definition of a term competence. For example,
Klarus has defined competence as a mix of skills, attitudes and knowledge that makes
the employee or graduate successful in society in his/her profession [7]. Other defi-
nition states that by competence, we understand good performance in diverse, authentic
contexts based on the integration and activation of knowledge, rules and standards,
techniques, procedures, abilities and skills, attitudes and values [8]. For current work,
the competence-based learning is defined as a knowledge based methodology which
concentrates on measuring what a person can actually do as a result of learning [9].

Competence-based learning contrasts classical topic-based learning. For example, a
topic-based learning is focused on certain topics (e.g. Ohm’s Law as part of Physics
course) and then it is checked if a student, in general, can solve exercises or knows the
theory relevant to that topic. In competence-based learning, those classical topics have
been divided into smaller units, competences. In current study, atomic portions of
theory (elementary skills of knowledge, atoms that cannot be divided into smaller
units) from previously used wider topics have been extracted.

To clarify that approach, the following example can be used. In classical topic-based
approach, if simple mathematical equation x = (4 x 8+ 10)/2 is analyzed, it is only
checked if the x is correct. Intermediate steps like addition, multiplication and division
used to getting the final answer are ignored. In competence-based approach, student’s
skills of addition, multiplication and division are also analyzed and graded.

This kind of approach requires more complex grading. Instead of summating or
averaging the grade over a wider topic, each and every competence presented inside an
exercise should be considered and processed/graded separately. That kind of
methodology raises many challenges for grading exercises but gives students proper
representation of their current state in the course. Currently, grading is achieved using
complex algorithms that try to mimic student answering process [10].

In competence-based learning environment, it is recommended that exercises would
be divided into smaller units that concentrate only on a few competences simultane-
ously. Repetition is a vital concept for competence-based approach - in order to fortify
the knowledge it has to move from short term memory to long term memory. Human
forgetting has been studied thoroughly and H. Ebbinghaus was the first to show with
his experiments that retention is very fast at the beginning, but quite slow later, thus
repeating is important to memorization [11, 12].

In this kind of approach, courses do not contain specific topics but rather consist of
a list of competences that should be acquired by the student during the course. Every
competence in a course has a weight connecting to it, illustrating its prominence in that
specific course. In order to personalize the learning [13], courses usually have 10-20%
overlap when summing up competences’ weights. It does not force students to acquire
every one of the competences listed in course but to make a choice according to his/her
personal needs and interests. The weights are chosen so that it is not possible to
complete the course without acquiring the main topics and fundamental ideas from the
courses.
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3 Motivation

Using classical topic-based approach, it is relatively easy for a student to keep track on
his/her progress. There are only a certain number of tests/tasks that have to be com-
pleted once in order to finish the course. Even with self-regulated learning, students
were quite adequate at planning their own time and finishing before the deadline.

That kind of straight forward approach is not possible in competence-based
learning. Competence-based approach requires repeating similar tasks over and over
again to make sure the knowledge moves from short term memory to long term
memory. Therefore the time is not linearly predictable. Some students work very fast,
others need much more time. It also depends on time between solving similar tasks, on
forgetting model parameters, on how correctly student answers, on how often certain
mistakes are made etc. Data has shown that the amount of work done by the students to
complete the course may vary even as widely as 6-7 times (only time spent in
e-learning system can be measured). The second problem is that when students are
masters of their own time and the only deadline is at the end of the semester, they tend
to leave everything to the last minute. As the system also embeds forgetting model,
rushing at the end usually does not lead to pass.

It became obvious that when self-regulated learning worked sufficiently in classical
topic-based approach, it became a source of many problems in the competence-based
learning. Students became unable to predict how much time they require to complete the
course. For example, students hardly showed any activity in the middle of the course and
rushed weeks leading to the final deadline. This led to a rise in students failing the
courses and to students who thought they got a lower grade than they deserved.

Throughout the years, different approaches have been used to tackle the problem of
“late-wakers” and prediction of time needed to complete course. For example, different
tools have been developed [10]. Despite initial positive feedback from the students
about those tools, the data shows that students have not been very active in using them.
Also, those approaches have not yet delivered any significant change in students’
behaviour.

The proposed solution to those two problems is to predict students’ final result
throughout the semester using all the data that has been collected by the system from
previous students.

4 Methodology

Data mining will be used to develop previous students’ behavior models. It is a large
field consisting of different disciplines from machine learning and statistics to database
technologies and visualization. There is a specific sub-field called educational data
mining that is concerned with developing, researching, and applying computerized
methods to detect patterns in large collections of educational data — patterns that would
be otherwise hard or impossible to analyze due to the enormous volume of data they
exist within [14]. Data mining has been used in many different educational research
projects [15-18].
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Regression analysis is a statistical technique for investigating and modelling rela-
tionships between variables [19]. It is widely used in prediction and in forecasting [15,
20, 21]. Regression analysis allows us to estimate how set of variable is connected to the
unknown variable. In current study, we are interested in how known student behavior
(set of known variables) will result in finishing time and final grade (unknown variables).

As e-learning system logs all actions that a learner does in the system, there will be
a lot of information (variables). Instead of using all of the possible information col-
lected in the system, a set of linearly uncorrelated variables, so called principle com-
ponents, can be found to describe the relationships without any significant loss of
details. Therefore, instead of using all possible variables from the system, a set of most
important variables could be found.

Principal component analysis (PCA) uses a vector space transformation to reduce
the dimensionality of large data sets [22]. It is a statistical procedure using an
orthogonal transformation to convert a set of observations of possibly correlated
variables into a set of values of linearly uncorrelated variables [23]. This transformation
is defined in such a way that the first principal component has the largest possible
variance and each succeeding component has the highest variance possible under the
constraint that it is orthogonal to the preceding components [23].

Furthermore, variables are usually given by a single value (for example: number
“5”, modal variable “woman”). In learning, it is not so important how student solved a
specific task in a specific moment rather than how he or she is progressing through the
course. So a single value for learning or action in the e-learning system may not be the
best way how to present the data.

Symbolic data can be used to compress big data into analyzable size or present data
that is more natural in symbolic form. Symbolic data values are defined as hypercubes
in p-dimensional space opposite to classical data values that are defined as points in
p-dimensional space [24]. Symbolic data comes in more complex forms than classical
data — it does not only containing values or categories but also has internal structure
and variation [25].

Good example of data that is more natural in symbolic form is weight as it is
constantly changing. Therefore, instead of using single value to give persons weight, it
would be more natural to give is as an interval. Interval valued data [25] can be derived
even more precisely when probabilities are added to the intervals — that kind of symbolic
data is called histogram data. For current model histogram valued data is used.

For grouping similar students’ behaviors hierarchical clustering algorithm was used
based on Cartesian system model [26]. The generalized Minkowski metrics was mod-
ified to work with histogram data [27]. Cluster compactness was used as a criteria of
merging clusters. Cluster compactness was defined as the arithmetic mean of distances
between cluster average observation and every other observation used to form the
cluster. Defined cluster compactness is also a metric. This kind of approach guarantees
most compact clusters at the end of the clustering. The drawback is that, instead of
common hierarchical clustering, this method is algorithmically more complex.

Clustering algorithm is used to find groups among previous students. Current
students’ histograms are compared with those groups using similar metric as in clus-
tering. A group with whom the current histogram has lowest dissimilarity is taken as a
base for describing students’ predicted process.
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5 Implementation

First step in building the prediction model is to determine the set of variables that are
principle components.

At first, results for every competence during a time period of a week were consid-
ered. There are currently more than 300 competences connected to electrical engineering
and computer science in the system and PCA was applied to them using R software [28].
The regression model was developed based on those principle competences but it
became evident that using competences as variables did not lead to a good model.
Competences only reflected one side of student activity in the system — solving tasks.

Therefore, wider range of information was considered and different kind of vari-
ables were deducted from the data. In the end, 35 variables were considered.
After PCA, 9 most important indicators were found. Those included number of tasks
done, active days, correctness of submissions, difficulty level of submissions, number
of times help material was accessed, time of the day of submissions, current progress
on the course, times of HomeLabKit (portable kit with everything needed to do basic
electrical laboratory experiments outside laboratory) borrowed and times of class test
done. The results of PCA are plausible as they cover all important factors of the system,
not only the task submissions.

All previous study records were analyzed and histograms for all the students cal-
culated. Week was used as a time period for one symbolic object. Every semester
consists of 16 weeks of teaching and additional 3 weeks for exam session. Then,
another week serves as an extra time for those who did not manage to finish on time.
Therefore, for every student 20 weeks were analyzed.

The e-learning system contains information from more than 15 years. Students’
study behaviors and course context have changed a lot during those years. Therefore, at
first implementation, only records since competence based approach was introduced in
2010 fall semester, were considered. The analysis showed that throughout the years
learning patterns have changed.

Despite one course considered had been taught during those 5 years in similar
manner, students’ behavior during the course has changed a lot. For example, at 2010
they worked more and frequently. Getting a good grade was the main goal. Lab
experiments were done in regular intervals and learners borrowed HomeLabKits from
the start of the semester once in two weeks. In 2014 fall semester, at the same course,
students waited around half semester before majority of them started to show any
progress in the course. Students accept low grades as soon as they become available.
Lab experiments were avoided as often as possible, being the last things done in the
course. Also, borrowing kits has become very irregular and less frequent.

Similar changes were found in other courses. Therefore, for building the analysis,
only last 2 years (4 semesters) were considered. It would make sure that significant
pattern changes in students’ attitudes do not affect the model too much. The downside of
that constraint is, that every year, the models have to be re-evaluated meaning extra work.

Therefore, for implementing the model, 5 courses with largest number of partici-
pants in the last 2 years containing 1100 students in total were considered. Those
courses were Circuit theory, Basic Measurements, Microprocessors and two courses on
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Operating Systems. For all the students on those courses, histograms over the 20 weeks
of their studies were found for all 9 most important variables. Then, for all the students,
clusters were found using hierarchical clustering algorithm. Students were clustered
based on the course and all together.

Clusters were then analyzed using dendrograms. Dendrograms are graphical rep-
resentations for the arrangement of the clusters produced by hierarchical clustering [29].

To extract meaningful groups or clusters from dendrogram, it has to be cut. Con-
ditions for cutting were the shape of the dendrogram and the properties of the
would-be-clusters. If the properties were too specific, merging it with another cluster
was considered. If the properties were too wide, cluster was cut from the furthest
connection point and both of the cut clusters were considered further. This continued
until groups with well-defined properties had been achieved and cutting any further
would just fragmentize the result.

Clustering students based on the course worked very well — clear clusters with
different characteristics could be detected. Clustering all the students together did not
yield satisfactory results despite high hopes that there could be a possibility of
developing a general model for all students independent of the courses. Apparently
courses have a distinct characteristics that affect the patterns. For example, Operating
System courses do not use HomeLabKit. Therefore pattern for borrowing kits in that
course is constant zero.

Currently, models were developed for 5 largest courses in the system. Courses had
7 to 14 clusters. As an overall rule, the clusters contained at least 20 students. There
were a few exceptions with clusters with clear (very different) characteristics that had
less members. Despite courses having different learning volumes and credit points,
there were groups with specific characteristics which were common for all courses:

e “Early rushers” — students who started working at the beginning of the semester and
finished within the first month. They got very good marks (4-5, in scale O to 5
where 0 is fail and 5 is the best mark).

e “Late rushers” — do not work at all during the semester. Start studying during the
16" week or during exam session. Do a lot of submissions in the small timeframe.
Their submission times are well below the average (they hardly have time to read
the task). Some of them manage to finish with lowest grade, some of them not.

e “Constant workers” — they work regularly with low number of submissions during
the whole semester
“Drop outs” — do not work at all or very little. Do not pass.

e “Mid-semester sleepers” — Work little at the start of the semester. Then activity
slows down and they start working again on last few weeks of the semester and
during exam session. They pass the course with varying grades.

e “Second half-ers” — They start working after the mid-terms. Do not rush and have
average number of submissions. Usually finish on time and with grade 3.

Also, all courses had a common characteristic that in last two years around 20-30%
of students did not finish the course with a positive grade.

For every cluster in every course, a descriptive observation was deducted from the
clustering step, meaning that every cluster had “average” or “common” histogram for
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all 9 variables for 20 weeks. Therefore, for every course a model was achieved con-
taining descriptive observations about each cluster in the course.

6 Prediction

To verify the correctness of the achieved model, during a fall semester of 2015 the
course with 110 officially declared students studying Basic Measurements was used as
a test group. Basic Measurement group was the biggest one containing 14 clusters, as
can be seen from Fig. 1, and had around 450 students who had studied the course in
previous two years.
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Fig. 1. Dendrogram for students of previous two years with 14 clusters in course Basic
Measurements. Red line shows cutting point of clusters
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During previous two years, some organizational changes have taken place. For
example, the course was taught mostly for second and third year bachelor students in
Informatics department (containing computer science, electronics and communication
curriculums). From 2014 fall, computer science students are not required to take this
course. Also, from that time onwards, the course was moved to first semester.

Cluster 1 contained students who have completed most of the work in previous
semester before officially declaring the course or those students who do not work at all.
This group is characterized by almost non-existing activity and very bad results for
submissions. Students in this group usually fail or, if they have done work in previous
semester, pass with grade 3.

Cluster 2 contains “late-rushers” who usually start working at the end of semester,
from week 14 onwards. They have very fast submission times and do a lot of sub-
missions on the short time period. They tend to have bad results and in the end, during
exam session, they start using help materials as they realize they need some kind of
theory. Majority of them pass with lowest grade.

Cluster 3, so called “drop outs”, contains students who work very little, mostly on
week 14 and 15. They try the course, get bad results for their submission and they give
up. Students in this group do not pass the course.

Cluster 4, has students who try the course at the beginning of the semester, do not
work at all during the semester and then try to complete it during exam session. Around
half of them manage to finish with low grades, another half fail. They stand out by
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having good results for submissions — so they know what they are doing but they just
leave everything to the last minute. They are so called “lazy but smart”.

Cluster 5, “late-wakers” tend to work from week 14 onwards and usually continue
up to the additional extra exam week. They have fast submission times that reflects that
they are not spending enough time with tasks. Therefore, they also have bad results.
Usually, students in this group do not pass on right semester as they just run out of time.

Cluster 6, is quite similar to cluster 5. Those students also start working from week
13-14 and continue to exam session. They differ from previous cluster that they are
able to finish within three weeks during exams. They also have a lot of submissions and
mostly bad results but they have more reasonable submission times meaning that they
actually have time to read and think what they have been asked. Surprisingly, they
mostly finish with grade 3 or even with 4.

Students in cluster 7 are so called “early-rushers”. They start working at the
beginning of the course and usually finish by week 10. They have high number of
submissions and they get very good results. They tend to use lot of help materials,
participate in class tests and borrow home kits. Despite having large number of sub-
missions, their solving times are quite slow meaning that they spend a lot of time
thinking and calculating while solving the exercises that probably contributes to their
high results. Grades in this group are varying from 3 up to 5.

Cluster 8 work mostly from 12 weeks forward. They have good results but their
solving times are from average to slow. They do average number of submissions.
Usually finish with grade 3. They also have quite high help material usage and class
tests due to their working pattern — work is only done at the second half of the semester
and during exam session.

Cluster 9, “constant workers”, start working from the start of the course and they
usually finish from week 12 onwards. Students in this group use help materials more than
other students. They have average to high submission numbers, average solving times
and average results. They tend to start doing class tests at the second half of the semester
that does not allow them to finish earlier than mid-semester. They finish with 3 s.

Cluster 10 is similar to cluster 7. They also have very good results and they know
what they are doing. They manage to complete the course with lowest number of
submissions that are submitted very fast. They are so called “geniuses”. They almost
never use help materials. Despite good knowledge they do not care to work for highest
grades. Usually they finish with 4.

Cluster 11 contains “second half-ers”. They have almost no activity at the first 8-9
weeks of the semester. Then, when the mid-terms are over, they tend to remember they
have registered in the course and start working. They have high number of submissions
with very good results. Their results for laboratory experiments are much worse than
theoretical tasks and they do not like using HomeLabKits. So they avoid lab tasks and
finish with 3 or 4.

Cluster 12 is so called “mid-semester sleepers”. They start working at the first half
of the course, then they stop and start again from week 14 up to the end of exam
session. They do a lot of submissions on those peak working times but they tend to
have bad results. They are especially slow when solving laboratory experiments.
Usually they pass with grade 3. Few in this group finish with grade 2.
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Cluster 13 is similar to cluster 11. They also start working at the middle of the
semester, usually earlier than students in cluster 11. They have bad results and they
work very slowly with laboratory experiments. They are uneven learners with few
weeks they have more submissions and then some weeks they have significantly less.
The unevenness is not week-based but active weeks differ from student to student.

Students in cluster 14 are similar to students in cluster 11 but they work more
slowly during the whole course. They tend to have average to low submission times.
They do not rush and have almost constant number of tasks per week during most of
the semester. It is surprising that they usually get good results for theoretical tasks but
lab tasks are hard for them and they get bad results for those. Usually pass with 3 or 4.

Using descriptive histograms from those 14 clusters, students’ progress during the
course was predicted. The first prediction based on the model was done after week 4. It
was assumed that before week 4, there is very little activity and very few histograms
can be generated for the students. For predicting student progress, first, 9 variables for
four weeks were calculated. Then, using same kind of dissimilarity measure as in
hierarchical clustering, a cluster, from those 14 described, with smallest dissimilarity
was found. That cluster was considered to be student’s predicted pattern.

Afterwards, this process was then repeated at the end of every week to keep the
prediction up to date. The prediction is done up to the point when student accepts the
grade that is varying. The week when students finished can be seen in Table 1.

Table 1. Number of students who finished on specific week. The course is 16 weeks long and
students should finish by the end of the teaching period. They do have an extra 3 weeks to get a
grade during exam session. Additionally, there is extra week between semesters where grade
acquisition is also possible (so called extra exam week).

Week 415/6{(7(8|9/10|11]12|13|14|15|16|17|18|19|20
Nr of students [1{0|1/0/2|7/2 |0 |9 |2 |8 |4 |4 |8 [12|12]0

7 Analysis

At the end of the semester, 72 students (65.45%) passed the course. This is slightly less
than has been average for last two years. It could be explained that this year no student
managed to complete the course on week 20 that has always been quite popular among
“late-rushers”. The other possible explanation could be that the course is taught on the
first semester to freshmen.

As a result in 89 cases (80.91%) the final grade was predicted correctly using
developed prediction model. In 17 cases (15.45%), the actual final grade was one step
higher than the predicted one. This occurrence was further analyzed and it was con-
cluded that during semester in question, it was the change in students’ study behavior
compared to previous students — they continued to work further to achieve better
grades. In some of those cases the grade prediction was spot on until week 17. All those
students got grade during exam session.

In 4 cases (3.63%), student was predicted to pass with 3 but in reality, the student
failed. All those 4 students belonged to cluster 11. This case was also further analyzed
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and it looks like again the prediction goes off at week 17 (start of exam session) —
before that (week 16 and before) students were clustered into cluster 3 that has char-
acteristics of having almost no activity at all. This case needs further analysis as those
last few weeks should not have had such a huge impact on clustering as all features are
normalized.

The change in clusters during the course can be seen in Fig. 2. The changes in
groups are quite frequent at the beginning of the prediction process. Further into the
semester, especially at the end, the changes become less frequent, almost stopping. It
was expected that the changes stop earlier during the semester. On the other hand, most
of the changes occurring are with adjacent clusters and majority of the time, the final
grade prediction remains the same despite cluster change.

Weok4 Vénoks ok Week7 ook 8 ek s o 10 Vaook 11 Vioek 17 Weok13 Week 14 Vork 15 Ve 18 Woek17 ook 15 ook 18 Weok 20

Fig. 2. Cluster prediction and its changes for students in Basic Measurement course from week
4 till the extra exam week. Bolder the line, more students are in the cluster that week

Major changes are happening after week 7. Students, who were predicted to be
“mid-semester sleepers”, those who try little-bit at the first half of the semester and then
start again after midterms, are expected to have shown some kind of activity but they
remain inactive and are therefore clustered to cluster 2 — “late rushers”. Their final
grade prediction actually remains the same — what changes is the pattern that is
expected of them.

From week 7 onwards, it can be followed, that as students start to work, they are
moved away from cluster 2, mainly to cluster 11. This trend actually continued till the
exam session.

Another major change happens after week 12 when “late-rushers” who do a lot of
submissions in a short time are expected to start working. Those who remain inactive
are moved to cluster 3, “drop-outs”. It is problematic that “drop-outs” cannot be
predicted earlier during the semester but that is due to the characteristics of students’
study behavior. Some “later-wakers” manage to finish as they work a lot in the end.
Others do not work enough. Therefore the difference between those two groups become
visible only at the end of the semester making it impossible to distinguish them before.
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Changes between week 16 and week 17 draw attention. When changes slow down
to week 16, they are more frequent again at week 17. Also, it is the point where for 4
cases the prediction becomes “incorrect” — prediction for students who have been
evaluated to fail are updated to cluster with pass. This gap between the end of studies
and the start of exam session requires further analysis.

Also, it was observed that at the start, the predictions are usually more positive
(when considering the final grade) than the predictions at the end of the semester.

Furthermore, for the semester in hand, the percentages of students in clusters is very
different from other semesters from last two years. Clusters 3, 7 and 8 are much more
present in current semester than in last two years. On the other hand, clusters 6, 13 and
14 are not present in current semester but they made 14%, 9% and 12% of all pre-
dictions previously.

When analyzing those clusters that were more likely predicted on current semester,
then those clusters are the most common “fail” cluster with students with little activity
and clusters that actually have good results. As said before, during analyzed semester
students tended to work more to get better grades than during last two years. Cluster 7,
“early-rushers”, is actually the only cluster where highest grade prediction is possible.
Therefore it is expected that more students got clustered into group 7 during this
semester. Cluster 8 also has students with good results.

Popularity of fail cluster, cluster 3, can be explained by changes in curriculum. The
course is now taught for the freshmen on the first semester and they have high per-
centage of drop-outs from university during the first year, especially during the first
semester.

When looking further into the clusters that were more common in model than
during the actual test semester, changes are harder to explain. Cluster 14 contains
constant workers during the whole semester who are doing well in theoretical tasks but
not in lab experiments. Another cluster, 9, that also has constant workers, was also less
frequent during fall 2015. Therefore, it could be argued that students are becoming less
likely to work through all semester. If they are good at planning, they try to complete
the course quickly and move on to other courses. If they are lazier, they do not start
working before second half of the course. That can be verified by other statistics from
the courses.

Cluster 6, students who work at the second half of the semester, who do a lot of
submissions and usually get bad results but manage to finish with grades 3 or 4, has
always been little “unusual”. Cluster 13 contains students with very uneven study
patterns. Seems that none of those quite extreme cases was present with students on
2015 fall semester.

When looking at the finishing time prediction, the results are less favorable. Only in
64 cases (58.18%) the actual finishing is within three weeks of predicted finishing
week. Three weeks were chosen for prediction quality measure due to the fact that for
some groups the finishing time is predicted to be “within exam session” and exam
session is 3 weeks long. There were some extreme cases when student actually passed
on week 9 but the group he/she was clustered expected the student to finish within
exam session. The four cases that were problematic for the final grade prediction, were
also among “extremely-off” cases.
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8 Discussion

Build model seems to working satisfactorily for final grade prediction with more than
80% students’ being predicted the right grade. Also, in majority of other cases the fact
that their final grade was better than predicted can be seen as good result because trying
harder was a characteristic for the semester considered. As mentioned previously, the
model should be re-evaluated regularly so that newest students’ trend would be taken
into account. It will be interesting to follow chances from year to year when model is
going to be re-evaluated.

The changes in clusters are more rapid than expected — the changes continued
through the teaching period, slowing down by the end of it. Even during the exam
session, there were slight changes. It is also interesting to follow that some of the
changes have a pattern that continues throughout the weeks. For example, from week
12 onwards many students from group 2 are moved to group 3 when they are inactive.
Also changes from cluster 5 to 7 or 9 to 8 happens often during the second half of the
semester. It would be preferred if the changes in clusters could be lowered down even
further by fine-tuning the model. Maybe some of the features considered before PCA
should be reintroduced into clustering if they have the desired effect on the cluster
prediction.

Using the model for predicting the students’ finishing time does not yield such
good results. The finishing time, which can be anything from week 1 to week 20, was
averaged over the cluster with extreme cases ignored. Also, as there are more possible
values than for final grade, it could be expected that averaged result will have some
variety. The fact that there were quite extreme cases shows that there is room for
improvement for the model for final grade prediction. Maybe separate model that only
concentrates on the finishing time should be developed. The other option could be that
when cluster is found, student’s histogram is compared with all the previous students
within the cluster and that student’s finishing time could be used as a prediction value.

The first prediction was tested only with the largest course and students weren’t
shown the prediction — it was due to the fact that we had no guarantee how well the
model works. Now, when the models effectiveness has been proven, it could be also
shown to students. The key concerns are how students react to the prediction and how
can we measure if changes in students’ behavior are due to the characteristics of that
semester or due to seeing the prediction model. Showing predictions to students will be
incorporated into the main page when students have logged into the system so that they
do not have to specifically go and look for that information.

Another unknown factor is how students are going to react to the predictions. In
psychological point of view, it has been advised, that we have to be careful how we
phrase the descriptions of clusters and recommendations as we could achieve the
opposite effect of to our goal — students get scared off as they are predicted to fail. On
the other hand, predicting that student is going to fail usually happens at the latter half
of the semester when no activity has been shown. Therefore, the prediction’s
description for students’ in danger of later being clustered into the “drop-out” cluster,
could remind them to start working earlier instead of stating that they are probably
going to fail.
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Also, many of the courses taught on the system have enough students for rea-
sonable model. There are also some courses that may have only 10 or less students per
semester. For those kind of courses, developing a prediction model based on current
methodology is not possible. Therefore, probably, we are only going to be able to offer
prediction for the largest courses in the system.

9 Conclusion

Prediction model for final grade and finishing time for competence-based e-learning
system based on last two years students’ activates was developed in this paper. Last
two years were chosen due to the fact that during the analysis, it was found that
students’ behaviors are changing from year to year and, to keep the model up-to-date,
only portion of available data should be used.

Prediction model was developed using data mining with regression analysis, prin-
ciple component analysis and hierarchical clustering of symbolic histogram valued data.
35 different features of students’ activates was considered but only 9 most important, so
called principle components, were used in the model. Those featured were number of
tasks done, active days, correctness of submissions, difficulty level of submissions,
number of times help material accessed, time of the day of submissions, current process
on the course, times of HomeLabKit borrowed and times of class test done.

Using hierarchical clustering that used cluster compactness as a dissimilarity
measure, it was found that it is not possible to develop a single model for all the courses
but a specific course-centered models had to be developed. Clusters with similar study
behaviors were found. Their number and size varied from course to course but there
were clusters with similar behaviors common for all 5 models currently developed.
Those similar behaviors are students who start early and finish early; students who start
working at the end with lot of submissions; constant workers; students who do very
little; students who try the course at the beginning and start working again later half of
the semester; and those student who start working at the second half of the semester.

To verify the prediction model, the largest course with 14 distinct clusters during
2015 fall semester was chosen. From week 4 onwards, prediction for every student’s
learning was done on weekly basis. It was found, that on 80.91% of cases the final
grade was predicted correctly. Majority of other cases, the prediction was one grade
lower than the final result. It was concluded to be due to that semester’s characteristic —
students worked more to get better grades than in previous years. In 3.63% of cases, the
prediction failed: student was predicted to pass with 3 but instead they failed the
course, not finishing on time. That occurrence have to be further analyzed and model
corrected accordingly. It was also found that during the semesters, predicted clusters
are changing up to the end of the semester but final grade prediction remains more
constant. Changes in predicted groups slowed down during the semester as more data
becomes available. It was also found that majority of students, who fail the course, are
at first clustered into group who start working very late into the semester but pass the
course. Only at the end of the semester, actual fail becomes predictable from lack of
activity.
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Predicting finishing time did not yield as good results as predicting the final grade.
Therefore, it would be beneficial, if cluster has been found, find previous students
within the cluster with most similar study behavior and use his/her finishing time as a
prediction instead cluster’s average finishing time.

Overall, the model worked satisfactorily and it will be introduced into student view
in the e-learning system.
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