
Study of Oxygen Vacancy Dynamics in
Sc-doped Ceria with NMR Techniques

REIO PÕDER

THESIS ON NATURAL AND EXACT SCIENCES B188



 
 

TALLINN UNIVERSITY OF TECHNOLOGY 
Faculty of Science 

Department of Physics 
 

This dissertation was accepted for the defence of the degree of Doctor of 
Philosophy in Engineering Physics on June 10, 2015 

Supervisors: Dr. Juhan Subbi, senior research scientist, National Institute of 
Chemical Physics and Biophysics, Tallinn, Estonia 
 

 Dr. Pavel Suurvarik, associate professor, Director of Department 
of Physics, Tallinn University of Technology, Estonia 
 

Opponents: Dr. Mihails Kusnezoff, Head of Department of Materials and 
Components, Fraunhofer IKTS, Dresden, Germany  
 

 Dr. Indrek Kivi, research scientist, Institute of Chemistry,  
University of Tartu, Estonia 

 

Defence of the thesis: August 18, 2015 

 

Declaration:  

Hereby I declare that this doctoral thesis, my original work, submitted for the 
doctoral degree at Tallinn University of Technology, has not been submitted for 
any academic degree before.  

/Reio Põder/ 

          

Copyright: Reio Põder, 2015 
ISSN 1406-4723 
ISBN 978-9949-23-815-6 (publication) 
ISBN 978-9949-23-816-3 (PDF)  



LOODUS- JA T B188ÄPPISTEADUSED

Hapniku vakantsi dünaamika uurimine
Sc-lisandiga tseeriumdioksiidis TMR abil

REIO PÕDER



 
 

 



5 

 

CONTENTS 
 

LIST OF PUBLICATIONS INCLUDED IN THIS THESIS ............................... 7 

INTRODUCTION ................................................................................................ 8 

ABBREVIATIONS ............................................................................................ 10 

1. THEORETICAL BACKGROUND AND LITERATURE OVERVIEW ...... 11 

1.1. Ceramic ionic conductors ........................................................................ 11 

1.2. Ceria ........................................................................................................ 15 

1.3. Coordination spheres and energy barriers ............................................... 16 

2. EXPERIMENTAL ......................................................................................... 21 

2.1. Samples and synthesis ............................................................................. 21 

2.2. Grain size and properties of ceria powders ............................................. 22 

2.3. Sc solubility in ceria ................................................................................ 23 

3. SOLID STATE NMR TECHNIQUES ........................................................... 25 

3.1. 1D Spectrometry ...................................................................................... 25 

3.1.1. Chemical Shift .................................................................................. 25 

3.1.2. Quadrupolar coupling ....................................................................... 26 

3.2. Exchange Spectroscopy ........................................................................... 29 

4. NMR HARDWARE ....................................................................................... 33 

5. RESULTS ....................................................................................................... 35 

5.1. Overview of the study ............................................................................. 35 

5.2. Vacancy dynamics in SDC Publications 1, 2 .................................................... 36 

5.3. Neighborhood of 7Sc Publication 1 ................................................................ 38 

5.4. Activation energies of processes in SDC lattice Publication 2 ....................... 39 

5.4.1. Theoretical considerations ................................................................ 39 

5.4.2. Experimental outcome ...................................................................... 43 

5.5. Activation energy of the vacancy exchange in SDC Publication 3 ................. 46 



6 

5.6. Conclusions/Main results ........................................................................ 48 

REFERENCES ................................................................................................... 49 

ACKNOWLEDGMENTS .................................................................................. 54 

ABSTRACT ....................................................................................................... 55 

KOKKUVÕTE ................................................................................................... 56 

CURRICULUM VITAE .................................................................................... 57 

ELULOOKIRJELDUS ....................................................................................... 58 

APPENDIX ........................................................................................................ 59 

PUBLICATION 1 .............................................................................................. 61 

PUBLICATION 2 .............................................................................................. 69 

PUBLICATION 3 .............................................................................................. 77 

 

  



7 

LIST OF PUBLICATIONS INCLUDED IN THIS THESIS 
 

Publication 1 

J. Subbi, I. Heinmaa, R. Põder, H. Kooskora, Solid state NMR investigation of 
oxygen dynamics in scandium doped ceria in 50 K to 1073 K temperature range, 
Solid State Ionics 225 (2012) 488-492.              
 

Publication 2 

J. Subbi, I. Heinmaa, R. Põder, H. Kooskora, Solid state NMR spin-lattice 
relaxation investigation of oxygen dynamics in scandium doped ceria from 60 to 
1073 K, Solid State Ionics 239 (2013) 15-20.              
 

Publication 3 

Reio Põder, Juhan Subbi, Helgi Kooskora, Ivo Heinmaa, Vacancy association 
energy in scandium doped ceria: 45Sc MAS NMR and 2D exchange spectroscopy 
study, Solid State Ionics 267 (2014) 49-53. 
 

 

Author’s contribution 

Publication 1: the author participated in planning and performing the 
experiments, analysed the data, and participated in writing of the article. 

 

Publication 2: the author participated in planning and performing the 
experiments, analysed the data, and participated in writing of the article. 

 

Publication 3: the author participated in planning and performing the 
experiments, analysed the data, and wrote the main part of the article. 

  



8 

INTRODUCTION 
 

Solid state electrolyte based ionic conductors have a variety of applications in 
today’s technical solutions, e.g. in gas sensors (Stefanik et al. 2001; Moos et al. 
2011), fluorescent screens (Gomes, Serra 2008; Taniguchi et al. 2012), solid 
oxide fuel cells (Inaba, Tagawa 1996; Kilner 2000; Malavasi et al. 2010). Doped 
ceria is one of those electrolytes. Assumably, its widest field of application 
today is catalysts in car engine exhaust systems (Trovarelli et al. 1999; Gorte 
2010), but from the future perspective, it may be part of solid oxide fuel cells 
where this material has some important advantages over other ionic conductors.  

In most electrochemical applications, good charge transport properties, i.e. good 
ionic conductivity, is required. Ionic conductivity is determined by the 
concentration of the mobile ions and by their mobility in the crystal lattice of the 
electrolyte. In the macroscopic approach, i.e. the lattice-wide conductivity and 
its dependence on the dopant concentration and temperature, the ionic 
conductors are well studied and known. But there is limited knowledge about 
mobility and the mechanisms which determine it on the microscopic scale.  

A method widely used for investgating the solid ionic conductors experimentally 
is conductivity measurement by impedance techniques. This method provides 
macroscopic data. On the atomic level, the nuclear magnetic resonance (NMR) 
is almost the only tool. In addition, calculations and simulations provide 
information about energy barriers, interactions and other details important for 
understanding the mobility of ions. The higher the computing power and the 
amount of experimental data, the more effective the computational methods are. 
Today they are an important tool.  

Different dopants have different impact on the conductivity. Scandium Sc as a 
dopant in ceria is known to cause low conductivity. The reasons for that are low 
solubility of Sc in ceria due to ion size mismatch, which as a result, has a low 
dopant concentration, and high binding energy between Sc ions and oxygen 
vacancies, which diminishes the mobility. Because of this high binding energy, 
scandium doped ceria (SDC) is a model for a low conductivity solid electolyte 
with strongly bound charge carriers. In the ceria doped with several dopants Sc 
serves as the oxygen vacancy collector. The aim of this study was to determine 
experimentally the association energy between Sc and oxygen vacancies in SDC, 
and to measure the energy barrier heights for vacancy movement in the vicinity 
of the Sc ions. The results are presented in three articles. In article 1, NMR line 
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shape analysis was performed on SDC spectra which revealed processes 
involving vacancy movement. In article 2, spin-lattice relaxation analysis was 
made to find activation energies of the processes in the lattice. In article 3, the 
activation energy of the lattice-wide movement of oxygen vacancies was 
determined with two-dimensional NMR spectrometry.  

In this thesis, first solid ionic conductors, particularly doped ceria, are reviewed. 
The potential energy landscape in doped ceria is covered, and the parameters 
from previous studies are presented. Next, the NMR spectrometry is explained, 
with emphasis on topics and methods used in this work. Finally, the results of 
the work are described and commented. The appendix contains the three articles 
involved.  
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1. THEORETICAL BACKGROUND AND LITERATURE 
OVERVIEW 

 

1.1. Ceramic ionic conductors  
One of the characteristic properties of ceramics is related to diffusion and 
conductivity. This quality is very important also from the point of view of 
applications. Different ceramic compounds have diverse charge transport 
properties, which vary also with external conditions. Ceramics can be used in 
low conductivity applications, e.g. like in insulators used in electrical 
engineering, or where high conductivity is required, like in fuel cells. 

Most ceramic compounds are crystalline, and possess a rigid regular structure. 
The first prerequisite for charge transport is defects in the crystal structure of a 
ceramic. The state of a system, e.g. a crystal lattice, is determined by the free 
energy ܩ, which can be presented as  

ܩ ൌ ܩ െ ܶܵ (1) 
 

where ܩ is the free energy at the temperature T = 0 K, and S is the entropy. No 
matter what the exact external conditions are and which parameters the free 
energy depends on, ܩ is proportional to the potential energy of the system. 
Every system tends to minimize its free energy. If T  =  0 K, the free energy can 
be diminished through diminishing the potential energy in the lattice, which 
results in regular spacings of components. If T  > 0 K, the free energy starts 
diminishing through an increase in entropy. The increase in entropy results in 
defects in the lattice. Defects increase the potential energy in the lattice but this 
is neutralized by entropy. There are always defects present in a real crystal 
lattice.  

From the aspect of conductivity in oxygen ion conductors, the defects 
introducing vacancies are the most important. There are two main groups of such 
defects – Frenkel and Schottky defects. A Frenkel type defect is a displacement 
of an ion from its regular position into an interstitial site (Figure 1). 

A Schottky defect is the removal of some ions from the lattice (Figure 1). 
Vacancies will appear on the places left by ions. The charge neutrality in the 
lattice is retained through the removal of both positive and negative ions in the 
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stoichiometric ratio. Schottky defects can be introduced in large amounts 
through doping the lattice with ions of smaller charge than the host ions have.  

 
Figure 1. Frenkel (left) and Schottky defect illustrated with a 2D lattice. 
 

Defects introduced through doping are called extrinsic defects. Defects in a 
lattice without impurities are called intrinsic defects. Vacancies create space for 
ions to move in the lattice (when ions and vacancies exchange places, for formal 
comfort it is often said that vacancies move), and mass transport can take place.  

The fundamental mechanism behind transport in the lattice is based on diffusion. 
Directed diffusive movement in the lattice arises when there is a chemical 
potential gradient for the moving particles (e.g. vacancies), and the particles 
have enough energy to move. A general law describing these relations is the 
Fick’s first law:  

ܬ ൌ െܦ
ܥ݀
ݔ݀

 (2) 

 

where ܬ is the particle flux, ܥ is the particle concentration, 
ௗ

ௗ௫
 is the particle 

concentration gradient in the direction x, and D is the diffusion coefficient or 
diffusivity (Chiang et al. 1997). The diffusion coefficient is measured in area per 
time, and it depends on the temperature as  

ܦ ൌ expܦ ൬
െܧa
ܴܶ

൰ (3) 
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where R is the universal gas constant, T is the temperature, ܧa is the activation 
energy of the diffusive process, and ܦ is a constant consisting of the particle’s 
vibrational frequency ߥ, the lattice constant ߣ, the number of surrounding sites 
where the particle can move into sܰites, and the entropy change associated with 
the movement ∆ܵmove:  

ܦ ൌ
1

sܰites
ߥଶߣ exp ൬

∆ܵmove
݇

൰ (4) 

 

where ݇ is the Boltzmann coefficient. The diffusion coefficient can also be 
presented in the form  

ܦ ൌ
1

sܰites
 jump (5)ߥଶߣ

 

where ߥjump is the jump frequency of the diffusing particle into a neighbor site. 

The jump frequency is the product of the vibrational frequency of the particle, 
and the probability of the jump, which is determined by the energy barrier for 
the jump (that depends on the material, structure, and interactions inside the 
material) and by the energy the particle has (i.e. the temperature, as a result).  

The diffusion coefficient determines the electrical mobility ߤ of the particle in a 
particular environment:  

ߤ ൌ
ܦݍ
݇ܶ

 (6) 

 

where ݍ is the charge of the particle. The electrical mobility is defined as the 

velocity of the moving charged particle per electric field, the unit is 
mమ

Vs
 where m 

is meter, V is voltage, and s is second.  

The electrical mobility is directly related to the electrical conductivity ߪ:  

ߪ ൌ  (7) ߤݍܿ
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where ܿ is the concentration of the particles. Electrical conductivity is measured 
in Siemens per meter S/m, sometimes expressed as 1/Ωm. Electrical 
conductivity is the parameter that determines the usability of the ionic conductor 
in applications.  

It follows from equation (7) that the electrical conductivity is proportional to the 
concentration of conducting particles, e.g. vacancies, or to the level of doping of 
the material, if the conducting particles are introduced by doping.  

Figure 2. Conductivity dependence on the doping level (Skinner, Kilner 2003). 
 

This is actually true in the case of low doping levels (Fig. 2). Conductivity is 
diminished at high doping levels through defect interactions and elastic strains 
introduced into the lattice by deformations occurring with doping (Skinner, 
Kilner 2003). For this reason, a maximum in conductivity always appears when 
the doping level is changed. But the conductivity can be enhanced by using 
dopants with an ionic radius similar to the replaced host ions. This diminishes 
the lattice deformations and supports conductivity but it does not change 
qualitatively the dependence of conductivity on the doping level, the maximum 
in the conductivity remains.  
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1.2. Ceria  
Ceria CeO2 is a crystalline material with the fluorite structure (Fig. 3). Cerium 
cations build up a face centered cubic sublattice, and oxygen anions have a cubic 
arrangement. In a perfect lattice, every cerium ion is surrounded by eight oxygen 
ions, and every oxygen ion is surrouded by four cerium ions, which are 
positioned tetrahedrally around the oxygen. Oxygen ions have a cubic 
arrangement around cerium ions.  

 
Figure 3. Ceria lattice. Red is oxygen and white is cerium. 
 

Defects in ceria depend on several influences. One parameter of practical 
importance is the partial pressure Oܲమ  of oxygen around ceria. If the partial 

pressure of oxygen is low in the environment of ceria and the temperature is 
high enough to make oxygen mobile in the ceria lattice (beginning from around 
300 oC), then oxygen ions start diffusing out of ceria and disjoint as gaseous 
oxygen. Oxygen vacancies are left into the lattice, and electrons from vacant 
oxygen ions reduce Ce4+ ions into Ce3+. The process in the Kröger-Vink 
notation:  

OO
X ൌ VO

∙∙  2CeCe
ᇱ 

1
2
Oଶሺgሻ (8) 

  

It is apparent that for every oxygen vacancy, two cerium cations are turned to 
Ce3+ because every oxygen leaves two electrons into the lattice. These electrons 
are weakly bonded by cerium ions and cause electronic conductivity. This is 
what happens on the anode side of a SOFC with a ceria based electrolyte. The 
partial pressure of oxygen is low at the anode, and quasi-free electrons are 
introduced into the electrolyte as a result. The concentration of electrons and the 
electronic conductivity are higher at the anode side (Riess 1981) but electrons 
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can move through the whole electrolyte to the cathode side. This diminishes the 
efficiency of ceria based SOFCs because the electrons that go to the cathode 
directly through the electrolyte are doing no usable work in the external circuit.  

Ionic conductivity of ceria is enhanced by doping with aliovalent dopants, e.g. 
with gadolinium:  

GdଶOଷ → 2GdCe
ᇱ  VO

∙∙ 
1
2
Oଶሺgሻ (9) 

  

Gadolinium ions Gd3+ have a smaller positive charge than the cerium ions Ce4+, 
and at every lattice site where cerium is replaced with gadolinium, a negative 
charge -1 appears because the negative charges are not balanced with positive 
charges at that point. For every two gadolinium ions introduced, one oxygen ion 
leaves the lattice. The oxygen vacancy has a positive charge +2 compared to the 
regular lattice because positive charges are unbalanced at the location of 
vacancy. That retains the electroneutrality of the lattice.  

The oxygen vacancies turn mobile at high temperatures, and doped ceria is 
useable as an ionic conductor. Ceria has considerable ionic conductivity at much 
lower temperatures than e.g. zirconia, already around 500 oC, but mainly due to 
the undesireable electronic conductivity in reducing conditions it is not 
considered a better electrolyte for fuel cells.  

The preferable dopants for ceria are gadolinium Gd and samarium Sm due to 
their ionic radius similar to Ce. 

 

1.3. Coordination spheres and energy barriers 
Cerium ions in the ceria lattice are surrounded by eight oxygens. It means that in 
case of doped ceria, there are eight possible sites for an oxygen vacancy in the 
nearest neighborhood around a trivalent dopant. In the next nearest 
neighborhood, i.e. in the second coordination sphere around the dopant, there are 
24 sites. A coordination sphere is a set or amount of lattice positions with the 
same distance from the dopant. The lattice constant of ceria is 5.41 Å, and the 
distance from the dopant (or the Ce4+ ions, in the case of undoped lattice) to the 
sites of the first coordination sphere is around 2.34 Å, depending on the lattice 
distortion. Depending on the dopant and the way it distorts the lattice, some 
coordination spheres around the dopant are energetically more favorable for a 
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vacancy to inhabit than other ones. On the potential energy landscape of the 
doped lattice (Fig. 4), potential holes and barriers can be distinguished. Potential 
holes are located between potential barriers. The potential energy near a vacancy 
is different from the energy in the undoped lattice. The corresponding energy 
difference is the association energy ܧasso between the dopant and the vacancy. 
Energy barrier is the energy needed by the vacancy for moving from one site to 
another. The energy barrier height in the vicinity of a dopant can be different 
from the barrier height in the undoped lattice ܧbulk. It means that the vacancy 
movement in the limits of one coordination sphere may have a different 
activation energy than the movement further in the lattice. 

In order to move long distances in the lattice, the vacancy bound to a dopant 
needs to exit from the potential hole near the dopant and to overcome the energy 
barrier of the undoped ceria lattice. So, the activation energy for the latticewide 
movement of vacancies ܧa is the sum of the association energy and the energy 
barrier height of the undoped lattice: ܧa ൌ assoܧ    .bulk (Fig. 4)ܧ

 
Figure 4. Idea of the potential landscape between two dopants (on the ends of 
the plot). Denotation (a,b) shows vacancy movement from sphere a to sphere b. 
Ebulk and Easso present energy barrier heigth in the bulk lattice and association 
energy between vacancy and dopant, respectively.  
 

The energy needed for the latticewide movement can be determined 
experimentally, e.g. with conductivity measurements. On the microscopic level, 

1st coordintaion 
sphere 

2nd coordination 
sphere 

Bulk lattice

(1,1)

(1,2) (2,2) Ebulk 

Easso 

Latticewide movement 

Jump in 
bulk lattice 
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the vacancy movement is hopping between the lattice sites, and to find the 
energies required for jumping over particular barriers, more selective and local 
measurements than conductivity are needed, e.g. NMR. The measurement of 
 bulk is very difficult in practice because in the undoped lattice, theܧ
concentration of vacancies and conductivity are very low. Currently, the latest 
estimation of ܧbulk in the ceria lattice is 0.47 eV (Dholabhai, Adams 2012). The 
distribution of the association energy between different coordination spheres is 
also difficult to determine experimentally. There are no universal and effective 
methods for that. However, here modeling and calculations provide some help. 

Figure 5 from (Dholabhai, Adams 2012) shows the top view of a part of a doped 
ceria lattice and vacancy migration paths in the first three coordination spheres 
of a dopant, and Table 1 presents the activation energies of movements in these 
paths calculated by different authors with the DFT + U method for different 
dopants. The doping level of the modeled sample is shown by the source 
reference. 

 
Figure 5. Blue is Ce, green is a trivalent dopant, red is O, and black is an oxygen 
vacancy. Numbers 1, 2, and 3 represent coordination spheres of the dopant. 
Denotation (a,b) shows vacancy movement from sphere a to sphere b. 
 

1 1 

2 

2 

3 

 (1,1)  (1,2) 

 (2,1) 
 
(1,3) 

 (3,1) 

 (2,2) 

  (2,3) 
 (3,2) 
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Table 1. Calculated energies (in eV) required for vacancy movement for 
different dopants. The letters a-e refer to the following sources: a) Dholabhai, 
Adams 2012; b) Nakayama, Martin 2009; c) Andersson et al. 2006; d) Wang et 
al. 2013; e) Ismail et al. 2011. The doping level used in the corresponding 
calculation is shown by the reference (per cents).  

Path 
Ref./doping 

level 
Sc Y 

Gd Sm Pr La 

1 → 1 
a / 6.25%   0.59 0.66 0.78  

b / 3% 0.32 0.53 0.56 0.64  0.84 

1 → 2 

a / 6.25%   0.5 0.47 0.41  
b / 3%  0.6     

c / 6.25%   0.52 0.44 0.29 0.2 
d / 18.75%  0.34 0.4 0.45 0.51 0.55 

e / 3.2%    0.48   

2 → 1 

a / 6.25%   0.36 0.4 0.43  
b / 3%  0.26     

c / 6.25%   0.32 0.38 0.46 0.42 
d / 18.75%  0.68 0.75 0.73 0.66 0.65 

e / 3.2%    0.4   
1 → 3 a / 6.25%   2.61 2.69 2.79  
3 → 1 a / 6.25%   2.46 2.56 2.69  

 

If the goal is to determine the potential barriers for vacancy transitions, either 
experimentally or through calculations, low doping levels are more suitable. If 
the doping level is high, coordination spheres of different dopant ions are getting 
closer or overlap, and movements from a particular coordination sphere into a 
further sphere or into the lattice cannot be observed, and neither can the 
corresponding energies be determined. For the same reason the computations 
cannot be made in very small lattice models because there is not enough space 
for different coordination spheres.  

As seen in Table 1, there is almost no data for Sc doped ceria. That motivated to 
determine experimentally the energies for vacancy movement in SDC, 
particularly in the first coordination sphere (path 1→1) and for macroscopic 
vacancy movement, i.e. to determine the association energy ܧasso in SDC. The 
energy barrier height in the first coordination sphere refers to the state of lattice 
around the dopant. For instance, if the barrier is low, then there is space for the 
vacancy to move around the scandium ion. The association energy, on the other 
hand, determines the perspective to use the material as an ionic conductor. In 
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addition, there are experimental methods available to determine these values 
plausibly. Experimental data for SDC have been scarce, and experiments give 
input and references also for the calculational approach.  
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2. EXPERIMENTAL 

 

2.1. Samples and synthesis 
Sc doped ceria samples were produced with solution combustion synthesis. This 
is a relatively new method that allows nanoscale materials to be produced fast 
and easily in a single step. The essence of this process is exothermic redox 
reactions between metal nitrates and a fuel. In this study, glycine-nitrate 
combustion and citrate-nitrate combustion were used, where glycine and citric 
acid were fuels, respectively.   

The ingredients for the synthesis were:  
Cerium(III) nitrate hekshydrate of 99.99% purity from Aldrich  
Scandium(III) nitrate of 99.99% purity from Alfa Aesar  
Niobium(V) chloride of 99.95% purity from Alfa Aesar  
Yttrium(III) nitrate of 99.9% purity from Alfa Aesar  
Citric acid of 99.5% purity from Sigma-Aldrich company  
Glycine of 99.5% purity from Alfa Aesar  

In the citrate-nitrate method (Singh et al. 2006), cerium nitrate and dopant 
nitrates (chloride in the case of Nb) were dissolved in doubly distilled water (2 
mol/l). Their ratios were chosen for doping levels of 0.2%, 0.5%, 1%, and 5%. 
Citric acid solution was added to the solution of nitrates, 2 mol citric acid per 1 
mol of metal cations. Gelation under stirring at 80 oC takes two hours, then with 
the temperature raising, the water evaporates, solution becomes more viscose, 
and after simultaneous elimination of water and nitric oxides, the combustion of 
organics starts. The resulting powder was pyrolysed at 500 oC for three hours.  

In the glycine-nitrate method (Rocha et al. 2003), cerium nitrate and dopant 
nitrate ratios were calculated for doping levels of 0.2%, 0.5% and 1%, and 
nitrates were dissolved in doubly distilled water. Glycine (0.7-0.8 mol per 1 mol 
nitrate) was dissolved separately and added under stirring to the solution. The 
solution was heated to evaporate water. At the temperature of 200-300 oC, the 
resulting viscous liquid swelled, autoignited and went through highly exothermic 
picturesque combustion, converting the precursor materials into fine 
nanopowder. The synthesized powders were pyrolysed at 500 oC for three hours. 
After that, the powders were calcined at different temperatures up to 1600 oC. 
For temperature dependent non-spinning NMR measurements, the powders were 
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pressed isostatically and sintered for three hours at 1600 oC into 20 mm rods 
with a diameter of 5 mm. 

2.2. Grain size and properties of ceria powders 
When doping CeO2 with a trivalent dopant like Sc, for every two dopant ions 
one oxygen vacancy is introduced into the ceria lattice. Sc ions bind oxygen 
vacancies, and as there are twice as many Sc dopant ions as oxygen vacancies in 
the lattice, half the Sc ions can bind a vacancy into their neighborhood, and the 
other half cannot. The Sc ions coupled with a vacancy (7-coordinated Sc, 
because they are surrounded by seven oxygen ions and one vacancy) and the Sc 
ions without a vacancy (8-coordinated Sc, surrounded by eight oxygen ions) 
have different shieldings in the magnetic field, and so there are two different 
peaks in the NMR spectrum of Sc doped ceria (Fig. 6) – one at 20 ppm, 
corresponds to 7-coordinated Sc, the other at -35 ppm, to 8-coordinated Sc.  

Sintering the powders at higher temperatures increases the grain size (Fig. 7). 
This influence is apparent also in Figure 6. In the case of small grain sizes 
(corresponding to lower temperatures), the peak of 7-coordinated Sc is missing 
or small. In nanosize powders (grain size ~25 nm), all the vacancies are bound 
by grain surfaces, and there are no 7-coordinated Sc in the lattice.  

80 60 40 20 0 -20 -40 -60 -80

ssb
7

8-Sc

ssb
8

ssb
8

1100C
1200C

1000C
800C

500C

1400C

ppm

1600C

ssb
8

7-Sc

 
Figure 6. Dependence of 0.5% SDC MAS (Hz) NMR spectra on the SDC 
sintering temperature (500 – 1600 oC, shown left). Arrows show spinning 
sidebands. 
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Figure 7. SEM pictures of 0.5% SDC. Probes are covered with gold for viewing 
with SEM.  
 

It is remarkable that the spinning sidebands of the 8-coordinated Sc are large at 
low temperatures, and diminish as the temperature rises. It might be a sign that 
in the case of small nanosize grains, the lattice is more deformed and has 
additional asymmetries and unbalanced quadrupolar couplings. When the grains 
are larger, and vacancies are beside scandium ions, the lattice is more 
symmetric, and quadrupolar interactions are balanced out.  

 

2.3. Sc solubility in ceria 
As Sc3+ is small compared to Ce4+, it does not fit into the ceria lattice in large 
amounts. If the doping level is increased, dimers are formed where one vacancy 
is bound to 2 Sc. Such multiple-Sc complexes create a small wing to the line of 
7-coordinated Sc (Fig. 8). If the doping level is increased further, Sc2O3 clusters 
appear in the material as small crystallites, and a line for Sc2O3 appears in the 
spectrum (Fig. 8). 

500 oC 500 oC 

800 oC 800 oC 
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Figure 8. SDC spectra with different doping levels. At the doping level of 5%, 
Sc appears not to be completely dissolved - Sc2O3 clusters and multiple-Sc 
complexes appear.  
 

Estimably, the solubility of Sc in ceria is 2 mol%. Randomly distributed single 
Sc ions in the lattice are achievable until that doping limit when using 
combustion synthesis. As the solubility is so low, this limit can easily be 
disregarded where NMR spectra of Sc doped ceria are not measured. Unlike 
many other methods, NMR shows the exceeded solubility limit very clearly.  
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3. SOLID STATE NMR TECHNIQUES 
 

3.1. 1D Spectrometry 
Solid state nuclear magnetic resonance spectrometry is special because it is 
strongly influenced by intrinsic interactions in the measured sample or material. 
Because the structure of solids is mainly static, there are interactions which are 
not averaged out like in liquids and may have a dependency on directions. 
Nuclei with spins larger than ½ are involved in the quadrupolar interaction 
which, when present, is the strongest and has the greatest influence on spectra in 
solids. Other important interactions in solids are dipolar coupling and chemical 
shielding. In some cases, there may be other interactions, e.g. J-coupling or in 
other words, indirect nuclear spin-spin coupling in some molecular structures 
and interactions related to the magnetism of the sample. 

 

3.1.1. Chemical Shift  
External magnetic field induces electron currents in the orbitals of atoms and 
molecules, through which local magnetic fields arise, which vary according to 
electron density in the material. The induced local fields are opposite to the 
external field, and in effect cause shielding against the external field.  

As the positions of electron currents depend on the shape of the molecules and 
their orientation in the field, the external field and induced local fields are in 
general not aligned parallel.  

Local field local in a site i is related to the external field  through the 

chemical shift tensor ߜi:  

i
local ൌ ሺ1 െ   (10)iሻߜ

 

In solid state NMR spectrometry, the sample is usually polycrystalline, a single 
piece of a polycrystal, or a powder with polycrystalline grains. As there are all 
crystallite orientations present, many different chemical shifts are introduced 
into the spectrum. This results in a broad line called the powder line.  

Chemical shifts can be averaged into the isotropic chemical shift with 
sufficiently fast motion. In liquids, it is achieved through the Brownian motion, 
in solids, fast spinning is used. As a result, a narrow line is achieved.  
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As Larmor frequencies depend on the magnetic field, spectra measured in 
different fields are not directly comparable. For this reason, frequencies are often 
not used in spectra. In order to reduce the dependence on the field, the measured 
frequency s݂ample is compared with a reference frequency r݂ef, and their 

difference is divided by the reference frequency r݂ef:  

ߜ ൌ
s݂ample െ r݂ef

r݂ef
 (11) 

 

This quotient is in order of 10-6, so the chemical shift ߜ is expressed in units of 
ppm. Also the reference sample must be mentioned when chemical shift 
referencing is used. Usually certain standard reference samples are used.  

 

3.1.2. Quadrupolar coupling  
Quadrupolar coupling is of a major importance in NMR because of its 
magnitude. It may be several hundred MHz. Quadrupolar coupling arises from 
electric rather than from magnetic interactions.  

Quadrupolar interaction shifts the energy levels of different spins, causing 
splitting of spectrum lines. Considering the energy of spins, without the 
magnetic field and without the quadrupolar interaction, the energy levels 
according to the spin projection quantum numbers െܫ,െܫ  1,… ,  ܫ of a spin ܫ
are degenerate. In the magnetic field, these energy levels are separated through 

the Zeeman interaction (Fig. 9), and consecutive energy levels ܧ
ሺሻ differ by an 

equal amount, which also determines the Larmor frequency ߱:  

ܧ
ሺሻ ൌ െ݄߱݉ (12) 

  

where ݉ is the spin projection quantum number (if the spin is ܫ, then ݉ takes 
the values െܫ,െܫ  1,… ,   .(ܫ



27 

 
Figure 9. Spin energy levels, exemplified with a spin of 5/2. NOTE: degenerate 
levels in this figure are shown to illustrate the degenerated state and to 
demonstrate separately the influence of different interactions. If quadrupolar 
interaction is present, then the energy levels are shifted even without an external 
magnetic field, and they are never in such degenerate state.   
 

Transitions between these states give a single line at the frequency ߱ in the 
spectrum. If the quadrupolar interaction is present, the energy levels are shifted 
(Fig. 9). Usually there are two orders of the quadrupolar interaction to consider. 
In the case of a symmetric field gradient, the energy levels resulting from the 
first order quadrupolar interaction are given as  

ܧ
ሺଵሻ ൌ

3݁ଶܳݍ
ܫሺ2ܫ8 െ 1ሻ

ሺ3ሺcos ሻଶߠ െ 1ሻ ቆ݉ଶ െ
1
3
ܫሺܫ  1ሻቇ (13) 

 

where Q is the electric quadrupole moment, e is the elementary charge, eq 
is the largest principal component of the electric field gradient, ߠ is the 

݉ ൌ
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angle between the applied field and the crystal axis. As a result, lines are 
split in the spectrum (Fig. 10).  

 
Figure 10. NMR spectrum due to quadrupolar interaction, corresponding to the 
scheme in Fig. 9. 
 

Such spectrum with separate lines like in Figure 10 corresponds to a 
monocrystal. If there is a distribution of angles ߠ in the sample, e.g. in a powder, 
wide lines appear instead of narrow peaks, covering many different crystal 
orientations (Fig. 11).  

  
Figure 11. NMR MAS (13600 Hz) spectrum of Sc2O3.  
 

ω 

1/2 ↔ െ1/2 െ3/2 ↔ െ5/2 െ1/2 ↔ െ3/2 3/2 ↔ 1/2 5/2 ↔ 3/2 
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Due to the dependence on the angle ߠ as 3ሺcos ሻଶߠ െ 1 in (13) it is possible to 
average the first order quadrupolar interaction out with the magic angle spinning 
under the angle 54.7°.  

Quadrupolar coupling also has a second order term, which shifts the energy 
levels further and changes also the position of the central line (Fig. 9). The 
second order quadrupolar coupling can be averaged out by rotating the sample 
additionally at the angle of 30.6° or 70.1°. Special techniques like double 
rotation (Samoson et al. 1988), dynamic angle spinning (Chmelka et al. 1989; 
Llor, Virlet 1988), or multiple quantum NMR (Frydman, Harwood 1995) have 
been developed in order to average out both terms.  

 

3.2. Exchange Spectroscopy 
2D NMR spectrometry is a method that provides additional data about certain 
aspects of the spin system not achievable with 1D spectrometry. Many different 
2D techniques of NMR are available, all of them designed for different 
purposes. But in general, 2D NMR is used in order to distinguish between 
different interactions in the spin system, to identify couplings between spins or 
to study dynamic processes in the sample (Ernst et al. 1997). The last is the case 
in this thesis where 2D spectrometry is used to study the vacancy exchange 
between dopant ions. The exact 2D technique is EXSY (Exchange 
Spectroscopy) developed by Jeener, Meier, Bachmann, and Ernst (Jeener et al. 
1979).  

The EXSY pulse sequence is shown in Figure 12. The pulse P1 rotates the 
magnetization to the xy-plane where it precesses the time ݐଵ, called the evolution 
time. The magnetization vectors from different sites dephase during that period.  

 
Figure 12. EXSY pulse sequence. 
 

P1 P2 P3 

t1 tm Detection 

time 
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The P2 pulse rotates the magnetization vectors to the xz-plane, and as only the z-
components of the magnetization are important, the remaining x-components are 
usually removed by the use of a field gradient. Then, the z-component remains 
for the time ݐm, called the mixing time, during which spin-lattice relaxation and 
exchange take place. After time ݐm, the magnetization is again rotated to the xy-
plane with the pulse P3, and the FID is measured during the detection or 
acquisition time ݐଶ, after which a FID corresponding to a 1D spectrum is gained. 

The evolution time ݐଵ is varied in the experiment. In the beginning it is zero, 
then it is increased by small steps, and at every time the full procedure is 
followed until receiving the FID during the acquisition time. In this way, a large 
number of FIDs is gained, which build up a so-called 2D FID signal ܯሺݐଵ,   .ଶሻݐ

The 2D Fourier transform is performed on the data, and a 2D spectrum is 
obtained (Perrin, Dwyer 1990): 

ܵሺ߱ଵ,߱ଶሻ ൌ ඵܯሺݐଵ, ଶሻ݁ିఠభ௧భ݁ିఠమ௧మݐ dݐଵdݐଶ (14) 

 

where ߱ଵ and ߱ଶ are the corresponding frequencies. 

The scheme of the resulting spectrum of a probe with two exchanging sites is 
shown in Figure 13. 

Figure 13. AA and BB are the diagonal peaks, AB is the cross peak of AA, and 
BA is the cross peak of BB. 

AA 

BB 

AB 

BA 

߱ଵ 

߱ଵ 

߱ଶ 

߱ଶ 
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The two axes correspond to two measurement times: the evolution time ݐଵ and 
the acquisition time ݐଶ. The frequencies of the peaks measured during these 
times are presented on the frequency axes ߱ଵ and ߱ଶ, gained through the 2D 
Fourier transform. The peaks which have the same Larmor frequency on both 
axes are called the diagonal peaks, and they correspond to the two different sites. 
If there is an exchange taking place between the two sites during the mixing 
time, the frequencies of the nuclei taking part of the exchange are different 
during the two measurement times. A nucleus at the site A produces a peak AA 
at the frequency ߱A during the time ݐଵ, and after the exchange, a peak AB at the 
frequency ߱B during the time ݐଶ. A nucleus at the site B taking part in the 
exchange produces the peaks BB and BA, analogously. The peaks occurring due 
to exchange are called the cross peaks. As the time ݐଶ comes after the mixing 
time, the cross peaks appear on the axis corresponding to ݐଶ, i.e. on the axis of 
߱ଶ. The diagonal peaks are produced by the nuclei not taking part in the 
exchange, and having the same frequency during both ݐଵ and ݐଶ.  

The 2D magnetization ܯሺݐଵ,   :ଶሻ is given as (Jeener et al. 1979)ݐ

,ଵݐሺܯ ଶሻݐ ൌ െ  ܽ
,ୀA,	B

ሺݐmሻ cos߱ ଵݐ cos ߱ ଶݐ

ൈ ݁
ି௧భቀ

ଵ
்మ

ାሺଵି௫ሻቁ݁
ି௧మ൬

ଵ
்మೕ

ା൫ଵି௫ೕ൯൰
 

(15) 

 

where A and B are the two sites the exchange takes place between, ݇ is the 
exchange rate, ݔA and ݔB are the mole fractions of the sites, ݐm is the mixing 
time, ଶܶA and ଶܶB are the transverse relaxation times for sites A and B, 
respectively.  

The mixing coefficients ܽሺݐmሻ determine the integral intensities of the peaks in 

the 2D spectrum. For the diagonal peaks corresponding to the sites A and B:  

ܽAAሺݐmሻ ൌ A݁ିఙ௧mݔ coshሺݐܦmሻ െ
ߜ
ܦ
sinhሺݐܦmሻ൨ 

 

ܽBBሺݐmሻ ൌ B݁ିఙ௧mݔ coshሺݐܦmሻ 
ߜ
ܦ
sinhሺݐܦmሻ൨ 

(16) 

 

and for the crosspeaks:  
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ܽABሺݐmሻ ൌ ܽBAሺݐmሻ ൌ BݔAݔ
݇
ܦ
݁ିఙ௧m sinhሺݐܦmሻ (17) 

 

where  

ߪ ൌ
1
2
൬
1

ଵܶA
 B݇ݔ 

1

ଵܶB
  A݇൰ݔ

 

ߜ ൌ
1
2
൬
1

ଵܶA
 B݇ݔ െ

1

ଵܶB
െ  A݇൰ݔ

 

ܦ ൌ ඥߜଶ   B݇ଶݔAݔ

(18) 

 

where ଵܶA and ଵܶB are the spin-lattice relaxation times for the sites A and B, 
respectively. Equations (17) and (18) are given for the case where no direct 
dipolar interaction occurs between the sites A and B, and the dipolar relaxation 
rate is zero.  

Equation (15) is based on the assumption that the exchange is slow, which is the 
desirable condition for EXSY (Jeener et al. 1979). If the exchange is fast, the 
changes of intensities of the diagonal and crosspeaks cannot be analyzed and 
fitted with the mixing coefficients ܽሺݐmሻ because the exchange process 

equalizes all peaks rapidly. In this case, it is difficult to achieve information 
from the spectra, e.g. the exchange rate k. If the exchange rate is even faster and 
approaches the distance of the peaks on the frequency scale, the exchange 
averages the two peaks into one, and the exchange cannot be seen at all.  

The unsuitability for fast exchanges limits the applicability of EXSY to narrow 
temperature ranges. In SDC measurements, the temperatures of 240 – 300 oC 
could be used (the lower limit is determined with the activation energy of the 
exchange process).  

Another limitation in practice is that the duration of measurement must be kept 
in reasonable limits. That diminishes accuracy and can affect the data analysis, 
so it is necessary to regulate the balance between the quality of data and the 
duration of measurement in the optimal way in every experiment.  
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4. NMR HARDWARE 
 

MAS measurements were performed with the Bruker AVANCE-II-600 
spectrometer in a 14.5 T magnetic field. Probes were built in-house and used 
with 4 mm zirconia rotors. Reference compound was Sc(NO3)3 solution in water.  

For measurements with varied temperature the Bruker AMX 360 spectrometer 
was used. A magnetic field of 8.5 T was used, and for relaxation measurements 
also a 4.7 T field was used. The saturation recovery pulse sequence was used in 
relaxation measurements.  

The high temperature probe (Fig. 14) was home-built and used with 5 mm quartz 
ampulas for the substance.  

 
Figure 14. Home-built high temperature NMR probe. Heating wires (visible at 
sides on top of the probe) surround the coil.   
 

Temperature at the coil was measured with an integrated K-type thermocouple, 
and kept constant on a desired level with an automatic controller, which 
regulated the heating current. Temperatures up to 800 oC were achieved.  

Low temperature measurements were carried out with an in-house built probe 
combined with a He gas flow cryostat from Janis Research Company. The 
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temperature was regulated manually through changing the gas flow from the He 
vessel, and measured with a controller from Lake Shore Cryotronics. 
Temperatures as low as around 4 K were achievable with this setup, but for the 
experiments in this study, only 50 K was needed. 
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5. RESULTS 
 

5.1. Overview of the study 
Scandium doped ceria ScxCe1-xO2-x/2 with an x = 0.005 (0.5% SDC) probe was 
synthesized by the combustion synthesis and measured with NMR spectrometry. 
Chemical shift and line shape analysis of the spectra was performed, relaxation 
time temperature dependencies were measured in different magnetic fields, and 
EXSY measurements were performed for vacancy exchange analysis. Doping 
level of 0.5% was considered optimal for measuring separate scandium centers, 
which are available when scandium dopants are distributed randomly in the host 
lattice. The aim was to  

- find the activation energy of the oxygen vacancy exchange between 7- 
and 8-coordinated Sc in the lattice  

- find the activation energy of the vacancy movement in the first 
coordination sphere of the 7-coordinated Sc  

- study the structure of SDC on the atomic level and to determine 
processes and possible phase transitions taking place in the lattice. 
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5.2. Vacancy dynamics in SDC Publications 1, 2 

Scandium spectra in 0.5% SDC were measured at different temperatures 
between 100 K – 1073 K (Fig. 15).  

Figure 15. Sc spectra in 0.5% SDC at different temperatures. 
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There are two lines in the spectra. The line with a larger chemical shift (i.e 
corresponding to a higher Larmor frequency) belongs to the 7-coordinated Sc 
ion (which has one oxygen vacancy and seven oxygen ions in its neighborhood) 
because of smaller shielding due to vacancy, and the other line belongs to the 8-
coordinated Sc ion (which has eight oxygen vacancies in its neighborhood). The 
8-coordinated Sc line is narrow at all temperatures until around 500 K, i.e. it has 
a stable symmetric cubic environment which eliminates quadrupolar, dipolar, 
and chemical shift anisotropies. The 7-coordinated scandium, which has no 
symmetric environment due to the presence of the vacancy, has a line with a 
powder pattern shape at low temperatures, which corresponds to the distribution 
of shieldings, but between 230 K – 500 K it has a narrow line referring to 
symmetry. The symmetry that appears only at high temperatures is dynamic, it is 
caused by fast movement of vacancy around the Sc ion, and this averages out all 
anisotropies, resulting in a narrow line. It is remarkable that such movement 
begins already at slightly above 200 K. It means that vacancy movement in the 
nearest neighborhood of the Sc ion has very low activation energy (0.37 eV). At 
above 500 K, vacancies start moving into the lattice and vacancy exchange 
between Sc ions begins: both lines broaden and at 633 K, when the vacancy 
exchange frequency reaches the separation of the two lines on the frequency 
scale (4.8 kHz), they are averaged into a single line. The fact that the averaged 
line is in the middle of the two lines shows that the time spent by vacancies in 
the lattice away from Sc ions is very short, and the ratio of 7-and 8-coordinated 
Sc ions remains constant.  
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5.3. Neighborhood of 7Sc Publication 1 

Low temperature measurements in different magnetic fields provided data about 
symmetries around the 7-coordinated Sc. Figure 16 shows the spectra measured 
at the temperature of 150 K in the field of 4.7 T  and at 160 K in 8.5 T.  

 
Figure 16. SDC spectra measured at 170 K in the field of 4.7 T (red line) and at 
180 K in 8.5 T.  
 

It is apparent that both the lines of the 7-coordinated Sc and 8-coordinated Sc are 
very similar, there are no large differences in line widths. This refers to zero or a 
very limited quadrupolar coupling. According to line shape simulations, the 
quadrupolar coupling constant can be around 1 kHz, which can be the cause of 
minor differences in line widths of both 7-coordinated and 8-coordinated Sc 
lines in two different magnetic fields.  

The intensity differences in the lower frequency part of the line of the 7-
coordinated Sc (the powder line) are caused by small relaxation rate differences 
in the environments with higher and lower shieldings. Such differences are more 
influential in lower fields.  

In conclusion, the comparison of spectra measured in different fields illustrates 
that the oxygen cage around the 8-coordinated Sc remains cubic so that the 
quadrupolar coupling is neutralized, and when the oxygen vacancy movement 
around the 7-coordinated Sc stops, a structure is formed where quadrupolar 
interaction is still averaged out. In a work of O. Knop et. al. (Knop et al. 1975) it 
is clarified, which configurations are possible in the fluorite lattice to neutralize 
the quadrupolar coupling.  
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5.4. Activation energies of processes in SDC lattice Publication 2 

 

5.4.1. Theoretical considerations 
The energy transfer between nuclear spins and the lattice hosting these spins is 
achieved through the fluctuations of the local magnetic field caused by the 
thermal motion of the lattice, leading to the spin-lattice relaxation. The 
efficiency of this process is proportional to the spectral density of the 
fluctuations around the Larmor frequency.  

If the fluctuations take place in an isotropic uniform medium, the relaxation 
process can be described by the theory presented by N. Bloembergen, E. M. 
Purcell and R. V. Pound in 1948 (Bloembergen et al. 1948). This theory, called 
the BPP theory, was developed for liquids with an assumption that nuclei in 
mutual interaction are moving randomly but it is applicable in solids too when 
the fluctuations are random and without any biases. According to the BPP 
theory, the autocorrelation function of the fluctuations decays as exp(–t/߬c), 
where ߬c is the correlation time, and the spectral density of fluctuations found 
through the Fourier transform is  

ሺ߱ሻܬ ൌ ܨ
ଶ 2߬
1  ߱ଶ߬ଶ

 (19) 

 

where F0 is the amplitude of the fluctuations. The relaxation time depends on the 
density of the fluctuations at the Larmor frequency ߱:  

ଵܶ
ିଵ ൌ ሺ߱ሻܬሾܭ   ሺ2߱ሻሿ (20)ܬ4

 

The constant K is the strength of the coupling through which the fluctuations 
exchange energy with spins. If ܬሺ߱ሻ is given with Eq. (19), then  

1ܶ
ିଵ ൌ ܭ ቆ

߬
1  ߱

ଶ߬ଶ


4߬
1  4߱

ଶ߬ଶ
ቇ (21) 

 

In the classical BPP theory, the constant ܭ is defined for spin-1/2 nuclei as ܭ ൌ
ଷఓబ

మ

ଵగమ
మఊర

ల
, where ߤ is the magnetic permeability of free space,  is the reduced 

Planck constant, ߛ is the gyromagnetic ratio of the nuclei, r is the distance 
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between the nuclei. In the case of quadrupolar nuclei, the constant ܭ describes 
the strength of the coupling and the amplitude of the fluctuations of the 
quadrupolar interaction. It means that the relaxation rate depends on the relation 
between the Larmor frequency (which depends on the magnetic field) and the 
correlation time ߬ of the molecular motion. The correlation time depends on the 
activation energy of the motion ܧa and temperature T as   

߬ ൌ ߬݁
ாa
் (22) 

 

where k is the Boltzmann constant and ߬ିଵ is the attempt frequency. Relaxation 

is the fastest when ߬߱ ൌ
ଵ

√ଶ
 (Fig. 17).  

 
1000
ܶ

 

 
Figure 17. 1/T1 vs 1000/T plot shows how lattice movements affect the spin-
lattice relaxation. Movements become faster and the correlation time decreases 
when the temperature T increases. 
 

If the medium is not uniform, and the fluctuations do not take place between 
energetically equal configurations, then the system tends to spend less time in 
the higher energy states. As a result, there is a bias towards lower energy states. 
This situation can be modeled with oscillations in a double well with 
inequivalent minima (Fig. 18), and in this case, the BPP theory is applicable 
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with modifications (Blinc 1968). If the energies of the two different 
configurations are ܧଵ and ܧଶ and the difference between them ∆ܧ ൌ ଶܧ െ  ,ଵܧ
then the ratio of probabilities of occupancies of the configurations is  

ܽ ൌ ݁ି∆ா ்⁄  (23) 
 

The spectral density of fluctuations in this case is 

ሺ߱ሻܬ ൌ ܨ
ଶ 2߬
1  ߱ଶ߬ଶ

4ܽ
ሺ1  ܽሻଶ

 (24) 

 

where the correlation time ߬ is the average time between the jumps or 
transitions, determined through the transition probabilities ଵܹଶ and ଶܹଵ between 
the two configurations:  

1
߬
ൌ ଵܹଶ  ଶܹଵ ൌ ሺ1  ܽሻ ଵܹଶ (25) 

 

If the density of states in the different configurations is also different then the 
ratio of the densities of states in the different configurations ܽ has to be taken 
into account in the ratio of probabilities of occupancies of the configurations:  

ܽ ൌ ܽ݁ି∆ா ்⁄  (26) 
 

The influence of the modifications on the relaxation rate (transition probability 
per second) is shown in Figure 18, where the case of ∆ܧ ൌ 0 and ܽ ൌ 1 
corresponds to the classical BPP model.  

The ratio ܽ adds other exponents into the relaxation rate equation, and as a 
result, the activation energy of the process is increased by ∆ܧ, which means that 
the exact activation energy cannot be found from the slope of the Arrhenius plot 
if the value of ∆ܧ is not known. Also, the maximum point of the relaxation rate 
is shifted, which means that the correlation time cannot be found directly from 
the maximum of the relaxation rate unless the parameter ܽ is known.  
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Figure 18. Influence of unequal energies of configurations where the 
fluctuations take place inbetween. The difference of energies ∆ܧ changes the 
activation energy of the fluctuations to ܧa ൌ ଵܧ  aܧ instead of ܧ∆ ൌ  ଵ, whereܧ
 ଵ is the height of the energy barrier between the configurations (compare theܧ
slopes of blue and red lines). 
 

In some cases, e.g. at low temperatures, relaxation takes place due to thermal 
vibrations of the lattice. Relaxation is related to acoustical vibrations, which 
have relatively low frequency, and according to Abragam (Abragam 1961), 
direct and two-phonon processes causing relaxation can be distinguished, both in 
the frames of the Debye model. Direct process is the absorbtion or emission of a 
single phonon. Two-phonon process can be the absorbtion or emission of two 
phonons or the absorbtion of one and the emission of another phonon. The latter 
is called the Raman process. 

If the frequency of one phonon in the two-phonon process is ߱ଵ and the 
frequency of another phonon is ߱ଶ, then the first kind of the process must satisfy 
the condition ߱ଵ  ߱ଶ ൌ ߱, and the Raman process, where one phonon is 
absorbed and another phonon emitted, must satisfy the condition ߱ଵ െ ߱ଶ ൌ ߱ 
in order to cause relaxation (߱ is the Larmor frequency). In the direct process, 
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the frequency of the single phonon needs to be near ߱. As phonon frequencies 
are mostly much higher than ߱, only a small part of the phonon spectrum 
satisfies the conditions for the direct process and non-Raman two-phonon 
process, which makes the influence of these processes on the relaxation 
negligible. The Raman process, on the other hand, is efficient because phonons 
from all parts of the spectrum take part in it.  

It is shown in detail in (Abragam 1961) that the relaxation rate P in the Raman 
process depends on the temperature T as ܲ ൌ ݂ሺܶଶሻ if the temperature is around 
the Debye temperature Θ of the material or higher, but if the temperature is 
considerably lower (0.02 Θ or less), then ܲ ൌ ݂ሺܶሻ. Debye temperature is 
usually in the order of 102 – 103 K.  

On the other hand, the relaxation rate does not depend on the Larmor frequency 
and hence on the magnetic field if relaxation is caused by the Raman process 
because the condition ߱ଵ െ ߱ଶ ൌ ߱ is satisfied for a wide range of Larmor 
frequencies due to diversity of ߱ଵ and ߱ଶ.  

If the lattice is not uniform, and there are vibrations of a local extent around 
impurity centers which differ from lattice-wide vibrations, then the relaxation of 
the impurity nuclei depends on this characteristic local frequency. Relaxation 
rate is still independent of the magnetic field but varies exponentially with the 
temperature.  

 

5.4.2. Experimental outcome 
The temperature dependence of relaxation times of 7- and 8-coordinated 
scandium ions was measured in two different magnetic fields: 8.5 T and 4.7 T 
(Fig. 19).  

It was revealed that there are processes dependent and independent on magnetic 
field, and at low and high temperatures there are different processes driving the 
relaxation. The low temperature processes do not depend on the magnetic field, 
as is apparent from the figure. Independence on the magnetic field is typical of 
phonon related relaxation (Raman process), and exponential temperature 
dependency refers to the local phonon relaxation mechanism. This is in accord 
with the fact that scandium ions are impurity centers in the ceria lattice, and their 
ionic radius is considerably smaller compared with cerium. The difference 
comes from the surround of the Sc ions in the lattice. 
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Figure 19. Longitudinal relaxation time temperature dependencies with 
magnetic fields of 4.7 T and 8.5 T. 
 
The 7-coordinated Sc has a low symmetry environment but the 8-coordinated Sc 
has a symmetric cubic surround, and as the line shape analysis shows, the cubic 
symmetry remains at low temperatures too. The relaxation is expected to be 
caused by the movement of the Sc ion in the cubic box which is built for cerium, 
and is too large for a small Sc ion. The activation energy of the 8-coordinated Sc 
relaxation mechanism at low temperature is lower than that of the 7-coordinated 
Sc (0.0198 eV vs 0.0259 eV).  

High temperature processes in the case of both 7- and 8-coordinated Sc have a 
temperature dependency typical of activated hopping: relaxation times become 
shorter and shorter when the hopping frequency approaches the Larmor 
frequency, and if the temperature continues rising, the hopping frequencies 
become higher than Larmor frequency, and the relaxation times become longer 
again as the spectral density of hopping frequency around the Larmor frequency 
decreases.  

In the case of 7-coordinated Sc, the process is the vacancy hopping around the 
Sc ion, which according to the line shape analysis also began averaging the 
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powder line into a sharp peak around 250 K. The relaxation measurements 
allowed determination of the activation energy of that process: 0.37 eV.  

The 8-coordinated Sc relaxation process, which has the activation energy of 0.28 
eV, seems to be the fluctuation of the shape of the nest of the Sc ion. In the 
lowest energy configuration, the environment of the 8-coordinated Sc is cubic 
but there are metastable configurations with higher energies. It is important to 
mention that as explained above, the activation energy of the high temperature 8-
coordinated Sc process is the sum of the energy barrier height between the 
configurations, and the energy difference of the configurations. As the exact 
configurations and their energies remain unknown in the frames of this study, 
the activation energy cannot be divided between the two parts, and it shows the 
maximum possible height of the energy barrier separating the two configurations 
(i.e. if the energy difference of configurations is zero, then the activation energy 
of the process is 0.28 eV).  
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5.5. Activation energy of the vacancy exchange in SDC Publication 3 

2-dimensional NMR technique EXSY was used to determine the activation 
energy of the vacancy exchange process between 7- and 8-coordinated Sc ions in 
SDC. The crosspeaks in the EXSY spectrum appear due to the vacancy 
exchange, and the more frequent the exchange, the greater the crosspeaks are 
and the faster they grow. That means that the correlation times of the process can 
be found through the time dependence of the cross peak intensity growth (Fig. 
20).  
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Figure 20. Cross peak growth at different temperatures. 
 

The vacancy hopping frequency is the inverse of the correlation time, and 
through the hopping frequency, the exchange frequency can be found. The 
temperature dependence of the exchange frequency allows the activation energy 
of the exchange process to be found (Fig. 21). Just to compare and confirm the 
compliance of the data, the exchange rate corresponding to the averaging of two 
Sc spectrum lines into one at 633 K found from the Sc NMR spectra temperature 
dependence on Figure 15, is added to Figure 21. This exchange rate is not 
included in the fitting and finding of the activation energy. 
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Figure 21. Vacancy exchange rates at different temperatures (an exchange rate 
corresponding to the averaging of two Sc spectrum lines into one is added for 
comparison as a blue dot). 
 

The activation energy of the vacancy exchange in SDC was found to be 1.18 േ 
0.1 eV. This is considerably higher than the activation energy needed for 
movement around the 7-coordinated Sc ion, and it is in good compliance with 
the values obtained in other studies (Sen et al. 2014). EXSY is a method 
allowing us to see the exchange “directly” and it is a very straightforward way to 
determine the exchange frequency and the activation energy of exchange.  

 

  



48 

5.6. Conclusions/Main results  
1) The oxygen vacancy is always coupled with a Sc ion and moves around 

it. The activation energy of that movement is 0.37 eV, i.e. it takes place 
already at the room temperature.  

2) The cubic oxygen-cage of the 8-coordinated Sc ion is stable and retains 
its symmetry at low and high temperatures but at high temperatures 
(around 250 K – 720 K), the cage structure fluctuates between the 
lowest energy cubic configuration and metastable higher energy 
configurations. Such structure fluctuations cause spin-lattice relaxation 
of the 8-coordinated Sc in the temperature range where they occur. 
Maximum height of the energy barrier between the configurations is 
0.28 eV.  

3) At low temperatures (under 200 K), the vacancy movement around 7-
coordinated Sc and the structure fluctuations in the neighborhood of 8-
coordinated Sc stop. Phonons dominate at low temperature in the lattice, 
and due to ion size mismatch there are local modes around Sc ions. The 
activation energies of fluctuations around the 7-coordinated and 8-
coordinated Sc are 0.0259 eV and 0.0198 eV, respectively. 

4) The vacancy exchange between 7- and 8-coordinated Sc ions starts at 
around 500 K, the activation energy of the exchange process is 1.18 eV. 
The time spent by vacancies in the lattice is negligible, the ratio of 7- 
and 8-coordinated Sc is retained.  

5) The association energy of oxygen vacancy to the scandium ion in SDC 
is 1.18 eV – 0.47 eV = 0.71 eV.  

6) With combustion synthesis, the Sc solubility in ceria is limited to 2%, 
and the exceeding of this limit can be clearly determined with NMR.  
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ABSTRACT 
 

The atomic level structure and oxygen vacancy dynamics in Sc doped ceria were 
studied in this research. Sc doped ceria probes with different doping levels were 
synthesized with the combustion synthesis method, and through the NMR 
measurements of the probes it was estimated that Sc solubility limit in ceria is 
2%. A probe with the doping level of 0.5% was used in the study. Through the 
NMR line shape analysis and spectrum temperature dependency it was found 
that oxygen vacancy is strongly bound to the first coordination sphere of Sc ion, 
but it can move in that coordination sphere already at room temperature. At 
around 500 K, vacancy exchange between Sc ions starts. Temperature 
dependency of Sc spin-lattice relaxation time in two different magnetic fields 
revealed different lattice processes taking place at different temperatures in 
ceria. At low temperatures, the phonon mechanism drives the spin-lattice 
relaxation. At high temperature, vacancy movement (for 7-coordinated Sc) and 
lattice structure changes (around 8-coordinated Sc) cause the relaxation. The aim 
was to find the activation energy of vacancy movement in the first coordination 
sphere around Sc, and the activation energy of the vacancy exchange between Sc 
ions in the lattice. According to the measured relaxation temperature 
dependence, the former was 0.37 eV. Through EXSY measurements the 
activation energy of the vacancy exchange between Sc ions was found to be 1.18 
eV. With these values, this study provides experimental data that are scarce for 
low-conducting SDC, and through that it enhances the understanding of doped 
ceria based ionic conductors. It also provides experiment-based starting points 
for simulations and computational studies. 
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KOKKUVÕTE 
 

Töös uuriti Sc-lisandiga tseeriumdioksiidi atomaarset struktuuri ja hapniku 
vakantsi dünaamikat. Leeksünteesiga valmistati erineva legeerimisastmega Sc-
lisandiga CeO2 proovid ja tuumamagnetresonantsmõõtmistega (TMR) hinnati Sc 
lahustuvuse piiriks tseeriumdioksiidis 2%. Uuringutes kasutati 0.5% 
legeerimisastmega proovi. TMR spektrijoone kuju analüüsi ja spektrite 
temperatuurisõltuvuse kaudu tehti kindlaks, et hapniku vakants on tugevalt 
seotud skandiumi lähiümbrusse, aga saab skandiumi ümber liikuda juba 
toatemperatuuril. 500 K ümbruses hakkavad vakantsid liikuma läbi CeO2 võre 
Sc ioonide vahel. Kahes erinevas magnetväljas mõõdetud Sc spinn-võre 
relaksatsiooni temperatuurisõltuvus näitas erinevaid protsesse, mis legeeritud 
CeO2 võres eri temperatuuridel aset leiavad. Madalal temperatuuril põhjustab 
relaksatsiooni foononmehhanism. Kõrgel temperatuuril on 
relaksatsioonimehhanismiks vakantsi liikumine (7-koordineeritud Sc puhul) ja 
võre struktuurimuutused (8-koordineeritud Sc ümber). Eesmärk oli leida hapniku 
vakantsi liikumise aktivatsioonienergia Sc ümber ja vakantsi liikumise 
aktivatsioonienergia läbi võre erinevate Sc ioonide vahel. Esimene oli mõõdetud 
relaksatsiooni temperatuurisõltuvuse järgi 0.37 eV. 2D TMR mõõtmistega leiti 
vakantsi võres liikumse aktivatsioonienergia väärtuseks 1.18 eV. Nende 
tulemustega pakub töö uusi eksperimentaalseid andmeid Sc-lisandiga CeO2 
kohta, mida on selle madala ioonjuhtivusega materjali kohta vähe. Seeläbi 
parandab see töö arusaamist legeeritud CeO2 põhistest ioonjuhtidest ja ühtlasi 
pakub katsepõhiseid lähteandmeid simulatsioonidele ja arvutuslikele töödele.  
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����	����	"��	����������"�����a������	�	��������������_b	���̂ ��������	���������������������	�����	����������	�	�	a��������	��������c����	�����������	�d�a��e" ��	�	�������	��	�����	��	��a�������������		���������	����������� 	�̂			����	f�����	����	��������	������	����	_g�	���������		���������������h������_��	i_g�		����a��������	�dja��e������� ���	������ ��	�����	���̂ �����_g�		�����	���	 	�̂		�a����ja�����	�	��		�����$k� ��	glU���_ mV��Vn��	��	�o_i_W���������	�	��	�_pqrstuvwxytzvs[	��������	���������	����	��	�	������������������������� ����	����������������������	���		â���������������������	��	��	���������� ��{���	��	����		�_X�������������a����"�	��������	�����	�^�������	�	��������	���	���������������"������	�������������	���	���������	�	�����{��a�	��	��	�	��_#����������������	��������	��	���	��������������������a��	������	���	��	� ������̂ ����������	����	�_\�����k�����������������������	��������������������	� �����������a�������'		���	������	����������	����	����	�����	"	_�_|�"�� d���������	��e"�����	���	���������	��cV���_̀_W�����	���������	���������	��������������	��	��	�"�		����� 	��	�	���	���	�	����	�������}�"V~_\��	�" ���	��������	����a������	��̂ 	��������������������� ��	��������	��	������������	�������������	��"���	f�	���"����	����	� ����	�������������_g�	�	��������	�� �	���������	��	��������	���̂ ��'��	��������	����}�c�~_$�̂ 	�	�"�	����	�	��	���	������������� �������������� ��������	������^���������	���� 		������� ���_|	������	���_}U~��	������	�����������	��	���^�����	�	������	��������	�����"�������	�	����	�����������	��	����̂ �	��	�����	�	���_���	�n�WX��	�����^	�	�����	������	��	���}�"j~���	�	���	�	�	������������"��̂ 	�	�"��	������	�������	������	���������	_

���������	
��������	����̂ 	��������f�	���������	�������� ���������������������� ��������������_[	��������	���{�����	��������	̂ ����� ������	���"�	�	 ������������������	�� ��	��� �����������	�	���_g���	������	�f�����������������"�� ������������f�������������	����	����������	������̂ ��	�"���������	�����	������	���̂ ���	�������_$�̂ 	�	�"��������	�������
��̂ 			�������̂ �����������	�	�	������������������		������	����	����	��	�	���������	����_g����	��	���̂ �������������	��������	����"��"�����_
����	�����������"j����]�������	��	������	 		�	����	� 	���	}�c��~_��\a
����� 		��	���̂ 	��" ���		�������������	����a�	���		�	���	����̂ ������� ����	����\_#��	���	� �W����a%	�	�	���_"}��~��̂ �����̂ ���������]���[����	������	� 	���	�� ��	�
�����	����	�"��������	���	������	���	�������������������	��	"'�̂ �����������	�����_#�̂ �����̂ "������������������	���	�	��	���� ��	������	�������	��	���_b	��������������	�_�����������	�����	������	�	���"��������� �������	����������	���	����k	��������}�V~_��	���������������"�_j�W�������"������	����_��W���[	]�"���������	��� ����������a�������		��	��	��� 	����	�	���������	���	����_#���	��	��	��� �������������	���� ���	���������"��������	��̂ 	��������������}�"�~_\��	���	����"����������	�k�����������	��� 	��	��������������������� ���	�k������� ����	"�	����	���� 	���������������� �	{�����	��������	"������	�����������	�����	�������}��~_g���� �	������������������	�������	̂������	�	���������	�	������������������	��	 	���������a������}�]~_#����̂ ��'^	������	�	����� �		��������������"���̂ ���������������������� 	�̂			����	f�����	����	�

���������	#����VV�dV��Ve]jjc]�V

![���	������������_g	�_����V�UUj����_F�6)+.)::S200T��  ��' �_		d�_��  �e_��U�aV��j��c�		��������	�mV��Vn��	��	�o_i_W���������	�	��	�_������_���U�h_���_V��V_�V_���

������������������������������������������������������	#��������������� �¡�¢£££¤��������¤���¥������¥���













69 

PUBLICATION 2 

J. Subbi, I. Heinmaa, R. Põder, H. Kooskora, Solid state NMR spin-lattice 
relaxation investigation of oxygen dynamics in scandium doped ceria from 60 to 
1073 K, Solid State Ionics 239 (2013) 15-20.              
 

  





���������	
������������	�	�����������	���������������	���������������������	��	������������������ ����!!�"#$��%	�����#�	��&'�	�#%	�������(���)*+,-.*/0.1+,+2+3-45637,8*/96:1,81*.;<,-=6:1,81>?@AB*;337,*+33>C*//,..D?EDF>G1+-.,*HIJKLHMKHLKNMOP NQRSAT+,8/36,1+-T:U�	�	��	�������V��V�	�	��	����	���	�����V�W	!�����V���X��	�	������ V���X�����!�	�����	YX���V���Z3:[-T;1U\	�����������]���	���������_̂��
������������	�	��������
�������������������������������	��	��� ��!		�����	��	� �̀�����	� ���� ����������	�	����������	�	�����	�		��	��	a������������������	�	���������	�	�����	�		��	��	���a_b����������	��	��������� ��!		��	����	���� 	����	!	�c		������������������	���̀ 	���̂ a�d���ea_dad 	�	�	�����	�		��	��	�	�	��	������	����	���	��	�#�c����e����������	�������������c���������������	���������a%�c	�	�#���	��� 	�	���	��	������!	��������	�c�� ����	�������� �������	��	�#���	�����	�����!�	������������������������������	��	���af	 ��		���!��� 	�� ���������#� 	 �� �	�	�����	���	����������� ����������� 	�����������c�� ����������	�	����a��	g���� 	��c�	�	�����	���	�������������	������������������!�������c�� � �����	������	�	���V��	ghV�e��i�jaW��e���#� 	 �� �	�	�����	���	����������	��� ����!	�c		���	�����c	���c�� ����	�	��	�	���������c�� ���	������������	�	������aVe	gaf	 ��	� �c�� ����� �����	� 	���	������������	�	������ 	���	����	��������	������!����	� 	�� ���� ����#!����!����	� 	�� ����	�	�������	�	��	!	�c		�������������	�������c	���ad 	��c�	�	�����	���	������������������	������������������!�������c�� 	�	���c	�� �����	������	�	���V��	gh�����i�jakV���l��	��	�magaX����� ���	�	��	�anopqrstuvwrxtq\	��������	 ���������	�����	��	�	� ��������������������������� 	�����������y�z������������	� �		�c����������yV#�z�����������	��	��	��������	�������{���	��	�����		��ŷ#_zaW����������������#�	��������	����	�c�� ����	�	������� ��	�� ���	���������������#�����	�����������	���	��������	�	������{���	��	���	��	��a$�����������������	����	���	�� ���� ���������������	���������	���	��	�!������c�� �������	������	�a]����|�������������������������	������������������ 	�!�� ������������� ��(		� 	������	������������	��� 	����	�����	#	a�a}�#��h����������	��j#������ 	����	������������	��~V���abaX� �� 	����������	���������� 	����������������	��	��	�#�	�	������!	��	�	���	���	�	�����	��������y�#�za]� 	�!���	���������	����������	��c	���������������������!��	��� �� 	��	������������ 	�������������	�������	��	�� �� 	�!����	�������� ����ad 	��	��������	����������	��������	�	��	��������	��	���������	ye~��z�����	����	�	��	����̀���������������������������	�#���������	�����!����	�����������	�������!	�c		�����	�	�����̀���������al�	���	���������!���� 	�	!����	����	�	�	������!����	����� �	����	�	������ 	�	�	�����	�		���	��	�������������������a������������������������# �c	�	�#
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