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ABSTRACT

Increased flexibility is vital in hydropower systems to meet future market demands, and
work is undertaken to improve hydropower machinery to handle larger ramping rates and
more frequent starts and stops. This increased flexibility simultaneously can cause rapid
changes in the flow rate known to be as flow ramping. The impacts of flow ramping on
downstream rivers due to hydropower operation are documented in several studies and
expected to increase in the future that it would require mitigation measures to provide

an environmentally friendly production regime.

This work aims for two main tasks. First, to put a grasp on the current level and charac-
teristics of the flow ramping in Norway by analyzing the hourly turbine discharge data for
various hydropower plants using various hydrological indicators and tools used to quan-
tify this impact and assessing the efficiency of the provided environmental legislation
and restrictions to eliminate this impact. Second, to evaluate this flow ramping impact
and mitigation measures in future production scenarios with the implementation of the

HydroFlex production scenario using hydraulic modeling on the river Nidelva in Norway.

Results show that the occurred flow ramping varies in terms of level and characteristics
depending on the type and operational pattern of the power plant itself. Additionally, the
provided measures and environmental legislation to restrict this ramping showed some
efficiency in reducing the magnitude of this ramping, yet; they did not cover all potentially
ecologically power plants. On the contrary, the intensity of flow ramping is expected to
increase severely due to the implementation of the HydroFlex production scenario, and
the provided traditional measures are not feasible solutions for mitigating this increased
impact in the investigated river Nidelva. It can be concluded that it is crucial to further
assess the efficiency of innovative technologies to coop with this increasing ramping
ratio. Lastly, using hydraulic modeling can be a very efficient tool for mapping out the
impact of flow ramping, and its recommended to use for further assessment of such

impact from different production scenarios.
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1. INTRODUCTION

Hydropower is a clean, efficient source for energy production that has an advantage over
other renewable energy sources for providing the flexibility of usage (IHA, 2019; Beckitt
et al., 2019). It is subsequently considered to be a key component for mitigating the
climate effect and transition into a fully green production scenario relying on its flexibility
(Beckitt et al., 2019; Charmasson et al., 2018).

This flexibility is expected to increase in hydropower systems to meet the future market
demands to coop with the changes in the market demands in a sub-daily time interval
and to provide additional balancing for other renewable energy sources to provide a fully
integrated, efficient, cheap and green energy production scenario (Graabak and Korp3s,
2016; Siemonsmeier et al., 2018).

However, it can also cause severe environmental impacts that affect the ecosystem and
biodiversity. One crucial consequence that emerges as a consequence of the flexibility
is the rapid artificial change in the discharge or as known flow ramping, which can cause
severe impacts on the riverine biota (Moog, 1993; Meile et al., 2011; Sauterleute and
Charmasson, 2014; Carolli et al., 2015).

Flow ramping poses threats to the environment downstream of the power plant, and
negative impacts have been observed on fish, invertebrates, aquatic plants, and ripar-
ian vegetation (Halleraker et al., 2003; Chen et al., 2015; Bejarano et al., 2018). It
is also expected that the intensity of this impact will increase in future production sce-
narios where hydropower provides flexibility and power balancing for other renewable
energy sources (Charmasson et al., 2018). Therefore, mitigation measures are needed
to eliminate the impacts of the flow variability in the current as well as future production

scenarios.

Norway possesses more than 50% of Europe reservoir capacity and relies on more than
95% of its electricity production on hydropower (Graabak and Korpas, 2016; IHA, 2019).
The potential hydropower capacity provided by Norway is considered in every green
production scenario where this potential can work as a green battery for almost the whole
of Europe (Charmasson et al., 2018; Graabak and Korpas, 2016). Hence, it is essential
to have an overview of the current potential environmental impact that is resulted from
the operational pattern of the hydropower there in the current situation as well as in

these future production scenarios.

In Norway, the new energy law in 1991 changed how the power market was organized
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(Thaulow et al., 2016; Charmasson and Zinke, 2011), and the incentives for more vari-
ability in power production followed the development of the free power market. The
short-term price variations and an increasing need for load balancing are all factors that
drive a more frequent ramping operation of hydropower plants . Moreover, and based on
the projected need for future short term balancing power, the European Union-funded the
Hydroflex project (https://www.h2020hydroflex.eu), which aims at developing a turbine
with high operational flexibility with up to 30 starts and stops per day (Siemonsmeier
et al., 2018). Such an operational pattern will severely increase the level of flow ramping

and requires innovative measure for this impact.

The potential negative consequences of flexible operation are acknowledged by the Hy-
droFlex project, and a part of the project aims at developing mitigation measures (Juarez
et al., 2019). The focus is on using AirCushion Underground Cavern(ACUR) propsed by
Storli and Lundstrém (2019) to eliminate rapid changes in the outflow from the power

plant.

The purpose of this thesis is twofold. The first part evaluates current operational patterns

in Norwegian hydropower plants by investigating the following:

e Evaluate the resulted flow ramping in sub-daily time interval from the current op-

erational pattern and assess its characteristics.

e Linking this flow ramping evaluation results with the ecological conditions around

the investigated hydropower plants

o Assess the efficiency of the environmental legislation and measures provided to

mitigate this impact

e Investigate the relation between the resulted flow ramping and properties of hy-

dropower plants using linear regression

e Determine the existence of any trending of flow ramping in some of the investigated

power plants throughout their production time.

Then the second part is focused on the evaluation of mitigation measures. This will have
a particular focus on the mitigation related to the Hydroflex project in the river Nidelva.

The main objectives of this part are as follows:
e Investigate the ecological impact that will result from the HydroFlex scenario.
e Evaluate the efficiency of traditional mitigation measures to eliminate this impact.

¢ Investigate the feasibility of ACUR as a mitigation measure for the HydroFlex sce-

nario
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2.1. Flow ramping, hydropeaking and flexible

hydropower

Global warming is considered on of the major issues that are related to environmental
science nowadays. According to IPCC 5% assessment report, Energy production con-

tributes to more than 35% of the overall CO,eq emissions (Schrader et al., 2019).

2.1.1 Value of hydropower in electricity system

Hydropower plays a very significant rule in reduction of the level of CO,-eq since its
a renewable source of electricity production with a low-carbon footprint with a median
value of 18.5 gC0O,-eq/kWh (IHA, 2019). In addition to its advantages as a clean source
of electricity, hydropower has a natural advantage over other renewable energy sources
as its water storage can work as energy storage, which can be naturally built or man-
made. Storage reservoirs can provide very flexible variable ways of energy production
and can also be used for other purposes, such as flood protection, irrigation, and other
water management applications. Even though it requires a high initial investment for
construction procedures, HP still offers a relatively low price for the electricity that can be
with an average of 0.047$ per kWh (IHA, 2019). Additionally, hydropower also provides
a very efficient way of generating electricity that can reach up to 90% depending on the

head and the turbine type.

As a consequence of its flexibility, hydropower is a key component in every future sce-
nario where other renewable energy sources can be integrated with hydropower to pro-
vide a clean, sustainable and flexible source of the electricity system. Hydropower can
provide not only a flexible source of clean energy but also to other renewable energy
sources such as wind and solar power to enhance their contribution to the power system
and prevent the rationing of these variable sources of energy. It can provide flexibility
and integration of other renewable sources of energy from being used as a clean, effi-
cient source of electricity to manage the problem of surplus and rationing that is very

crucial to these sources (Beckitt et al., 2019).

All the above-mentioned reasons are making valid reasons behind the increasing demand

for HP installed capacity all over the world. In 2018 only there was more than 21.8 GW

3



CHAPTER 2. BACKGROUND

newly installed HP facilities in various places in the world led by China, Brazil, Pakistan
accordingly (IHA, 2019). It is also expected that this growth will expand in the future
due to the demand for social and economic development. Figure 2.1 (IHA, 2019) shows

the hydropower worldwide growth rate.

HYDROPOWER GROWTH THROUGH THE DECADES
1500 I
1250
1000 r
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= 750
*2' -
&
Y 500 E
, il |
1950-1959 1960-1969 1970-1979 1980-1989 1990-1999 2000-2009 2010-2018
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(GW) (GW)

Figure 2.1: HP growth rate worldwide (IHA, 2019).

On the contrary, hydropower can also have a significant potential environmental and
social impact during its construction and operation. The increasing growth of HP will
axiomatically increase this impact on the ecosystem and the loss of biological diver-
sity. One significant environmental impact that has been noticeably increased due to
the increasing demand and growth of the electricity market is the artificial discharge
fluctuation in the rivers downstream from the way of operation of the HP (Sauter-
leute and Charmasson, 2014). This can cause ecological damage to the river biota and
ecosystem yet can be mitigated by modern measures. This chapter will specify in de-
tail how we can characterize these unnatural fluctuations and evaluate its threshold for

causing ecological damage.

2.1.2 Definition of flow Ramping

The natural operation of hydropower works by converting the mechanical energy that

results from the movement of water into electrical energy. This is done by releasing
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high-velocity water through the water turbine then to a downstream outlet in the river.
The advantage of hydropower providing a flexible way of operation to meet the electricity
supply variation has a drawback as it causes variation in the amount of water released

to the outlet depending on the amount of electricity needed.

Flow ramping refers to the rapid artificial increase and decrease of the discharge in the
river reach that is resulted from the change in the demand of electricity supply from
the hydropower, which alter the hydro-morphological properties in the river downstream
such as water lever, velocity and temperature (Sauterleute and Charmasson, 2014).
Although that term was defined and recognized as major environmental impact that
affects the river ecosystem by many researchers and journals (Moog, 1993; Meile et al.,,
2011; Sauterleute and Charmasson, 2014), there is a problem identifying the threshold
weather this rapid artificial increase and decrease is considered flow ramping or closer
to natural increase and decrease that can happen due to rapid snowmelt or intensive
precipitation. This is because the ecological impact resulted from this way of operation
widely varies depending on the river’s hydrological and geometrical characteristics, the
level of change in the river morphology and the response from the river biota itself to
this change which can be determined case-by-case for each river and it can vary within

river reaches itself.

Building from that, it is essential to distinguish between the resulted variation of dis-
charge from the change of the market and demand, which is known as hydropeaking
(Sauterleute and Charmasson, 2014) and the ecological impact that is resulted from this

way of operation whether it exists or not which is flow ramping.

As mentioned above, one of the main advantages of hydropower as a renewable source
of energy is its ability to provide flexibility in operation. The rate of electricity production
can be adjusted to the amount needed by increasing/decreasing the amount of released
water from the storage. This, by default, causes a variation in the flow regime in the

river downstream as a consequence of this operation (Moog, 1993).

Another significant factor that can increase the potential of this flow variation is the
liberalization of the energy market, which can cause competence enhancing this flow
variation into a sub-daily scale with higher rates based on the conditions (Torabi Haghighi
et al,, 2019).

2.1.3 Environmental impacts from flow ramping

Impacts of the flow ramping has been very well documented by various studies on the
river morphology and ecosystem. It is specified according to the Water Framework Direc-
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tive (WFD) as one of the main environmental impacts of hydropower generation (Elefthe-
ria et al.,, 2011). From a hydro-morphological perspective, these rapid artificial changes
in the flow regime affect the natural flow regime downstream as it changes the hydraulic
conditions such as Water level, velocity, and sedimentation (Meile et al., 2011). In addi-
tion to the before-mentioned, flow ramping can cause a thermal variation, which alters
the natural temperature of the river downstream depending on the conditions upstream
and the season of the year (Toffolon et al., 2010).

These anthropogenic changes to the river downstream have a severe ecological impact
on the river ecosystem. Several studies and experiments have been conducted to docu-
ment and assess this impact on the river ecosystem. For instance, the rapid increasing
peaks have been well documented its significant effect of flushing the macroinverte-
brates species in the river downstream, depending on ramping velocity and duration
(Auer et al., 2017; Pellaud, 2007).

This cause as a consequence of the reduction of the population of the macroinvertebrates
in the river (Schiilting et al., 2016). On the other hand, the rapid decreases in the flow
have been documented its impact causing stranding on the fish and dewatering the
spawning areas, which has a big effect on the reduction of its population (Halleraker
et al., 2003).

The level of the damage caused by flow ramping has been assessed by several hydro-
morphological indicators that relate this unnatural change to the ecological impact on
the aquatic biota. For example, Indicators of Hydrological Alteration purposed by Richter
et al. (1996) aim to quantify the level of hydro-morphological change on the river based
on the daily discharge data in the river before and after the regulation of the river while
other indicators can be used to assess the impact level caused by the flow variation in
sub-daily scales such as Sauterleute and Charmasson (2014) and Meile et al. (2011).
However, as mentioned before, reflecting these hydro-morphological changes in the river
to the ecological damage on the river biota require investigations for each river case
individually to have a proper assessment of the level of the damage (Tonolla et al.,
2017).

Moreover, determining the longitudinal level of the damage that can be caused by either
rapid increasing or decreasing of the flow and the resulted drifting or stranding effect
caused downstream requires further studies assessing to what longitudinal extent these

fluctuations can cause damage to the river biota.

Hauer et al. (2017a) conducted a longitudinal assessment of decreasing peaks in different
river reaches in the alpine region. His study shows that the impact of the fast decreasing

peak can cause significant stranding damage up to 5 km along downstream the river at
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where the impact slightly decreases. Other aspects that affect this longitudinal damage
level is dependent on the river morphology itself. Figure 2.2 (Hauer et al., 2017a) shows

the longitudinal impact of flow ramping to the river downstream

vertical ramping velocity {cm/min)

0 : . : : , . . .
0 1 2 3 4 5 6 7 8 9 10 11 12
downstream distance (km)

120min Glmin

30min = 15min =—35min =—2min ==Imin 0.4 cm min-1

Figure 2.2: Longitudinal ramping velocity downstream (Hauer et al., 2017b)

2.1.4 Current mitigation measures for flow Ramping

Providing mitigation measures to reduce the impact from flow ramping can be rather
complex and expensive at the same time (CEN, 2018). The main solution for minimizing
this damage to the river biota is by altering the way of operation, which will lead to the
economic losses to the power producers and limit their flexibility of renewable sources
of energy. However, there have been different mitigation measures provided to reduce
this impact. These measures can vary depending on the river characteristics and geom-
etry and which ecological effect that is aimed to achieve. In general, these measures
can be categorized into there are 3 main types that can be implemented (CEN, 2018;

Charmasson and Zinke, 2011; Greimel et al., 2018) as following:
1. Operation measures
2. Construction measures

3. Physical changes in the river geometry
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Operation measures

This method relies mainly on restricting the operational pattern of the HP itself. De-
pending on the characteristics of aquatic biota and the ecological target needed to be
achieved, local studies have to be made to determine the level of damage that needs to

be minimized to achieve this target. This can be performed by:

¢ Applying restrictions on the way of operation of the HP to reduce the magnitude,

frequency, and timing of the peak.

e Increasing minimum flow required in the river downstream, which can be either
static with a specific discharge amount or can be specified based on the timing of
the year.

e Combination between restrictions and applying minimum flow.

All the above-mentioned options need to be determined in case-by-case depending on
the river ecosystem and its requirement. However, these kinds of measures usually
tend to cause huge economic losses to the hydropower producers since releasing water
basically leads to loss of electricity to the producers, and restricting the way of operation

on the HP affects the main advantage of hydropower of flexibility of operation.

Construction measures

These type of measures rely on building hydraulic structures to reduce the effect of the

peaks such constructions can be:
e Retention ponds
e Multilevel Outlet structures in the reservoir
e Channels to secure water in a specific part of the river

Such hydraulic constructions are also slightly expensive to achieve and in some cases

they are neither economically nor technically feasible to use.

Physical modification in the river

This type of mitigation consists of changes in some parts of the river’s physical parame-

ters downstream to reduce the impact. Such measures can be :
e River widening to avoid flushing
e Placement of gravel and sediment

e Restoration structures, e.g., Weirs, debris
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In addition to the intensive economic cost of finding mitigation for flow ramping, setting
up a framework for mitigating the effect of it is rather complex and requires further
investigations and assessment of its efficiency. (Tonolla et al., 2017) conducted a general
framework for setting up an efficient mitigation measure on a regional scale, Particularly
in Switzerland, by connecting the hydro-morphological and ecological indicators in a
systematic approach. However, rather few studies have conducted the same approach
in different regions. This is because finding mitigation measure varies widely depending
on the river characteristics, HP potential ecological scale, and the target that is needed
to be achieved, and this requires combinations of field measurements and hydraulic tools

to have accurate information on these parameters.

A working group project was conducted by Joint Research Centre (JRC) and under the
support of the EU Commission to evaluate the mitigation measures applied for Heavily
Modified Water Bodies (HMWB) by hydropower and reservoir operation. The working
group investigated the mitigation measures written in each EU state’s mitigation mea-
sures library. Fifteen countries identified the impact of the rapidly changing flow on the
water bodies while eight countries responded that they don’t see any need to include any
mitigation measures for rapidly changing flow in their library. Six mitigation measures
for rapid changing flows were investigated that were reported from the remaining twelve
countries. one operational measure, which is reducing the rate of ramping down, three
of them were constructional measures while fish stocking was listed as a mitigation mea-
sure as well. Results showed that most of these measures provide an efficient ecological
response; however, there were some constraints that limit the implementation of these
measures. Most of these mitigation measures were reported by EU countries to have
either technological or economic costs that constrain from applying them. For instance,
the operational measure (reducing ramping rate) was pointed out to be on the top of

using water resources among all other flow alteration measures (Halleraker et al., 2016).

2.1.5 Alternative technologies for peak supply

As it was pointed out in the previous section that traditional measures to limit the impact
of flow ramping can be rather expensive and technologically infeasible. Some alternative
method was introduced to balance between the economic feasibility and ecological pro-
tection. Some of these technological aspects are already being implemented, particularly
in the alpine region, while others are still in a theoretical approach. In this section, some
of these alternative technologies are going to be investigated its efficiency for mitigating

the impact that might occur from future scenarios.

Water displacement using air pressure downstream
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Storli and Lundstrom (2019) introduced an alternative technical approach for mitigating
the effect of peak supply. This is mainly done by displacing water under air pressure. The
study proves the theoretical benefit of giving additional freedom of water management,
which in this study focus can be used to flatten the peak of flow fluctuation. Consequently,
Storli and Lundstrém (2019) Introduce using AirCushion Underground Cavern (ACUR) for
minimizing the peaking effect by reducing the rate of change of the water going to the
downstream. ACUR is basically a cavern filled with specific air pressure from the top and
has an intake that allows water to go in and out. ACUR works as a water container with
additional pressure from the pressed air that can be used for controlling the velocity of

ramping resulted from the natural pattern of the operation.

ACUR has the same concept of air cushion surge chambers that are used to control
and minimize water hammer effects. However, there are some limits to this technical
approach. Firstly, the size of the excavated cavern relies on the rate of change and how
much water needed to be stored to minimize the impact of rapid fluctuation. This can
be, in some cases, technologically infeasible to find a suitable location for such volume,
or it can have enormous economic costs. Furthermore, the ACUR location must be closer
to the water flow, which will make the air pressure inside, not a slightly big difference

than the normal atmosphere.

AcCess runne!

o N

ACUR

Figure 2.3: Preliminary design for ACUR minimizing flow fluctuations. From Storli and Lundstrém (2019)

Using Batteries as Storage System

Batteries are already implemented as an energy storage system for balancing the vari-
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ability of renewable energy sources. The slightly decreasing costs of manufacturing
Lithium-Ion batteries with increasing its efficiency allowed the implementation to in-
crease in the current situation (Alliance for Rural Electrification, 2013). It is even more
expected that costs for batteries manufacturing are going to decrease with increasing
efficiency more in the future. Furthermore, using batteries as an energy storage system
is expected to increase in 100% a response to the increasing demand for the energy
storage needed in addition to other different technologies to balance variable renewable
resources (Child et al., 2018).

Anindito et al. (2019) proposed an approach where the Battery energy storage system
(BESS) can be used to minimize the rate of rapid fluctuations by storing the energy
during the low production hours of the power plant and using this energy during the
high demand hours. Additionally, Anindito et al. (2019) evaluated the cost efficiency
of this approach compared to different approaches where the operational constraints
are used to minimize the ramping ratio. Using an interdisciplinary model of hydropower
production where economic, technological, and environmental aspects are involved in the
model, they evaluated the efficiency of using Batteries as mitigating for flow fluctuation

in addition to the usual operational constrains and reservoirs downstream.

His results show that BESS are can mitigate the ramping rate with a slightly lower cost
than traditional operational constraints provided that their cost-effectiveness is expected
to increase by 10% in the near future. However, his results also show that using reser-
voirs downstream tends to be more economically efficient and more flexible. Using BESS
can be an alternative way of mitigation where it is not possible to construct A reservoir
downstream. Furthermore, using batteries as energy storage has additional technolog-
ical and environmental limitations. Batteries are still limited to their lifetime, and this
requires regular maintenance. Additionally, Using Batteries as storage can increase the
total carbon footprint of any renewable source of energy. Various Life Cycle Assessment
(LCA) studies found out that the GHG emissions of manufacturing batteries can vary
widely depending on the location of material extraction and the manufacturing as well

as the source of energy used for production (Dai et al., 2019).

Regulation Reservoirs downstream

Using regulation reservoir downstream as mitigation for flow ramping is being imple-
mented and used in the alpine region where the high head of power plant causes severe
flow ramping (Tonolla et al., 2017). This measure has proved efficiency in mitigating
the measure by various studies (Pérez-Diaz et al., 2012; Tonolla et al., 2017; Halleraker
et al., 2016). The central concept of this approach is by providing an artificial lake or
reservoir at the river downstream with a controlled discharge rate. This artificial reservoir

can be filled with water at the maximum production rate; after that, it can be emptied
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during low or no production rate. Figure 2.4 from (Bruder et al., 2016) shows the concept

of mitigating the ramping effect using this measure.

In addition to this measure environmental benefits, can also provide more flexibility
for HP by implementing a pumped storage system as the downstream reservoir can
be used additionally to store water that can be pumped again during low production
times (Pérez-Diaz et al., 2012). This measure proved economical and technological
efficiency in comparison to using BESS and operational constrains by Anindito et al.
(2019). However, such a measure requires intensive construction and changing of the
landscape that might result in additional environmental impact. In addition to that, in
some cases, such measures cant be feasible to implement as the area needed to regulate

this amount of water might not be available at the beginning of the river downstream.

' 4 /&

Figure 2.4: Framework of using regulation reservoir as a mitigation measure (Bruder et al., 2016)

2.2. Hydropower operation in Norway

Norway’s natural geographic and climatic conditions have made it perfect conditions for
hydropower (IHA, 2019). Norway has a widely varied elevation in addition to its natu-
ral lake and high precipitation, which made it slightly feasible to rely on such a source
of renewable energy. Currently, more than 95% of the electricity produced in Norway
is made from hydropower. Norway, by far, the largest hydropower production among
EU/EEA countries as it has more than 50% of the storage capacity in Europe. Its addi-
tionally expected that this relying on hydropower is going to expand with the connection
of the electricity system in the Nordic region and EU (Flataker and Nielsen, 2018).

12
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2.2.1 Overview on the historical way of operation

Norway has been relying on hydropower as a source for energy for industry and society
since late 1800. In 1911 the first HP was built for industrial purposes. At that time,
the government set up regulations and laws for ensuring the publicity of the hydropower
sector and invested heavily in it as a source of energy. During WW2, Germans also
invested in the Hydropower sector for Aluminum production. However, the era between
1950 and 1990 witnessed a huge development in the hydropower sector and simultane-
ously in the transmission and grid system to coop with this huge energy growth. During
that time, the potential hydropower capacity increased from 2500 MW to up-to 28000
MW (Thaulow et al., 2016).
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Figure 2.5: Historical Hydropower development in Norway (MPE, 2015).

Despite the fact that environmental science started to gain attention during the 70 ties,
hydropower has raised environmental issues since its early development. On a local
scale, some waterfalls kept preserved from any hydropower development in the early
stage of the development of hydropower. However, hydropower development started to
cause more controversy from 1970 till early 1980, where few large HP projects caused
debate due to the fear of its environmental impact and the low environmental legislation
to have an accurate assessment and minimizing this impact. After that and in the late
1980 ties standard environmental flow was introduced by the legislators whenever new
HP is approved (NVE, 2017; Thaulow et al., 2016).

At this time and until 1990, the main environmental impacts that gained the concern
were mainly dealing with the effect in the bypass section due to the regulation of the
river and how to minimize this impact and in the outlet mainly about thermal change
due to the regulation and the sediment problems. The impact of the flow fluctuations
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was not widely observed or had any attention or focus (Charmasson and Zinke, 2011).

2.2.2 Energy Act

In 1990, Norway initiated the energy act governing electricity production transition, dis-
tribution, and energy price. This act has liberalized the energy market to reach the
cheapest and most optimum way of efficient energy use by achieving competition among
electricity producers. Under this act, HP owners are entitled to deliver energy to the grid
system while consumers can buy the cheapest electricity available (Thaulow et al., 2016;
Charmasson and Zinke, 2011; NVE, 2018).

This act, while it made Norway a leading country in a free efficient energy price mar-
ket, has changed the way of operating the power plant significantly. Many HP operators
started to change the rate of production depending on the energy price to achieve the
most economic benefit while this caused huge variation in the flow downstream of the
river in an irregular seasonally, daily and sub-daily time intervals depending on the high-

est economic benefit (Charmasson and Zinke, 2011).

Due to this way of operation, the increasing flow ramping started to grasp more atten-
tion of the environmental authorities as there has not been any legislation that limits
this environmental impact. in 1996 The Norwegian Water Resources and Energy Direc-
torate(NVE) conducted a research project to assess the effect of flow ramping on different
aspects of the river morphology and ecology. Its outcome pointed out the negative con-
sequences of flow ramping on the river ecosystem and the reduction of its biota. Further
assessment projects have been conducted after that to have a more detailed view of the

level of damage caused by this way of operation (Charmasson and Zinke, 2011).

2.2.3 Legislation of Hydropower in Norway and
Flow Ramping

In Norway, the Norwegian Water Resources and Energy Directorate (NVE) is the main
responsibility for managing the legal matters for the hydropower sector. Its department
under the Norwegian ministry of petroleum and energy that is also responsible for man-
aging the country’s energy and water resources while water resource management is
shared with the Ministry of Climate and Environment. They are the main responsible for
issuing and renewing a license for the hydropower operator to ensure the government

control on the sector, avoid severe environmental damage from the project during con-
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struction and operation and control any means of monopoly services that might occur
in the sector. In order to apply for an HP license, the developer has to apply for an
application then the volume of the capacity that will be installed determine the licens-
ing authority responsible and the procedures for obtaining the license (Rognstad, 2018;
Thaulow et al., 2016).

Small Scale HP < 10 MW

This type of HP is under the responsibility of NVE if the installed capacity is bigger than
1 MW or the installed capacity will have severe environmental/social impact or the ex-
pected development is going to affect protected rivers then, in this case, the application
must go through NVE then NVE gives its recommendation to the local county for decision.
However, in the general case where the HP is bigger than 1 MW, a typical procedure of
obtaining the license shall be that the developer submits an application to NVE includ-
ing simplified EIA and other technical information regarding the development then NVE
will make a final decision for this type of development after having a public hearing,

consultation with different stakeholders and the field trip to the expected project site.

However, in case of HP that has a capacity less than 1 MW (Micro or Mini) that does
not have any severe environmental/social impact or exposed to the protected river,
the license can be given directly by the county council with public hearing consultation
(Rognstad, 2018; Thaulow et al., 2016).

Large Scale HP > 10 MW

This type of projects has more players involved and more complicated procedures since
the Social/Economical/Environmental consequence can be critical. The king in a council
with the government has the final decision in issuing the license for the HP or no after
several procedures, and steps have to be performed. First, the applicant has to notify
the authorities as well as the local people of his interest in the project and provide
them with the technical information of the project as well as the environmental impacts
from this project and his plan to minimize these impacts. A public hearing has to be
made to discuss the social/environmental impacts and the public opinion and worries
from the project. All the results from the before mentioned procedures are summed
up and included in a full EIA that has to be submitted to NVE, which decides whether
the submitted report and the already done procedures are sufficient or require further
evaluation and investigation steps. If the EIA is sufficient, then an application has to
be sent by the developer to NVE, where it evaluates all the project related information
and does a final assessment of it specifying all the related potential environmental/social
impacts and possible mitigation measures. Finally, NVE provides a recommendation of

whether accepting or rejecting the license to ministry level. The ministry gives the final
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recommendation to the parliament, and then the license is granted or rejected by the

council that includes the king (Thaulow et al., 2016).

Hydro Power Installed effect Licensing authority
Projects

Micro < 100 kW County Council

Mini <| MW County Council

Small < 10 MW NVE

Large > 10 MW King/Government
Special cases > 20.000 nhp Parliament

Figure 2.6: Scale of HP and licensing authority (Rognstad, 2018).

When the developer obtains the license, he can proceed with all the construction pro-
cess for the HP. The license typically contains all the regulation of hydropower operation
and specifying all the technical, environmental, and safety procedures related to the hy-
dropower plant (Thaulow et al., 2016). From environmental prescriptive, the license
contains all the environmental aspects and policies to ensure that there is no severe
damage to the environment during the construction of the hydropower or its operation.
Such environmental aspects can be related to the river ecosystem, river morphology,
or preventing pollution in general. For example, a minimum flow for the river down-
stream during the non-operation period has to be specified in the license for each HP if
required with the amount and the period of this flow. Also, any means of restriction of
the operation of the HP regarding the level of the flow ramping is specified in the license.
However, in that case, it is mainly specified with no technical aspect whatsoever, which

allows the operators to get over this sort of restrictions (Thaulow et al., 2016).

However, the obtained license has to be revised every 30-50 years to meet the demand
for any new technical, social, or environmental aspects that might emerge. In addition
to that and with the implementation of the Water Framework Directive (WFD), all the
newly granted HP and the revised licenses have to follow all the aims of WFD ensuring
the quality of the lightly modified water bodies and aiming for reducing the impact of the
heavily modified ones (Thaulow et al., 2016). Nonetheless, modernization of licenses
and implementing emerging good practice on relevant mitigation measures seems to be

quite slowly being incorporated in management practice.

In conclusion, NVE is considered to be the main responsible for the management, envi-
ronmental and legal matters related to the hydropower operations in cooperation with
environmental authorities. They have a very well established framework for managing
this sector; however, they have a limitation on forbidding some specific environmental
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impact such as this study goal, which is the flow ramping resulted from the operation of

this hydropower on a small and bigger scale.

For instance, Abée-lund and Villar (2017) evaluated the pattern of shutting down and
starting the operation of 256 small scales HPs. his study shows that the way of operation
has no correlation whether these HPs are permitted to such a way of operation or no.
However, the pattern of operation relied more on the average discharge in the river. This
shows a clear defect in the interpretation of the legal, environmental requirements, and

auditing of the license given to this category of HPs, which require further investigation.

2.3. Future scenarios and energy transition

In addition to what was mentioned in section 2.1.1 regarding the increasing reliability
of hydropower, the way of operation of hydropower itself will require more flexibility and
variation in production. Consequently, this will lead to more change in the fluctuation
of the discharge, which will cause more flow ramping. Further future scenarios will be

explained as follows.

2.3.1 EU Green Deal and sustainable hydropower

In 2020, the EU commission has initiated the EU green deal with the aim of becoming
a leader in achieving a sustainable way of living for its habitat. The green deal aims
towards 4 main goals: 1) Achieving climate neutrality by 2050 2) Ensuring a zero pol-
lution ambition for the environment 3) accelerate towards sustainability 4) Ensure that

this transition includes all the EU members (Brussels, 2020).

A key component in achieving these goals is by ensuring the use of clean energy through-
out the whole of Europe. As energy production contributes to more than 75% of EU’s
greenhouse gas emissions (Brussels, 2020; Graabak and Korpas, 2016) EU has set a
group of key solutions to achieve climate neutrality and reduce these emissions from the
energy sectors. Relying on renewable energy sources is one of the main key compo-
nents to reaching such a goal. By 2050 its planned that wind and solar shall contribute
to 65% of electricity generation (Brussels, 2020). Some balancing technologies were
purposed to overcome the variability problem of these renewable sources, which will
increase by the increase of the production from such energies (Graabak and Korpa3s,

2016). Hydropower integration with other renewables, as mentioned in section 2.1.1, is
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considered a key solution to this problem where integration can be done on a regional
scale.

In various energy scenarios, the potential reservoir’s capacity in the Nordic region -
where Norway only contain almost half of the storage capacity of the reservoirs with
a potential of 85 TWh (Graabak and Korpds, 2016)- is expected to play a significant
rule for balancing the energy in northern Europe and gradually to the whole Continent.
For instance, (Sauterleute et al., 2015) conducted 4 different scenarios where Nordic
hydropower can be used for balancing the electricity from other renewable sources on

Short and long time horizon and/or regional or continental scale.

To achieve such integration, two key components shall be developed in the hydropower
operation itself. Solar and wind production balancing can be in a sub-hourly time inter-
val, which will require the production of hydropower to be flexible on the same scale.
Furthermore, the Seasonal pattern of the Nordic hydropower operation shall change from
reservoir filling in spring/summer, and emptying in winter shall change to be more dy-
namic and irregular to match the uncertainty of the energy production from solar and

wind.

Currently, Nordic hydropower works inflexible way depending on the energy demand
where it rises during the day and lowers during the night. However, this flexibility is
limited on a national scale. There is currently a grid line connection between the northern
region; however, the integration between wind solar and hydropower for balancing hasn‘t
been addressed fully (Simensen, 2012). There are some constraints for connecting some
of the Nordic hydropower plants to other parts of the Europe grid system (Farahmand
etal., 2015). In addition to that, The technology for hydropower to work as pump storage
to have the ability to store the surplus energy is rarely existed in the Nordic region and

require further development (Graabak and Korpas, 2016).

All the above-mentioned scenarios conducted that the variability of production of HP will
become more irregular in the different timescale. However, the environmental impact of
such change has been addressed in a quantitative way to show the ecological effect of
such change. Charmasson et al. (2018) pointed out the potential environmental impact
that will happen due to more rapid and frequent fluctuations will occur. However, they
pointed out that further studies need to be addressed to evaluate the ecological damage
in the fish population since every river ecological damage can vary significantly yet, they
only investigated the water temperature change as an indicator of the river morphological
level of change which is not sufficient for assessing the actual ecological damage that

might occur from such intense level of flow ramping.

18



CHAPTER 2. BACKGROUND

2.3.2 Climate change and hydropower

The climate change effect on Water resources is very well documented. It will also affect
the precipitation frequency patterns, frequency of occurrence of extreme conditions,
and increase the evaporation rate from the water (Jiménez Cisneros et al., 2015). This
will affect the distribution of the water inflow to reservoirs as a result of the influenced
hydrological cycle (Chang et al., 2018; Jiménez Cisneros et al., 2015). This change
can cause spill loss from reservoirs, which will lead to a loss in energy and economy.
Hydropower producers will have to change their way of operation to coop with this change
(Tarroja et al., 2016). Introduced more flexibility has been proposed to the producers
to avoid or minimize the loss of energy. This flexibility will add additional pressure on

water variability as a consequence of the additional needed flexibility.

2.3.3 HydroFlex

Under EU regulation “"H2020-EU.3.3.2 - Low-cost, low-carbon energy supply” EU funded
and supported research activities finding innovative technologies to increase relying on
renewable energy sources and decrease CO, emissions. HydroFlex was initiated in 2018
to increase the flexibility of hydropower operation. The main objective of the project is
to create a water turbine that can change its production rate significantly throughout the
day. The project has five HPs sites in the Nordic region for practical experiments, and it

is coordinated by NTNU (Siemonsmeier et al., 2018).

Reaching such a level of flexibility where the production can change from maximum to
zero in 15 minutes will severely increase the ramping ratio in a sub-daily time interval,
and proper environmental impact assessment should be conducted for having a proper

evaluation of the ecological damage that might occur due to such operation.

Fortunately, the HydroFlex project also considers the environmental consequences of
this operation. They conduct environmental assessments simultaneously with technical
and management investigations. In their fifth work package, they focus on social and
environmental impact assessment. They developed two hydraulic models representing
two rivers that are regulated by 2 of the five references HPs, Nidelva and Ume alv. Those
two models have been calibrated and validated to evaluate the flow characteristics that
will result from different production scenarios (Juarez et al., 2019). In chapter 4, the
hydraulic model representing Nidelva will be used to evaluate some mitigation measures
and alternative technologies in order to minimize the impact that will occur in their future

scenarios.
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3.1. Trends in flow ramping from HP operation

To obtain a proper overview on the current level and situation of flow ramping in Norway,
It is necessary to evaluate the level of flow ramping that occurs in a different region
from a different type of HPs there and to what extent this flow ramping is causing an
ecological impact to the riverine ecosystem. Additionally, the environmental legislation
and restrictions provided to minimize such impact need to be evaluated. Furthermore,
It is required to investigate the existence of a relation between the level of ramping,
and some of HP’s characteristics such as the head of the HP, type of HP and reservoir
capacity as some studies show that the existence of a relation between the level of
ramping and the head of HP (Greimel et al., 2018; Bruder et al., 2016). Finally, the
historical trend in the level of ramping has to be investigated to evaluate the efficiency

of such environmental legislation implemented to restrict it.

3.2. Materials and methods

Hourly and daily turbine discharge data were obtained representing different types of
HPs in different time periods from the hydrological department of NVE. Each of HP was
evaluated case by case to gain an overview of the HP’s technical, hydrological, and geo-
graphical characteristics in addition to the legislation specified in their operating license.
These details were obtained through NVE Atlas, a portal where all the information re-
garding the license requirement and characteristics for most HP in Norway are published
by law for the public. Additionally, these data from NVE Atlas were combined with WFD

database for Norway.

Eventually, and after processing the quality of the obtained data, we ended up having
57 hourly turbine flow data of HPs mostly in the period from 2010-2018 and 117 daily
data with various periods, different outlet locations, and different characteristics. Since
this chapter aims to investigate the impact caused by flow ramping in a sub-daily time
interval, the daily time interval data were excluded from further analysis. Additionally,
the quality of the data was checked by removing the irregularities and years with miss-

ing data by processing the data through R. R is a free programming language that is
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mainly used for data science and statistical analysis. Eventually, the final data that were
analyzed are presented in table 3.1. Restrictions on this table refer to the limitation of
changing of the rate of production and instant shutdown that is specified in the license
of the HP. Additionally, the option of the existing bypass valve in the power plant is an
efficient solution for mitigating the severe impact from the instant shut down due to any
accidents which can cause severe stranding effect on the river downstream. Various
hydrological indicators were used in order to evaluate and quantify the occurred flow
ramping from the operation of these HPs. Hourly data was analyses by the methods

described in the following subchapters.

3.2.1 COSH tool

First, COSH tool was used for the assessment. COSH is a computational tool developed
by a collaboration of SINTEF and Centre for Environmental Design of Renewable Energy
(CEDREN) (Sauterleute and Charmasson, 2014) for quantifying the effect of hydropeak-
ing in a sub-daily time interval. Using this tool allows having a quantified indicator of the
resulted flow ramping behavior on the river downstream. These indicators are similar
to indicators of hydrological alteration derived by Richter et al. (1996) categorized into
three categories describing magnitude, frequency, the timing of the rapid fluctuations in

the river downstream, yet they are modified to coop with the sub-daily time interval.

The tool workflow has three main steps to identify whether the change in the discharge is
considered a peaked flow and calculate its effect or neglect it. First, the data series were
imported into the software after ensuring there is no irregularity in the time interval.
Most of the data series that were obtained are from the period 2010-2018; however, the
years with missing data were excluded to ensure the quality of the results. After the
data series were loaded, the tool identifies a threshold for considering the change of the

discharge in one time step as an increasing or decreasing ramping event is defined.

The threshold values for considering the change of discharge (AQ,) in one time step
a fast increase or decrease is first defined by multiplying the absolute maximum rate
of change in the whole time series by factors of increase and decrease. These factors
usually vary between 0.05 to 0.2. Then if the rate of change in the time step AQ; >
AQy, for increase and decrease respectively then this is considered a peak otherwise it
is neglected.

Finally, the output from the tool after running through the whole time series for each of
the studied HP would be a set of statistical indicators to determine the characteristics of

the peaking behavior from each HP to the river downstream. In our investigated results
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here we decided to present and further analysis the following indicators:
e Average annual number of increasing/decreasing peak
¢ Distribution of the number of increasing/decreasing peak throughout the day
e Average number of increasing/decreasing peaks in the day

e Maximum Rate of change that can occur during increasing/decreasing peaks per
year
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Table 3.1: Overview on the Analyzed HP properties with hourly turbine flow data time interval

Name ‘ Number ‘ Time period ‘ HP type ‘ Outlet ‘ Max Q m3/s ‘ Cap. MW ‘ Head (m) ‘ Vol Mill.M3 ‘ Restrictions ‘ Env.Flow m3/s ‘ Bypass valve
Alta 3 2010-2018 | Reservoir R 96.0 150 185 135 Yes 16 T
Bingsfoss 22 2001-2019 RoR R 820.0 32.5 5 0 - 0 F
Bogna 34 2010-2018 Reservoir L 23.8 57 290 150 - 0 F
Borgund 35 2010-2018 Reservoir R 28.0 212 874 74.7 Yes 0 F
Braskereidfoss 37 2000-2019 RoR R 450.0 35.95 9.5 0.5 - 65 F
Bratsberg krv 38 2010-2018 | Reservoir R 105.0 124 145 366.7 No 30 F
Brattset 40 2010-2018 | Reservoir R 36.0 80 268.9 1.7 No 0 T
Dividal 58 2010-2018 | Reservoir R 11.6 26 278.5 135.7 Yes 0 F
Driva 63 2010-2018 Reservoir R 30.0 140 565.59 280 Yes 11 T
Eidfoss 68 2011-2018 RoR R 93.8 13.2 18.89 0 No 0 F
Einunna 75 2008-2019 | Reservoir R 9.0 9 121.69 85 - - F
Fjeeremsfoss 87 2010-2015 RoR R 80.3 18.8 27 0 - 0 F
Follafoss 92 2010-2018 | Reservoir F 29.0 48.1 175.3 32 No 0 F
Skagen 94 2010-2018 Reservoir R 32.5 270 967 28.8 No 0 F
Funnefoss 102 2003-2019 RoR R 444.4 40 10.5 0 - - F
Grana 113 2010-2018 Reservoir R 19.0 75 455 144 - 0 F
HARPEFOSS 131 2005-2019 RoR R 400.0 108 34.62 0 No - F
Hemsil 1T 142 2010-2011 | Reservoir R 31.0 98 370 0 Yes - F
Hjartal 147 2010-2018 Reservoir L 32.4 104 592 91.2 No - F
Storani 154 2010-2018 | Reservoir R 299.1 106 308 544 No 0 F
Hunderfossen 164 2010-2018 Reservoir R 30.6 112 46.4 1312 No 15 F
Kolsvik krv 209 1996 2017 | Reservoir F 7.3 128 519 188.1 No 0 T
Kongsfjord 210 2010-2018 Reservoir L 510.0 4.4 70.5 88.1 No 0.9 F
Kongsvinger 212 2005-2018 RoR R 284.0 42.7 10.25 0 - - F
Laudal 239 2004-2018 | Reservoir R 30.0 32 36 2 Yes 8 F
Litjfossen 247 2010-2018 | Reservoir L 5.5 75 285 150 - 30 F
Lysebotn krv 256 2008-2013 Reservoir R 176.0 5.35 106 38.4 No - F
Lopet 260 2005-2019 | Reservoir R 12.0 29 18.89 75 No - F
Mesna 268 2003-2019 | Reservoir L 20.0 37.5 356 81.4 - - F
Mgrre 285 2010-2018 | Reservoir F 80.0 13.6 81.3 12.4 No 0 F
Nedre Vinstra 302 2009-2018 Reservoir L 55.0 308 443.2 31.1 No - F
Sgre Osa 321 2010-2018 | Reservoir R 2.5 90 200 265 - - F
Reinset 334 1998-2003 | Reservoir R 60.0 4.9 263.6 10.5 No 1.5 F
Rendalen 336 2010-2018 RoR R 1215.0 100.5 209.69 0 No - F
Raanaafoss 349 2016-2018 RoR R 32.0 128.4 12.3 1312 - - F
Savalen 363 2002-2019 Reservoir R 18.5 62 230 61.2 - - F
Skibotn 375 2010-2018 | Reservoir R 220.0 70 440 145.6 Yes 6 F
Skjefstadfoss 377 2011-2018 RoR R 258.3 19.8 12.8 0 No 40 F
Skogfoss 383 2010-2018 Reservoir L 16.0 48 19.7 2684 No 0 F
Sokna 393 2010-2018 | Reservoir R 110.0 25 185 1 No 0 F
Solhom 396 2010-2018 Reservoir L 248.0 200 215 336.8 No - F
Straumsmo 404 2009-2012 | Reservoir R 70.0 130 229 3.7 No 0 F
Svartelva krv 414 2010-2018 Reservoir R 16.6 15.5 107.9 74 No 0 F
Svorkmo 422 2000-2018 | Reservoir R 69.1 55 96 -9999 Yes - T
Sga 424 2010-2018 | Reservoir F 16.0 37 273.2 67 No - F
Tonstad 448 2010-2018 Reservoir L 36.1 960 442 70.19 No 0 F
Ulset 474 2010-2018 | Reservoir R 253.2 35 151.5304 132 No - F
Usta IT 480 2010-2011 Reservoir L 12.0 184 540 385 No - F
@vre Tessa 522 2012-2018 Reservoir L 11.2 16 175 130 - Only summer F
Ana-Sira 528 2010-2018 | Reservoir F 375.4 150 47 155 - 0 F
&rﬂy 530 2010-2018 Reservoir R 70.0 90 147 53 Yes 3 F
Dokka 537 2008-2019 | Reservoir L 41.0 44.6 130 -9999 - - F
Mel 549 2010-2018 | Reservoir R 7.5 52 810 60.3 Yes 1.5 F
Stuvane 557 2010-2018 | Reservoir R 28.0 38 156.19 7.7 Yes - F
Mer&ker 619 2010-2018 | Reservoir R 36.7 86.8 263.7 4.5 Yes 9.5 T
Solbergfoss 776 2010-2018 RoR R 1200.0 208 21.29 314 No - F
@yberget 828 2010-2018 Reservoir R 75.0 99.5 149.6 0.55 Yes 0.3 F
Framrusti 829 2010-2018 Reservoir R 27.0 75 325.6 166 Yes 0.65 F

Note R=River>0.5 km,L=Lake/Reservoir,F=Fjord,C=Cascade, T= True, F= False, - = Missing data
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Figure 3.1: Overview of the investigated HP with their outlet location

Alternatively, COSH tool has an option to export all the statistical analysis that is cal-
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culated by the software in one Excel file. These Excel files were used and summarized
to obtain some of the above mentioned statistical indicators that represent the level of
ramping over the time to have a comparison overview on the historical trend in these

indicators by processing them through R.

{ COSH-Tool

Flow time series

Flow - [m~3/s]

Figure 3.2: COSH tool interface with an example of flow ramping amplitudes over several years.

1 Display statstics = X

Number of peaking events.

axilinnks

2010 2011 2012 2013 2014 2015 2016 2017 2018
Year

Monthly statistics

2010 2011 2012 2013 2014 2015 2016 2017 2018

Figure 3.3: Output options from COSH tool showing annual number of (rapid) up ramping and down ramping
events per year.
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3.2.2 Flow ramping indicators

Carolli et al. (2015) developed two simple indicators for quantifying the level of peaking
on a sub-daily time interval. Their indicators were applied to various HPs from a different
region in Europe. In their study, two main indicators were purposed to assess the level
of ramping that occur. The first indicator is for assessing the magnitude of the peak HP1.
HP1 is a dimensionless indicator calculated as following. For each HP, we calculated for
each day the difference between maximum discharge (Qmax) and minimum discharge
(Qmin) divided by the average Discharge (Qavg) on the same day. Then HP1 refers to the
median of the daily values calculated from the previous process. HP1 was calculated for
each HP for each year from 2010 to 2018.

The second indicator HP2 is the rate of change indicator. It refers to the frequency of the
occurring peaks. It is calculated by dividing the change of the discharge in every hour,
then to exclude the outliers, the 90-percentile of the resulted values were calculated.
Finally, HP2 refers to the median of values that were calculated for each year for each
HP.

An advantage of using Carolli et al. (2015) Indicators is they provide a preliminary
overview of the potential ramping level before any ecological investigations that can
happen with a simple procedure. Both Indicators were calculated by processing our data
through R.

3.2.3 Statistical and trend analysis

Different types of statistical analyses were carried out on our results due to the following
reasons. First, it is essential, as mentioned above, to investigate the relation between
the level and frequency of peaking with different HP’s characteristics. Such relation, if it
exists, can be used for further classifications of HPs potential level of peaking based on
HPs characteristics. Additionally, it is also essential to have an overview of the historical
trend that might occur in the level of peaking based on each HP. To reach these objectives,

the following methods were used:

Visual trend and comparison by groups

After calculating the above-mentioned indicators, it is necessary to have a proper view
on the trend of these indicators in relation to the environmental legislation implemented
for every HP. By grouping the HPs into two main categories where there are restrictions

implied against flow ramping and no restrictions. Using that allows us to evaluate the
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efficiency of the environmental legislation and to get a proper comparison between the

different patterns of operation.

Multiple linear regression

Multiple linear regression is a statistical approach for investigating a linear relationship
between dependent and independent variables. This relation can be used for predicting
the values of the independent variable based on this linear relation that is constructed.
Furthermore, from the constructed relation, it is possible to investigate which dependent
variable has more influence on the predicted one. Mainly a multiple linear regression

model formula for i = n number of observations is as follows (Reilly, 1978):

yi = Bo + Bizit + Baziza + ... + Prak + € (3.1)

where:
¢ y;: dependent variable
e X;: explanatory variables
® g: constant value referring to the interception value
* A: slope coefficients for the dependent variables
¢ ¢: the model residuals

Multiple linear regression is based on the following assumptions (Reilly, 1978). First,
there must be a linear relationship between the two types of variables. This would
be the outcome of our model by testing whether this relation exists or no. To have a
proper assessment of this relationship, we must ensure that our variables are normally
distributed; therefore, it is essential to test the normality of the analyzed variables and
make a transformation in the data if they are not normally distributed. Additionally, any
correlation between the explanatory variables cant exist. Furthermore, the normality of
residuals must exist. This implies that the residual values are normally distributed with
a mean of 0 and a variance of ¢2. It is vital to test the aforementioned conditions before

building up our models.

After building the models, it is essential to estimate the goodness of fit for them using
the coefficient of determination R2. R? is an indicator that shows how accurate the model

fitting is. It Can be calculated as follows:

(3.2)
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where: SS,.s is the sum of the square of values, and it is calculated as follows:

SASVres:Z(yi*fi)2 (3-3)
where vy is the true value, and f is the fitted value through the model.

SSiot is the sum of total squares, and it is calculated as follows:

SStot = Z(yz —§;)? (3.4)

K3

where vy is the true value, and § is the predicted value through the model.

Two multiple linear regression models were carried out for our results. The first model
refers between the relation between our calculated HP1 referring to the magnitude of the
peak for every year as a dependent variable (y1) and HP characteristics represented in
four variables: 1)reservoir capacity in a million m3 2)head of the HP in meters 3)outlet
location of the HP 4) the installed capacity of HP in MW. Similarly, the second model
refers to the relation between the frequency of the peak occurring indicator HP2 as an
independent variable (y2) and the before mentioned HP characteristics as explanatory

variables.

Mann Kendall trend test

Mann Kendall (M-K) trend test is a statistical test that is often used to analyze the trend in
the data over a long time series. It is used to test whether there is a constant increasing
or decreasing trend over the tested time period. One advantage of this test that it is a
non-linear test that doesn’t require my data to be normally distributed (Gilbert Richland,
1987). Furthermore, it is possible to work around any missing data along with the time
series. The test evaluates the relative magnitudes of the sample of data instead of
the absolute values itself. This test has been used frequently for evaluating the trend
in various hydrological and meteorological phenomena (Ahmad et al., 2015; Shadmani
et al,, 2012).

The test can work in smaller data points; however, in order to show its efficiency, it is
recommended to use a longer time series for evaluating the trend. The obtained data
included two HPs with longer time series and restriction against flow ramping. In order
to have a proper view of the efficiency of these restrictions, it is essential to evaluate
the trend in those two HPs using the M-K test. after calculating the above-mentioned
indicators representing the magnitude of flow ramping every year using COSH and Carolli
et al. (2015) indicators, it is essential to conduct the M-K test for HP1, HP2, and the
average annual nhumber of fast increases and decreases throughout every year.
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The test consists of two parts that are calculated. The first part is the M-K statistic value
(S). (S) is initially assumed to be 0 (no trend exists) then:

for x;...x,, number of data points in time j S is calculated as follows (Gilbert Richland,
1987):

n—1 n

S = Z Z sign(z; — xx)Where : (3.5)

k=1 j=k+1

lifz; —x, >0
sign(z; —xk) =0 if z; — a2, =0 (3.6)
—1ifaz;—x, <0
S represents how the trend behaves throughout the time period. If S has a very high pos-

itive value, it means the trend is significantly increasing and vice versa. After calculating

S, the variance of S, VAR(S) then is calculated using the following:
1 g
VAR(S) = 1o [n(n —1)(2n.+5) Z;% 1)(2t, +5) (3.7)
Where n is the number of data points, g is the number of sample data that share the

same value, and t, is the number of data points in the pth group. After the variance is

calculated, the normalized Z test is calculated by the following:

[VAR(S)]2
z={0 ifS =0 (3.8)
[VAR(S)]2

Finally, the probability of Z test is calculated for a normal distribution of an average of 0
and ¢? of 1 as follows:

N

f(2) = ——e 7 (3.9)

The null hypothesis (Hg) for the M-K test (p > 0.05) is that there is no consistent trend
in the time series. If (Hy) condition is not met, the alternative hypothesis (H;) is that the
trend exists. It can be positive or negative or not null. When the hypothesis conditions
are met, there is an existing trend, the magnitude of the trend can be calculated using
Sen’s Slope as following. The inserted values are first arranged in ordered time series

and ensure there is no correlation in the data before it is tested.

Sen’s slope estimator

Sen’s slope is an often method for determining the magnitude of a trend over a time

series. Similarly to the M-K test, it non-linear test which doesn’t require the data to be
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normally distributed. This estimator is crucial for showing us how big is the trend in our
calculated indicators is which will show to what extent the provided restrictions on flow

ramping provided for the two HPs are effective for minimizing the level of ramping.

Sen slope estimates the trend of a sample of N pairs of data as follows (Gocic and
Trajkovic, 2013):

uforizl,...,]\f (3.10)
j—k

Qi =

Where z; and z;, are data points at the j and k time points, respectively. Consequently, for

n data measurements in the timer series will be N = -1 slope estimates. Unlike the

least square method used for linear regression, Sen slope estimators use the median

for the slope estimates @;. For the existence of one or more data points in one time

period then N < @ After @Q; is calculated, they are ranked, and the median of it is

calculated as follows:

Qun11)/2] for N is odd
QnLed: 0 +Q (311)
(N/2)] > N+2/21 - for N is even

Qmed represents the trend in the data. The higher the median value is, the steeper the

slope is to be. Moreover, the confidence interval is calculated for the slope as follows:
Co = Z1_a/2VVAR(S) (3.12)

Where Var(S) is the variance of M-K value and Z,_,, is a standard normal distribution
with a mean of 0 and a standard deviation of 1. All the above mentioned statistical
methods and approaches are conducted by processing the data through R using different

statistical and plotting packages making it possible to automate all these tests.

3.3. Results

After analyzing the obtained data representing the investigated HPs, results will be shown
as follows. Initially, the data were analyzed by being plotted in a categorized box plot
based on restriction provided for each HP against flow ramping to investigate the level
of variation of flow visually to have a preliminary assessment of the level of ramping
that might occur due to each HP. Moreover, a visual quality check was carried out to
ensure there are no outliers in the discharge data by plotting the discharge of each HP

throughout the year.

Afterward, the data of HP were processed through COSH too. Results obtained from
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COSH will be presented to have a view of different characteristics of each flow ramping
that occurs from each HP operation. The results will be presented for each HP separately.
Additionally, Carolli et al. (2015) indicators HP1 and HP2 results will be presented cate-
gorically based on the outlet location and the restrictions provided for each HP to have
a proper view on the actual potential ecological damage that can occur from each HP.
Furthermore, the indicators are presented in a box plot to show the level of change for

each HP operational pattern.

Finally, the statistical analysis results are presented in three ways, as mentioned before.
A visual trend in COSH indicators representing the magnitude of peaking throughout the
years is plotted categorically based on restrictions against flow ramping. Then, the linear
and non-linear results will be shown refereed to the multiple linear regression and M-K

test and Sen’s slope estimator.

3.3.1 Preliminary visual assessment

Results below show the preliminary investigations of the potential flow ramping that
might occurs reflected in box plotting of the discharge Q and the change of discharge
AQ of each HP. Box plot is a useful plotting way to show the extent of change for each
variable between the median and the inner 25 and 75 quantiles. Moreover, it is useful

to exclude the outliers of each data series as they will be on the edge of each box plot.

Figure 3.4 represents HP’s discharge variation throughout the time represented in the
box plot. The variation in the discharge for each HP can be related to the HP and the
river characteristics. It is noticeable also that HPs without any restrictions on the license
against flow ramping has higher median and variation of discharge than the restricted

ones.

Similarly, Figure 3.5 shows the change in the discharge (AQ) in a one-time step (1 hour).
It can be seen from a preliminary investigation that restricted HPs have lower median
value for (AQ) except in few cases such as Laudal power plant (239). Moreover, there is
no relation between higher median discharge value and greater change in the discharge.
The outliers in every HPs represent extreme cases that can be referred to as an accidental

shutdown (unplanned due to, e.g., problems in transition line, etc.) of the HP.
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3.3.2 COSH tool results

In this section, COSH tool results will be presented. COSH is an efficient tool as it
allows representing the results in a graphical way for allowing the comparison and has
a preliminary check on any existent trend throughout the time. All the investigated HPs

data were processed through COSH after excluding years with missing values.

Eventually, the indicators mentioned in section 3.2.1, referring to Sauterleute and Char-
masson (2014), will be presented in graphs in this section. For illustrative purposes of
showing how the results are, two HPs will be selected for presenting the results (Laudal
239) and (Bratsberg 38). Both HPs are with the outlet of tail-race into a river. The
first power plant has a restriction against flow ramping, and it has a longer time series
allowing us to investigate the efficiency of such restriction. The second one Bratsberg is
located in the river Nidelva doesn’t have any restrictions, and it will be further evaluated
for future scenarios with the implementation of the HydroFlex project. However, all the

other results from the remaining HPs are gathered and presented in Appendix A.

Number of peaks per year

The number of annual peaks per year will be presented below. The number of peaks
refers to the sudden and fast change in the discharge of each HP. Since our data repre-
sents the discharge coming from the outlet location of the HP, they are representative of
the actual potential of flow ramping, excluding any natural change in the flow that can

occur from snow melting, flooding, or precipitation.

Figures 3.6 and 3.7 represent the number of peaks per year throughout the time for
Laudal and Bratsberg power plants, respectively. By a first inspection, we can see the
number of peaks for both power plants varies throughout the time. The highest number
of peaks was calculated in 2008 and 2014 for Laudal and Bratsberg, respectively, with
both having an average of 220 number of increasing peaks. However, the highest de-
creasing number of peaks was estimated to be in 2013 for Bratsberg with an average of
190 number of peaks. It is also noticeable that the restriction in the license provided for
Laudal doesn’t have any effect on minimizing the level of ramping compared to Bratsberg

power plant, which doesn’t have any restriction against flow ramping.

34



CHAPTER 3. EVALUATION OF FLOW RAMPING IN NORWAY

Number of peaking events
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Figure 3.6: Number of Inc/Dec flow ramping events per year for Laudal
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Figure 3.7: Number of Inc/Dec flow ramping events per year for Bratsberg

Distribution of number of increasing/decreasing peak throughout the day
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The next results obtained from the COSH tool will be presented here, referring to the
frequency distribution of the number of peaks throughout the day. This indicator is useful
as it shows how regular flow ramping occurs throughout the day, which refers to the
frequency category in (Sauterleute and Charmasson, 2014) indicators for quantification
of hydropeaking.

Figure 3.8 and 3.9 shows the distribution of peaks throughout the day for Laudal and
Bratsberg, respectively. It can be seen that the regularity of peak occurrence in Lau-
dal is significantly higher than it is in Bratsberg where the peak occurrence shows an
irregular pattern. The distribution throughout the day represents the typical daily hy-
dropower operational pattern where the HP is almost shut down at night, and then it
starts operating at max capacity at the morning rush hour, then the operation is de-
creased again, whereas it increases at the evening rush hour. This pattern of operation
has more potential impact on the river ecosystem than it is, for example, for Laudal,

where the distribution of the peak throughout the day is almost regular.

140

Number of peaking events per hour

Number of rapid increases [-]

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
Hour of the day

100

Number of rapid decreases [-]

8 9 10 11 12 13 14 15 16
Hour of the day

Figure 3.8: Average distribution of the number of Inc/Dec peaks throughout the day for Laudal
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Number of peaking events per hour
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Figure 3.9: Average distribution of the number of Inc/Dec peaks throughout the day for Bratsberg

Maximum rate of change for increase/decrease

In this section, results from COSH tool presenting the maximum Rate of Change (RoC)
will be presented. Maximum RoC is a very useful indicator that shows to what extent
the HP can change its production rate in a 1-hour time step. It is also a good indica-
tor representing the potential ecological damage that might occur from this operation
pattern.

Figure 3.10 and 3.11 represent the maximum RoC for Laudal and Bratsberg for each
year during the investigated time period. It can be seen that RoC for Laudal doesn’t vary
a lot throughout the time period with an approximate median value of 10 m3/s per hour
while it is much bigger for Bratsberg with a median value of 30-35 m3/s per hour for
both increasing and decreasing peak. Further trend analysis will be made to investigate
the existence of such a trend in the results for this indicator to have a proper evaluation

of this result.
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Figure 3.11: Maximum RoC for Inc/Dec per year for Bratsberg
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Number of peaks per day

As mentioned above, COSH tool has the possibility to summarize the data into different
indicators. In this section, the number of peaks per day for each year will be presented.
This indicates how many peaks occur in a single day on average per year. This indicator
also represents the frequency of ramping that occurs on a daily basis. The higher number

of peaks that happen per day, the more frequent it is per day.

In the following figures, 3.12 and 3.13 show the average annual number of peaks that
occur per day for Laudal and Bratsberg, respectively. It can be seen the highest number
of peaks has a relation with the first results representing the total humber of increas-
ing and decreasing peaks. Hence, it can be seen in 2008 has the highest number of
peaks per day with more than 5 increasing and decreasing peaks per day. On the other
hand, Bratsberg has a lower average annual number of peaks per day, with almost not

exceeding more than 2 peaks per day.
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Figure 3.12: Average annual number of peaks per day for Laudal
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Figure 3.13: Average annual number of peaks per day for Bratsberg

3.3.3 Flow ramping indicators

After processing the data through R to calculate the indicators represented in (Carolli
et al., 2015) journal. Results of HP1 and HP2 were obtained for each power plant for
every year from 2010 to 2018. Years with missing values were excluded to avoid any
outliers. Unlike how the indicators are calculated by (Carolli et al., 2015), there was
no threshold definition for HP1 and HP2 to normalize the results. The reason behind
this is that the investigated HPs, in their characteristics, will make it inaccurate to set
a single threshold for all HPs. In addition to that, we are using the indicator to provide
an overview of the potential flow ramping that occurs for every power plant individually;

hence, there was no need for setting a threshold.

Results will be presented for HP1 and HP2 in a box plot for each HP representing the
median value and inner quantiles throughout the time period. Additionally, to obtain a
proper overview, we categorized the results based on the restrictions provided for each
HP.

HP1

Figure 3.14 shows the results of HP1 representing the magnitude of flow ramping occurs
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in each HP throughout the year. Results show a significant variation in the median values
for the investigated HPs. Additionally, it is noticeable that HP1 has a bigger variation in its
value throughout the time period for HPs without restrictions than it is for the restricted
HPs.

HP2

In figure 3.15, the results of the HP2 are presented. As mentioned above, HP2 indicates
the frequency of flow ramping that occurs for every HP, and it is calculated for every year.
Results show that power plants without restrictions also have a higher value of HP2 than

the restricted ones.

Additionally, it is also noticeable that some of the restricted power plants have a relatively

bigger value, which questions the efficiency of the legislation implied for these HPs.

Finally, in order to relate our HP1 and HP2 with the potential environmental impact that
might occur due to the existing flow ramping, they were plotted in the x-y plot being
classified to the outlet location of each HP as it can be seen in figure 3.16. It can be seen
that most of the severe ramping occur in HPs with outlet location to lakes and fjords.
However, it can also be seen that some HPs with outlet location to rivers cause severe
flow ramping with the frequent occurrence, yet there are no restrictions implemented
against this behavior. It is noticeable that restricted power plants, in general, have
a lower magnitude of peaking than it unrestricted ones, yet they both share the same
frequency. Additionally, HP1 and HP2 result plotted in a combination of the outlet location
as a box plot. Figure 3.17 shows that there is a high potential ramping effect that can

result from HPs located across the river.
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Figure 3.17: Box plot of calculated flow ramping indicators by the outlet location of the power plant

3.4. Statistical analysis results

In this section results of the conducted statistical analysis will be presented. As men-
tioned before, results will be presented into three parts after post-processing our results
from the COSH tool and the indicators calculated using Carolli et al. (2015) approach by

using R.

The first part represents the visual trend analysis for different COSH results reflecting
the magnitude of flow ramping throughout the investigated period. The purpose behind
this is to provide a clear visual inspection of any existing trend for both the rapid increase
and decrease in the discharge. Moreover, a linear trend with confidence interval will be

plotted for every HP in order to investigate any existence of the linearity of our results.
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In the second part, Multiple linear regression models results will be presented. First,
check for normality and test for correlation of the investigated variables will be presented,

then the model’s coefficients and results will be shown.

Eventually, non-linear trend results from the M-K test and its estimator using Sen’s slope.
as mentioned before, since M-K relies efficiently on longer timer points (Gilbert Richland,
1987), it was decided to investigate only two power plants: Svorkmo and Laudal, which
has longer time series and outlet location to river. Indicators from COSH referring to the
annual number of peaks and maximum RoC in addition to HP1 and HP2 results will be

investigated using this test.

3.4.1 Visual Trend Results

Annual number of increasing/decreasing peaks

Figures 3.18 shows the trend in the number of fast increases and decreases throughout
the time for HP with restrictions. By excluding HPs with a shorter time, it can be seen that
there is some trending in an annual number of fast increases for HPs with restrictions such
as ,&r;ay-530, Skibotn-375, and Framrusti-829 which are all located to a river. However,
there is no significant trending in the annual number of decreases per year for restricted
HPs except for Laudal-239, Skibotn-375, and Borgund-35.

On the other hand, figure 3.19 shows the trending in the number of increases and de-
creases for HPs without restrictions. It can be seen that linear trending varies a lot. it
can also be seen that for both HPs with and without restrictions that a linear trending

doesn’t accurately represent the results since it varies non linearly.
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Figure 3.19: Trend for Annual fast Inc/Dec for non-restricted HPs
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Annual max RoC of increasing/decreasing peaks

Figures 3.20 and 3.21 show the trend in the annual maximum rate of change during
fast increases and decreases for restricted and non-restricted HPs, respectively. Results
do not show any significant trending for either restricted or non restricted power plants.
This might be because the most drastically ramping event might be accidental shutdowns.
However, it can be seen that, on average, the annual maximum rate of change for the
majority of non-restricted power plants has a significantly bigger value for the restricted
power plants. This implies the fact that the flexibility of power plants without restrictions
is significantly bigger as they can change the rate of production based on the market
demand without any limitations.

Eventually, COSH results regarding the annual humber of fast events and the maximum
RoC for both increase and decrease changes were combined and plotted for the outlet
location of the HPs in order to link the potential ecological impact with the resulted hydro-
morphological indicators. It can be seen from figure 3.22 that RoC is generally bigger

for non-restricted HPs; however, it doesn’t differ much depending on the outlet location.
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Figure 3.22: Evaluated COSH tool results plotted based on the outlet location and restrictions provided for
HPs.
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3.4.2 Multiple linear regression

Results representing regression models will be represented here. After checking the
normality of distribution of the analyzed variables before building the models it was found
out that transformation needs to be carried out to ensure such normality. Procedures
and transformations that were carried out can be looked up in Appendix B where the final

results showing the normal distribution fitting for regressions variables will be presented.

A very important assumption in linear regression is that there is no correlation between
dependent variables. To ensure there is no multicollinearity figure 3.23 shows our visual
inspection of the correlation between our investigated variables. It can be seen that

there is no significant correlation between variables.

After running the models through R, tables 3.2 and 3.3 show the regression results for
HP1 and HP2 respectively. It can be seen that based on R? results that there is no

significant relation between HP1 and HP2 and HPs parameters.

This interferes with various studies (Greimel et al., 2018; Bruder et al.,, 2016) which
relate the cause of flow ramping to one of HP characteristics such as the head of the

power plant.
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Table 3.2: Regression results for HP1 model

Dependent variable:

HP1
OutletL —0.162***
(0.014)
OutletR —0.234***
(0.011)
‘Max Capacity MW" 0.00004
(0.00003)
‘Head (m)* 0.0002***
(0.00002)
‘Reservoir Vol Mill.M3" —0.0001*
(0.00001)
Constant 0.958***
(0.011)
Observations 3,374
R? 0.186
Adjusted R? 0.185

Residual Std. Er RoR
F Statistic

0.201 (df = 3368)
154.239*** (df = 5; 3368)

Note: *p<0.1; **p<0.05; ***p<0.01
Table 3.3: Regression results for HP2 model
Dependent variable:
HP2
OutletL —0.111%*
(0.009)
OutletR —0.057***
(0.007)
‘Max Capacity MW* 0.001***
(0.00002)
‘Head (m)* —0.0002***
(0.00001)
‘Reservoir Vol Mill.M3' 0.00000
(0.00001)
Constant 1.095%*
(0.007)
Observations 3,374
R? 0.295
Adjusted R? 0.294

Residual Std. Er RoR
F Statistic

0.131 (df = 3368)
282.397* (df = 5; 3368)

Note:

*p<0.1; **p<0.05; ***p<0.01
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3.4.3 M-K analysis results

Tables 3.4 and 3.5 show M-K test results for different indicators representing Laudal
and Svorkmo power plants respectively After processing conducting the M-K test for the
indicators related to both power plants. As mentioned before M-K is a hypothesis test
where the smaller p-value the more evident that there is an existing trend in the indicator
throughout the time.

From the results, it can be seen that HP1 results for both power plants show significant
trending with a p-value of 0.002 and 0.05 for Laudal and Svorkmo. However, S results
show that trend is negative for Laudal while it is positive for Svorkmo. To investigate
more the significant trend that is resulted in HP1, Sen slope estimator was conducted for
HP1. Results show there slope estimate for both power plants is not significant however
it confirms with the M-K test that the trend exists.

Table 3.4: M-K results for the analyzed indicator for Laudal power plant

| Indicator | T-statistic p-value S VAR(S) |
HP1 -0.6 0.0021535 -63 408.33
HP2 -0.2952381 0.1376459 -31 408.33
Annual number of Inc -0.166677 0.4420502 -15 331.66
Annual number of Dec | -0.2087912 0.3244236 -19 333.66
Max RoC during Inc 0.25274724 0.2284398 23  333.66
Max RoC during Dec -0.0989011 0.6614159 -9 333.66

Table 3.5: M-K results for the analyzed indicators for Svorkmo power plant

| Indicator | T-statistic  p-value S VAR(S) |
HP1 0.33333337 0.0500903 57 817
HP2 0.02923977 0.8887056 5 817
Annual number of Inc || 0.20059784 0.2474157 34 814
Annual number of Dec || -0.2136734 0.2191604 -36 811.33
Max RoC during Inc -0.1812866 0.2939172 -31 817
Max RoC during Dec -0.0526316 0.779566 -9 817

Table 3.6: Sen slop estimator for HP1 for Laudal power plant

‘ Indicator Sen’s Estimate H T-statistic p.value parameter conf.low ‘ conf.high ‘

| wP1 | -0.0194 -3.0682  0.0022 15 -0.0273 | -0.0066 |
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Table 3.7: Sen slop estimator for HP1 for Svorkmo power plant

‘ Indicator Sen’s Estimate H T-statistic p.value parameter conf.low ‘ conf.high ‘

| wP1 | 0.0065 -3.0682  0.0022 15 -0.0273 | -0.0066 |

3.5. Discussion

Flow ramping poses a great threat to the environment as it can cause various negative
impacts to the riverine biota. However, the resulted flow ramping effect from HP oper-
ation needs to be connected with the geographical and technical aspects of HP itself to
have a prior assessment of the potential ecological damage from this ramping. Results
show a severe and intensive variation of the flow for some HP; however, their outlet is lo-
cated on fjords, lakes, or reservoirs. This level of flow ramping from HP located on a fjord
can be neglected as it does not pose any ecological threat to any river stream. However,
for HPs located to lakes or reservoirs, further assessment needed to determine whether
and to what extent the capacity of this reservoir or lake will dampen the magnitude and

the frequency of the occurred flow ramping effect on the river downstream.

Additionally, It can be seen from the before-mentioned figures that severe and frequent
flow ramping occurs from HPs located on river streams and without any restrictions to
limit or minimize this ramping effect. This type of ramping needs further assessment as
it poses potential ecological damage to the riverine ecosystem, which also is dependent
not only on the level of flow ramping but also the river morphology and characteristics

of the riverine biota itself.

On the other hand, it can be seen that in general, restrictions implied on the operation
of HPs have lowered the level of flow ramping to the majority of this power plant in
comparison to HPs without restriction implemented to limit this operational pattern. It
can be seen from the calculated indicators in figure 3.17 and 3.22 that restricted HPs
has a relatively lower magnitude of flow ramping represented in RoC and HP1 yet, these
restrictions didn't affect the level of frequency represented in the number of ramping
events and HP2. Nevertheless, there are some defects in the efficiency of these implied
restrictions that require further investigations such as Driva power plant with significantly
bigger RoC (7-10) m3/s/h compared to other restricted HPs which can vary between 0-5
m3/s/h.

Furthermore, the results of this chapter show that the occurred flow ramping has different
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characteristics based on different HPs type and their operational pattern. For instance, it
can be seen that the majority of RoR power plants show the same pattern of flow ramping
characteristics as follows. First, by investigating the COSH results regarding this type of
HPs, it can be seen that the majority has a regular distribution of an intensive humber
of rapid flow ramping events throughout the day with up to 6 -7 number of events per
day with small RoC that can be estimated 0-10 m3/s/h. This type of flow ramping has
been defined in (Greimel et al., 2016) as hydro fibrillation, which refers to the intensive
regular rapid small changes in the discharge. (Greimel et al., 2016) also specifies that
this type of flow ramping probably exists in the river downstream of RoR power plants,
which comply with our COSH results for this type of power plants. This type of flow
ramping can be related to the adjustment that is made for RoR HP to be optimized for
electricity grid balancing or to match the hydrological changes through the river flow that

can vary throughout the day.

On the contrary, characteristics of the occurred flow ramping from storage HPs differs
from the RoR power plants. Based on COSH results, it can be seen that the majority
of this type of HPs have relatively less frequent daily peaking events with an average
of 2 ramping events per day, yet these events are irregularly distributed throughout
the day, and significantly higher magnitude than the occurred from RoR plants. These
results don’t comply with all storage HPs as it can be seen, for instance, that Laudal and
Svorkmo power plants have regular, more frequent ramping events. It can be concluded
that this type of flow ramping is a result of hydropeaking that occurs due to the change
in market price to gain the most revenue of energy production. It can also be concluded
from the results that restrictions implied on the storage HPs have proven in most cases
efficiency for reducing the magnitude of ramping events, yet it didn't affect the frequency

and regularity of occurred ramping events.

Subsequently, figure 3.5 shows that there are a significant number of extreme changes
in the flow, which indicates the accidental shutdown or fast starting of the power plant. It
can be seen that power plants with no restrictions on the operation have more numbers of
these extreme events. Such events need to be further taken into consideration as it can
cause severe stranding or drifting effect on the riverine biota and should be mitigated.
The existence of a bypass valve can be a good solution to mitigate such type of severe

flow ramping; however, it doesn’t exist in most of the storage power plants.

It is also important to mention the role the environmental flow plays to minimize the
level of ramping. A relatively higher environmental flow in reference to the maximum
discharge of the power plant can significantly reduce the rate of ramping that occurs
from the HP operation. Additionally, the existence of dampening reservoirs or lakes can

also reduce or mitigate the impact from flow ramping depending on the capacity of this
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lake and the rate of ramping that happens.

Based on these conclusions, results show that Sokna-393 and Svartelva-414 are consid-
ered to have the most serious potential ecological damage from their ramping operation.
The two power plants contain fish species in the affected river reaches from their oper-
ation, and there is no environmental flow specified in their operation license to mitigate

their impact.

It can also be seen that the constructed regression models failed to show any significant
results between HP parameters and the magnitude and frequency of flow ramping rep-
resented in HP1 and HP2. This result doesn’t comply with various studies (Greimel et al.,
2018; Bruder et al., 2016) that refer to the existence of a relation between the level of
ramping and the head of the power plant, for instance. In addition, the regression re-
sults don’t comply with the resulted indicators from the COSH tool that differentiate the
pattern and the characteristics of flow ramping to some properties of the HP itself. The
reason for not showing the existence of such a relationship might be due to the limitation
of the number of investigated power plants. Further analysis is required to investigate,
map, and categorize the occurred flow ramping from the power plants based on their

properties in case additional data would be provided.

Lastly, results regarding the M-K test for the two investigated power plants show that
there is a trend in the magnitude of ramping for both power plants (Laudal-239) and
(Svorkmo-422). Although the estimated Sen’s slope is not significant, the efficiency of
the restriction on operation for these two power plants needs further assessment.

Consequently, it can be concluded that severe ecological damage from flow ramping can
be resulted based on HP characteristics and the river properties. First, HP with bigger
storage capacity and high head with no restrictions on the flow ramping and relatively or
low minimum flow can pose the most significant potential of flow ramping. Subsequently,
a river morphology with high steep and long reach will extend this ramping effect along
the reach in addition to the key species that exist in the river itself. On the other hand,
an ecologically friendly operational HP can be characterized to be generally RoR and/or
HP with restrictions specified in their license against flow ramping and relatively higher

environmental flow.
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4. MITIGATION FOR HYDROFLEX SCENARIOS

4.1. Overview and investigated location

As mentioned in section 2.3.3, HydroFlex is an innovative project providing more flexi-
bility to the operation of HP, allowing it to start and stop in 15 minutes time interval. In
order to cover all the project aspects, HydroFlex provided a work package evaluating the
social and environmental impacts of the project. Work package developed 2 hydraulic
models representing 2 rivers from their five reference HP for further investigation and

assessing the environmental impact (Juarez et al., 2019).

4.1.1 Investigated location

The focus of this part of the study shall be on the river Nidelva where HP Bratsberg is
operated. The river is located in Trgndelag region in Norway. It is regulated and serves
some HPs. The workgroup developed the hydraulic model representing the last 10 km
of the river from the very last regulation in Nedre Leirfoss until the drainage location in
Trondheim fjord. Water surface level (WSE) varies in the river from 11 to -1 M.A.S.L. The
river is considered to be a fish habitat for Atlantic salmon and brown trout. The modeled
river reaches from the outlet location of the lowest operating HP Bratsberg till the fjord
is considered a reproduction area for the fish. The river has a current minimum flow of

35 m3/s while the flow can increase up to 135 m3/s.

The lowest HP operating is called Bratsberg. It has two Francis turbines with a height of
147 meters and a max capacity of 124 MW. A current typical daily operation of the plant
is by turning off the plant at night then turning on either one of the two turbines into
production from the morning rush hour. Consequently, with 30 m3/s minimum flow, this
exposes the river to a moderate ramping effect (Saltveit et al., 2001). Figure 4.1 shows

the level of variation of flow in the last two months in 2018.

4.1.2 Model development

The model terrain was developed through a combination of LIiDAR data representing the

river banks, previous work surveys, and additional field measurements where there is
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Figure 4.1: Flow hydro-graph for the last two months in 2018 of Bratsberg

no available data. HEC-RAS 2D was then used for building the hydraulic model based
on the terrain input. After the model was built and tested, calibration was made by
adjusting the manning number by testing different areas and inserting it as a data-set in
the model. Different measurements in different areas of the river were taken to compare
the modeled WSE to the observed values. Eventually, the model reached a final accuracy
of a 6 cm difference between modeled and observed WSE. Additionally, 1D simulations
were conducted for modeling temperature. The model error was found out to be 0.18°C
(Juarez et al., 2019).

Furthermore, additional work was carried out using the hydraulic model for validation and
testing its efficiency representing the flow characteristics in detail by Graf (2019) under
the research of the HydroFlex project framework. The first main task of Graf (2019)
work is to validate the model by running different simulations scenarios in a different
region of the model and compared evaluated the efficiency of the model results working
as a whole and working in small parts by measuring the difference between the modeled
and observed results. He concluded that the model is verified and validated, resulting in
more accuracy when it is working as a whole. It can be used for measuring the dried out
areas, the velocity of dewatering and other hydro-morphological parameters that can be

used for indicating the ecological impact on the river.
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4.1.3 Previous work and environmental Impacts

Fieldwork was carried out by Saltveit et al. (2001) in the area to evaluate the effect of the
instant shutdown of the power plant on the amount of mortality of fish. Results show that
there is a significant mortality rate of salmonid fish due to the stranding, which is caused
by the rapid decrease in the flow discharge in the river. Moreover, journal results show
also that the rate of stranding varies a lot not only depending on the rate of dewatering,
but also on other parameters such as the water temperature, period of the year, and
light condition. Results show that the highest rate of stranding occurs in winter with
low water temperature during the daytime. Saltveit et al. (2001) also pointed out the
possibility of reducing the stranding effect by increasing the time of shutting down the

power plant.

4.2. Method used

In order to assess the environmental impacts from the implementation of the HydroFlex
production scenario on the river of Nidelva and evaluate mitigation measures to minimize

this impact, the following methods will be used.

4.2.1 Hydraulic simulations

The production scenario of Bratsberg was obtained from the HydroFlex researcher in
Aachen research center. Figure 4.2 shows one week from the production scenario of
Bratsberg power plant in HydroFlex scenario. The production scenario shows an extreme
variation in the rate of production that can vary from maximum production to instant

shutdown in less than 15 minutes.
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Figure 4.2: Weekly HydroFlex production scenario developed for Bratsberg power plant

After analyzing the HydroFlex production scenario, the hydraulic model representing
Nidelva was used in the following plan. First, In order to map out the environmental
impact on the river from the above-mentioned production scenario, a simulation has been
run using the worst production scenario on the river of Nidelva by running a simulation
from the maximum production to the minimum flow that is specified to be 35 m3/s. And
to obtain the dried out areas and the velocity of drying out for these areas, results were

processed and presented using GIS software.

After mapping out the most exposed areas and the velocity of dewatering in these areas,
different simulations were run using the model to reach out to the most optimum way of
operation that will minimize to some extent the stranding effect on the fish downstream.
In order to achieve a slow dewatering rate using Halleraker et al. (2003) guidelines for
the operation of hydropower, different simulations were conducted to reach the most
feasible operation pattern that will reach the before mentioned velocity of drying out.

By plotting out the most severe production scenario from HydroFlex with the environmen-
tal guideline simulation, it is possible to obtain the amount of water needed to maintain
the rate of ramping to 10-13 cm/h. Using this volume of water, it is possible to evalu-
ate the traditional mitigation measure, and in collaboration with (Storli and Lundstrém,
2019), it is possible to evaluate the efficiency of ACUR as an innovative solution for this
problem. All the above-mentioned methods will be conducted using HEC-RAS-2D for
the hydraulic simulations and ArcGISPro as a GIS software in addition to R and Excel to

post-process the data.
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4.3. Results

Results of the simulations that were run using the hydraulic model, and data processing
using GIS will be presented in this section. First, the model response to the river down-
stream was analyzed in order to set the time boundary. Figure 4.3 shows that the model
takes up to 12 hours to fully respond and stabilize from the change in the discharge from
the upstream i.e., the change in production from the power plant. Building from that,
All the simulations that were done are based on the worst production scenario during 12

hours time period.

The results will be presented in the following order. First, results representing the dried
out areas from the HydroFlex scenario be presented then the iterative simulations to
reach the optimum production scenario that will not cause a negligible stranding effect
on the fish will be shown. Eventually, an evaluation of different mitigation measures will

be presented.
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Figure 4.3: Downstream boundary condition reaction time in Nidelva

4.3.1 Dried out areas

After running a simulation based on the HydoFlex production scenario From maximum
production to the minimum flow specified in the river regulation (35 m3/s) and pro-

cess the results to GIS, it was found out that there are sere dried out area along the
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river downstream. This shows the fact that a constant minimum flow of 35 m3/s is
not sufficient for mitigating the impact of stranding areas. Figure 4.4 below shows the

summarized dried areas that would result from such a production scenario.

In order to further evaluate the results from this scenario Casas-Mulet et al. (2015)
method was used for measuring the dewatering rate, however, instead of using actual
fieldwork measurements using piezometers, measurements points were used on the
dry, shallow and wet area along with the affected areas through GIS. These points were
further used for evaluating the rate of dewatering by being classified into regions, and
then the average for each region was computed. This was done by extracting the depth
of water at each point every 5 minutes during the simulations, then process the results

in excel as it will be shown in the next section.
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Figure 4.4: Dried out areas due to HydroFlex production scenario. Exposed areas are separated into region
numbers.
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4.3.2 Dewatering rate

In addition to the drying out areas, the rate of dewatering is considered a crucial aspect
for the mortality and stranding rate of fish in the river (Halleraker et al., 2003). Based
on Halleraker et al. (2003) field experiment, the rate of dewatering has a great effect on
the portions of stranding fish. He classified the dewatering rate into 3 categories; huge
stranding effect (dewatering rate > 60 cm/h), moderate stranding effect (dewatering rate

~ 20 cm/hr) and low stranding rate where the dewatering rate is less than 10 cm/hr.

Building from that, the measurement points were used for evaluating the dewatering
rate. In every region, different points were used in the hyporheic area as well as the
wet area in order to obtain a proper average of the dewatering rate. after extracting the

results for the water depth, every 5 minutes results were investigated visually.

Figure 4.5 shows the dewatering rate for the evaluated points. In order to accurate
results representing the dewatering rates, measurements taken after reaching a stable
water level needs to be excluded. To do that the dewatering rate was calculated as
follows:

for every point, the rate of dewatering was calculated for every 5 minutes

depth; 1 — depth;

Dewatering rate, = g

% 60 * 100 = cm/hr (4.1)

and then if the dewatering rate is less than 1 cm/hr, it is excluded from the calculation.

After that, for each point, the dewatering rate is calculated:

Dewatering rate for point n = Average(Dewateringy,) (4.2)

Then to have an overview of the average for each region, the average was calculated
for all its representing points. Table 4.1 shows the resulted average dewatering rate for
each region. It can be seen that the dewatering rate will result in a big stranding effect
on the fish in most of the exposed regions. Additionally, results in regions 2-5 are nearly
similar to the fieldwork conducted by Saltveit et al. (2001) for measuring the dewatering

rate in the river 1.3 km along with the downstream.

Table 4.1: Dewatering rate for the exposed regions due to HydroFlex production Scenario

‘ Region Number H Region 1 ‘ Region 2 ‘ Region3 ‘ Region 4 ‘ Region 5 ‘

| Avg dewatering rate (cm/h) | 53.72 | 73.22 | €8.94 | 7029 | 61.02 |
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Figure 4.5: Dewatering rate for the measurement points due to HydroFlex scenario

4.3.3 Mitigating the ramping effect

Results from the before section show a severe impact on the riverine ecosystem will occur
from the HydroFlex scenario. It is evident that drying out areas with rapid dewatering
rate will affect the mortality of the fish habitat in the river. Furthermore, it is also evident
that the current environmental legislation will not suffice to minimize this impact while
adding operational constraints to limit the ramping rate thoroughly interfere with the

concept of HydroFlex aims to provide more flexibility to hydropower operation.

From that concept, it is essential to find flexible mitigation for this impact while not
affecting the flexibility of operation. By identifying the main causes, it is possible to set
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our goals into two main goals. First, it is essential to reduce the dried out areas as the
possible second; it is crucial to minimize the dewatering rate into a low or moderate level.
Thereafter it is possible to define an environmentally friendly production scenario where

its possible to evaluate different mitigation measures that allow reaching this goal.

To limit the drying out area, different simulations were carried out using the model at
different discharge values then results were processed through GIS. Figure 4.6 shows
the dried out areas at different discharge rates. It is noticeable that most of the exposed

areas are not dried out at Q 105 m3/s.

Furthermore, to determine a low or moderate dewatering rate. different simulations
were carried out using the same change in the discharge upstream, but in different time
steps, then the dewatering rate for each region in the exposed area downstream was

calculated for every simulation as done before in the previous section.

By using these results, it is possible to establish a correlation between the dewatering
rate and the change in production from the power plant. Figure 4.7 shows the resulted
relation between the time of change in the HydroFlex scenario upstream in minutes and
the dewatering rate for different sections. Building from this correlation, it is possible to
reach a dewatering rate by setting the time of the change in production from maximum
to shutdown to ~300-380 minutes. One simulation was tested using the approximated
value. Table 4.2 shows the dewatering rate after running simulation by extending the

time of the change in maximum production rate to 380 minutes.

Table 4.2: Dewatering rate for investigated regions due to change in the discharge upstream in 380 minutes

| Region Number | Region 1 | Region 2 | Region3 | Region 4 | Region 5 |

| Avg dewatering rate (cm/h) | 12.12 | 10.48 | 10.38 | 9.19 | 8.5 |

Based on the combination of the before-explained results, the most possible environmen-
tally friendly simulation was developed as follows. First As it can be seen that reducing
the discharge from upstream from max production to 105 m3/s will not result in almost
any dried out areas. Additionally, from the resulted relation between the dewatering rate
and the changing rate from the upstream, it is possible to find a rate of change upstream
that will cause a low or moderate dewatering rate. Building from that, we purposed the

following the production scenario.

After testing the proposed simulation and calculating the resulted dewatering rate, table
4.3 shows the resulted dewatering rate from the proposed production scenario. It can
be seen that, on average, the dewatering rate is considered low or moderate, which will

cause a low stranding effect on the riverine fish.
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Table 4.3: Dewatering rate from the proposed simulation

| Region Number | Region 1 | Region 2 | Region3 | Region 4 | Region 5 |

| Avg dewatering rate (cm/h) || 12.86 | 12.16 | 11.40 | 10.68 | 10.32 |
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Figure 4.6: Dried Out Areas from different discharge level
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Figure 4.7: Correlation between Change in production upstream and the dewatering rate for different regions
downstream

Figure 4.8 shows the proposed simulation in comparison to the HydroFlex production
scenario. Itis evident that using this scenario is not feasible technically nhor economically.
However, by plotting both scenarios, it is possible to determine the required amount of
water that needs to be stored and regulated to minimize the effect of ramping. Such
amount of water can be used further for implementing different mitigation measures as

it will be shown in the coming section.

After performing integration between the two scenarios, it was calculated that 0.61
Million m?3 is needed to be controlled for minimizing this impact. This amount of water

will be used further for the evaluation of different measures in the following section.
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Figure 4.8: Comparison between the proposed production scenario and HydroFlex production scenario

4.3.4 Evaluation of the traditional mitigation measures using a

weir

Weirs have been widely used to mitigate some impacts from hydropower development
and river regulation for many years. Using weirs have some positive effects as they
can control the water velocity, increase the wetted area, and provide suitable conditions
for fish to rehabilitate. However, they have also very well documented environmen-
tal impacts on the aquatic ecosystem, such as fish migration barriers, reduction of the
spawning habitats for the fish, and separation of the river morphology (Brittain, 2003;
Mueller et al., 2011). Nevertheless, the effectiveness and feasibility of using weir to limit

the ramping effect will be shown in this section.

Based on the calculated volume of water from the previous section, it is possible to
estimate the height and the location of the weir at the beginning of the river downstream.
Different locations were proposed near the outlet to ensure there is no possible migration
barrier that will affect the fish habitat. Eventually, two main locations were preliminary
proposed suitable locations for creating an artificial reservoir downstream, as shown in
figure 4.9. After preliminary calculation, it was found out that the first location is not
suitable for storing the amount of water needed to mitigate the ramping effect. The

height of the weir was calculated through two main components as follows.

First, the volume of water before the weir at maximum production was calculated by

calculating the river cross-section profiles every specific distance then by summing up
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the volume that is located between every two cross-sections, as shown in figure 4.9 the
cross-sections that were mapped out in the river. The resulted volume from the river up
to the second location of the weir was estimated to be 0.454 million m3, which indicates
that there is a remaining 0.155 million m3 needed to reach the required amount of water

to be stored for mitigating the ramping.

The additional height of the weir that will result in the needed amount of water was
calculated using the contour lines. By multiplying the surface area before the weir at the
maximum flow with the surface area of the resulted contour lines from the height that
is estimated. Using iterative heights, it was estimated the final height of the weir to be
1.6 meters above the current Water Surface Elevation (WSE) at the weir location. This
height will result in an additional 0.152 million m3, which will suffice with the initial to

the total volume of water that needs to be stored.

Eventually, the height of the weir at the second location is estimated to be 3.8 meters
resulted from the initial water depth at the proposed location during maximum discharge
in addition to the 1.6 meters. It is noticeable that the proposed height of the weir will
result in flooding to the riverside banks, which will affect some already existing structures
and roads along the river downstream, as shown in figure 4.9. Additionally, the proposed
location will also have an effect on the fish migration to some extent as well as the fishing

activity in that area.

4.3.5 Evaluation of alternative technologies using ACUR

In collaboration with (Storli and Lundstrom, 2019), the resulted amount of regulated
water needed was sent to the department of energy and process engineering at NTNU
to investigate the size and the amount of excavation needed to be done and evaluate its

feasibility and currently it is being investigated.
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Figure 4.9: Resulted wet area from constructing artificial dam along the river
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4.4. Discussion

It was pointed out in the beginning that flow ramping magnitude and frequency will
increase in the future due to the increasing need for flexible, clean energy source and
integration with other renewable energy sources. As it can be seen from the HydroFlex
production scenario in figure 4.2 that the rate of change in the discharge is expected
to be severe as it can vary from 135 m3/s to minimum flow in 15 minutes. This rate
of change will increase the ramping effect significantly, which consequently will result in
severe hydro-morphological changes in the river downstream that will affect the aquatic
biota. Such an impact needs to be considered for any future production scenario to

ensure a clean green source of energy production.

It is important to mention that mapping the effect from flow ramping is rather complex
and requires intensive investigations in various aspects. Using hydraulic modeling proves
to be very efficient for mapping out the resulted hydro-morphological changes in the river
from the expected flow ramping. For instance, the resulted dewatering rate in sections
4 and 5 comply with Saltveit et al. (2001) fieldwork experiment for measuring the rate
of change of the depth in some regions in Nidelva downstream. Hydraulic modeling can
be additionally used for mitigating the impact using a combination of different types of

measures.

Moreover, as can be seen from this chapter result that implementing minimum flow
with relatively high value is not an effective measure for mitigating the impact of fu-
ture production scenarios. Results show that in the river of Nidelva that severe hydro-
morphological changes will result from implementing the minimum flow only. The dried-
out area will be exposed as it can be seen from figure 4.4 with a rapid dewatering rate as
it can be seen from table 4.1, which will lead to a huge stranding effect on the riverine
fish. On the other hand, providing restriction or increasing the minimum flow is nei-
ther technically nor economically feasible as it conflicts with the flexibility provided from

HydroFlex implementation.

Additionally, results show that mitigating the ramping effect from the HydroFlex scenario
will require a significant amount of water (0.61 Million m3) to be regulated upon the
outlet location. Such an amount of water requires a combination of traditional and in-
novative technologies to provide an efficient feasible measure. For instance, it can be
seen from figure 4.6 that providing a physical modification to the river in section one can
slightly reduce the required regulated volume of water to reach a low-moderate ramping

rate.

It can be concluded that building creating an artificial reservoir using a weir is not a
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feasible measure for the river Nidelva for the following reasons. The first proposed
location, as it can be seen from figure 4.9, is not feasible as it will increase the WSE to
the outlet location water level. Such an impact will reduce the potential net head of the
power plant, which consequently will reduce its production capacity. On the contrary,
the second proposed location is able to restore the required amount of regulated water,
yet; it will cause flooding over banks as it can be seen in figure 4.9. Moreover, the
second proposed location is expected to construct a physical barrier on the riverine fish

and other aquatic biotas.

Despite that the main hydro-morphological characteristics focus of this work was re-
garding the dried out areas and dewatering rate, further investigations can be done for
evaluating the effect of a severe flow ramping on the water temperature as well. (Haller-
aker et al., 2003) results show that water temperature has a significant effect on the fish
stranding rate as it affects fish behavior and movement prior to the dewatering rate.
Such an investigation can lead to a more dynamic production scenario that will reduce

the amount of the needed regulated water.

Finally, results from this work can be used to evaluate the size, location, and efficiency

of ACUR to provide alternative technologies as measures for severe flow ramping.

73



5. CONCLUSION

The effect of flow ramping on the riverine ecosystem is evident. It has been documented
by various studies that were pointed out at the beginning of this study as it poses a
significant threat to the riverine biota in different ways, such as stranding or drifting of

macroinvertebrates and require great focus to be mitigated.

This study aims to put a grasp on the level of flow ramping caused by hydropower opera-
tional patterns and the expected level in the future. It can be concluded that flow ramping
occurs from the operation of HP in Norway with different characteristics depending on
the type of HP and its operational pattern.

Using a combination of hydrological indicators and tools proved efficiency for mapping
and differentiating the characteristics of this resulted flow ramping; however, Ecologi-
cal and geographical (e.g., HP location) aspects need to be taken into consideration to

determine the actual ecological impact that might occur to the riverine biota.

Additionally, it is possible to conclude that the environmental legislation and measures
provided to mitigate the impact proved efficiency, however, it doesn’t cover all the im-
pacted river and further assessment and legislation needs to be provided for some power
plants that have potential ecological damage with no environmental legislation or mea-

sures to limit this damage.

Subsequently, Further work needs to be conducted for having a proper assessment of
the potential ecological damage caused by the pattern of flow ramping that occurred

from RoR power plants or as known to be hydrofibrilation.

On the contrary, this study proves that it is evident the increasing level of flow ramping is
expected to increase significantly due to the implementation of HydroFlex water turbine
and the traditional measures to limit this impact is not going to suffice for eliminating this
expected impact. Using innovative technologies to eliminate this impact requires further
work and assessment to be acquainted with their feasibility. Moreover, Using hydraulic
modeling proves efficiency for mapping out the resulted impact from the implementation

of the HydroFlex scenario.

Finally, Further hydro-morphological indicators need to be evaluated as a resulted impact
from the HydroFlex production scenario, such as the change in water temperature and

how it affects the riverine biota.
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Figure A.7.31: Hydrograph of the last two months of the recorded data
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Figure A.8.36: Hydrograph of the last two months of the recorded data
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Figure A.9.41: Hydrograph of the last two months of the recorded data
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Figure A.10.46: Hydrograph of the last two months of the recorded data
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Figure A.11.51: Hydrograph of the last two months of the recorded data
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Figure A.11.55: Maximum rate of change
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Figure A.12.56: Hydrograph of the last two months of the recorded data
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Figure A.13.61: Hydrograph of the last two months of the recorded data
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Figure A.14.66: Hydrograph of the last two months of the recorded data
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Figure A.15.71: Hydrograph of the last two months of the recorded data
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Figure A.16.76: Hydrograph of the last two months of the recorded data
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Figure A.17.81: Hydrograph of the last two months of the recorded data
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Figure A.17.85: Maximum rate of change
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Figure A.18.86: Hydrograph of the last two months of the recorded data
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Figure A.18.88: Number of peaks per day
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Figure A.18.90: Maximum rate of change
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Figure A.19.91: Hydrograph of the last two months of the recorded data
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Figure A.19.93: Number of peaks per day
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Figure A.19.95: Maximum rate of change
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Figure A.20.96: Hydrograph of the last two months of the recorded data
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Figure A.20.98: Number of peaks per day
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Figure A.20.100: Maximum rate of change
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Figure A.21.101: Hydrograph of the last two months of the recorded data
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Figure A.21.103: Number of peaks per day
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Figure A.21.105: Maximum rate of change
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Figure A.22.106: Hydrograph of the last two months of the recorded data
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Figure A.22.108: Number of peaks per day
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Figure A.23.111: Hydrograph of the last two months of the recorded data
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Figure A.23.113: Number of peaks per day
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Figure A.23.115: Maximum rate of change
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Figure A.24.116: Hydrograph of the last two months of the recorded data
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Figure A.24.118: Number of peaks per day
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Figure A.24.120: Maximum rate of change
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Figure A.25.121: Hydrograph of the last two months of the recorded data
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Figure A.25.122: Average annual number of increased/decreased peaks
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Figure A.25.125: Maximum rate of change
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Figure A.26.126: Hydrograph of the last two months of the recorded data
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Figure A.26.128: Number of peaks per day
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Figure A.26.130: Maximum rate of change
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Figure A.27.131: Hydrograph of the last two months of the recorded data
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Figure A.27.132: Average annual number of increased/decreased peaks
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Figure A.27.135: Maximum rate of change

A.81




APPENDIX A. HOURLY DATA RESULTS

A.28. Sokna

25 T T T T T T T I 1
— Original data
w*% Real peak values
o%a Starts of peak
o®8 Ends of peak
20 | -
“ I J
15 1
1
W }1 :10 3
= y L
™ ) r o *
< L
L
E 1 |
i
=
o
[
5 -
b L
i <
i WIEY 4 o+ Birth
op r's ¢ . 1
-5 1 I} I} 1 1 1 I} I} 1
Nov 02 2018 MNow 09 2018  Nov 162018  Nov23 2018  NMov 302018  Dec07 2018  Dec14 2018  Dec 21 2018  Dec 28 2018

Time

Figure A.28.136: Hydrograph of the last two months of the recorded data
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Figure A.29.141: Hydrograph of the last two months of the recorded data
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Figure A.29.145: Maximum rate of change
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Figure A.30.146: Hydrograph of the last two months of the recorded data
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Figure A.30.150: Maximum rate of change
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Figure A.31.151: Hydrograph of the last two months of the recorded data
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Figure A.32.156: Hydrograph of the last two months of the recorded data
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Figure A.32.160: Maximum rate of change
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Figure A.33.161: Hydrograph of the last two months of the recorded data
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Figure A.33.165: Maximum rate of change
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Figure A.34.166: Hydrograph of the last two months of the recorded data
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Figure A.35.171: Hydrograph of the last two months of the recorded data
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Figure A.35.175: Maximum rate of change
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Figure A.36.176: Hydrograph of the last two months of the recorded data
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Figure A.37.181: Hydrograph of the last two months of the recorded data
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s Maximum rate of change

7t * .
T 6f §
@ +
oos| S~ — : 1
£ * ! | | _
oAb ' - ! - - | \ 1 PR 1
@ ! ! ! 1 : !
[EE1R . ! 1
i — — ]
[ T T T |
E 1] o . [ . . | 1 ' —— |
= — —_— I ! | t

ol ot B S ! o ! s |

,l 1 L L 1 L L

2008 2009 2010 2011 2012 2013
Year
1 v - - v T T
oL [ R r— —_— + 1

Rmin - Decrease [m”™3/s/h]
Lo

T
: I
| I
4L | | . —_— 1
| | _—
|
5L —_— - g .
-6 L L L L L L
2008 2009 2010 2011 2012 2013

Year

Figure A.37.185: Maximum rate of change
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Figure A.38.186: Hydrograph of the last two months of the recorded data
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Figure A.39.191: Hydrograph of the last two months of the recorded data
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Figure A.39.192: Average annual number of increased/decreased peaks
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Figure A.40.196: Hydrograph of the last two months of the recorded data
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Figure A.40.197: Average annual number of increased/decreased peaks

Increasing peaks per day

Decreasing per day

120

Number of peak per day

100

@
o

[=2]
=]

0
2010
120

1 per day
2 per day
3 per day
4 per day

2011 2012 2013 2014 2015 2016 2017 2018

100

@
=]

[=)]
o

i
o

1 per day
2 per day
3 per day ||
4 per day

1§ i

2011 2012 2013 2014 2015 2016 2017 2018

Figure A.40.198: Number of peaks per day
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Figure A.41.201: Hydrograph of the last two months of the recorded data
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Figure A.41.202: Average annual number of increased/decreased peaks
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Figure A.41.205: Maximum rate of change
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Figure A.42.206: Hydrograph of the last two months of the recorded data
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Figure A.42.207: Average annual number of increased/decreased peaks
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Figure A.42.208: Number of peaks per day
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Figure A.42.210: Maximum rate of change
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Figure A.43.211: Hydrograph of the last two months of the recorded data
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Figure A.43.213: Number of peaks per day
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Figure A.44.216: Hydrograph of the last two months of the recorded data
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Figure A.44.217: Average annual number of increased/decreased peaks
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Figure A.44.219: Distribution of peaks throughout day
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Figure A.44.220: Maximum rate of change
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Figure A.45.221: Hydrograph of the last two months of the recorded data
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Figure A.45.225: Maximum rate of change
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Figure A.46.226: Hydrograph of the last two months of the recorded data
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Figure A.46.228: Number of peaks per day
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Figure A.46.230: Maximum rate of change
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Figure A.47.231: Hydrograph of the last two months of the recorded data
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Figure A.47.235: Maximum rate of change
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Figure A.48.236: Hydrograph of the last two months of the recorded data
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Figure A.48.240: Maximum rate of change
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Figure A.49.241: Hydrograph of the last two months of the recorded data
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Figure A.49.245: Maximum rate of change
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Figure A.50.246: Hydrograph of the last two months of the recorded data
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Figure A.50.250: Maximum rate of change
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Figure A.51.251: Hydrograph of the last two months of the recorded data
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Figure A.51.253: Number of peaks per day
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Figure A.52.256: Hydrograph of the last two months of the recorded data
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Figure A.52.258: Number of peaks per day
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Figure A.53.261: Hydrograph of the last two months of the recorded data
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Figure A.53.265: Maximum rate of change

A.159




APPENDIX A. HOURLY DATA RESULTS
A.54. Einunna
12 T T T T T T T I I
— Original data
*%% Real peak values
®®a Starts of peak
e®e Ends of peak
10+ -
"_I_J_l‘_l_mw
E_ —
3
—_—
-
m B T
<
I
= 4L |
o ¢ °
L
2 - —
L ]
D. - —
_2 Il Il Il Il Il Il Il Il Il
New 01 2015 MNow 08 2018 Nov 15 2018 MNov 22 2018 Now 29 2018 Dec 06 2018 Dec 13 20158 Dec 20 2018 Dec 27 20158

Time

Figure A.54.266: Hydrograph of the last two months of the recorded data
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Figure A.54.268: Number of peaks per day

A.161




APPENDIX A. HOURLY DATA RESULTS

[t=]
o

Number of peaking events per hour

Number of rapid increases [-]
= N w o w [=)] ~ [=:]
(=] o (=] o o (=] o o Q

11 12 13 14 15 16 17 18
Hour of the day

19

20 21

22 23

— 100
‘o
[
@
3 80
5
L7}
o
2 60
s
s
5 40
E=]
£
=1
Z 20
0
11 12 13 14 15 16 17 18
Hour of the day
Figure A.54.269: Distribution of peaks throughout day
10 Maximum rate of change
+
+
8 + . t 1
= +
g * +
a6 . + T . . o o1 ]
£ N t + £ *
%, ! : t : =+ = :
s + ) ) = T T T ) 1
g B i S ! % I ] ]
£ — — ! - - [
I3 T T — i | |
0 . I ! o 1 . . . - L
+
_2 I L I L I I I L I
2010 2011 2012 2013 2014 2015 2016 2017 2018
Year
= 0 T - _ T b —_ - - ,"7‘ T ~ 1
< —— — —
£ + ! . , | T T T
E‘ + — + \ | I 1 1 T
wo + i 7 i 7 - o ) —_ —_ ] |
g ™ : : : * ; -+ $ ;
9 + + N + + |
a + + N 1
. -6 . . . §
E + + +
+ + +
£ +
-8 . * i
+ +
10 I L I L I I I L I
2010 2011 2012 2013 2014 2015 2016 2017 2018

Year

Figure A.54.270: Maximum rate of change
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Figure A.55.271: Hydrograph of the last two months of the recorded data
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Figure A.55.272: Average annual number of increased/decreased peaks
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B. STATISTICAL ANALYSIS

B.1. Multiple linear regression results

In this section the results representing our data distribution will be presented. At first
section results will show variable distribution when its being fit to a normal distribution
Then transformation that was performed to fit it more in order to make it as normal

distributed as possible.

B.1.1 Initial normal distribution fitting without transforming

Figures in this section represents variables fitting for a normal distribution without any
transformation. Results shows that a transformation is necessary for most of the vari-

ables in order to limit the level of skewness.

Cullen and Frey graph Cullen and Frey graph
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Figure B.1.1: Cullen and Frey graph for HP1 Figure B.1.2: Cullen and Frey graph for HP2
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Empirical and theoretical dens. Q-Q plot
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Figure B.1.3: Fitting distribution summary for HP1 before transformation
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Figure B.1.4: Fitting distribution summary for HP2 before transformation
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Empirical and theoretical dens. Q-Q plot
o
- J— g
S
o
o
— o
I ©
8 3
5] £
2 ° g ©
2 B =
3 o 2 s
= a3 ¥
S 7 £
=] g
o
— ~N
o
3
8 - o
o I T T T T 1 T T T T T T T
0 200 400 600 800 1000 -400 -200 0 200 400 600 800
Data Theoretical quantiles
Empirical and theoretical CDFs P-P plot
e e
© o
< g ° o0
%
g s 3 &
w [ [}
8 a ..
< | T < ’
<} = o
5 o
£ 00°
o W
o o
o ]
o o
T T T T T T T T T T T
0 200 400 600 800 1000 02 0.4 0.6 08 1.0
Data Theoretical probabilities
Figure B.1.5: Fitting distribution summary for head of HP before transformation
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Figure B.1.6: Fitting distribution summary for max capacity of HP before transformation
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B.1.2 Final data fitting for normal distribution

After iterative trials in order to fit our variables to be normally distributed as possible
figures below shows our normal distribution fitting results with the transformation that

was used for each variable.
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Figure B.1.7: Fitting distribution summary for HP1 after using 5t root transformation
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Empirical and theoretical dens. Q-Q plot
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Figure B.1.8: Fitting distribution summary for HP2 after using 10" root transformation
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Figure B.1.9: Fitting distribution summary for max

capacity after using log;g transformation
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Figure B.1.10: Fitting distribution summary for head after using square root transformation
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