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Abstract 

Adversarial actors leverage social media to achieve political objectives by employing 

information manipulation. This poses a risk to the confidentiality, integrity, and 

availability of information. These risks erode trust in institutions, distorts informed 

decisions, and affects democratic processes. A better defence can be obtained by a better 

understanding of adversaries. However, previous serious games on information 

manipulation have focused on psychological inoculation, ignoring the strategic 

motivations of adversaries in social media. With cybersecurity safeguarding information 

and operations in the context of adversaries, this thesis proposes to introduce 

policymakers to adversarial thinking through a Serious Game (SG). To achieve that aim, 

a document analysis was performed to identify the necessary considerations concerning 

learning, information manipulation, and serious games. The design of the prototype SG 

used a research design-oriented approach. The pilot testing employed an applied 

exploratory study with twelve participants, six from a legal background and the remaining 

six from an e-governance background. Data collection utilized two surveys with open-

ended, multiple choice, and rating scale questions. Learning outcomes was measured by 

evaluating the participants’ confidence levels on their definition of a concept. Given the 

sample size, the results are not conclusive. However, the data shows an increase in the 

confidence for all participants. This thesis has three key contributions. First, the 

application of the SG on the novel audience of policymakers. Second, the design of the 

prototype SG which incorporates the previously mentioned educational considerations. 

And last, further exploration on the contributions of cybersecurity to address information 

manipulation on social media. 

This thesis is written in English and is 42 pages long, including six chapters, 19 figures 

and 8 tables. 
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Glossary 

Term Definition 

Active Measures Covert or deceptive operations conducted in support of Soviet 

foreign policy to influence individuals, governments, or publics. [1] 

Adversarial thinking “The ability to embody the technological capabilities, the 

unconventional perspectives, and the strategic reasoning of hackers” 

[2] 

Availability “Ensuring timely and reliable access to and use of information.” [3] 

Authenticity “The property that data originated from its purported source” [4] 

Confidentiality “Preserving authorized restrictions on information access and 

disclosure, including means for protecting personal privacy and 

proprietary information” [3]. 

Cybersecurity “A computing-based discipline involving technology, people, 

information, and processes to enable assured operations in the 

context of adversaries.” [5] 

Disinformation Intentionally misleading information [6]. 

Information “Intentionally non-misleading representational content” [6]. 

Information pollution “Irrelevant, redundant, unsolicited, and low-value information” [7]. 

Information laundering Information laundering is legitimising false or deceitful information 

through the distortion it and obfuscation of the original source [8]. 

Integrity “Guarding against improper information modification or destruction 

and includes ensuring information non-repudiation and authenticity” 

[3].   

Infodemic An overabundance of online and offline incorrect information to 

advance agendas of individuals or groups to undermine the public 

health response [9]. 

Malinformation “Information that is based on reality, used to inflict harm on a person, 

organization, or country” [10]. 

Misinformation Unintentionally misleading information [6]. 

Propaganda Communication targeting a population to obtain a desired behaviour 

supporting the political goals of the propagandist [11]. 

Serious game “Games with an explicit and carefully thought-out educational 

purpose and not intended to be played primarily for amusement” [12] 

Social media Online communication platforms that allow people to share different 

types of content to user-created networks [13]. 
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1 Introduction 

The information environment is disrupted by disinformation, misinformation, and 

malinformation. Digital wildfires [14], information pollution [7], and infodemic [9] are a 

few of the terms used to describe this disruption. From Ancient Egypt [15] to World War 

2 Allied deception operations [16] to Cold War Soviet Active Measures [1], information 

has been mobilized in the pursuit of political objectives. This demonstrates that 

information manipulation is not a recent development, yet it is one taking new forms. 

Notably, the Internet Research Agency’s efforts to shape public opinion during the 2016 

United States election [17] pioneered social media information manipulation campaigns. 

Between 2017 and 2019, the Oxford Internet Institute has reported a 150% increase in 

countries conducting similar campaigns [18] underscoring the role of social media. 

Social media is a prominent source of information. With a global penetration rate of 49% 

and 3.8 billion worldwide users [19], social media is a central platform for personal 

conversations, news updates, commercial communications, and political activism [20]. 

Social media refers to all online communication platforms used by people to share 

different types of content to user-created networks [13]. Some of its distinguishing 

features include its internet-based nature, its focus on content creation and sharing, and 

its network-enabled interactions [20]. Unlike traditional media, users are active 

participants [21] functioning as curators of information [22]. The end result is a constant, 

fast-paced, and pervasive environment [23] which requires users to rely on shortcuts [24] 

to evaluate the high volumes of information.  

Information manipulation in social media compromises each attribute of the CIA triad. 

Adversarial actors have deliberately released confidential information at key points 

during elections to cause reputational damage to political candidates [17], [25]. Such 

disclosures target confidentiality. Concerning integrity, it is endangered not through 

improper modification or destruction, but by compromises to authenticity. The use of 

placement, layering, and integration techniques legitimizes manipulated information by 

obfuscating its true origin [8]. These techniques threaten authenticity, and thus integrity. 
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Lastly, availability is disrupted by overloading users with manipulated information using 

multiple channels and sources, an approach described as a firehose of falsehood [26]. 

While information is technically accessible, social media users might not find and access 

it, undermining availability. 

Some of the consequences of manipulated information include citizens engaging in 

insecure actions including riots [27], lynching [28], and dying due to misleading medical 

information [29]. The European Commission acknowledges manipulated information has 

eroded trust in institutions, hampered citizen’s ability to make informed decisions, and 

affected policy-making processes [30]. Facing the threat of constant information 

manipulation campaigns, the government of Taiwan identified learning adversarial tactics 

as a countermeasure [31].  

This thesis believes understanding adversarial tactics can be achieved through a Serious 

Game (SG). However, current SGs on the topic focus exclusively on the psychological 

aspects of information manipulation and do not have policymakers as their intended 

audience [32], [33]. Furthermore, these SGs ignore the adversarial nature driving 

information manipulation. This thesis proposes that gaining a greater understanding of 

information manipulation adversaries could lead to more effective policymaking. 

Cybersecurity as a discipline can contribute as it is the discipline concerned with 

safeguarding operations and information in the context of adversaries [5].  

Figure 1: Research question and contributions 

 

 

Research Questions RQ1: How to design the prototype of a serious
game on information manipulation in social
media?

RQ2: How to pilot an experiment to evaluate the
SG prototype’s game and educational elements?

Contributions The application of the SG for the novel audience of
policymakers.

The design of the prototype SG which incorporates educational
considerations like andragogy, transfer of learning, debriefings,
and deployment.

An exploration on the contributions of cybersecurity to address
information manipulation on social media.
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The thesis is organized in six sections. Section 2 presents the background which 

elaborates on the intersection between information manipulation and cybersecurity, 

learning considerations for SGs, and SGs. Section 3 gives an overview of the 

methodology. Section 4 is the overview of the prototype SG, including the method used 

for its development and discussion. Section 5 concerns the method, design of the piloting 

experiment, its results, and findings and discussions. Section 6 provides the conclusions 

of this research.   
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2 Background 

2.1 Social Media Information Manipulation and Cybersecurity 

Information manipulation is composed of three types of manipulated information, with 

information being “intentionally non-misleading content” [6]. Manipulated information 

is a subtype of information that can be further categorized into disinformation, 

misinformation, and malinformation. Disinformation is intentionally misleading 

information [6]. Misinformation is unintentionally misleading information [6]. 

Malinformation is repurposed information with the intention to deceive [10], it  is usually 

confidential information disclosed to cause harm [7]. While popular, the term fake news 

is to be avoided when referring to the subject of information manipulation. This term not 

only fails to capture the complexity of the issue, but more importantly it has been 

politically co-opted to dismiss disagreeable coverage [34]. 

Related to information manipulation, propaganda is a contentious term due to its political 

connotations which hinder its definition and discussion [35]. Propaganda is the 

communication targeting a population to obtain a desired behaviour supporting the 

political goals of the propagandist [11]. The persuasion of the targeted population does 

not necessarily involve the use of false or misleading information [36]. Propaganda is 

different from misinformation as the former is a deliberate effort while the latter is 

unintentional. By contrast, the difference between disinformation and propaganda is more 

subtle. While both are intentional and might use trustworthy information, disinformation 

is always misleading. In short, propaganda is a different concept that is politically 

motivated.  

Cybersecurity is “a computing-based discipline involving technology, people, 

information, and processes to enable assured operations in the context of adversaries” [5]. 

While it is a computing-based discipline, cybersecurity incorporates interdisciplinary 

technical, human, organizational, and societal knowledge. The integration of these 

knowledge areas is achieved through transversal concepts such as confidentiality, 

integrity, availability, risk, adversarial thinking, and systems thinking [5]. Besides 

compromising the CIA triad, information manipulation on social media has other 

intersections with cybersecurity.  
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Social engineering is a type of attack, optionally supported by technical means, that 

exploits cognitive vulnerabilities using social interaction to achieve an objective [37]. To 

achieve the objective, social engineering attacks manipulate targets in performing actions 

that might not be in their best interest [38]. Reciprocation, commitment and consistency, 

social proof, liking, authority, and scarcity are the manipulation principles [39] that enable 

adversaries the exploitation of psychological vulnerabilities.  

Information manipulation can be considered a social engineering technique because it 

operates in a similar manner. Social media provides adversaries with an information 

system with a global audience yet allowing the precision to reach users with a similar 

profile. Social media enables this precision due to their business model that relies on 

gathering data on its users. This business model provides the means for adversaries to not 

only tailor their messages, but to ensure they reach the intended audience. Lastly, 

information manipulation also exploits cognitive vulnerabilities to manipulate users in 

engaging in insecure behaviour.  

In cybersecurity, adversarial thinking is embodying cyber adversaries by understanding 

their strategic motivations, technological capabilities, and unconventional perspectives 

[2]. The objective of adopting an adversarial thinking mindset is to improve defensive 

measures by gaining a better awareness on how adversaries operate. The cyber kill chain 

is a practical application of adversarial thinking. The cyber kill chain conceptualizes 

attacks as a series of sequential stages that adversaries execute to reach an objective [40]. 

The cyber kill chain helps defenders understand the different phases of an attack and the 

protective measures that can be applied during each. It reinforces the idea of placing 

adversaries at the centre when implementing strategic, tactical, and operational practices 

[40]. 

The cyber kill chain and similar cybersecurity concepts can be applied to disinformation 

campaigns due to the similarities between offensive cyber operations and information 

manipulation campaigns [41].  Like the cyber kill chain, conceptualizing information 

manipulation campaigns contributes to a better understanding of the attack and the 

available protective measures at each stage. The result would be a disinformation kill 

chain as proposed by [42], see Figure 2.  
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Figure 2: The disinformation kill chain [42] 

 

Another cybersecurity concept with similarities in information manipulation concerns the 

categorization of cyber adversaries. Advanced Persistent Threats (APT) refers to 

sophisticated, well-resourced adversaries with political motivations behind their cyber 

operations. Similarly, an Advanced Persistent Manipulator (APM) [43] conceptualizes 

those adversaries conducting deliberate information manipulation campaigns to 

accomplish a politically motivated objective. 

Two cases of the intersection between information manipulation and cybersecurity are 

the Doubleswitch case [44] and the ‘Ghostwriter’ influence campaign [45]. Concerning 

the former, Access Now reported how an adversary hacked social media accounts of 

prominent activists. Once compromised, the adversary took advantage of the reputation 

and influence associated with the original account to distribute manipulated information. 

As for the ‘Ghostwriter’ influence campaign, malicious actors compromised legitimate 

news websites to publish manipulated information. In some instances, this manipulated 

information was then referenced in social media by suspected fake personas. In both 

cases, adversarial actors conducted traditional cybersecurity attacks to compromise 

valuable targets who were then leveraged to support manipulated information campaigns 

on social media. 

2.2 Learning Considerations for Serious Games 

Learning is an enduring change in behaviour or in the capacity achieved through a form 

of experience [46]. Since learning is inferential, learning cannot be observed directly but 
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assessments can be used to determine the learning achieved by students. In addition, while 

learning is an enduring change it is not permanent as the learner can forget. There are 

several learning theories which differ on issues like the role of memory, motivation, 

learning process, transfer, self-regulation, and instruction implications [46]. However, 

learning theories share some common principles concerning the learner’s progress, 

didactic material organization, feedback, the role of practice, and motivational factors. In 

learning, there are three main theories behaviourism, cognitivism, and constructivism 

[47], [48]. 

With behaviourism, learning is “[…] the acquisition of new behaviour” [49]. Under this 

theory, learning is focused on behaviours because they are observable learning outcomes 

[47] with mental processes discounted due to their unobservable nature. Behaviourism 

emphasizes the elements of the learning environment because they, and not the student, 

determine what can be learned [50]. Conditioning is the main learning method in this 

learning theory; mistakes are to be avoided as they are not considered a learning 

experience[47]. Learning is a gradual progress which must advance from simple to 

complex tasks.  

Whereas behaviourism ignores cognitive processes, cognitivism puts them at the 

forefront of learning. Learning is an information handling and organization process where 

memory, knowledge, and representation are key aspects [47]. Cognitivism assumes 

learners have a schema, which is an existing knowledge representation students use for 

learning when processing new information [50]. Dissimilar from behaviourism, 

experimentation is part of the learning process by enabling insights the learner uses to 

arrive to a solution [47]. Like behaviourism, the learning process progresses from simple 

to complex. However, the role of reflexion is disregarded under cognitivism [47].  

Constructivism shares the conception of learning as an internal process like cognitivism 

but differs on certain aspects. This learning theory conceptualizes learning as the 

construction of knowledge through experiences, with these constructions being unique to 

every learner [50]. Context and social interactions are relevant aspects in constructivism, 

with the former referred to as situated cognition. Situated cognition stipulates context 

must be considered when learning as it influences the process [47]. As for social 

interactions, conversations and shared problem solving between learners also support the 

construction of knowledge. Ideally, constructivist learning takes place in a context where 
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the learners’ prior experiences will be leveraged and confronted with perspectives from 

other students [47].  

Kolb introduced the Experiential Learning Theory (ELT) where learning is a four-stage 

cyclical progression transforming experiences into knowledge [51], see Figure 3. 

Learning in ELT is accomplished through the sequential completion of four learning 

modes: concrete experience, reflective observation, abstract conceptualization, and active 

experimentation. Learning can start in any of the modes if the cycle is completed. In ELT 

there are two opposite processes grouped in two distinct dimensions, with one dimension 

concerning the understanding of experience and the other its transformation. Abstract 

conceptualization and concrete experience are the two processes related to the 

understanding. Relatedly, reflective observation and active experimentation are the two 

processes covering the transformation of experience. For Kolb, learning is completed 

only when an understanding of experience is transformed [51]. On their own, neither 

understanding nor the transformation of experience are sufficient.   

 

Figure 3: The Experiential Learning process, taken from [51] 

 

Debriefing is essential for SGs because it provides space for reflection which is a 

requirement for completing the ELT cycle and thus, achieving learning [52]. Debriefing 

is a necessary step because it guarantees knowledge gains in the participants [53], [54] 

 



17 

regardless of the method used to conduct it [55]. Figure 4 shows Crookall’s schema 

outlining the relationship between the elements of SGs involved in achieving learning. 

Finally, debriefing is needed to address the differences between the learning context and 

real-life [56] which is related to the concept of transfer.   

Figure 4: Interplay of elements for learning in SGs [57] 

 

The concept of transfer refers to the influence learning in one context has over a related 

performance in a different context [58]. Transfer of learning is relevant because education 

intends to create an effect beyond the classroom. Near and far transfer refer to the 

dimension of similarity between the learning context and the transfer context [46]. Near 

transfer implies a similarity between the original and transfer contexts, whereas in the 

case of far transfer the contexts are dissimilar. Low road transfer and high road transfer 

are two distinct mechanisms concerning the knowledge type. Low road transfer operates 

when the type of knowledge to be transferred is of a reflexive, spontaneous nature [46], 

[58]. By contrast, high road transfer applies to the types of knowledge that require a 

mindful and deliberate effort from the learner. Fast-paced interactions favour low road 

transfer while slower-paced activities are better suited for high road transfer [58]. 

Concerning SGs, transfer must be considered to ensure the game suits the educational 

objectives [59]. 

There are three models for deploying SGs and integrating their debriefings: the 1-2-1 

model, the Theoretically Informed Approach (TIA), and the cloud model [60]. Of special 

interest are the first two models which will be focused on. The 1-2-1 model begins by a 

theoretical introduction, followed by a game session, and concludes with a debriefing and 

space for reflection, see Figure 5. The TIA approach starts in a similar fashion to the 1-2-

1 model but differs by being cyclical. For each gaming session, there is a theory and 

reflection space with both repeating until the final reflection debriefing, see Figure 5. 

Thus, in terms of Kolb’s learning cycle the 1-2-1 model allows one complete cycle 

iteration whereas the TIA allows for several iterations [60].  

 

[(𝑆𝑖𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛/𝑔𝑎𝑚𝑒 +  𝑝𝑟𝑜𝑝𝑒𝑟 𝑑𝑒𝑏𝑟𝑖𝑒𝑓𝑖𝑛𝑔)  ×  𝑒𝑛𝑔𝑎𝑔𝑒𝑚𝑒𝑛𝑡]  =  𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔 
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Figure 5: The 1-2-1 model (top) and the Theoretically Informed Approach model 

(bottom) [60] 

 

Two additional considerations for learning involve the learner’s characteristics, and the 

type of knowledge. Andragogy is the education focused on adults, with the assumption 

adults possess characteristics differentiating their learning from children’s. Adults are 

understood as the individuals with socially productive roles, primarily responsible for 

their own lives, regardless of their age [61]. Introduced by Malcom Knowles, andragogy 

has four core assumptions to characterizing adult learners: self-direction, experience, 

readiness to learn, and learning orientation [61], [62]. Due to the responsibilities and self-

direction required in adulthood, adult learners are self-directed learners who prefer to 

guide their education. Moreover, adults have acquired life experiences which are brought 

into the classroom. By connecting their experiences to new information, adult learners 

can be encouraged to adopt a more active role in the classroom [61], [63]. Adults want 

their education to be practical, with knowledge relevant to their current responsibilities 

[61]. In short, adult learners will value an active, relevant, and practical education which 

leverages their experiences. 

As previously discussed, defining the type of knowledge to be taught is necessary to 

choose the most appropriate type of transfer. In Anderson and Krathwohl’s revision of 

Bloom’s taxonomy, educational objectives are split into knowledge and cognitive process 

dimensions [64]. The knowledge dimension describes the type of knowledge learners will 

acquire, while the cognitive process describes the process type. In this taxonomy, 

knowledge is classified into factual, conceptual, procedural, and metacognitive. As for 

the cognitive processes, they are categorized in an increasing order of abstraction and 

complexity: remember, understand, apply, analyse, evaluate, and create [65]. Educational 

objectives creation combines a cognitive process in the form of a verb with a knowledge 

type in the form of a noun.  

 

 

1 - (Theoretical) 
Introduction

2 - (Practical) Game 
session

1 - (Theoretical) 
Debriefing and reflection

(Theoretical) 
Introduction

Game (1)
Theory and 
reflection 

break
Game (2)

Theory and 
reflection 

break
Game (3)

(Theoretical) 
Reflection 
debriefing
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2.3 Serious Games 

Bernard Suits defined a game as the “[…] voluntary attempt to overcome unnecessary 

obstacles.” [66]. This definition can be expanded by including four defining 

characteristics present in every game: “[…] a goal, rules, a feedback system, and 

voluntary participation” [67]. The goal provides players with a purpose and guides their 

actions. The rules place limits on the actions available to achieve the goal, incentivizing 

creativity, and strategic thinking. To enjoy a better situation awareness, players require a 

mechanism to understand their current goal progress. The feedback system is the one 

responsible for providing this information through scores, points, or any other cues. 

Finally, voluntary participation refers to the players’ acceptance of the previous traits. 

This enables a common ground to play together. Moreover, the freedom to participate at 

will “[…] ensures that intentionally stressful and challenging work is experienced as safe 

and pleasurable activity.” [67]. 

Serious Games (SG) inherit all the previous four game characteristics but add a fifth one 

that differentiates them. SG are games with an explicit, though-out, educational purpose 

and with a primary objective other than entertainment [12]. Clark Abt introduced this 

concept in 1970 presenting a clear distinction of SG from other games with the inclusion 

of pedagogical elements [68]. The latter are the methods to achieve the learning objectives 

such as imparting knowledge, skills, or behaviour changes to the participants. Thus, SG 

“[…] aim to teaching something beyond the game play experience itself” [69].  

Related to SG are the concepts of Game Based Learning (GBL), gamification, wargames, 

and simulations. GBL is the methodology of using games for educational purposes [70]. 

For some researchers SG and GBL are interchangeable concepts [71]. While GBL is a 

similar concept to SG, gamification is not. Gamification is the application of elements 

characteristic of games in non-game contexts [70] [72]. The goal of gamification is to 

induce individuals to engage in activities by making them more compelling. Gamification 

does not result itself in an end-product which further distinguishes it from SGs. Wargames 

are conceptualized representations of military conflict with a degree of authenticity 

regarding the combatants, their military capabilities, and combat related characteristics 

involved [73]. Since wargames have been used for training purposes, they overlap with 

SG depending on their educational content. Concerning simulations, they differ from SG 

on two aspects. Though SG might use some level of abstraction, simulations focus on 



20 

representing an aspect of real life with the highest possible fidelity. Furthermore, they do 

not incorporate any features related to education or entertainment.  

The research on SGs as effective educational tools point towards positive findings. In a 

meta-analysis of SGs in education over a decade, the researchers found they have a 

positive impact on learning [74]. Another research not only supports SGs as effective 

learning tools, but adds they are better than traditional methods [75]. Certain 

characteristics of SG help explain their advantages. These can be summarized in the 

following three main arguments: engagement, educational sandbox, and social 

interaction. 

SGs leverage play in addition to key structural elements like interaction, feedback, and 

goals to increase engagement [76]. Learning has been described as a challenging prospect, 

one that people tend to avoid in education or training [77]. Through play, SGs facilitate 

learning by putting players in a “[…] relaxed, receptive frame of mind for learning” [76]. 

The interaction found in SGs requires an active participation from the participants rather 

than the passive attitude more common in traditional education [78]. This interaction also 

means players receive feedback on their actions, sometimes eliciting emotionally 

arousing experiences that produce higher knowledge retention [79]. Finally, goals guide 

the efforts of players and provide a sense of purpose [67] which supports engagement. 

SGs are an educational sandbox where participants explore the consequences of their 

actions in a safe environment. Certain contexts like crisis management, healthcare, or 

natural risk management are ill-suited for real-life experimentation due to their 

complexity, safety risks, or costs. In those contexts, SGs provide a safe environment 

where participants can practice and experience graceful failure in multi-patient care [80], 

natural disaster risk reduction [81], [82], or infectious disease control [83]. In other words, 

SGs allow participants to put into practice concepts that would remain theoretical notions 

only. Graceful failure [84] refers to the idea that failure is an expected, desirable, and 

even necessary outcome in the learning process [85], [86]. Thus, by removing the 

negative repercussions of failure, participants are encouraged to explore by taking risks 

and trying new approaches [87].  

SGs are a conduit for social interaction, which can be leveraged for further educational 

purposes. Through cooperation or competition, SGs encourage exchanges between 
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participants resulting in learning moments [78]. Learning moments occur when the 

personal knowledge of the participants is prompted during the gaming session, leading to 

discussions and knowledge dissemination amongst the other players [78]. This 

dissemination goes beyond the gaming session, with participants exchanging information 

with their peers thus creating opportunities to inform hard to reach groups [88].  

Furthermore, SGs can be used to provide a common language for the discussion of 

complex issues [89]. This common language can then be leveraged to integrate 

multidisciplinary knowledge and perspectives by integrating participants from a diversity 

of backgrounds [90].  

In the field of cybersecurity, non-digital SGs have explored a diversity of subjects such 

as cyber conflict [78], cryptography [91], threat modelling [92], password security [93], 

social engineering [94], [95], industrial control systems security [96], and vulnerability 

exploitation [97] amongst others. The following showcase the state of the art concerning 

non-digital cybersecurity SGs. 

Control-Alt-Hack is a card game with the educational goal of raising the awareness and 

altering perceptions on computer security [98]. The primary audience is undergraduate 

and engineering students in addition to high school students. Players assume the role of 

penetration testers competing to earn as many points as possible by completing missions. 

While the researchers report positive feedback from the educators using the game in the 

classroom, there is no material documenting the achievement of learning outcomes. 

Decisions and Disruptions (D-D) is a cooperative SG where players manage the security 

of a cyber-physical environment [96]. Played in several rounds, players must reach a 

consensus on security acquisitions before facing pre-defined attacks chosen by the 

facilitator. The researchers created D-D with the purpose of exploring the security 

decision-making of different stakeholder groups. However, D-D also provided the players 

with a testing ground to experiment decision-making and reflect on their perceptions of 

security. From the gaming sessions, the researcher gained insights into how security 

experts make questionable decisions, the influence of individuals in decision-making and 

the dangers of assumptions.  

[d0x3d!] is a SG with players acting as white-hat hackers infiltrating a network to retrieve 

digital assets [99]. To win, the players must cooperate to exfiltrate four digital assets while 
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remaining undetected. The adversary takes control of the fictional network, which reacts 

to the actions of the players, increasing the difficulty to accomplish the objectives. The 

goal of the designers is to expose K-12 students to computer security topics to increase 

their interest on the subject in an informal context. Nevertheless, the researchers 

acknowledge that the game’s ability to meet its learning objectives has not been assessed 

properly.  

Elevation of Privilege (EoP) is a card game with the goal of introducing threat modelling 

to developers [92]. EoP is based on the mechanics of Spades, with each card describing 

a threat belonging to one of the six categories of the STRIDE methodology. When a 

player plays a card, they must explain how the threat applies to the system that is being 

modelled. A scorekeeper not only tracks the points won, but also documents the threats 

to ensure the developers address the issues discover through the game. Shostack aimed at 

using the structure provided by the game to teach developers threat modelling. 

Unfortunately, as for the examples cited above, no formal evaluation of the completion 

of learning outcomes is provided.  

The Great (Cyber) Game is a wargame for cybersecurity education in the context of a 

cyber conflict between the United Kingdom and Russia [78]. Inspired by the UK National 

Cyber Security Strategy, players are split in two teams of three persons each. Each 

participant assumes the role of a distinct entity like the government, the electorate, or 

intelligence agencies amongst others. To win, each team must earn as many victory points 

as possible before the game ends. The educational goal is enabling learning moments 

amongst the participants for knowledge dissemination. The researcher provides several 

examples on how the game encouraged participants to discuss cybersecurity and its 

relationship to the wider context of society and politics.  

Operation Digital Chameleon is a wargame where a red team develops an attack plan 

against a critical infrastructure protected by a Blue team [100]. Operation Digital 

Chameleon has a target audience of IT and IT security experts with the educational goal 

of exploring IT security in critical infrastructures. The game is played by two teams of 

three to six persons each and a facilitator who oversees the game. After drafting their 

plans, the facilitator reviews them with both teams present and determines a winner. 

Through the discussions facilitated by the debriefings, a new real-world attack vector was 
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conceptualized: CableJack. This discovery reiterates the exploratory qualities of SG that 

other researchers have pointed out.  

Riskio is a tabletop SG designed with the purpose of increasing security awareness for 

non-technical audiences [101]. Hart et al. designed Riskio as an active learning 

environment for participants to practice cyber offense and defence in an easy to modify 

format. Their intended audiences are non-technical employees and first year 

cybersecurity university students. In turns, each player assumes the role of the attacker 

and formulates an attack based on a drawn card. The remaining players then must select 

an appropriate defence from their cards and describe how it counters the attack. 

Throughout the game, the facilitator provides comments, guidance, and ultimately 

decides which players chose the right defence.  

In a summary, most non-digital SGs in this field are focused on traditional aspects of 

cybersecurity education, apart from the (Great) Cyber Game. In the games played with 

teams, teammates are motivated to work together by having a single, shared goal. Once 

more, the (Great) Cyber Game differentiates itself by having two teams where each player 

has different goals which creates a dynamic of tension inside the teams. However, this 

game presents a conflict with two clear opposing sides, ignoring the asymmetry present 

in cyberspace [59]. In addition, all previously mentioned games execute the briefing post-

gameplay. The available options for deployment will be expanded in section 2.2. From 

the literature review, none of the games document considerations concerning the transfer 

of learning, nor cover the issue of information manipulation on social media. 

 

Game Title Medium Players Opponent 

Bad News Digital 1 Environment 

Breaking Harmony Square Digital 1 Environment 

Go Viral! Digital 1 Environment 

The fake news game Physical 1 Environment 

UNISON Physical 3 to 6  Environment 

Table 1: Current games on information manipulation 

On the topic of misinformation and disinformation several games have been developed, 

see Table 1. These include UNISON [102], The fake news game [32], Breaking Harmony 



24 

Square [33], Bad News [103], and Go Viral! [104]. A common characteristic found in the 

games is the focus on player versus environment dynamics. The players interact with an 

environment that responds to their actions but does not act as an adversary. Thus, there 

are no actors proactively challenging the players’ efforts. Another commonality in four 

of the games is the goal of inoculating users from information manipulation through 

inoculation theory. None of the games explore the adversarial actors operating on social 

media, nor is their intended audience policymakers.  
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3 Methodology 

The document analysis [105] conducted for the background included academic papers, 

reports, and books on the topics of information manipulation, cybersecurity, learning, and 

serious games. In addition to those sources, the document analysis also included non-

academic documents like web articles and board games manuals. This analysis 

highlighted the need to use two complimentary yet distinct methods to answers the 

research questions. Both methods needed to support an iterative approach to gather 

feedback and identify improvements. 

RQ1 required a design-oriented method to build the prototype SG. The experiences of 

other researchers supported the need for iterating, testing, and gathering feedback as part 

of the development process [82], [96], [102], [104]. Consequently, this thesis used a 

design science [106] approach. See section 4.1 for more details on the selected method. 

RQ2 required a method to evaluate the prototype SG through an experimental approach. 

This thesis employed an applied descriptive study [107] to create a piloting experiment. 

This piloting experiment had the objective to evaluate the prototype and the experiment 

itself. Section 5.1 provides more detail on the method. 
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4 Hashtag Struggle Design Process 

4.1 Method 

RQ1 concerned the design of the SG prototype, see Figure 6. The objective was to 

produce a prototype that integrated the relevant theory considerations into its design. 

Thus, the method selected was a research design oriented approach [106], as used in the 

development of Operation Chameleon [100]. This approach intended to produce an 

artifact with a purpose. In this case, the artifact was the SG prototype which aimed to 

address a detected educational need. To support this process, this thesis applied 

techniques from design thinking. Design thinking supported prototyping for iterative 

evaluation and refinement [108]. This focus reinforced the need to create a prototype to 

be piloted in a prompt manner. This enabled gathering the necessary feedback for future 

iterations and research. Section 5 elaborates on the pilot testing of the prototype SG.  

Figure 6: RQ1 and its research tasks. 

 

To adhere to the COVID19 safety guidelines, the SG switched from a physical board 

game to a digital one. The development of the prototype required the use of the software 

Tabletop Simulator to allow online play. 

4.2 Prototype Design 

 

The educational goal of the SG was to raise the awareness of policymakers on information 

manipulation in social media by teaching them adversarial thinking. Understanding how 

adversaries think is at the core of cybersecurity, and the first step towards better counter 

measures. A higher understanding by policymakers will lead to the formulation of more 

effective policies that address information manipulation in social media. It was assumed 

the intended audience had a low to moderate knowledge of information manipulation on 

social media. Thus, the SG had to avoid being too technical.  

 

RQ1: How to design the
prototype of a serious
game on information
manipulation in social
media?

RT1: Design the SG prototype

RT2: Create the SG prototype
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As the SG had to be developed during the process of a Master’s thesis, board games 

offered advantages over digital games. The first concerns the simpler development 

offered by board games [78]. In board games, the gameplay is implemented by writing 

rules. This simplicity extends to the content creation and game modification. Should the 

need arise, incorporating a change can be accomplished while playing by editing the rules 

[78]. This is not possible in a digital game where similar modifications and testing are 

more complex and time-consuming activities. 

Another advantage provided by board games is their inclusion of two elements benefiting 

learning and engagement: social interaction and the use of human as opponents. 

Constructivism proposed social interaction as beneficial to learning, see section 2.2. As 

the target audience were adults, andragogy also underscored social interaction as a 

favourable element for learning, see section 2.2. Concerning human opponents, their 

inclusion intended to add dynamism and uncertainty to the SG [78]. Both of those 

elements supported engagement.  

After taking into consideration those advantages, the prototype benefitted from a board 

game as the format. With the game format settled, the next step was to define the type of 

knowledge to be taught. The category of knowledge determined the type of transfer, and 

thus the most suitable activity, see section 2.2. Using the revised Bloom taxonomy, it was 

classified as procedural, see section 2.2. This type of knowledge benefited from high-road 

transfer which required slow-paced activities, see section 2.2. 

With the type of activity identified, the next step was to outline a scope for the prototype 

SG. Establishing a scope was necessary to avoid making a highly detailed yet unplayable 

SG due to its complexity [59], [73]. Hamman and Hopkinson’s definition of adversarial 

thinking [2] allowed a decomposition of information manipulation into three dimensions 

with different focuses. For this SG, the focus was the on strategic reasoning of 

adversaries. This thesis proposed strategic reasoning of information manipulation in 

social media involved focusing on the targeting of specific communities or topics by 

adversaries.   

Communities were the contested space to highlight one of social media’s most defining 

characteristics. Thus, communities became the board of the SG. However, the contested 

spaces had to be alterable to better represent the dynamic landscape of social media. 
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Network graphs were a source of inspiration for the aesthetics of the board, see Figure 7. 

Consequently, connections represented the interactions and communications formed 

between communities in social media. Players had to be able to alter them by establishing 

or removing connections between communities.  

Figure 7: Network graph, taken from[11]  

 

After defining the board of the game, the next step involved specifying the actors. 

Because the SG was adversarial, the actors belonged either to the Red or the Blue team. 

Nevertheless, while there were two teams, the objectives of each player had to be 

distinctive. This was inspired by the Great (Cyber) Game [78]. The reasoning was to add 

an element of internal conflict between team members. Unlike the previously mentioned 

game, the objectives were to be secret and disclosed only the intended player. The 

intention was to motivate players into anticipating their opponents’ moves and determine 

their goals to reinforce adversarial thinking. 

Concerning the Red team, each of the actors was meant to represent a different type of 

information manipulation adversary and their motivations. Benkler et al. [11] described 

politicians and fake news entrepreneurs as two actors with distinct causes partaking in 

information manipulation. The third team member was meant to represent an Advanced 

Persistent Manipulator (APM) [43] like the Internet Research Agency. The Red team had 

different communities to target as a representation of their different yet sometimes 

complementary financial, political, or strategic motivations. 

As for the members of the Blue team, they included a social media platform as one of its 

members. This member had limited objectives assigned to convey their conflict of interest 
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when addressing information manipulation due to their business model. The East 

StratCom Task Force (ESCTF) inspired another team member to represent governments 

and other institutional actions to counter information manipulation. Lastly, Bellingcat 

motivated the design of the last member, which illustrated the debunking and fact-

checking efforts of journalists and other non-governmental organizations.  

Finally, the presence of an actor in a community meant to symbolize their efforts to 

protect or distort the information exchanged there. The Red team’s presence had an 

advantage over the Blue team to underscore the difficulties in removing propagated 

manipulated information. Thus, the Red Team had to be able to distort a community even 

though they were not the majority. Attacking another player represented an abstraction 

on the use of botnets, trend hijacking, memes, and other techniques to propagate or 

remove information in a community. 

4.3 Hashtag Struggle Overview 

Hashtag Struggle Key Concepts 

 

Hashtag Struggle is a contest over five social media communities in a fictional social 

media platform, see Figure 8. Six players, evenly split into the Blue and Red teams, clash 

to establish a presence in the communities. Each player controls a different social media 

information manipulation actor, each one striving to complete unique objectives. 

Appendix 1 presents a summary of the rules and a video extract from one of the 

playtesting sessions. 

 

 

Figure 8: Hashtag Struggle in Tabletop Simulator 
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Concept Definition In-game representation 

Unit  

 

The pieces controlled by each player. Their presence 

in a community allows a player the execution of 

specific actions. Each player has a total of six units 

available throughout the game. 
1 

Community The terrain of Hashtag Struggle. There are five 

communities in total. Players must have units present 

in specific communities to achieve their goals. 

 

Connection The bridge between two communities. It determines 

valid movement options for the players’ units. 

Players can add or remove connections. Represented 

in-game by a white line.  

Table 2: Key Hashtag Struggle concepts 

 

Table 2 outlines key Hashtag Struggle concepts. In Hashtag Struggle, the players belong 

to either the Blue or the Red team. The six players are meant to represent key participants 

related to information manipulation on social media. The team affiliation determines the 

players’ goal with the Blue team protecting specific communities, while the Red team 

seeks to distort them. Regardless of the team, each player controls a total of six units. The 

units of the Blue team are shades of blue, whereas the Red team’s ones are shades of red. 

Players use units to establish a presence in the communities. Establishing a presence in a 

community allows the addition or removal of connections and the elimination of opposing 

units present in the same community. In this prototype of the game, an additional 

participant is required to fulfil the role of the facilitator. The facilitator assigns each player 

a team, an information manipulation actor, their units, and objectives. 

The number of a team’s units present in a community determines its status with two 

mutually exclusive status for a community: protected or distorted. The status of a 

community is tracked in-game with a two-sided circular token. If the blue side is up, the 

community is protected. Otherwise, the red side means the community is distorted. A 

community is protected when the total number of blue units is greater than the total 

 

 

1 "soldier" by icon 54, used under CC BY / Recoloured from original. 

1 "anonymous" by icon 54, used under CC BY / Recoloured from original. 

https://thenounproject.com/icon54app/collection/people-line-icon/?i=213796
https://thenounproject.com/icon54app/collection/people-line-icon/?i=213796
https://creativecommons.org/licenses/by/3.0/us/legalcode
https://thenounproject.com/icon54app/collection/people-line-icon/?i=213795
https://thenounproject.com/icon54app/collection/people-line-icon/?i=213796
https://creativecommons.org/licenses/by/3.0/us/legalcode
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number of red units. Similarly, a community is distorted when the total number of red 

units is greater than or equal to the total number of blue units. Figure 9 shows an example 

of a protected community on the right. On the right, the community has four units from 

the Blue team versus three of the Red team. Consequently, its status is protected. A 

distorted community is shown on the left of Figure 9. The community is distorted because 

there are three red units present versus three blue units.  

 

Figure 10 shows the game board at the start of the game with five social media 

communities and their default connections. Connections are bridges allowing player-

controlled units to move between communities; they determine valid movement paths. 

During gameplay, players can add or remove connections between communities with 

certain restrictions. 

Figure 10: Game board with communities and initial connections. 

 

 

Figure 9: An example of a distorted community on the left and a protected community 

on the right 
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First, a connection cannot be removed from a community if it is the last one. Second, 

there cannot be any duplicate connections. On the left of Figure 11 is an example of 

duplicate connections, with communities 1 and 2 connected through H and F which is 

invalid. On the right, connections A, B, and C can be removed from community 3 because 

it has four connections in total. However, connection D cannot be removed as it is the 

only connection of community 4.  

 

Figure 11: Possible connections between communities  

 

Hashtag Struggle: Player Goals 

Blue team members and objectives Units 

Baltic Information Agency (BIA). Objectives: Protect the following communities: 

#VACCINES, #ELECTIONS, and #5G. 
 

Factbook (FB). Objectives: Protect the following communities: #OSTAVAY and 

#VACCINES  

Facts Without Borders (FWB). Objectives: Find Hyper Partisan Party’s 

communities. Have at least 2 units in each.  

Table 3: Blue team actors, objectives, and units 

 

The Blue team actors include the Baltic Information Agency (BIA), Facts Without 

Borders (FWB), and Factbook (FB). BIA is inspired by the East StratCom Task Force 

from the European External Action Service. Their in-game goal is to protect the following 

communities #VACCINES, #ELECTIONS, and #5G. FB embodies a social media 

platform with the goal of protecting only two communities: #OSTAVAY and 

#VACCINES. Finally, FWB represents a non-governmental organization based on 
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Bellingcat, First Draft, and similar NGOs. Their objective is to protect the two 

communities that the Hyper Partisan Party player is attempting to distort. Table 3 

summarizes the goals for the Blue Team. 

Red team members and objectives Units 

Fake News Farmers (FNF). Objectives: Have 2 units in the following communities: 

#5G, #VACCINES, and #HOIA  

Hyper Partisan Party (HPP). Objectives: Distort the following communities: 

#HOIA and #OSTAVAY  

Agency of Internet Research (AIR). Objectives: Distort the following communities: 

#VACCINES, #ELECTIONS, and #HOIA. 
 

Table 4: Red team actors, objectives, and units 

 

The Red Team actors include the Agency of Internet Research (AIR), Fake News Farmers 

(FNF), and Hyper Partisan Party (HPP). AIR represents an advanced persistent 

manipulator inspired by the IRA. The AIR player wins by distorting the #VACCINES, 

#ELECTIONS, and #HOAI communities. FNF are disseminators of misinformation with 

a financial motivation. To achieve their objective, FNF must have two units in three 

communities: #5G, #VACCINES, and #HOIA. Lastly, HPP represents a political party 

intent on provoking support through disinformation. Their objective is to distort both 

#HOIA and #OSTAVAY. Table 4 summarizes the goals for the Red Team.  

Hashtag Struggle: Player actions 

Action Description 

Bridge Create a new connection between two communities. The player must have 

units present in the community from where the connection originates. 

Narrow Remove an existing connection between two communities. The player must 

have units present in the community where the connection will be removed. 

It cannot be used to remove the last remaining connection. 

Exchange Move or restore any number of player-owned units. Units move between 

two connected communities. When restoring units, they must be placed in 

communities with friendly units. 

Engage Engage allows the removal of opposing units in a specific community where 

the attacking player has units. 

Table 5: Player actions 
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Table 5 shows the four main actions players can execute when it is their turn to play: 

bridge, narrow, engage and exchange. Bridge creates a new connection between any two 

communities. Narrow removes an existing connection. In both cases, the player must have 

at least one unit in the community from where the bridge or narrow action will be 

performed. To determine its outcome, the player rolls two six-sided dice with the action 

being successful if the result is greater than or equals to 7. As previously mentioned, the 

last connection of community cannot be removed. Exchange allows a player to move as 

many units as needed from one community to another if the communities are connected. 

Alternatively, exchange allows a player to restore units lost during an engagement which 

must be placed in communities where friendly units are present. 

Engage allows the removal of units from a specific player of the opposing team. When 

engaging, the attacker states the community where the engagement is taking place and 

the player acting as the defender. Both the attacker and defender roll a six-sided dice for 

each unit present in the community where the engagement is occurring. The dices are 

paired by taking the highest value from each side until no more dice pairs can be formed. 

Within each dice pair the values are compared, with higher values defeating lower ones. 

For each defeat in a pair, the losing side must remove a unit from the community. In case 

of a draw the defender wins. Any unpaired dice are ignored. Figure 12 shows an example 

of an engagement, with FWB attacking FNF in #ELECTIONS. The FWB player rolls 

four die, one for each of his units on the community. The FNF player proceeds similarly, 

rolling a total of two dies.  Two pairs are formed. In the first pair, FNF wins as his value 

is superior to the attacker’s. In the second pair, FWB wins due to his value being greater 

than the defender’s. The result of the engagement is both sides lost a unit each, leaving 

three remaining units standing for FWB and one for FNF. 
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Figure 12: Example of an engagement in #ELECTIONS. FWB attacks FNF. Each 

player loses one unit. 

 

Hashtag Struggle: Game start and sequence of play 

Figure 13: Hashtag Struggle at the start of the game 

 

Figure 13 shows the start of Hashtag Struggle. During the setup of the game, the facilitator 

assigns each player an actor, their units, and objectives following the outline provided by 

Table 3 and Table 4. This designation should be done with the objectives of each actor 

revealed only to the designated player. All the units of the Blue team start in the 

#OSTAVAY community, whereas the Red team units begin in #HOIA. In addition, all 

communities except #HOIA should have their token status set to protected. Then, the 
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facilitator briefs the players on the key concepts of the game, the factions, and the 

sequence of play.  

 

Figure 14: Sequence of play 

 

Figure 14 shows the sequence of play, with each player consecutively executing a single 

action from the four available ones. A round ends when all six players have executed their 

actions. The suggested length of the game is 30 rounds. 

4.4 Discussion 

Transfer of learning is an educational aspect overlooked when developing SGs. The type 

of knowledge and transfer must be aligned, see section 2.2.  From the research conducted, 

transfer of learning is not considered or has not been documented in the development of 

the reviewed cybersecurity SGs. In addition to being an important educational 

consideration, transfer of learning also supported the design of the prototype. By knowing 

high-road transfer required slower-paced activities, it was easier to consider or discard 

mechanics.  

The main challenge on using a boardgame as the format concerned the balance between 

detail and abstraction. This challenge reflected the design trade-offs Shostack [92] , 

Haggman [78] referred to when developing their games. To cover the Second Punic War, 

wargame designer Philip Sabin designed two different wargames[73]. One had a strategic 

focus, and the other a more tactical one. A similar approach could be applied to cover the 

different aspect of information manipulation in social media. 

As for extending Hashtag Struggle, attribution is one extension. In the current iteration, 

the players’ actions are easily attributable. This contrasts with the reality of cybersecurity 

and information manipulation where attribution is a challenge. One way to address this 

would be the use of social deduction and hidden role mechanics. In the Mafia/Werewolf 
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family type of games, players’ actions are concealed. This leads players to make 

assumption on the responsible party behind an action. These mechanics could be 

leveraged to better represent the challenges of attribution. 

Concerning information manipulation in social media, one concept to explore is the role 

of users. Golovchenko et al. research argues the average citizen is influential to both 

spreading manipulated information and countering it [22]. Citizens could be introduced 

in the form of another playable actor. Furthermore, this addition will help in challenging 

the traditional Red versus Blue contrast present in most cybersecurity SGs.   

Another possible extension concerns the fog of war and the use of cards. Haggman used 

them in his wargame to add an element of imperfect information [78]. Cards could be 

incorporated in Hashtag Struggle to add imperfect information. In addition, the inclusions 

of cards could lead to discussions amongst the participants concerning, as reported by 

Haggman [78]. 
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5 Hashtag Struggle Pilot Test 

5.1 Method 

RQ2 consisted in piloting an experiment to evaluate the SG prototype, see Figure 15. The 

objective of this evaluation was to analyse the educational and game aspects of the 

prototype. This analysis was needed to identify improvements for future iterations. RQ2 

required a method that enabled the observation of the results of the prototype SG. For this 

reason, the most appropriate method was an applied exploratory study [107]. Specifically, 

an applied descriptive study as it allowed testing and evaluation of prototypes [107]. 

Another reason supporting this choice was the need to evaluate the piloting experiment 

and its data collection procedures. Applied descriptive studies supported this revision due 

to their relative setup ease [107]. The data collection involved the use of two online 

anonymous surveys.  

Figure 15: Research question 2 and its research tasks 

 

Sample Group 

The sample group chosen for the experiment had to be available to participate in the 

experiment. Moreover, they had to fit the profile of future policy makers as they were the 

intended audience. No compensation or other incentives could be offered to the 

participants. Thus, the sample group consisted of volunteering students with legal and e-

governance backgrounds. Twelve students in total participated, six from a legal 

background, and the remaining six from an e-governance background.  

Data Collection 

The data was collected using two online anonymous surveys. Both of the surveys had a 

mix of open-ended, multiple choice, and rating scale questions [107]. The use of surveys 

meant the collected data relied on self-reports by the participants. In addition, the use of 

open-ended questions presented a subjective opinion of the participants. To adhere to the 

 

RQ2: How to pilot an experiment to
evaluate the SG prototype’s game
and educational elements?

RT6: Design the piloting experiment

RT7: Conduct the piloting experiment

RT8: Evaluate the SG prototype
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COVID19 pandemic safety guidelines, the piloting experiments had to be conducted 

online through Microsoft Teams. Finally, the sample size implied the results cannot be 

interpreted as conclusive.  

5.2 Experiment Design 

The experiment design aimed to incorporate debriefings and to evaluate the prototype 

SG. First, a deployment model must be defined to integrate the gaming sessions and 

debriefings. Learning is achieved when an ELT cycle is completed, see section 2.2. Thus, 

participants required a space for reflection which took the form of a debriefing. The TIA 

deployment model was chosen for two reasons. First, due to its novelty, see section 2.3. 

Second, the TIA allows the completion of more ELT cycles due to its cyclic nature, see 

section 2.2. With the deployment model chosen, the next step was to design the 

experiment, see Figure 16. The experiment’s running time was one and a half hours.  

Figure 16: Piloting experiment outline 

 

The experiment began with the completion of the first anonymous questionnaire by the 

participants, see Appendix 2. This questionnaire aimed to explore the awareness of 

participants on concepts related to information manipulation and cybersecurity. Question 

8 and 9 intended to obtain a baseline on the learning outcomes before the participants 

played the SG. The type of knowledge to be imparted through the SG was procedural, see 

section 2.2. The assessment of procedural knowledge used the participant’s level of 

confidence on their definition of a concept. Question 8 asked participants for a short 

definition of adversarial thinking. Question 9 requested the participants to rate their 

confidence on their previous answer being correct using a scale. The ranges of the scale 

went from one to five, with a value of one indicating no confidence, and five high 

confidence.   

The facilitator explained the rules of the SG to the participants during the introduction, as 

well as answering any questions. The participants played the prototype, followed by the 

 

Pre-session 
questionnaire

Introduction
10 min.

Gaming 
session #1

20 min.

Debriefing 
#1

20 min.

Gaming 
session #2

20 min.

Final 
Debriefing

20 min.

Post-session 
questionnaire
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mid-session debrief. The purpose of this debrief was threefold. First, the facilitator 

explained the concept of adversarial thinking and its relation to information manipulation 

in social media. Second, the facilitator addressed any questions the participants had. 

Third, to initiate a discussion with the participants.  

With the first debriefing completed, the participants played the game one more time, 

followed by the final debrief. This debrief provided an additional space for reflection. The 

facilitator asked participants to describe their experience to further explore adversarial 

thinking and its relation to information manipulation in social media. In addition, the 

facilitator asked participants how the SG differs from reality. This difference needs to be 

addressed to avoid participants gaining false assumptions on the topic [54]. 

The final step was sending the second anonymous questionnaire, see Appendix 4. The 

second questionnaire intended to obtain feedback on the different components of the 

participants’ experience. Questions 7 and 8 asked participants for their definition of 

adversarial thinking and to rate their confidence level on the answer. These questions 

measured the learning outcomes after the piloting experience. Question 9 requested the 

participants shared their main reflection on the experience. The goal was to provide an 

additional debrief in the form of a written response, see section 2.2. 

5.3 Results 

Pre-session questionnaire  

75% of the participants identified as male, the other 25% identified as female. Concerning 

age, the split was 58.3% of participants having 25 to 34 years, and 41.7% between 18 to 

24 years. 50% of the participants come from a legal background, the other 50% from an 

e-governance background.  

Concerning the participant’s education and training delivery, most participants received 

education or training through traditional methods with group discussions, e-learning, and 

instructor-led being the top three delivery methods. 33.3% of the participants were 

coached or mentored. Only one participant indicated GBL as an education or training 

delivery method. Same comment in here. One can only mention what stands out 
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Regarding the concepts related to information manipulation, all 12 participants specified 

being familiar with fake news. Misinformation came in second, with 91.7% of 

participants. 66.7% of the participants were familiar with disinformation. Malinformation 

is the concept participants were least familiar with only 25% of participants indicating an 

awareness.  

When referring to intentionally misleading, false, or deceptive information, 58.3% of 

participants chose disinformation. 16.7 % chose fake news, 16.7% malinformation, and 

8.3% misinformation.  

Concerning unintentionally misleading, false, or deceptive information, 75% of 

participants chose misinformation, 8.3% disinformation, 8.3% malinformation, and 8.3% 

none of the previous concepts.  

Confidentiality, integrity, availability, and risk are the concepts participants were most 

familiar with respectively 83.3%, 75%, 75%, and 58.3% of participants indicating 

familiarity with the concepts. 25% of the participants indicated being familiar with 

adversarial thinking, and 16.3% with system thinking. Only 8.3% indicated a total lack 

of knowledge of any of the previous cybersecurity concepts. 

 

Participant In 1 to 3 sentences, what do you think 'adversarial thinking' is about? 

1 

Putting yourself in the shoes of the person who's going to pen test your 

system for weaknesses/modelling the sort of attacks your system can expect 

to see 

2 
I assume it is linked with assuming someone´s knowledge in some field. Not 

sure though, second time in my life that I hear this expression. 

3 
Hackers could maybe adapt the specific way of thinking of another, to copy 

one's strategy. 

4 Knowing what to expect from cyber attackers & adversial party 

5 

Thinking and thereby seeing things from another angle. This way helps to 

understand the motives of another person. For instance, a detective should try 

to see things the perspective of a person who committed a crime, this way it 

helps to identify the person, and what his motives could be. 

6 
The meaning of the concept is the capability to think for a step further like a 

hacker 

7 
Some action against somebody else, thought from the perspective in how this 

other would act 
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8 Thinking like the hacker 

9 To think like the person we are performing an attack or we are securing from.  

10 Trying to think in a similar way like a cyber criminal. 

11 
Adversarial thinking is a pattern of thinking that contradicts and challenges 

trend and narrative. 

Table 6: Pre-session adversarial thinking definitions verbatim 

 

Table 6 shows 11 participants submitted their definition of adversarial thinking. Of those, 

nine answers defined adversarial thinking in a similar fashion, describing it as a mindset 

of assuming the role of a hacker. Most of the participants related the concept with the 

field of cybersecurity except for one participant. This participant placed it in a broader 

context “[…] For instance, a detective should try to see things the perspective of a person 

who committed a crime […]”. Of the remaining two participants, one acknowledged their 

lack of familiarity with the concept, defining it as assuming someone else’s knowledge. 

The other one responded with a definition unrelated to the others, specifying adversarial 

thinking as a mindset concerned with countering trends and narratives.  

On the confidence levels the participants assigned to their definition of adversarial 

thinking, 33.3% of them indicated low confidence with their definition of adversarial 

thinking. A 25% showed an average level of confidence, and 16.7% a higher-than-average 

confidence. The remaining 25% indicated the highest level of confidence concerning their 

answer.  

 

Post-session questionnaire  

Relating to the fun element of the game, 75% of the participants strongly agreed the game 

was fun, with another 16.7% agreeing with the statement. However, 8.3% strongly 

disagreed with the statement and did not consider the game to be fun.  

On the self-reported feeling of learning while playing, 16.7% of participants disagreed or 

strongly disagreed with the feeling of learning while playing. Another 16.7% were neutral 

concerning the statement. Lastly, 66.7% of participants agreed or strongly agreed with a 

feeling of learning while playing. 
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Concerning the participants’ perception of the usefulness of the debriefings. 8.3% of 

participants disagreed on its usefulness, with another 16.7% being neutral. 8.3% agreed 

it was useful, and 66.7% strongly agreed with the briefing’s usefulness.  

About the areas of improvement, 58.3% chose an easier to understand game as the 

improvement. Another 41.7% considered a longer playing time as an improvement, 25% 

a more entertaining game, and another 25% a better integration of educational material. 

8.3% considered the following improvements: better game components, more actions for 

the players, and a clearer end game. 

Participant In your own words, define adversarial thinking: 

1 Thinking through the lens of someone whose interest might be to cause you 

harm.  

2 Game theory.   

3 You try to think like a cyber criminal and what a cyber criminal would do. 

4 To think like a hacker, to understand what and how vulnerabilities can be 

attacked.  

5 To think how the other will react in future decisions and act accordingly to 

have influence over the other person or community. 

6 Basically trying to think about how other person might act\behave. I would 

not say that it's a "cybersecurity principle", I believe, it is a universal principle 

used in many different fields - criminology, psychology, as well as playing 

other games like chess, when you have to think in advance what might be the 

next step of the opponent.  

7 What to expect from your adversary & from an attack.  

8 The capability to comprehend atypical perspectives and tactical thinking of 

hackers 

9 Thinking like the attacker/hacker who might want to mess with your system 

10 "Thinking like a hacker". Basically it means thinking ahead and trying to 

predict the abilities of the other person. 

11 Adversal thinking is about being ahead one step of others, continuously trying 

to anticipate the strategic or even big entities. 

Table 7: Post-session adversarial thinking definitions verbatim 

 

Table 7 presents the post-session participants’ adversarial thinking definitions. 11 

responses in total were received, with 5 definitions relating the concept to cybersecurity. 
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Of the remaining 6 definitions, 5 placed the concept in a broader context. Finally, one 

participant defined the concept as “game theory”.  

About the participants’ confidence levels on their definitions, 8.3% of the participants did 

not feel confident on the correctness of their definition. 16.7% were neutral towards their 

confidence levels, 41.7% felt confident, and 33.3% felt very confident their definition 

was correct.  

Participant What is your main reflection from the whole experience? 

1 Fun, Interesting and informative  

2 Mauricio has the patience of a saint. The game is also legitimately fun, and 

would be more fun were it not for the constraints of academia 

3 A great effort has been taken to plan the game. At first it was somewhat 

confusing what is the aim of the game, but later on it became more clearer. It 

was understandable what the game is trying to teach, but it would be better if 

there was more actions than move troops, cut or bridge lines and engage in a 

fight. Also, would be good if there was a definite ending point for the game. 

4 That in terms of creating fake media, noise or volume makes a difference. The 

more people talking about it, the more it gets spread. Also the game taught us 

about how communities are interconnected with each other and hence that can 

make an impact in the communication outcome.  

5 It was pretty fun, not sure the final purpose of the Master Thesis, but the game 

was fun. 

6 The game is very fun, would be wise to finalize it and commercialize it:) 

7 Part of the appeal was not to know what to expect. The strategical elements 

were present, point comes clear and overall the experience and 

communication was fun. The "game" elements might need some fine-tuning.  

8 The game reminded me of the reality when the society needs to work in the 

form of a team, for instance, to work together for achieving the UN 

Sustainable Development Goals (in the game it was represented by the teams 

of red and blue, who were required to disinform and protect the fields 

respectively), however, each of the states involved in the common system has 

different objectives to reach for its own advantage (in the game each player 

had different objectives to achieve).  

9 It was educational and interesting! 

10 It was very interesting, fun and educational experience.  

11 little bit confusing like in real life 
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12 Overall the piloting session experience was a top notch, something that would 

definitelh be useful to combine into university studies. From the perspective 

of a lawyer, this kind of thinking is truly important and also overall in a fast 

developing world we need to adapt to new things, be ready to adapt new 

patters in a multicultural environment. The educational lesson of the game 

also reached us, the players and personally I learned a lot new things. The 

element of fortune caused by the dices was also creative, as nothing in life can 

be straight forward calculated. All the best to you Mauricio and good luch 

with the thesis! :) 

Table 8 : Post-session participants’ main reflection verbatim 

 

Table 8 presents the main reflection on the experience. A total of 12 responses were 

received. Of those, 9 responses focused on feedback related to either the game or the 

piloting session as the reflection. However, the responses from participants 4, 8, and 12 

relate their piloting experience to aspects beyond the piloting experience. Participant 8 

reflected on the similarities between the SG and reality, where the presence of different 

objectives in a team might lead to internal conflicts. Participant 4 pondered on the 

relevance of volume for the spread of manipulated information, and the influence of 

connections between social media communities. Lastly, participant 12 considered 

adversarial thinking to be relevant to her education as a lawyer because it enhanced her 

preparation. 

In relation to the SG ratings, 8.3% rated the game with a 3, 16.7% gave it a score of 7, 

33.3% a score of 8, 33.3% a score of 9, and 8.3% a score of 10. With regards to the session 

experience ratings from the participants. 8.3% rated the session with a 4, 16.7% gave it a 

score of 7, 16.7% a score of 8, 16.7% a score of 9, and 41.7% a score of 10.  

Finally, 58.3% of participants indicated they would be strongly interested in further 

incorporation of SGs in their education or training, with another 25% indicating an above 

average interest. 8.3% are neutral concerning the proposition, and another 8.3% are not 

interested at all in SGs as an educational or training delivery method.  

5.4 Findings and Discussion 

Concerning the awareness on information manipulation, the pre-session questionnaire 

suggests the participants had an average knowledge on the topic. 91.7% and 66.7% of the 
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participants stated being familiar with misinformation and disinformation, respectively. 

However, while 91.7% indicated familiarity with misinformation, only 75% chose 

misinformation when referring to unintentionally misleading, false, or deceptive 

information. Similarly, 66.7% indicated being familiar with disinformation, yet only 

58.3% chose disinformation when referring to intentionally misleading, false, or 

deceptive information. Furthermore, only 25% of participants were aware of 

malinformation.  

The level of awareness varied depending on the demographic group. Concerning age, 

only 50% of the participants in the 18 to 24 years old group chose either disinformation 

or misinformation as the concepts being referred to. In the 25 to 34 years old group, 85.7% 

and 57.1% chose the right concept when referring to respectively, misinformation and 

disinformation. When considering educational background, the students with a legal 

background had a lower awareness level compared to the e-governance students. 50% 

and 66.6% of the former chose respectively disinformation and misinformation as the 

concepts being referred to. This is in contrast with the e-governance students, where 

66.6% and 83.3% chose respectively disinformation and misinformation.  

The previously mentioned findings hint participants are aware of information 

manipulation, but they lack clarity on the terms used to describe each of the different 

types of manipulated information.  

Overall, participants had an awareness of basic cybersecurity concepts, with the results 

showing the CIA triad and risk were the most known concepts. As for adversarial 

thinking, only 25% of the participants indicated being familiar with the concept. Yet, the 

pre-session confidence level on the definitions had an average rating value of 3.3 out of 

5. In addition, 41.6% of the participants felt confident or very confident concerning the 

correctness of their definition. The female participants had lower confidence levels than 

the male participants, with 2.3 being the average rating value for the former while the 

latter was 3.6. When divided by age group, the confidence levels were 2.8 for the 18 to 

24 years old compared to 3.7 for the older age category.  

Most of the participants defined adversarial thinking as a variation of thinking like a 

hacker. As defined in section 2.1, adversarial thinking includes three components: 

strategic motivations, technological capabilities, and unconventional perspectives. Most 
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of the definitions provided by the participants did not elaborate on its constituents, with 

some exceptions. For example, participant 5 mentions “[…] seeing things from another 

angle […]” and “[…] understand the motives […]” which can be related to 

unconventional perspectives and strategic motivations, respectively. Participant 7 

included the perspective component in their definition “[…] thought from the perspective 

in how this other would act”.  

The results from the post-session questionnaire suggest an increase in the confidence of 

the participants on the correctness of their adversarial thinking definitions, see Figure 17. 

Post-session, the average confidence rating was 4, compared to the 3.3 pre-session 

average.  

Figure 17 Pre-session versus post-session average confidence definition levels 

 

This increase in confidence is found across the different demographic groups, see Figure 

18. The average rating from female participants increased from 2.3 to 4, while male 

participants had theirs go from 3.6 to 4.  
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The two age groups also had an increase, see Figure 19. The 18 to 24 group increasing 

from 2.8 to 3.8, while the 25 to 34 went from 3.7 to 4.14.  

 

Unlike the confidence levels, the definitions of adversarial thinking did not change much. 

Like the pre-session definitions, most of the participants did not elaborate their post-

session descriptions. Nevertheless, some of the definitions included elements either from 

the SG or the previously mentioned components of adversarial thinking. For example, 

participant 5 relates the concept to anticipating the actions to “[…] have influence over 

 

Figure 18: Pre-session versus post-session average confidence definition levels by 

gender group 

 

Figure 19: Pre-session versus post-session average confidence definition levels by age 

group 
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the other person or community”. Participant 8 integrates two components in their 

definition, with “atypical perspectives” and “tactical thinking of hackers” being included. 

A similar influence of the piloting session is exhibited in some of the reflections shared 

by the participants. Participant 4 mentions game elements such as communities and 

connections in their reflection. As for participant 12, the piloting experience related the 

different objectives present in the teams to the different interests present in efforts such 

as the UN sustainable development goals.  

The experiment design used the participants’ confidence levels on their definitions to 

measure procedural learning outcomes, see section 5.2. These results suggest the piloting 

experience might have achieved its intended learning outcome. However, these results 

are not conclusive due to the sample size and quantity of piloting experiments. More 

research will help in determining if confidence levels concerning a definition are a reliable 

method to measure of procedural types of knowledge.  

In addition, the piloting experiment does not explore if this increased confidence was 

obtained by playing the SG, by the debriefings, or through a combination of both. The 

experiment could be changed to accommodate two variations. One, without debriefings, 

the other with. This comparison of results could help in confirming which component 

influences more the confidence levels and learning outcomes.  

The difficulties participants had defining disinformation and misinformation highlights 

the challenges surrounding information manipulation. The first one concerns the lack of 

consensus on the umbrella term to contain disinformation, misinformation, and 

malinformation. Wardle and Derakhshan position those three concepts under the umbrella 

of information disorder [7]. However, others have used the terms digital wildfires [14], 

information manipulation [25], and infodemic [9] to refer to the same issue.  

Furthermore, not only there is a lack of agreement concerning the umbrella term, but also 

on the definitions of the three types of manipulated information. This lack of consensus 

has been noted, with Søe [6] and Baines and Elliot [10] proposing their definitions as a 

contribution to reach a consensus. Moreover, during the research for this thesis several 

researchers used the term fake news in their academic papers despite its contentiousness. 

If academics are having issues while agreeing on definitions, it is expected this will 

hamper non-experts when discussing information manipulation.   



50 

The participants’ background has an influence on the areas of improvement requested for 

the SG. The developers of Riskio tested their SG with students and professionals [101]. 

The former group requested the addition of more game related elements, while the latter 

preferred an emphasis on the educational aspects. A similar experience occurred with 

Hashtag Struggle, with most of the participants, being students, requesting the 

improvement of game related elements. To address this issue, Hart et al. considered 

creating two different game boards, one for each audience [101]. These experiences 

suggest it is worthwhile to consider the participant’s background before implementing 

their feedback. Thus, if the intended audiences for the SG are different, there might be a 

challenge in balancing the game and educational aspects.  

Like transfer, debriefings and game deployment are two other aspects overlooked in 

cybersecurity SGs. The ELT cycle requires a space for reflection for the cycle to be 

completed which underscores the need for debriefings, see section 2.2. Of the reviewed 

cybersecurity SGs, only Rieb and Lechner documented using them [100]. However, their 

deployment model followed the traditional 1-2-1 model, with a single debriefing at the 

end of the session. Hashtag Struggle explored the use of the TIA model, which integrates 

debriefings not only at the end, but also between gameplay sessions.  
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6 Conclusions 

This thesis proposed cybersecurity could contribute to address the issue of information 

manipulation in social media. Cybersecurity is the discipline of safeguarding operations 

and information in the context of adversaries. Information manipulation presents a risk to 

the confidentiality, integrity, and availability of information. In addition, there similarities 

between information manipulation and traditional cyber-adversaries. A better defence 

begins by a better understanding of adversaries and their modes of operations. A better 

understanding of their operations leads to better policymaking to address this issue. 

This thesis aimed to design and pilot test a prototype SG on information manipulation in 

social media. A document analysis allowed the identification of key considerations 

concerning information manipulation, cybersecurity, learning, and gameplay 

components.   

Research Question 1 concerned the design of a prototype SG on information manipulation 

in social media for policymakers. The intended goal of this prototype was to introduce 

participants to the cybersecurity concept of adversarial thinking. To ensure its educational 

objectives, the SG incorporated educational considerations like high road, social 

interaction, and active experimentation. In addition, the prototype leveraged hidden 

objectives, internal conflict, and human as opponents to engage the participants.  

Research Question 2 concerned the design of the pilot testing of the prototype and its 

execution. The piloting experiment incorporated the Theory in Action model for the 

integration of debriefings in support to learning. The experiment used a pre-session and 

a post-session surveys to collect data. This experiment attempted to measure the 

procedural knowledge gain by measuring the participants’ confidence levels on their 

definition of adversarial thinking. The surveys suggest an increase on their post-session 

confidence levels compared to their pre-session ones. Concerning the experience, the 

feedback from the participants was positive. The results indicated participants were 

engaged during the sessions, and they enjoyed the integration of SG and debriefings. The 

feedback also pointed out areas for further improvements concerning its educational and 

game aspects.  
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Designing any type of game is a challenging endeavour. The addition of educational 

elements adds another set of considerations which increase the complexity of the task. 

However, the experience provides an incorporation of synthesizing, creativity, and 

research skills like few others.  

The design process underscored the relevance of educational aspects that are overlooked. 

Specifically, transfer of learning and debriefings are two educational elements which 

must be considered when designing an SG. These considerations ensure the educational 

outcomes are aligned with the game aspects. 

Future work should explore in more detail the different methods to measure procedural 

knowledge learning outcomes. Another focus should be further explorations of applying 

the cybersecurity toolkit to the issue of information manipulation on social media.  
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Appendix 1  

Hashtag Struggle Rules Summary  

Hashtag Struggle is a game for six players and a facilitator. The facilitator assigns each 

player an actor, their six units, and objectives according to the following table. This 

designation should be done in a way guaranteeing the objectives are revealed only to the 

respective player. 

Actor, team, and objective Units Order of play 

BIA, Blue team. Objectives: Protect the following 

communities: #VACCINES, #ELECTIONS, and #5G. 1 

1 

FNF, Red team. Objectives: Have 2 units in the following 

communities: #5G, #VACCINES, and #HOIA 2 

2 

FB, Blue team. Objectives: Protect the following communities: 

#OSTAVAY and #VACCINES  

3 

HPP, Red team. Objectives: Distort the following 

communities: #HOIA and #OSTAVAY  

4 

FWB, Blue team. Objectives: Find HPP’s communities. Have 

at least 2 units in each.  

5 

AIR, Red team. Objectives: Distort the following 

communities: #VACCINES, #ELECTIONS, and #HOIA.  

6 

 

The Blue team and all their units start in the #OSTAVAY community. Similarly, the Red 

team begins in #HOIA with all their units. In addition, all communities except #HOIA 

should have their token status set to protected. The following images shows the board of 

the game at the start.  

 

 

1 "soldier" by icon 54, used under CC BY / Recoloured from original. 

2 "anonymous" by icon 54, used under CC BY / Recoloured from original. 

 

https://thenounproject.com/icon54app/collection/people-line-icon/?i=213796
https://thenounproject.com/icon54app/collection/people-line-icon/?i=213796
https://creativecommons.org/licenses/by/3.0/us/legalcode
https://thenounproject.com/icon54app/collection/people-line-icon/?i=213795
https://thenounproject.com/icon54app/collection/people-line-icon/?i=213796
https://creativecommons.org/licenses/by/3.0/us/legalcode
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Hashtag Sequence of Play 

Following the player order stated in order of play column, each player executes a single 

action during their turn. A round ends when all players have executed an action. The game 

ends after 30 rounds. 

Hashtag Struggle Player Actions 

Bridge. Create a new connection between two communities. The player must have units 

present in the community from where the connection originates. The player choosing this 

action must roll two six-sided dice. If the result is greater than or equals to 7, the 

connection is created. 

Narrow. Remove an existing connection between two communities. The player must 

have units present in the community where the connection will be removed. It cannot be 

used to remove the last remaining connection. The player choosing this action must roll 

two six-sided dice. If the result is greater than or equals to 7, the connection is removed. 

Exchange. Move or restore any number of player-owned units. Units move between two 

connected communities. When restoring units, they must be placed in communities with 

friendly units. 

Engage. Engage allows the removal of opposing units in a specific community where the 

attacking player has units. When engaging, the attacker states the community and the 

player acting as the defender. Both the players roll a six-sided dice per unit where the 

engagement is occurring. The dices are paired by taking the highest value from each side 

until no more dice pairs can be formed. Within each dice pair the values are compared, 

with higher values defeating lower ones. For each defeat in a pair, the losing side must 

remove a unit from the community. Any unpaired dice are ignored. 

Hashtag Struggle Key Concepts 

Unit. The pieces controlled by each player. Each player has a total of six units available.  

Community. The terrain of Hashtag Struggle. There are five communities in total.  

Connection. The bridge between two communities. It determines valid movement 

options for the players’ units. Players can add or remove connections.  

Protected. A community is protected when the total number of blue units is greater than 

the total number of red units.  

Distorted. A community is distorted when the total number of red units is greater than or 

equal to the total number of blue units. 

Hashtag Struggle Videos 

The following playlist shows a gameplay video. 

https://youtube.com/playlist?list=PLajd_8PdQTzHQUpYbNGPxVpsN4mxDkW9V  

Note: The participants provided written consent to allow the sharing of this video. 

https://youtube.com/playlist?list=PLajd_8PdQTzHQUpYbNGPxVpsN4mxDkW9V
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Appendix 2  

Pre-session questionnaire 
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Appendix 3  

Pre-session questionnaire results 
What 

gender do 

you 

identify 

as? 

What 

is 

your 

age? 

Concerning your education and training, 

how have they been delivered? Select all 

those that apply: 

Which of the following 

concepts are you familiar 

with? Select all those that 

apply: 

What word would you use to 

refer to intentionally 

misleading, false, or deceptive 

information? 

What word would you use to 

refer to unintentionally 

misleading, false, or deceptive 

information? 

Which of the 

following 

cybersecurity 

concepts are you 

familiar with? 

Select all those 

that apply: 

In 1 to 3 sentences, 

what do you think 

'adversarial 

thinking' is about? 

How confident 

are you this is 

the right 

answer? 

Male 25 - 

34 

years 

old 

Instructor/lecturer-led;eLearning/e-

course/web-based;Group discussions and 

activities;Coaching or mentoring 

Disinformation;Fake 

News;Misinformation;Malin

formation 

Malinformation Misinformation Confidentiality;In

tegrity;Availabilit

y;Risk;Adversari

al 

Thinking;System 

Thinking 

Putting yourself in 

the shoes of the 

person who's going 

to pen test your 

system for 

weaknesses/modellin

g the sort of attacks 

your system can 

expect to see 

4 

Male 18 - 

24 

years 

old 

Instructor/lecturer-led;eLearning/e-

course/web-based;Group discussions and 

activities 

Disinformation;Fake 

News;Misinformation 

Disinformation Misinformation Not aware of any 

of the previous 

concepts 

I assume it is linked 

with assuming 

someone´s 

knowledge in some 

field. Not sure 

though, second time 

in my life that I hear 

this expression. 

2 

Female 18 - 

24 

years 

old 

Group discussions and activities Fake News;Misinformation Misinformation Malinformation Confidentiality;In

tegrity;Risk 

Hackers could maybe 

adapt the specific 

way of thinking of 

another, to copy ones 

strategy. 

2 

Male 25 - 

34 

years 

old 

Varies.  Disinformation;Fake 

News;Misinformation;Malin

formation 

Disinformation Misinformation Confidentiality;In

tegrity;Availabilit

y;Risk;Adversari

al Thinking 

Knowing what to 

expect from cyber 

attackers & adversial 

party 

5 

Male 18 - 

24 

years 

old 

Instructor/lecturer-led;eLearning/e-

course/web-based;Game-based 

learning;Group discussions and 

activities;Coaching or mentoring 

Fake News;Misinformation Malinformation Disinformation Adversarial 

Thinking 

Thinking and thereby 

seeing things from 

another angle. This 

way helps to 

5 
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understand the 

motives of another 

person. For instance, 

a detective should try 

to see things the 

perspective of a 

person who 

committed a crime, 

this way it helps to 

identify the person, 

and what his motives 

could be. 

Female 18 - 

24 

years 

old 

Instructor/lecturer-led Disinformation;Fake 

News;Misinformation 

Disinformation Misinformation Confidentiality;A

vailability;Risk 

The meaning of the 

concept is the 

capability to think for 

a step further like a 

hacker 

2 

Male 18 - 

24 

years 

old 

Group discussions and activities Disinformation;Fake News Disinformation Misinformation Confidentiality;In

tegrity;Risk 

Some action against 

somebody else, 

thought from the 

perspective in how 

this other would act 

3 

Male 25 - 

34 

years 

old 

eLearning/e-course/web-based;Group 

discussions and activities 

Fake 

News;Misinformation;Malin

formation 

Disinformation Misinformation Confidentiality;In

tegrity;Availabilit

y;Risk 

 
4 

Male 25 - 

34 

years 

old 

Instructor/lecturer-led;eLearning/e-

course/web-based;Group discussions and 

activities 

Fake News;Misinformation Fake News None of them Confidentiality;In

tegrity;Availabilit

y 

Thinking like the 

hacker 

5 

Female 25 - 

34 

years 

old 

Instructor/lecturer-led;eLearning/e-

course/web-based;Group discussions and 

activities;Coaching or mentoring 

Disinformation;Fake 

News;Misinformation 

Fake News Misinformation Confidentiality;In

tegrity;Risk 

To think like the 

person we are 

performing an attack 

or we are securing 

from.  

3 

Male 25 - 

34 

years 

old 

eLearning/e-course/web-based Disinformation;Fake 

News;Misinformation 

Disinformation Misinformation Confidentiality;In

tegrity;Availabilit

y;Risk 

Trying to think in a 

similar way like a 

cyber criminal. 

3 

Male 25 - 

34 

years 

old 

Instructor/lecturer-led;eLearning/e-

course/web-based;Group discussions and 

activities;Coaching or mentoring 

Disinformation;Fake 

News;Misinformation 

Disinformation Misinformation Confidentiality;In

tegrity;Availabilit

y;Risk;System 

Thinking 

Adversarial thinking 

is a pattern of 

thinking that 

contradicts and 

challenges trend and 

narrative. 

2 
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Appendix 4  

Post-session questionnaire 
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Appendix 5  

Post-session questionnaire results 

 
What 

gender 

do you 

identify 

as? 

What 

is 

your 

age? 

I 

thought 

the 

game 

was 

fun: 

When 

playing 

the 

game, I 

felt I was 

learning: 

I found the 

debriefings 

to be 

useful: 

How can the game be 

improved? Select all those that 

apply 

In your own words, define 

adversarial thinking: 

How 

confident 

are you 

this is the 

correct 

definition? 

What is your main reflection 

from the whole experience? 

In a 

scale 

from 

1 to 

10, 

how 

would 

you 

rate 

the 

game?  

In a scale 

from 1 to 10, 

how would 

you rate the 

piloting 

session 

(game and 

debriefings)?  

Would you 

like more 

serious 

games to be 

incorporated 

in your 

education 

and 

training? 

Male 25 - 

34 

years 

old 

5 5 5 Longer playing time;Clearer / 

simpler / easier instructions and 

rules 

Thinking through the lens of 

someone whose interest might 

be to cause you harm.  

4 Fun, Interesting and informative  7 8 4 

Male 25 - 

34 

years 

old 

5 4 5 Let Mauricio make a game Game theory.   5 Mauricio has the patience of a 

saint. The game is also 

legitimately fun, and would be 

more fun were it not for the 

constraints of academia 

8 10 1 

Male 25 - 

34 

years 

old 

4 4 5 More engaging / entertaining / 

fun;More actions would be 

preferred. Also, some kind of a 

concrete ending point for the 

game would make it more 

engaging. 

You try to think like a cyber 

criminal and what a cyber 

criminal would do. 

4 A great effort has been taken to 

plan the game. At first it was 

somewhat confusing what is the 

aim of the game, but later on it 

became more clearer. It was 

understandable what the game is 

trying to teach, but it would be 

better if there was more actions 

than move troops, cut or bridge 

lines and engage in a fight. Also, 

8 9 5 
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would be good if there was a 

definite ending point for the game. 

Female 25 - 

34 

years 

old 

5 3 5 Clearer / simpler / easier 

instructions and rules;Clear 

overall goal, example does the 

game end when 3 spaces are 

covered or 4?  

To think like a hacker, to 

understand what and how 

vulnerabilities can be attacked.  

4 That in terms of creating fake 

media, noise or volume makes a 

difference. The more people 

talking about it, the more it gets 

spread. Also the game taught us 

about how communities are 

interconnected with each other 

and hence that can make an 

impact in the communication 

outcome.  

8 7 5 

Male 18 - 

24 

years 

old 

4 3 3 Clearer / simpler / easier 

instructions and rules 

To think how the other will 

react in future decisions and act 

accordingly to have influence 

over the other person or 

community. 

3 It was pretty fun, not sure the final 

purpose of the Master Thesis, but 

the game was fun. 

7 7 4 

Male 18 - 

24 

years 

old 

5 2 3 Longer playing time;Clearer / 

simpler / easier instructions and 

rules;As have been mentioned in 

the call, it would be wise to think 

about the roles of each player's 

pawns, what advantages 

disadvantaged they might have 

when being on a specific circle. 

Additionally, it would be also 

better to think about what 

advantages might circles give to a 

player\team when it is under 

someone's control.  

Basically trying to think about 

how other person might 

act\behave. I would not say that 

it's a "cybersecurity principle", 

I believe, it is a universal 

principle used in many different 

fields - criminology, 

psychology, as well as playing 

other games like chess, when 

you have to think in advance 

what might be the next step of 

the opponent.  

5 The game is very fun, would be 

wise to finalize it and 

commercialize it:) 

9 8 5 

Male 25 - 

34 

years 

old 

5 4 4 Clearer / simpler / easier 

instructions and rules 

What to expect from your 

adversary & from an attack.  

5 Part of the appeal was not to know 

what to expect. The strategical 

elements were present, point 

comes clear and overall the 

experience and communication 

was fun. The "game" elements 

might need some fine-tuning.  

9 10 5 

Female 18 - 

24 

years 

old 

5 4 5 Longer playing time;Better / more 

educational material 

The capability to comprehend 

atypical perspectives and 

tactical thinking of hackers 

4 The game reminded me of the 

reality when the society needs to 

work in the form of a team, for 

instance, to work together for 

achieving the UN Sustainable 

Development Goals (in the game 

it was represented by the teams of 

9 9 5 
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red and blue, who were required 

to disinform and protect the fields 

respectively), however, each of 

the states involved in the common 

system has different objectives to 

reach for its own advantage (in the 

game each player had different 

objectives to achieve).  

Male 25 - 

34 

years 

old 

5 4 5 More engaging / entertaining / 

fun;Clearer / simpler / easier 

instructions and rules 

Thinking like the 

attacker/hacker who might 

want to mess with your system 

5 It was educational and interesting! 8 10 5 

Male 18 - 

24 

years 

old 

5 5 5 Longer playing time;More 

engaging / entertaining / fun 

"Thinking like a hacker". 

Basically it means thinking 

ahead and trying to predict the 

abilities of the other person. 

3 It was very interesting, fun and 

educational experience.  

10 10 4 

Male 25 - 

34 

years 

old 

1 1 2 Better / more educational 

material;Clearer / simpler / easier 

instructions and rules 

 
2 little bit confusing like in real life 3 4 3 

Female 18 - 

24 

years 

old 

5 5 5 Longer playing time;Better / more 

educational material;More 

appealing/higher quality game 

components 

Adversal thinking is about 

being ahead one step of others, 

continuously trying to 

anticipate the strategic or even 

big entities. 

4 Overall the piloting session 

experience was a top notch, 

something that would definitelh 

be useful to combine into 

university studies. From the 

perspective of a lawyer, this kind 

of thinking is truly important and 

also overall in a fast developing 

world we need to adapt to new 

things, be ready to adapt new 

patters in a multicultural 

environment. The educational 

lesson of the game also reached 

us, the players and personally I 

learned a lot new things. The 

element of fortune caused by the 

dices was also creative, as nothing 

in life can be straight forward 

calculated. All the best to you 

Mauricio and good luch with the 

thesis! :) 

9 10 5 
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