
Methods for Coopetition and
Retention Analysis: An Application to

University Management

JAAN ÜBI

P R E S S

THESIS ON INFORMATICS AND SYSTEM ENGINEERING C94



 

 
 

 

TALLINN UNIVERSITY OF TECHNOLOGY 
Faculty of Information Technology 

Department of Informatics 
 
Dissertation was accepted for the defense of the degree of Doctor of 
Philosophy in Computer and Systems Engineering on May 11, 2014 
 
 
Supervisors: Innar Liiv, Associate Professor,  

Department of Informatics, Tallinn University of 
Technology and 
Mati Tombak, Senior Research Scientist,  
Department of Informatics, Tallinn University of 
Technology  

 
Opponents: Prof. Ah Chung Tsoi 

Macau University of Science and Technology, China 

 Prof. James J. Cochran 
Louisiana Tech University, USA 

 
 
Defense of the thesis: June 18, 2014 
 
 
Declaration: 
I hereby declare that this doctoral thesis, my original investigation and 
achievement, submitted for the doctoral degree at Tallinn University of 
Technology, has not been submitted for any academic degree. 
 
/Jaan Übi/ 

 
 
Copyright: Jaan Übi, 2014 
ISSN 1406-4731 
ISBN 978-9949-23-630-5 (publication) 
ISBN 978-9949-23-631-2 (PDF) 



INFORMAATIKA JA S TEHNIKA C94ÜSTEEMI

Koopetitsiooni ja väljalangevuse
uurimise meetodid: rakendus

ülikooli juhtimises

JAAN ÜBI



 

 
 

 



 

5 

SUMMARY 
 

The goal of this doctoral thesis is to develop methods for analyzing two 
university management indicators: coopetition and retention. Coopetition, which 
takes place between departments for students, is an indicator that we seek to 
develop. Student retention, in accordance with the need to continue the student 
university relationship until its successful conclusion, is a well-known indicator 
that we aim to quantify.  

As regards the theoretical side, we turn to business theories and draw parallels 
with educational management. In order to conduct the empirical analysis, our 
prevailing method is linear programming, which we apply to both coopetition and 
retention analysis.  

Coopetition is a ubiquitous phenomenon at different levels of the society. 
Multinational corporation management research can be utilized for coopetition 
measurement in universities. It illustrates that a department’s primary 
responsibility is fulfilling its mandate – to groom its students. Subsequently it is 
also a center which has to be useful for the rest of the university through the 
interlinked curricula.   

Coopetition is measured on a social network, where communities of students 
mark departments. We consider an adjacency matrix, wherefrom we remove 
layers in order to determine how much noise needs to be removed to best detect 
the communities. We also permute the drilled down subsets of the adjacency 
matrix, in order to understand the internal order within the detected subclusters 
using the created tool Visual Matrix Explorer.    

We next arrive at the conclusion that it is suitable to use theories of business 
network relationships and customer churn in parallel with student retention topics 
in order to prepare for student retention quantification. We classify student 
retention data by using the deviation variable and Charnes-Cooper transformation 
ensemble linear programming discriminant analysis that has implemented 
bootstrapping, feature salience detection and histogram based decision making. 

The main contribution of this thesis is in finding that as the business processes 
are becoming more and more dynamic, networked and multilateral, these can 
inform the educational actors by providing useful managerial tools – as the central 
imperative is still to influence the institutional outcome.
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KOKKUVÕTE 
Selle doktoritöö eesmärgiks on kahe ülikooli juhtimise indikaatori – 

koopetitsiooni ja väljalangevuse – analüüsimiseks vajalike meetodite 
väljatöötamine. Koopetitsioon, mis leiab aset instituutide vahel ja üliõpilaste eest, 
on indikaator, mille loomine on meie esimeseks eesmärgiks. Tudengite 
väljalangevus on üldtuntud indikaator, mis langeb kokku vajadusega kindlustada, 
et tudengi ja ülikooli vaheline suhe jätkuks kuni tudengi eduka lõpetamiseni ja 
selle kvantifitseerimine on meie teiseks eesmärgiks.   

Teoreetilise külje pealt pöördume me äriteooriate poole ja toome paralleele 
hariduse juhtimisega. Empiirilise uurimuse sooritamiseks on meie põhimeetodiks 
lineaarne planeerimine, mida me kasutame nii koopetitsiooni kui tudengite 
väljalangevuse uurimiseks. 

Koopetitsioon on läbiv fenomen, mis eksisteerib ühiskonna erinevatel 
tasanditel. Multinatsionaalsete korporatsioonide juhtimise teooriat saab kasutada 
koopetitsiooni mõõtmiseks ülikoolides. Näitame, et instituudi peamiseks 
ülesandeks on oma mandaadi täitmine – oma tudengite koolitamine – ja seejärel 
on see ka keskus, mis peab olema kasulik läbipõimunud õppekavade kaudu kogu 
ülejäänud ülikoolile.  

Koopetitsiooni mõõdetakse sotsiaalvõrgustikul, kus tudengite kogukonnad 
märgivad instituute. Me vaatleme naabrusmaatriksit, mille kihte eemaldades 
saame teada, kui palju müra tuleb kustutada, selleks et kogukonnad oleksid kõige 
paremini leitud. Lisaks permuteerime me naabrusmaatriksi väljavalitud 
alamosasid, tegemaks kindlaks loodud tööriista Visual Matrix Exploreri abil 
alamklastrite sisemise struktuuri. 

Järgmisena järeldame, et ärivõrgustike suhete- ja klientide lahkumise teooriaid 
saab kasutada tudengite väljalangevuse uurimisel, selleks et jõuda tudengite 
väljalangevuse kvantifitseerimiseni. Me klassifitseerime tudengeid, kasutades 
absoluutväärtuse võtmise ja Charnes-Cooperi teisenduse ansamblimeetodit 
lineaarse planeerimisega diskriminantanalüüsil, milles on rakendatud 
bootstrapping, tähtsamate dimensioonide eraldamine ja histogrammidel rajanev 
otsuse langetamine.  

Doktortöö peamiseks tulemuseks on näidata, et äriprotsesside muutumisel 
järjest dünaamilisemaks, võrgustunumaks ja mitmepoolsemaks, saab neid 
kasutada hariduskontekstis, loomaks kasulikke juhtimisvahendeid – olukorras, 
kus keskne süsteem soovib endiselt institutsionaalset väljundit mõjutada. 
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 Coopetition – simultaneous competition and cooperation occurring at 

different levels of the society 

 Managing student retention – actively managing the relationship with 
the students, the efforts and proactive action taken so that the relationship 
continues until the successful conclusion; also includes the reactive 
measures taken, but those have a short feedback loop (e.g. include 
corrections to the accession procedures or tests) 

 Managing student churn – gaining an understanding of and taking 
reactive measures based on the students who have dropped out, so that 
other students do not churn in the future; these have a wider feedback loop 
(e.g. include corrections to the number of part-time students accepted) 
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INTRODUCTION 
“If you want to run fast, run alone, if you want to run far, run together” 

African Proverb 
 
This doctoral thesis is about running far together – it is about coopetition, which 
is a pervasive phenomenon at various levels of the society. At the beginning, 
coopetition tends to be something that we come up with when describing the 
innate nature of a somewhat “fuzzy” process. However, as time goes on, we 
simply learn to come to terms with it as we recognize yet another coopetitive state 
of affairs and learn how to benefit from it. This doctoral thesis is about going far, 
as it is also about student retention, i.e. retaining the student-university 
relationship all the way to its successful conclusion.  

To begin with, looking at coopetition, we can see a situation in cycling that is 
somewhat akin to the proverb about running (see Figure 1: The coopetitive process 
untangled). There are a number of teams, each with a designated winner at the 
finish line, competing for the first place. Cyclists take turns during which the lead-
out man does most of the work and has others following him in the slipstream. As 
the lead-out man tires, he is peeled off and may even be dropped by the peloton 
(pack), and the next domestique of the main sprinter takes the lead. Finally, 
perhaps even only at the last few hundred meters the main sprinter, with a burst 
of speed, wins the race. This way the bikers are competing and cooperating at the 
same time. Men from different teams will in turn be the lead-outs. Thus, we see 
that the coopetitive process is further complicated as there is simultaneous 
coopetition both on personal as well as on the team level. There have been 
combinations of cooperation and competition, wherein two weaker cycling teams 
have cooperated to not let the strongest team win, but as a British idiom goes, “it 
is not cricket” (it is unfair). Thus, there remains the question of the fairness of a 
coopetitive process, as judged by the antitrust law of the state.  

Returning to the personal level, coopetition is evident in universities between 
doctoral students. On the one hand, they are part of a research group, certainly 
working towards a common goal, which can factually be observed in the form of 
joint publications. This is also evident in how theories are versed in common 
discussions. Yet, at the same time there is competition for better placement in the 
university after the studies have been completed. Therein arises the question 
whether coopetition occurs as simultaneous competition and cooperation, or 
whether there are subsequent bursts of the two.  

On the organizational level departments coopete. Multinational corporations 
(MNCs) with their national subsidiaries are a perfect venue for coopetition 
research. Taking MNCs as an example, we will see coopetition implied by a 
number of phenomena in this thesis; it has also been explicitly studied. We will, 
however, measure coopetition between the departments in educational 
institutions. This is the first university management indicator pertaining to the 
student university relationship that we undertake to quantify.  
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Figure 1 The coopetitive process untangled 

 

lead-out man

main sprinter 
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 Coopetition on the market level has received long scrutiny. A vivid example 
of this is the big three automakers, who in the processes of competing for 
customers, sell the car with a coupon for maintenance which is redeemable in the 
shops of any of the three (Chen, 2008). On the one hand this indicates cooperations 
– it is as if the maintenance shops are jointly owned. Yet in reality they are not so 
competition spurs as the shops are exposed to further competition in addition to 
that inside the given automakers shop network. Thus, the process of coopetition 
is often fuzzy, which in this thesis will give raise to conceptualizations such as 
the coopetitive duality, wherein competition and cooperation are like light and 
dark – duals that define each other interdependently. Coopetition at the industrial 
cluster level puts forth another idea. Coopetition often occurs in the form of two 
parties being subjects that coopete against an object – the third party – in a 
similar manner to how the German and Spanish cyclists coopeted against the 
superior British team in the 2012 Olympics.  

While the cyclists or industrial cluster members coopeted against an object, 
coopetition can occur for an object as well. The semantic constructs to be in 
competition for better students, to be in cooperation for better students and to be 
in coopetition for better students, have notable differences in the way the 
preposition for is used.  

Authors have asked (Harding, 2004) whether on the societal level the general 
emphasis has been extensively on competition and thus efficiency, at the expense 
of our social nature, while we must rely more on cooperation. Nevertheless, we 
agree with the rebuttal (Walker et al., 2004) which remarks that competition and 
cooperation have both coexisted and evolved in the society.  

Discussions about competition and cooperation can be depicted in a 
pendulum-like fashion, as something that swings back and forth from one 
condition to another. Thus, for instance, intraorganizational competition was 
idealized when Nokia propounded it. Yet when Nokia failed, the focus in research 
moved more towards emphasizing “coevolving systems” in organizations. In 
some situations, coopetition has proven to be the middle ground in this pendulum.  

Coming back to the personal level, (Simmons, 2013) has outlined the 
differences between efficiency oriented and relational thinking, with the latter 
much more oriented towards coopetition. A relational thinker will surround 
himself with people who are assets, not means towards an end, and who go where 
the system leads them. The article paraphrased the same proverb that we have 
chosen by stating: “If you want to go fast, go alone, if you want to go far, go 
together”, implying that going far might take you to more meaningful places.  

Lastly, let us take the economics level as a whole. Studies using simulation 
(Yami et al. 2010) have shown that while in the short run (if we just want to run a 
spurt) competitive action prevails, in the long run (if we want to run far) it is the 
much more cooperative behaviour that maximizes wellbeing. Therefore, as our 
goal is to run far together, we must effectively balance competition and 
cooperation, just as cyclists, relational thinkers, organizations, industrial clusters, 
companies and the society at large do.  
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The students of a university, who pass many of the courses together are 
certainly also in coopetition with each other which leads them right past the 
graduation date and onto the job market. However, we do not seek to quantify the 
coopetition of the students, but rather their retention/churn, as we are interested in 
retaining their student status until the successful completion of their studies. Thus, 
we consider two university management indicators – we develop a coopetition 
indicator and help to quantify the well-known student retention indicator.  

The study of student retention can take two related directions of research. On 
the one hand, we can study student retention and the effort that universities make 
when retaining their students. Therefore, we will identify courses and 
demographic factors that are important drivers of retention. On the other hand, the 
focus can be on considering student churn. In that case, churn factors and 
taxonomy would be of interest. These form the basis for a wider feedback loop 
which also gives the university a possibility to investigate retrospectively what 
was not done in the best possible way and to try to right those wrongs. In the case 
of retention, for example, if accession procedures and criteria can be improved, 
then churn factors can point us towards a need for general level measures, such as 
accepting a smaller number of part-time students.  

Motivation for the study and research questions 

As the area of organizational coopetition has so far been scarcely studied, we 
choose the multinational corporations that with their geographical, functional, and 
industrial boundaries have been called archetypal organizations (Buckley and 
Casson, 1998), in order to draw parallels with universities. Thence originates the 
idea to draw parallels and apply business theories in the educational management 
and educational data mining context.  

We will also see theories, e.g. those dealing with employee turnover (Bean, 
1980), that are directly juxtaposed with the student retention topic in order to 
develop new insights. Student retention appears to be a natural venue for the 
application of ideas, such as customer lifetime valuewhich, although previously 
sometimes errorenously applied (e.g. Ackerman and Schibrowsky, 2008), is 
essential in taking action to prevent retention. This gave us the idea of applying 
customer churn and business network relationship theories in order to identify 
relevant factors for measuring student retention.  

We may say that on a more general level our goal is to bring parallels between 
the business and the educational realm. Examples of business management 
principles being applied in other domains include "the birth of 
philanthrocapitalism" (Economist, 2006), whereat Bill Gates created his 
foundation and managed it as a business enterprise. It is important to note that just 
as parallels can be brought between business management and educational 
management (as we will see during our investigation of coopetition and retention), 
there also exist differences. Although, both Google and TUT have defined a 
mission that they follow ("Google’s mission is to organize the world’s information 
and make it universally accessible and useful" and "The mission of TUT is to 
create a synergy between technological, exact, natural, healt and social sciences 
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that promotes the development of the society") the underlying primary purpose of 
a business enterprise can be stated to be the maximization of shareholder value, 
whereas a state owned university of technology serves the purpose of providing 
the society with educated people as well as that of scientific development. 
Additionally, education is predominantly provided free of charge in Estonia 
whereas the Ministry of Education and Research is paying for the credits that the 
students take. However, it is the general managerial principle that we seek to draw 
parallels with by arguing that educational management can be informed by the 
businesslike way of thinking. We thereby try to accommodate the differences by, 
for example, taking into account the academic freedom that is being practiced in 
universities. We simply consider university to be a special case of organization, 
as there are also multinational corporations practicing intrapreneurship (Ghoshal 
and Bartlett, 1997), which are in this thesis shown to be similar to academic 
freedom. 

Our study of university management indicators has to be theoretically 
scrutinized as well as empirically quantified. As our focus is on using business 
theories for investigating both coopetition and retention, we use linear 
programming (LP) for quantifying both. In the case of coopetition, that is coupled 
with heuristic methods when performing social network analysis. As regards 
retention, we seek to create an ensemble bootstrapping method that combines two 
LP approaches. There are a few natural ways of studying coopetition, amongst 
which simulation studies (e.g. Yami, 2010) and network science (e.g. Hao et al., 
2010) stand out. Our main device is applying social network analysis (SNA) and 
seriation of adjacency matrices. On the one hand, cooperation is well evident from 
the links which form network communities but so is competition, depending on 
how we measure the links. Furthermore, we can see facets of competition from 
the “missing links” which are factored in while seriating the adjacency 
matrices of a social network. Our idea of applying linear programming for 
discriminant analysis stems form the algorithmic improvement we seek to make 
– the use of Data Envelopment Analysis and Charnes-Cooper transformation has 
been suggested but not thoroughly applied in previous literature. We aim to further 
enchance this approach by using bootstrapping and also by creating an ensemble 
method.  

 
Hence, the research question of this thesis is (see also Figure 4): 
 
Methods for coopetition and retention analysis: how to apply quantitative 

methods for developing and predicting various university management 
indicators, in the light of contemporary management theories? 

 
The general research question has two subquestions that are going to be 

answered throughout the thesis:  
 
How to measure departmental coopetition for students, in order to 

manage it effectively? (See Figure 2) 
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How to predict student retention for managing the student relationship 
effectively? (See Figure 3) 

 
Figure 2 describes our quest for measuring coopetition. Business theories form 

an overarching theoretical dome that covers the concepts (competition and 
cooperation joined into coopetition) of the indicator we are developing. We are 
planning to develop the indicator by applying social network analysis. The 
indicator is supported by two pillars-to-be. We are looking forward to 
investigating how to facilitate measuring the indicator. We are also looking 
forward to revealing the inner structure of the communities that will be detected. 
We seek to apply the data scientist approach to management in our coopetition 
study. Therefore we will combine the analysis of the problem with a number of 
algorithmic improvements, which lead us to an interdisciplinary solution.  

Figure 3 describes our quest for predicting retention. Our plan is to once again 
use business theories, whereby we identify different factors that are critical to our 
prediction process. We will develop the retention indicator and identify the input 
dimensions of its prediction. Finally, we will make a prediction by using linear 
programming discriminant analysis.  

 
There are a number of minor research questions that warrant an answer (as is 

evident from Figures 2 and 3), and are given a specific answer in the concluding 
discussion (developed throughout the thesis):  

 
What parallels can be drawn between organizational coopetition in 

multinational corporations and in universities? (Answered in Section 1)  
What parallels can be drawn between customer churn and the theories of 

business network relationships on the one hand, and the student-university 
relationship theories (educational management) on the other hand? 
(Answered in Section 4)  

What methods are useful for developing a coopetition indicator at a 
university? (Answered in Section 1) 

What means of retaining the signal and discarding the noise can be 
deployed in order to better measure the coopetition indicator on the student 
similarity/adjacency matrix? (Answered in Section 3) 

What can the permutations of the student similarity/adjacency matrix tell 
us about the communities that are formed? (Answered in Section 2) 

What methods can be used for predicting student retention? (Answered 
in Section 5) 
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Figure 2 Setting the scene for the coopetition study 
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Figure 3 Setting the scene for the retention study 
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1 MEASURING MULTINATIONAL CORPORATION-
LIKE COOPETITION IN A UNIVERSITY 
CONTEXT 

The goal of this section is to develop an indicator that quantifies the simultaneous 
competition and cooperation that takes place in organizations. As the concepts 
seem to be dichotomous opposites at first, the term internal coopetition duality is 
put forth. Parallels are drawn between the coopetitive processes in big 
multinational corporations (MNCs) and those taking place in universities. The 
structural solutions used in both are also analyzed.  

Data mining is used when looking at how specializations inside a university 
are in coopetition for “better” students. We look at the profiles that students have 
and find natural divisions between the specializations by applying graph theory 
and modularity algorithms for community detection. The competitive position of 
the specializations is evident in the average grades of the detected communities. 
The ratio of intercommunity ties to intracommunity ties (conductance) quantifies 
the cooperative stance, however, as students with similar profiles express linkages 
in the curricula.  

We develop an indicator that takes into account both the competitive position 
and cooperative stance. Taking care of the management of coopetition duality 
ensures that a department simultaneously achieves its primary goal (grooming its 
own students) as well as its secondary goal (having a curricula with breadth, that 
is useful for others), thus maximizing the performance of the entire organization.   

1.1 An introduction to a study of coopetition 

A decade and a half ago, the term coopetition was coined (Brandenburger and 
Nalebuff, 1998), indicating the simultaneous competition and cooperation that 
takes place on the markets. By now there have been calls for (Walley, 2007) and 
some efforts of studying this on other levels – e.g. society, intrafirm, personal 
(Ritala et al., 2009; Walker et al., 2004). However, there issome confusion as to 
how the simultaneous competition and cooperation processes can actually pan out.  
Our research considers the coopetitive state of affairs within universities. A facet 
of our research is our conviction that a wide range of business theories, especially 
those dealing with huge multinational corporations (MNCs), can be used to inform 
us about processes taking place in educational institutions. Such companies form 
network organizations with natural national boundaries and strong implications 
for competition-cooperation. 

Whilst performance indicators are definitely useful for choosing an educational 
institution (Allen and Burgess, 2013), they are important for us for managerial 
purposes, as we seek to make such an assessment (e.g. Soteriou et al., 1998). Our 
goal is to empirically quantify the coopetition taking place – this way we can 
create the means for actively managing the coopetitive process. We are going to 
apply network science, the importance of which in economic research has risen 
into focus after the financial crisis (Scweitzer et al., 2009). More specifically, we 
adopt an organizational analysis point of view (looking at the performance of the 
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departments of a university – see e.g. Messner and Ruhl (1998)) and perform 
organizational network analysis by evaluating the similarities of student profiles.  

This section is organized in the following manner: subsection 1.2 analyzes the 
relationship between competition and cooperation; subsection 1.3 
discussesdifferent conceptualizations of the process on a societal level; subsection 
1.4 draws parallels between the situation in MNCs and universities; subsection 
1.5 analyzes the structural solutions used that are relevant for our analysis; 
subsection 1.6 puts forward the empirical investigation of the process at our 
university and the managerial implications; subsection 1.7 gives conclusive 
remarks. 

1.2 The coopetition duality 

In a dichotomy, a whole is split into two non-overlapping parts. In a classic article 
on “concept misformation” Sartori (1970) argues that concept formation is 
inherently based on classification and that dichotomies are exclusively 
fundamental to reasoning about concepts. However, a large body of research in 
linguistics, cognitive psychology and cognitive science is supporting a more 
multifaceted view of human cognition, according to which the remarkable 
capacity of the mind to conceptualize different modes of gradation and different 
forms of the partial occurrence of phenomena is equally important (Collier and 
Adcock, 1999). In linguistics, for example, cline is a scale of continuous 
gradation. Therefore, as both verbs see and kill are transitive (as opposed to 
intransitive), see is described as having lower transitivity.  

When dichotomous concepts at the ends of the continuum are each other's 
opposites, a paradox is formed (Poole and Van de Ven, 1989), marking the 
seeming impossibility of seamlessly integrating the two. An example here would 
be the objects of our research - the processes of competition and cooperation. Here 
it is difficult to conceptualize a 70% competitive and 30% cooperative 
arrangement. The paradox of simultaneous competition and cooperation is termed 
coopetition in business literature (Branderburger and Nalebuff, 1998). Yet just as 
within and between organizations,  we can also see this taking place between 
individuals in a society, and elsewhere in nature, e.g.with bacteria (Griffin et al., 
2004).  

Chen (2008) integrates the Western term paradox and the Eastern “middle-
way” thinking into a concept of “transparadox” that in the case of coopetition uses 
three levels– independent, interrelated and interdependent opposites. An example 
of independent opposites would be the strict choice between competition and 
cooperation that oligopoly market theory presents for neoclassical economics 
(Scherer and Ross, 1990). As for interrelated opposites, an example would be a 
US car company offering a $1000 rebate on car parts, redeemable in an outlet of 
any market participant (Chen, 2008). We are the most concerned with the third 
option, the interdependent opposites. It is akin to the relationship between light 
and dark – one is defined through the other, the two do not have an independent 
meaning.  
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We borrow the term “duality” from Chen (2008) to mark what is meant by the 
third kind of simultaneous competition and cooperation that also takes place 
within organizations. Duality is widely used in mathematics, for instance in 
operations research, where a problem and its dual are solved in an interdependent 
fashion and the values of their maximum/minimum are the same (e.g. Bazaraa et 
al., 1990).  

Thus, we study the internal coopetition duality. While coopetition has been the 
focus of research for more than a decade and a half by now (e.g. Peng and Bourne, 
2009; Ritala, 2011; see Peng et al., 2011 for another application of the Eastern 
way of thinking), a need for studying internal coopetition has only been stated 
recently (Walley, 2007). There have only been a few studies, e.g. Ritala et al. 
(2009) that have considered the link of internal coopetition with knowledge 
transfer and innovation, as well as a narrowly published earlier effort (Ubi, 2003). 

1.3 Coopetition duality in society 

As we will see in the next two subsections, there are a number of bodies of work, 
which consider competition and cooperation as dichotomies – “independent 
opposites” – in situations where they actually are not, and where thus the 
recognition of the duality of coopetition would be of benefit.   

We start on the societal level with a strand of research advocating the “feminist 
position” (e.g. Harding, 2004). Informed by neuropsychiatrist research on the 
difference between women and men (e.g. Brizendine, 2006), it states that male 
economists have asked questions and drawn conclusions only in a certain way and 
have not incorporated the “women’s way of knowing” (Ferber and Nelson, 1993). 
It posits that the masculine scientific mainstream has overly emphasized 
competition, which has its negative connotations, whereas cooperation should be 
at the helm instead.  

The fact that this strand of research draws parallels with the masculinity and 
femininity dimension in a society is noteworthy. According to the studies 
assessing national cultures (Hofstede, 2005), the masculinity-femininity 
dimension is, the only cultural dimension that differentiates countries even after 
we take into account its wealth, thus coloring our understanding of coopetition 
duality in international organizations and organizations internationally.  

This work sides with the critics of the feminist position (c.f. Walker et al., 
2004), who speak of - simultaneous competition and cooperation at the societal 
level. The basic way of reasoning is as follows – in order to compete there has to 
be an agreement upon the rules of the process (cooperation) in the first place. Also, 
as is evident from the division of labor, rational humans learned that cooperative 
action is more efficient than isolated action. It has become evident throughout the 
20th century that cooperation without competition will lead to stagnation as 
competition is a discovery procedure, providing us with the signals from the 
market (Walker et al., 2004). Neither component of this duality, competition nor 
cooperation, can be stated to be the sole “rectified” final goal for humans. In the 
case of cooperation, our final goal would stem from the social nature of humans, 
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and in the case of competition, it would be to solely increase the efficiency and 
material progress. 

1.4 Coopetition duality in organizations – parallels between 
multinational corporations and universities 

The basic premise of our research into the coopetition duality is the comparison 
of the state of affairs in educational organizations with those prevailing in 
commercial organizations, more specifically in multinational corporations 
(MNCs).  

In MNCs the basic units operate in different countries and are called 
subsidiaries. In the university under consideration the basic units of organization 
are the departments, and there is as strong a separation between these as there is 
between the subsidiaries of an MNC. If a faculty member were to move from one 
department to another, for the management it would be as if they had left the 
organization altogether.  

Humes (1993) discusses managers on the fast track and thus creating carriers 
of MNC corporate culture. MNCs are essentially three- dimensional (Ubi, 2003) 
as they have people working at different functions of the company (R&D, 
marketing, production, etc.); on different products/in different product divisions; 
and in different countries. Corporate culture is an important tool for MNCs 
(Hedlund, 1986). According to Humes (1993) different bonds will have to be 
broken while creating its carriers. For better carrying of corporate culture an 
employee would have to be transferred between different functions (to break the 
professional alignment); change their position on the product dimension; and 
work internationally. As was mentioned before, transfers between the departments 
of a university are rare. There is also less chance for it becauseoften the content 
of the work differs fundamentally. This forms a reason for there to be less 
cooperation than in MNCs.Although the organization only has one basic 
separating dimension, namely the departmental, there are no classically footloose 
employees, unlike managers on the fast track for MNCs.  

On the other hand, due to each MNC subsidiary being embedded in its local 
national culture, alignment with it is an additional factor influencing the 
coopetition duality.Employees who are not expatriates identify mainly with their 
home country (subsidiary), just like the ordinary faculty members in a university 
department.  

Let us now consider some structural solutions that MNCs use for dealing with 
simultaneous competition and cooperation. MNC subsidiaries may have 
developed into World Product Mandates (WPM) (Roth and Morrison 1992). This 
means that it has acquired control over the full value-added scope (logistics, R&D, 
production and marketing) of a specific product or product line along with the 
responsibility of producing for the world market and controlling the entire value 
chain. On the other hand, MNC subsidiaries may also be so successful in creating 
certain product divisions, e.g. marketing campaigns, that they are formally 
acknowledged as a marketing Center-of-Excellence for the Western hemisphere 
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(COE) (Moore and Birkinshaw 1998). Figure 5 depicts these two structural 
embodiments (in red and blue) on a subset of a three-dimensional map of an MNC. 
 

 
Figure 5 A divergent possibly overlapping structural map of an MNC 

We can state that WPM is something that manifests competition within an 
MNC. It is the result of the development of a subsidiary (Kirstuks, 1999), whereby 
its capabilities are enhanced. This is best done by taking entrepreneurial action 
(e.g. Birkinshaw, 2000). For that we may use internal corporate venturing – the 
creation of divisions with a specific mission for innovation (Burgelman, 1983).  
Perhaps more relevant for the situation within universities would be using 
“intrapreneurship” (Ghoshal and Bartlett, 1997), wherein all members of an 
organization are expected to act on emerging opportunities. According to 
Birkinshaw (1997), entrepreneurial action is taken in the form of subsidiary 
initiatives, which can either be directed towards the external marketplace or 
internally. In the context of universities, external initiatives would display the 
development of a department’s capabilities whereas internal initiatives – winning 
something, e.g. better performing students, from a competing department – are 
direct means of internal competition.  

It has been widely documented that MNC subsidiaries engage in internal 
competition (e.g. Krajewski et al., 1994; Galunic and Eisenhardt, 1996) by out-
competing a sister unit for an activity, either already performed or upcoming. 
When the need for internal competition is deemed necessary to be emphasized, 
terms such as MNCs operating on internal markets are used (c.f. Birkinshaw, 
2000; but also similarly Buckley and Casson, 1998). Increased competition is said 
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to be evident from the broad use of internal benchmarking and performance league 
tables, or from the operations of internal investment agencies.  

In a university, another form of internal competition takes place in the 
budgeting process (c.f. in business organizations Walley, 2007) wherein the 
amount of money that the state allocates by paying for the tuition of the better 
performing students is planned for.   

At the same time it is important to recognize the need for cooperation inside a 
business organization like an MNC considering that all subsidiaries are still part 
of the same company. In management literature there is often a great emphasis on 
achieving widespread sharing and trust. When leading edge solutions arise in the 
process of developing subsidiary capabilities, it becomes a natural objective to 
disseminate these throughout the corporation (c.f. Andersson and Holmström, 
2000).  

In MNCs’ literature on knowledge transfer and organizational learning the 
managers on a fast track are once again mentioned, as is the development of 
leading edge IT solutions. The organizational culture needed for such a process is 
characterized as an open one, based on fairness and shared values.  

In the service industry, consulting companies, such as McKinsey, are a fine 
example; while in the context of industrial firms IKEA stands out (Ghoshal and 
Bartlett, 1997; also see Heldlund and Ridderstrale, 1995 on projects of 
international cooperation).  

Structurally, we will define COE as the manifestation of such best practice 
transferal, another example being 3M Sweden, which had leading capabilities in 
customer-focused marketing and key account management. It was recognized for 
its strengths and actively helped out other units (Birkinshaw, 2000), being an 
exemplary knowledge disseminator in an MNC.  

In a university cooperation of this kind is evident in doctoral schools that are 
jointly undertaken between the departments operating in the same field. 
Departments take part in joint supervisions of interdisciplinary theses. There can 
be as many as three supervisors, with industry representatives participating as 
well. There are also horizontal committees that discuss topics like curriculum 
development, student dropout reduction, industry cooperation, 
internationalization, etc.  

The curricula in our university must contain interlinked parts. There is a 
minimum number of credits that have to be taken from other departments and 
faculties. This creates natural linkages between the organizational unitswhich are 
not merely a manifestation of cooperation. They also bring along a monetary 
reward as all the declarations have to be paid for. Sometimes there are competing 
departments, who could provide the same courses. As regards mandates in 
MNC’s, literature has examples of a less than friendly atmosphere that might arise 
after a subsidiary out-competes a sister for the WPM production of the latter’s 
“charter” (cf. e.g. Birkinshaw,1995). Similar is true for the center-of-excellence 
dynamics inside a university. If another department will henceforth be providing 
the general courses in the changing curricula, monetary consequences ensue and 
this takes a toll on personal relations. 
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Let us state for our coopetition duality that world product mandates and 

centers-of-excellence are symbols of its interdependent opposites; that gaining a 
mandate (the right to be the sole proprietor of certain activities, e.g. educating the 
students in one’s own specialization) and being a center (to be recognized as an 
asset valuable enough to be explicitly distributed, e.g. through other departments 
accessing one’s knowledge in the interlinked curricula) are the primary and 
secondary goal towards which the organizational unit will strive simultaneously.  

As  can be seen, sometimes it is competition that is emphasized and sometimes 
cooperation. An example of the latter is the work of Eisenhardt and Galunic 
(2000). This article defines MNCs as “coevolving systems” and certainly 
emphasizes the fact that everyone is in the same boat therein.  

Still, the two discussions are actually not always isolated. The internal market 
perspective (Birkinshaw, 2000) has also discussed the phenomenon of knowledge 
transfer. Corporations are said to have an internal market of capabilities, one that 
operates without competition and without fees charged for servicing. It is said to 
be facilitated by strong corporate culture and incentive systems that reward 
propensity to cooperate. HP and Ericsson are used as examples of companies that 
capably share while simultaneously competing.  

When looking at general accord towards the nature of coopetition, it seems to 
have evolved over the years in a pendulum-like fashion. For instance, internal 
competition was much sought after during the time when Nokia propounded as 
well as implemented it. Since the company got into trouble, the consensus seems 
to have shifted much more in favor of emphasizing the need for cooperation and 
sharing.  

There are more factors to be examined that cannot be considered in the current 
work. Studies have looked into different factors that influence the duality of 
internal coopetition – for instance, (Tsai, 2002) studied the role that the 
centralization of an MNC has in the internal coopetition between subsidiaries. 
Another work that considers the dyadic headquarters-subsidiary relationship as 
well as the network that subsidiaries form is (Ubi, 2003), which finds previous 
evidence of the role that a subsidiary general manager (SGM) has in the internal 
coopetition duality. SGM’s role was emphasized in both processes that deal with 
internal competition (a key driver in the internal initiative process) and internal 
cooperation (information cross-pollinator and creator of horizontal linkages). The 
implications that this has in the university context – the role of a departmental 
head in the educational internal coopetition duality and the same role in the 
departmental centralization – are a subject for further research. 

1.5 Internal organization for coopetition – multinational 
corporations and universities 

A central point when considering how MNCs try to find a balance between 
competition and cooperation is that they should be considered as 
multicentered/networked, with less emphasis on the overarching hierarchy that 
might also have been defined. The same is true for universities with their 
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departmentally oriented structure. In the case of MNCs, the term used is 
heterarchical (Hedlund, 1986; Hedlund and Rolander, 1990; Hedlund, 1993), 
which points to organizations with a partially overlapping and divergent structural 
map of Figure 5 but is based on a change of perspectives in a wide range of 
sciences. The main idea is that the reality is actually organized non-hierarchically 
and that we are only accustomed to working with it through hierarchies. One good 
example from complex embodiments is the highest level in evolution – the brain 
the functioning of which we cannot completely explain but which surely is a non-
hierarchical system.  

Important contributions are also made by the Uppsala school (e.g. Forsgren 
and Pedersen, 1998; Forsgren and Pahlberg, 1992) that often does not make a 
qualitative differentiation between cases where an organizational unit is involved 
in transactions with sister units and cases where transactions take place with 
external parties. Some business network articles have also modeled the positions 
of subsidiaries within MNCs in terms of influence (Forsgren and Pahlberg, 1992; 
also Ghoshal and Bartlett, 1990) – something that we also aspire to do. Another 
point propounded by the Uppsala school is that, when considering whether a 
transaction takes place on the market (at arm’s length) or through strict 
hierarchical fiat, there also exists a continuum. That is, in business networks we 
should not consider all the business partners as strictly separable from their 
relationships. As the arm’s length transaction would imply more competition for 
resources and hierarchical fiat more cooperation thereupon, we find the venue of 
research to be related with ours. Our empirical analysis is going to view the 
university as a network of units with a heterarchical structure. Startup companies 
originating from the university exemplify the fuzzy boundaries that the university 
has with the industry.  

Another point of interest are the works of Burgelman (1983, 1994) that 
consider autonomous strategic decisions in big corporations. These works show 
how multiple layers of management are actually involved in taking strategic 
decisions. This way the managers, who are at first considered to be lower at the 
organizational drawing board, can through their actions be setting the strategic 
directions of the company. Intel is an example of this. There the decisions of 
middle level managers decided the transfer of a memory company into a processor 
company (Burgelman, 1994). This set of articles also implies a multi-centered 
view of an organization, and is valid in the context of universities in the sense that 
there is usually ample space for autonomous strategic initiatives in academia, be 
it for industry cooperation or research direction choice.  

Thus, the profile of the department is developed, and this translates into 
a competitive position of a mandate to serve the interested students. The 
development of a departmental profile also influences the position of the 
department as a center.The courses are necessary for other specializations in 
the interlinked curricula, which makes the school stronger, even though these 
inbound interlinkages do not directly help out the department’s own 
graduates. 
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There is also another body of work that can be drawn in parallel with the 
discussion on academic freedom, namely the research on “subsidiary slack”. 
Poynter and White (1985) discuss organizational slack that develops in 
subsidiaries, and the ways it dissipates. Slack is defined as the excess of total 
human resources after a proper amount has been allocated for the current strategy. 
The work shows that subsidiaries have a natural tendency of generating slack and 
that it can be used for undertaking new value-added activities. As with academic 
freedom, if initiatives arising from slack are not tolerated, disharmonies arise.  

Whether due to autonomous initiatives or slack, the resulting external 
initiatives, the fruits of which also need to be shared cooperatively, are important 
for the development of the university. 

1.6 Quantifying coopetition in a university 

We are using data from the business school of our university. It consists of 509 
students, who have graduated from the curriculum “Business” during the time 
span of 1997-2010. We have information regarding the courses that the students 
attended, the grades they received, and the final specialization the student chose 
within the business school. Altogether, students attended 759 courses. The courses 
were declared 21976 times. The four specializations of the school are: finance, 
marketing, accounting and management. 

As the first step of the analysis we construct a binary matrix (partially 
displayed on Table 1), with rows representing the students and columns 
representing the courses attended. This matrix is sparse with 5.66% of cells 
marked by 1 on the whole. The most frequently taken course was attended 501 
times, 463 courses were only attended once, and 71 courses were attended more 
than 20 times. Thus, the distribution function follows the power law. 

 

Table 1 A subset of a binary matrix displaying the course selection of students 

 

We will next construct a 509x509 distance matrix between all the students (see 
in its final form on Table 2). As the first step we will use Hamming distances, the 
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purpose of which is to count the total number of different course selections by the 
two students, thus arriving at a distance matrix. For the selection of the distance 
function, we also tried weighted Hamming distances (the “importance” of a 
course, the number of times attended, was used as a weight) but this led to 
significantly poorer community detection, because the course attendance 
distribution follows the power law and is strongly right skewed. For binary 
matrices, Hamming distance is equivalent to Manhattan distance and should also 
be chosen over Euclidean distance as it does not include taking square root in the 
calculation. We will next calculate the matrix of similarities by taking the 
reciprocal value of the distance. As the next step we will calculate the histogram 
of the similarity matrix (on Figure 6), and find out that as the values range from 
0..1, 95% of the values are below 0.11. Our final similarity matrix will be 
composed of those 5% of entries that have value above 0.11. Therefore it is once 
again sparse, with the same level of sparsity that the original course attendance 
matrix had (see Table 2). It will only retain information on the most important 
similarities between students, in parallel with how saturated network studies – e.g. 
using the reciprocation method – concentrate on the most important linkages (cf. 
Wejnert, 2010). 
 

Table 2 A subset of a sparse similarity matrix for students that shows the top 5% of 
similarities for course selection.  

 
 

 
Figure 6 Distribution function of the similarity matrix and the cutoff value.  
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On Figure 7, we will use ForceAtlas2 algorithm (Jacomy et al., 2011) in order 
to visualize the similarity matrix/adjacency matrix as a social network. This 
algorithm has a linear-linear model, with attraction and repulsion forces 
proportional to the distance between the nodes. The shape of its graph is between 
Früchterman&Reingold’s layout and Noack’s LinLog. 

As the next step (also on Figure 7) we are going to detect and color the 
communities. In order to quantify the intercommunity ties, we need an algorithm 
that does not only find (in sparse graphs) isolated communities with different 
levels of cliquishness (like Closed Sets algorithms – eg. Lohk et al., 2010; see 
Hruschka, 2006, for cliquishness), nor only the isolated perfect cliques (like 
Formal Concept Analysis, e.g. Torim and Lindroos, 2008) but an algorithm that 
also allows for intercommunity ties. We have chosen the Modularity algorithm 
(Blondel et al., 2008), which in its class is a comparatively fast performing greedy 
heuristic (cf. Fortunato, 2010). It builds hierarchical communities in two iterating 
passes by joining the nodes and building a new structure thereupon. New nodes 
are joined based on intracommunity linkages, linkages outside the community and 
the same two kinds of linkages for the focal node being joined. 

 

Figure 7 Detection of student specializations for competitive and cooperative stance 

As a result, specialization is correctly predicted for 65% of students (331 out 
of 509). These form the MARKETING (BLUE), MANAGEMENT (YELLOW), 
FINANCE (GREEN) AND ACCOUNTING (CYAN) communities on the graph. 
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21% of students (108 out of 509) are joined in the unmarked (RED) community, 
which incorrectly consists of students of all specializations in approximately equal 
percentages. 13% of students (70 out of 509) are incorrectly not included in any 
community (these are the solitary dots on the “outside”).  

In a sense the communities follow the logical structure of the business school: 
management uses information from marketing and finance; finance is tied to 
management as its internal consumer but also receives data from accounting. 

As is shown on Figure 7, all the correctly detected communities are split into 
two. The factors accounting for this division are a subject for a follow-up 
discriminatory analysis. Furthermore, the discriminatory factors accounting for 
the emergence of the unmarked group should also be studied. On another note, the 
two sides of the accounting group were also originally split into two, as we would 
have done by using the discriminant analysis.  

Average grades of the groups (on 5 point scale), representing the competitive 
position of the department mandated with the specialization, are shown on Table 
3. 

Table 3 Calculation of the coopetition score 

 

As the strong intragroup linkages define the specializations and allow them to 
be detected, they express students who have small Hamming distances and 
correspondingly similar student profiles. If the students whom the specialization 
has been mandated to teach have a high average grade, the specialization is doing 
competitively well, otherwise it is not. 

However, the sparse similarity matrix, with 5% of its values nonzero, also 
displays linkages between the groups. This means that there are students whose 
profiles are similar but whose specializations do not coincide. These depict the 
linkages in curricula, the fact that a student studying, for example, managerial 
finance, will concentrate both on managerial accounting and on corporate finance. 
Therefore, this is a student who will constitute a link between the accounting and 
the finance centers of the graph. As elaborated above, these linkages also display 
financial ties and the fact that the departments are required to tie together the 
curricula. 

For us the student profiles forming linkages between the departmental 
specialization centers are proxies for the cooperative stance.   

For the sparse similarity matrix we consider the following ratio as one 
expressing the cooperative stance that a specialization has: 

 



 

 35   

݊݋݅ݐܽݎ݁݌݋݋ܥ										 ൌ
ݏݎ݄݁ݐ݋	݋ݐ	݈݃݊݅݀ܽ݁	݊݋݅ݐܽݖ݈݅ܽ݅ܿ݁݌ݏ	݈ܽܿ݋݂	݄݁ݐ	݉݋ݎ݂	ݏ݈݁݃ܽ݇݊݅	݈݈ܽ∑

݊݋݅ݐܽݖ݈݅ܽ݅ܿ݁݌ݏ	݈ܽܿ݋݂	݄݁ݐ	ݎ݋݂	ݏ݈݁݃ܽ݇݊݅	݌ݑ݋ݎ݃ܽݎݐ݊݅	݈݈ܽ∑
																ሺ1ሻ 

 

or denoting differently in a social network analysis terms as a traditional 
conductance (Mislove et al., 2007) 

 
ܭ ൌ

ఌಲಳ
ఌಲಲ

                                                                                                                      (2) 

 

We choose traditional conductance over very similar ones like relative 
conductance (Mislove et al., 2007) for the ease of interpretation of its results. If 
the ratio is high, the specialization is doing cooperatively well; otherwise it is not 
(see Table 3). 

As a final step we calculate the (equal-weighted relative) coopetition score. In 
order to do that, we find the maximums of both the average grade and the 
conductance. We then calculate how many percentages of the maximum each 
department achieved – again, for both the average grade and the conductance (see 
Table 3). The coopetition score is the equal-weighted average of the two previous 
numbers. It has a range from above zero to 100%. The latter would be achieved if 
the same department had the highest score for both competition and cooperation 
for the given time period. The equal-weighted nature of our score stems from the 
fact that in the swings of the coopetition pendulum discussed above (with the 
general consensus seemingly changing its preference back and forth between 
internal competition to cooperation) we find no reason to prefer one over the other.  

It can be summarized from the data on the competitive and cooperative 
positions that finance is the specialization that does very well on both accounts, 
its overall score being 98.44%. Management, on the other hand, presents a curious 
case. Its overall score of 93.27% is the second best but it has the worst average 
grades by far. By this token, we can see that it may pay off to have a curriculum 
that has breadth and parts of which are useful for different university customers 
(helping to groom students from competing departments), even though the 
attraction for the better students is clearly not there.  

Managerial implications for university management concern financially 
rewarding departments for their coopetition score. Depending on the size of the 
university, this could essentially be a one-off thing happening very rarely; or 
alternatively could possibly even be undertaken annually on the basis of incoming 
data on recent graduates. In the context of such big universities, there would be an 
additional benefit in rewarding the dynamics of coopetition duality. This way the 
absolute values of the coopetition score play only a partial role, with the recent 
emerging trends providing additional information.   

The action undertaken upon the data does not only have to be restricted to 
financially rewarding the winners in the ratings. As regards the weaker and at the 
same time more isolated departments, this provides the university with guiding 
signals possibly warranting action.   
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1.7 Conclusive remarks 

In the context of the situation inside organizations, this work disagrees with the 
viewpoint that competition and cooperation form a dichotomous paradox, where 
either one or the other is present. Instead we side with the call for using the Eastern 
“middle-way” thinking, which dubs this relationship a duality. In a duality the two 
interdependent sides cannot exist without, and are defined by, each other –for 
instance, like light and dark. Considering one might intuitively vouch for there to 
be more competition on the markets and more cooperation on the intrafirm level, 
we set out to study the internal coopetition duality.  

When considering the studies on a societal level, we see the same question 
about the nature of the coopetitive relationship raised again. Next we compare the 
state of affairs in big multinational corporations with those prevailing in 
universities.  

We use the term World Product Mandate (or more generally, mandate) as an 
exemplifier of the competition that takes place inside MNCs. Meanwhile the 
Center Of Excellence (again, more generally, center) shows that a national 
subsidiary of an MNC has been effective in dispersing its unique capabilities. 
Thus, the difference between being mandated and being a center throws into 
sharp relief the nature of the duality of coopetition in an organization. A mandate 
is achieved either by external or internal initiatives. In the university context, the 
former would mean the development of departmental capabilities (by research or 
industry consultation) whereas the latter implies direct competition for better 
students. Competition also takes place in universities during the budgeting 
process. While both MNCs and universities have an innate tendency to act 
parocially, it might be easier for MNCs to be cooperative due to the use of 
managers on the fast track and the greater internal mobility of workforce in 
general.  

At the same time studies of MNCs underline the widespread sharing and trust 
that has to exist. One of the studies that emphasizes cooperation considers 
organizations as coevolving systems. Studies of internal competition have also 
considered cooperative aspects. In universities, cooperation is evident from 
doctoral schools, joint supervisions, horizontal commitees and interlinked 
curricula. Interlinked curricula have both cooperative and competitive aspects.  

Organizationally the structure of MNCs has been described as heterarchical, 
networked and leaving space for autonomous initiatives. The boundaries of the 
organization are said to be somewhere between the hierarchical fiat and arm’s 
length transactions. We find the university structure also to be networked and with 
fuzzy boundaries. Works on MNCs have considered subsidiray slack that is 
related to autonomous initiatives. Slack is a concept that is also relevant in the 
university context, because there has to be academic freedom in this networked 
institution.  

The goal of the department is the development of its capabilities, which 
enables the unit to become better at both its primary goal (grooming its own 
students) as well as the secondary goal (having a curricula which is useful for 
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other parts of the school) – the two together maximize the performance of the 
entire organization. 

In order to quantify the coopetitive duality and develop a performance 
indicator, we consider a binary sparse matrix of the 509 graduates of the business 
school of our university, and their 759 courses declared. We calculate the 
reciprocal of Hamming distances between the students and are only concerned 
with the top 5% of the ties between the students. We use the ForceAtlas2 
algorithm for calculating the layout of the adjacency matrix. We next use the 
Modularity algorithm in order to detect interrelated communities in the social 
network. As there are four specializations in the business school (marketing, 
management, finance and accounting), 65% of the students are correctly detected 
by their specialization using the Modularity algorithm. Further discriminant 
analysis is warranted in order to delineate the characteristics of the undetected 
group as well as the binary splits inside the specializations.  

The average grade of the detected group makes evident the competitive 
position of the department inside the business school. At the same time, the ratio 
of intercommunity ties to intracommunity ties (traditional conductance in a social 
network) quantifies the cooperative stance. In order to quantify the coopetitive 
stance of a specialization, we derive a coopetition score as an equal weighted 
relative indicator of those two. It becomes evident that Finance is the high achiever 
of the university according to both components; but the curious case of 
Management, which is the lowest performer as far as the average grade is 
concerned, also provokes discussion. Namely, it has the highest cooperation score 
(and correspondingly the second highest total score), underlining the fact that it 
may pay off to have a curriculum that has breadth and parts of which are useful 
for different university customers.  

Managerial implications for driving the evolution of the dynamics of the 
coopetition duality include assessing the results, financially rewarding the 
outcome (possibly repeatedly), and observing the status of low performers; thus 
making active use of the coopetition score.  

Our next goal is to further investigate ways of fine-tuning the coopetition score 
as well as to deepen our understanding of the social network analysis method used.  
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2 SERIATION OF COOPETITION MATRICES WITH 
VISUAL MATRIX EXPLORER  

Our goal for this secion is to show, firstly, that coming up with the correct row 
order of an adjacency matrix is an NP-hard problem that entails finding a block 
diagonal matrix form and, secondly, to link the discussion to a number of other 
areas, which by doing seriation work towards similar goals.  

We further discuss a collaborative seriation tool (Visual Matrix Explorer, 
(VME, 2011)) that has been developed, enabling one to compare the results of 
nine seriation algorithms. VME lets one select subsets of data (to be colored on 
all respective permutations) and to recursively drill down, having the table 
rendered again, now with a bigger number of degrees of freedom.  

We apply Visual Matrix Explorer to our coopetition matrix from the previous 
section and perform a number of operations. By the end, we find the internal order 
within the subdivisions of Marketing, as we perform a drilldown operation on a 
subset of one rendering and use the BEA algorithm therein. This result overcomes 
the shortcomings of ordinary clustering, where clusters are formed but the leaves 
within the clusters remain in an unordered state.  

2.1 Permutations of an adjacency matrix  

In section 1 we constructed a student similarity matrix, which looked at the 
reciprocal value of the Hamming disctance that the student-course declaration 
matrix had. We made the matrix sparser and arrived at an adjacency matrix for 
our social network. We detected communities that represent the departments by 
using the modularity algorithm.  

In the initial calculation of the adjacency matrix the order of rows is essentially 
random – it might be determined by the order in which the students are queried 
from the database.  

Finding the correct order of rows/columns is a process that has many similar 
disguises in related fields of research and has, for example, been termed seriation, 
matrix reordering, permutation and biclustering (see e.g. (Lenstra, 1974), 
(Niermann, 2005), (Mueller et al., 2007), (Li et al., 2009)). Seriation, a process 
that has been defined as “simplifying without destroying” (Bertin, 1981), has been 
studied since the end of the 19th century. Recently, (Liiv, 2010a) published an 
historical overview and put forth a unified view. If we, for instance, calculate a 
correlation matrix for the columns of our data table, information is indeed 
transformed and some of it lost; however by just permuting everything is 
retained.   

The algorithms that perform seriation are often heuristics that are aiming to 
increase the “clumpiness” of the permuted matrix through maximizing the various 
ad-hoc optimization criteria. While we discuss the details of modularity in section 
3, other examples include a greedy heuristic BEA (McCormick et al., 1972) that 
rebuilds the matrix around the more substantial chunks and the ClustanGraphics 
(Wishart, 1999), which acts on the information on distances that rows or columns 
have. Some optimization criteria even try to link the discussion of finding the best 
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possible order in the matrix to Kolmogorov complexity and the shortest possible 
description (Liiv 2010b).  

Let us put forth the first example of the problem we are trying to tackle, this 
time figuratively. Let us go back to Figure 1 (in the introduction, on page 15) that 
has a clear-cut depiction of coopetition in cycling. We may look at it as at a bitmap 
that has 6 colors. The initial bitmap contains information in the form of a drawing, 
as according to its heading it untangles coopetition for us. This 6-color matrix has 
as many different possible values; it is comprised of 4960 rows and 3508 columns. 
Such a data table has n!*m!=4960!*3508! possible permutations that the picture 
may take – all the while no other information is being destroyed, besides the fact 
that we have changed the row/column order.  

However, Figure 8 (The coopetitive process tangled) has one example of this 
process of “reorganizing without destroying”, which effectively depicts noise. 
Stating the obvious – only a minuscule amount of those permutations (perhaps 
only one) carries any meaningful information – allows us to appreciate the 
difference in the amount of “energy” spent in trying to assemble this picture from 
its noisy state as compared to just mixing up the order of rows and columns. The 
order, seemingly ever so elusive, must be hard to find. The relationship between 
Figure 1 and Figure 8 also pertains to the discussion of information encoding and 
decoding, whereas the latter will take a lot of computational effort. 

We may essentially be dealing with either two-mode data tables (NxM) or 
those that are two-way one-mode (NxN) (Caroll and Arabie, 1983). Although the 
number of possible permutations is smaller in the case of a two-way one-mode 
matrix (n! instead of n!*m!), both problems are still NP-hard by nature. As we 
will see in detail in section 3, we may either choose to use approximation 
algorithms in the form of heuristics, or only solve very small problems by finding 
the strictly optimal solution.  

Having moved from the final state in the matrix (Figure 1) to the supposedly 
initial one (Figure 8), and contemplated the complexity of performing the reversal, 
we can now turn to our work on Visual Matrix Explorer in search for the right 
permutation. The developed Visual Matrix Explorer tool enables cross-
disciplinary theory brushing by applying nine seriation methods (all with different 
objective functions) and visualizing the results in a dynamic way (see Figure 12). 
Therefore, after an interesting permutation has been identified, one can further 
select a subregion of the matrix, drill down and perform the seriation again. This 
time we are dealing with a region that has parts of rows and parts of columns cut 
off, so we have increased the number of degrees of freedom in performing our 
permutations. Furthermore, all nine algorithms will be reapplied for this subset.  

After we identify an interesting chunk in data, it is colored and selected on all 
the successive plots of the current drilldown level, intuitively showing where this 
chunk lies on different permutations. If we find a block appealing, we can now 
appease our interest and check whether it is contiguous according to “other 
theories” as well. 
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Figure 8 The coopetitive process tangled 
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The following algorithms are applied: 
 countones—a fast O(n log n) heuristic for larger matrices, based on 

sorting by the frequency of ‘ones’; 

 conf—conformity scale; minus—minus technique, and plus—plus 
technique—algorithms from the Monotone Systems metaheuristic 
(Mullat, 1976), (Vyhandu, 1980) 

 bea—McCormick’s BEA, (McCormick et al., 1972) 

 roc2—an enhanced rank order clustering (King et al., 1982) 

 modroc—an extension of the rank order clustering for group technology 
(Chandrasekharan et al., 1986) 

 art—a Carpenter–Grossberg neural network based clustering (Kaparthi et 
al., 1992) (Kusiak et al., 1991) 

 zodiac—ideal seed method for part-family and machine-cell formation in 
group technology (Chandrasekharan et al., 1987) 

As we can see, these originate from various domains such as different venues 
of operations research, group technology and cellular manufacturing. One often 
sought after goal is to perform block diagonal seriation (to permute the matrix at 
hand in such a way, that it would have a strong main diagonal), the meaning of 
which we will consider next (see Figure 9).  

 
Figure 9 Matrix with a strong main diagonal 
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In cellular manufacturing (e.g. Burbidge, 1971), for example, the formation of 
groups on the main diagonal means that there are groups of manufacturing 
operations (machine-groups) that can physically be placed near each other in the 
product flow. The exceptions that lie off-diagonal, mark discrepancies in 
manufacturing, which disrupt the product flow.  

In archeology, the co-appearance of the types of pottery (or the traits of pottery, 
e.g. the type of the handle) in graves was already studied more than a century ago 
(Petrie, 1899). Due to the fact that essentially only time-wise close objects 
coappear in a grave, a strong main diagonal was formed which marked the 
progression of time. The more distant the times to which the objects in a grave 
belong, the more off-diagonal the item would be, which is something that happens 
rather rarely. An entry in the table that is far off-diagonal would mark the seeming 
impossibility of an old pottery item having been placed in a contemporary grave.  

In operations research (McCormick et al., 1972) calculated similarities 
between control variables in an airfield, and used the BEA algorithm (mentioned 
above) to permute the strong main diagonal, once again grouping the similar 
variables together and finding the groups. 

In anthropology, skull group similarity was also already studied about a 
century ago (Czekanowski, 1909). As in the case of McCormick’s work, the table 
at hand was essentially a symmetric similarity matrix. Both were two-way one 
mode matrices where, as stated above, we will only perform dependent 
permutations of rows and columns. The study of this small 13x13 table was 
performed by visual inspection and the result was once again essentially a block 
diagonal seriation, with the exceptional similarity traits lying off-diagonal. 

As our student similarity matrix comes from SNA, we will once again see 
strong connections formed inside the groups lying on the main diagonal. The off-
diagonal elements in social networks are ties that are formed between the 
communities, but in this case they are necessary. Thus, we not only have 
communities that are detected, but also relationships that span them – a fact which 
we are taking into account, when developing an indicator for coopetition.  

Figure 10 puts forth an initial, unordered state of a small, two-community 
social network. The network has 36 nodes, and on the lower pane the final state 
of SNA is also depicted, while the two communities are permuted together on the 
main diagonal. As expected, there are a number of off-diagonal connections 
between the communities. We have seen that the situation concerning the 
interpretation of a similarity matrix of a social network has notable differences 
from that of the matrix which archeologists construct, for example. However, 
there are also similar traits. Thus, it is viable to cross-brush the algorithms of 
different domains.  

2.2 Modularity maximization and permutations of Visual Matrix 
Explorer 

The Visual Matrix Explorer tool lets us explore the adjacency matrices. As a result 
of our community detection, we will “organize” the matrix by constructing a block 
diagonal structure. We also need an objective function of our own in order to study 
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the social network. In the previous section we chose to maximize the modularity 
of the social network.  

 
Figure 10 A 36 node social network adjacency matrix in unordered and ordered state, 
the emergence of strong block diagonal  

Modularity therefore marks the communities that we permute together 
afterwards. This is an easy task once we know that a permutation can form a 
perfect block diagonal. In such a case the matrix preceding the permutation is in 
a “checkerboard” form. Figure 11 depicts the marked communities before and 
after being permuted to block diagonal form. It is only natural that Figure 11 has 
nothing off-diagonal, as the communities marked must form full cliques and can 
only be expanded as such.  

In order to detect the communities of students that mark the departments in 
coopetition with each other, we already excluded some of the values in the 
adjacency matrix in section 1. The reasoning behind this was that although all 
values can be calculated in the adjacency matrix, whether they are still worth 
considering is another question, especially since our social network would 
therefore be fully connected – each student to every other one. It is definitely 
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possible to surmise that some lower values of similarity might simply form noise 
that distracts us from our quest for retaining a signal in our data table.  

Figure 12 puts forth our adjacency matrix from section 1 according to 
modularity maximization by deploying VME. The communities Marketing, 
Management, Accounting and Finance have been permuted together and selected 
in Red, Green, Blue and Purple colors, respectively. A bicolor version of this 
matrix would also underline the strong main diagonal that emerges, with less ties 
lying off-diagonal, connecting the communities. The students that are not included 
in any of the four communities have been grouped in the lower right corner. 

Figure 13 shows another permutation of the same matrix, according to the 
Zodiac algorithm, as we apply a different objective function. The communities are 
depicted in an interleaved manner.  

Next, we are going to drill down into the Red, Marketing community. Figure 
14, on the left, shows the two subcommunities of Marketing, colored in lighter 
and darker red. On the right pane, we see the same communities re-permuted (with 
more degrees of freedom, as we have drilled down) according to the BEA 
algorithm (McCormick et al., 1972).  

We see that the same two subcommunities are still perfectly separated. At the 
same time the majority of the off-diagonal lying connections between the two 
communities have been rearranged to the border of the communities. This way we 
now have both clustering into two communities, and an internal order within the 
two communities.  

The ordinary algorithms for clustering have a shortcoming. They come up with 
clusters but the issue of the internal order of the leaves is not addressed – we have 
hereby overcome this (cf. (Liiv, 2010a)).  

The BEA permutation is also closer to the block diagonal matrix form than the 
initial row order. At the borders of subcommunities thick chunks of data tying the 
two together can be identified. This has implications for our coopetition metric, 
which uses traditional conductance. In section 1 we described how traditional 
conductance takes into account the ratio of ties to the outside of the community to 
those to the inside. The internal order of leaves identified allows us to futher divide 
individual students. By crafting an indicator upon another indicator, we may 
divide community members into two – those who contribute more to the 
cooperative stance of the community (and have their personal traditional 
conductance above that of their community) and those who contribute more to the 
competitive stance of the community (and have their personal traditional 
conductance below that of their community). The BEA permutation brings out 
both, with students contributing  to the competitive stance aligned to the borders 
of the two subcommunities.  

Our next objective is to investigate the removal of some layers of the adjacency 
matrix and the amount of signal retained in the process.  
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Figure 11 A matrix marking the communities of a 36 node social network – before (the 
“checkerboard” form) and after permutation
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Figure 13 A permutation of the adjacency matrix depicting same communities in an 
interleaved manner 

 

Figure 14 Drilldown of the Marketing community with fewer degrees of freedom – 
original essentially shows the modularity result, whereas BEA has reaarranged the 
communities internally.  
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3 AN ANALYSIS OF COMMUNITY STRUCTURE 
DETECTION FOR EDUCATIONAL COOPETITION 

The goal of this section is to study how the strictly optimal solutions of community 
detection, based on similarity matrices, depend on the parameter of the distance 
threshold setting method applied beforehand. In order to detect communities, we 
apply the often used modularity metric and arrive at strict optimality by linear 
programming. The distance threshold method is used, which makes the matrix 
more and more sparse. Thus, the best value of the threshold is determined by 
analyzing the number of subsequent clusters detected.  

Our method is applied to educational coopetition data (from section 1) in the 
business school of TUT with four specializations, out of which we sample 36 
students, selecting from a pair of specializations each time. Since the optimal 
number of clusters tends to be four, for any two-fold sampling we detect a natural 
division within each specialization as well (just as we did in section 1). The reason 
for this is a matter for further study. As a result, coopetition (the simultaneous 
competition and cooperation) between the departments of the business school is 
measured. Like in section 1, the average grade of the students is a proxy for the 
competitive score of the department. The traditional conductance is used as a 
proxy for the cooperative score of the department. 

For our data, the optimal value for the threshold in community detection is 
0.07. This way enough noise has been removed from the data but not too many 
values, so that vital information is retained. Thus, we most often obtain our goal 
of detecting four clusters in the two-fold sampling, which effectively displays the 
usefulness of fine-tuning the distance threshold while evaluating it through the 
strictly optimal community detection.  

We also check for subcluster stability. Considering that our students of a given 
specialization have always been detected in two subclusters, has a specific student 
constantly ended up in the same subcluster? By finding the “checkerboard” pattern 
in the results we know the answer to be yes as this confirms subcluster stability.  

3.1 Overview of the numerical method 

Starting with early works such as (Zahn, 1971), network science has proposed a 
number of community detection measures and algorithms (Newman, 2004) (Chen 
et al., 2009). Modularity measure was put forth by (Newman et al., 2003) and it 
has been proven to be highly effective for community evaluation in practice 
(Danon et al., 2005). The strict optimization of modularity has been proven to be 
NP-hard (Brandes et al., 2008) and highly effective heuristics have been devised, 
e.g. (Blondel et al., 2008). This section aims to explore the relationship between 
strictly optimal solutions and parameters that are used for methods which refine 
the community detection data.  

When visualizing the adjacency matrices of graphs, matrix reordering/seriation 
methods permute the rows of a community together, thus forming a strong block 
diagonal that visualizes the intracommunity ties with intercommunity ties 
displayed off-diagonal (see section 2 for a review and a software tool that 
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implements a number of algorithms). A paper by (Wang et al., 2002) visualizes 
such a reordered shaded similarity matrix (by applying a method by (Gale et al., 
1984)) and applies the distance threshold method with different parameter values 
by making the matrix more and more sparse (see Figure 15).  

It is hoped that this way the irrelevant, immaterial noise is removed from the 
matrix, and only the information pertinent for community formation is retained. 
We aim to study such signal-to-noise ratio. The goal of the section is (by raising 
the value of the distance threshold parameter and at each step solving the NP-hard, 
strictly optimal modularity detection problem) to determine the optimal value for 
the threshold as we perform supervised learning. 

Figure 15 The use of the distance threshold method – a successively sparser adjacency 
matrix with its two communities permuted together. We study how this threshold 
influences the strictly optimal community detection. 

3.2 Details of modularity and distance threshold method 

(Newman et al., 2003), in essence, defines modularity as 

ܳ ൌ ∑൫ܣ௜௝ െ ௜௝൯ܧ ∗ ௜ܺ௝ ݔܽ݉→ 

where A is the adjacency matrix of a graph, Eij is the expected value of the element 
of the adjacency matrix and Xij is a binary variablethat indicates whether the ith 
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and the jth node of the graph are connected in the same community. The expected 
value, Eij, defined as 

௜௝ܧ ൌ
∑ ஺೔೗
೙
೗సభ ∗∑ ஺ೖೕ

೙
ೖసభ

∑ ஺ೖ೗
೙
ೖసభ,೗సభ

 

is row sum*column sum/matrix sum. This means that modularity has essentially 
been carved after the Chi-Square characteristic, which also expects big values to 
appear in an element that has big row and column sums for example.  

Communities are formed in such a way that, taking into account the whole 
matrix, nodes are connected where the respective value in the adjacency matrix is 
bigger than its expected value.  

The work by (Brandes et al., 2008) on determining the NP-hard nature of 
modularity describes it as an integer linear programming (ILP) model. It has three 
types of constraints for the detected communities: reflexivity, symmetry, 
transitivity, 

௜ܺ௜ ൌ 1	 

௜ܺ௝ ൌ ௝ܺ௜ 

ቐ
௜ܺ௝ ൅ ௝ܺ௨ െ 2 ∗ ௜ܺ௨ ൑ 1

௜ܺ௨ ൅ ܺ௨௝ െ 2 ∗ ௜ܺ௝ ൑ 1

௝ܺ௨ ൅ ܺ௨௜ െ 2 ∗ ௝ܺ௜ ൑ 1
 

 
which ensure that only entire communities are selected. Specifically, the transitive 
nature of the problem ensures that if the first node is connected to the second, and 
that in turn to the third, the first also has to be connected to the third. Altogether, 
there are n2 decision variables, n reflexivity constraints, n2 symmetry constraints. 
The number of transitivity constraints is equal to the number of 3-combinations 
of n; but note that there are also three constraints that comprise each transitivity 
constraint. This way the total number of transitivity constraints is also equal to 
(the number of 3-permutations of n)/2 as the symmetric permutations can be 
pruned because of the symmetricity constraint. For example, a problem with 36 
nodes will have 1296 binary decision variables and 22752 (36+1296+21420) 
constraints.  

The distance threshold method has been applied in (Wang et al., 2002). This 
method essentially removes all distance values lower than a given threshold from 
the matrix. We gradually raise this threshold in subsequent iterations, and thus 
make the matrix more and more sparse, hoping to remove noise but not the signal 
from the data. In order to select the proper range for the distance threshold, the 
histogram of the data is constructed. 
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Figure 16 Histogram of the student similarity matrix – similarity being defined as the 
reciprocal value of the Hamming distance of the student-by-course matrix 

3.3 Data on coopetition 

The data on coopetition comes from the Tallinn School of Economics and 
Business Administration (TSEBA) of the Tallinn University of Technology 
(TUT). It consists of 331 students (a subset of data from section 1), who have 
graduated from the curriculum “Business” over the time span between 1997-2010. 
We have information regarding the courses that the students have attended, the 
grades they received, and the final departmental specialization chosen. Altogether, 
students have attended 759 courses. The course selection data follows the power 
law. The four specializations of TSEBA are finance, marketing, accounting and 
management (see Table 4). 

Table 4 The students and the specializations of the business school TSEBA studied 

Specialization Number of students 

Marketing  87 

Finance  74 

Management  71 

Accounting  99 

Total  331 

 
As the first step of analysis a binary matrix (with rows representing the students 

and columns representing the courses attended) is constructed. 
This matrix is about 95% sparse. Next, a 331x331 distance matrix between all 

the students is formed. At first, Hamming distances are used – counting the total 
number of different courses selected by the two students. The second step involves 
the calculation of the similarity matrix by taking the reciprocal value of the 
distance. In order to later select the threshold, we also calculate the histogram of 
the similarities (see Figure 16). 
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3.4 An application of the method  

We begin by applying a fast modularity heuristic (Blondel et al., 2008) to the 
entire 331x331 similarity matrix in its original form (threshold 0), as well as with 
95% of smallest values removed (threshold 0.11, cf. the histogram in Figure 16). 
While the full similarity matrix has badly detected the departmental specialization 
of students, resulting in 16 detected mixed communities; the sparse matrix ends 
up with 8 communities (see Figure 17). There, the students of each specialization 
are divided between two communities and all communities are comprised of only 
one type of students. 

As heuristic modularity algorithms have potential community detection 
problems of intrinsic nature, we want to abstract ourselves from those and 
henceforth look at the detection of communities backed by the strict optimality of 
the modularity criteria.  

We use Gurobi engine of Analytic Solver Platform and require it to solve well 
over thousand problems. Our chosen graph size has 36 nodes and thus, 1296 
binary decision variables and 22752 (36+1296+21420) constraints. This problem 
has a solution time of roughly 90 seconds.  

As there are only 36 nodes in the graph, we sample 18 each from two 
specializations for one optimization. There are six combinations for samplingtwo 
out of four specializations. We sample each specialization combination 8 times. 
We vary the threshold criteria from 0 to 0.12 by 0.01 steps. Thus at this step we 
perform 6*8*13=624 optimizations.  

The results are depicted on Table 5, showing the average number of pure 
clusters obtained. In about 5% of optimizations the result had one cluster that was 
not “pure”, i.e. it contained more than one type of specializations. These 
optimizations are omitted from the results. For different threshold levels, the 
average number of clusters varies between 4.56 and 10.90, and is at its worst levels 
when the threshold is either too low or too high. Clearly the optimal threshold 
level for our data is 0.07. 
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Figure 17 Coopetition between students, communities depicting departmental 
specializations and nodes marking students  

 
Next, we look at the fact that there are four clusters in each optimization, not 

two. Simultaneously, the clusters are almost always “pure”. We study the 
subcluster stability within each specialization. In order to do that we set the 
threshold level at 0.07. We use all six combinations of the specializations. We 
sample each combination 100 times. This way we now perform 1*6*100=600 
optimizations. 
 

The results depicted on Figure 18 show very good stability. For all four 
specializations, the two internal subclusters (which can be seen from the 
“checkerboard” pattern) can easily be permuted together, leaving very little noise 
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off-diagonal. The reason for the emergence of such internal subclusters, however, 
is a topic for a follow-up research. It can tentatively be surmised, though, that 
perhaps the reason is the revamp of the curriculum which was undertaken to move 
on with the Bologna Process.Coopetition score of the departments 
Having detected the departmental specializations, we next measure their 
coopetitive stance, as wedid in section 1, by using the current data table. 

Let us once more state that the competitive position of a department is evident 
in the average grade of its students. For the cooperative position we look at the 
traditional conductance of social network analysis (Mislove et al. 2007): 
 

݊݋݅ݐܽݎ݁݌݋݋ܥ ൌ
∑ ݏݎ݄݁ݐ݋	݋ݐ	݈݃݊݅݀ܽ݁	݊݋݅ݐܽݖ݈݅ܽ݅ܿ݁݌ݏ	݄݁ݐ	݉݋ݎ݂	ݏ݈݁݃ܽ݇݊݅
݊݋݅ݐܽݖ݈݅ܽ݅ܿ݁݌ݏ	݄݁ݐ	ݎ݋݂	ݏ݈݁݃ܽ݇݊݅	݌ݑ݋ݎ݃ܽݎݐ݊݅	݈݈ܽ∑

	ሺ8ሻ 

 
This uses students as proxies for showing how interlinked the curriculum is. If 

there are enough Management students taking Finance courses, it is going to be 
evident in the similarity matrix. We normalize both scores as percentages of the 
maximum, and calculate the coopetition score as an equally weighted average of 
the two.  

The results are summarized in Table 6. The competitive position is the 
strongest for the Finance specialization. The curriculum of Management (which 
does worst in competitive terms), is the most interlinked with the others. The equal 
weighted score is the highest for Finance at 98%, but Management comes in as 
close second at 93%. Thus, our goal as a university would be to financially reward 
the coopetitive outcome, because we can ground our footing after detecting the 
communities in a sounder manner. 
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Table 6 The computation of the coopetition score 

 

3.5 Concluding discussion 

This section has combined the strict optimization of the modularity metric with 
the use of the distance threshold method which shows the importance of 
discarding the noise but retaining the signal. As the problem is NP-hard, data has 
been repeatedly sampled from the whole set. The communities detected this way 
have proven to be highly stable and more than 99% of all the detected clusters 
have been “pure”, i.e. composed of only one specialization. We found that the 
optimal threshold level for our data is 0.07. Meanwhile, the detection of clusters 
was performed in a fractal-like self-similar fashion, discovering them on a small 
scale and finding validation in the whole data set. The detection of communities 
has served the purpose of calculating the coopetition score for a department. This 
proved to be dependent upon competitive well-being, like in the case of Finance, 
but also strongly influenced by how well the department serves the rest of the 
business school, like in the case of Management. 
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Figure 18 The subcluster stability for the four specializations – Marketing, Finance, 
Management and Accounting, each matrix showing the “checkerboard pattern”, which 
can be permuted together, containing two clusters and very little off-diagonal noise 
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4 STUDENT CHURN IN THE LIGHT OF THEORIES 
ON BUSINESS RELATIONSHIPS 

This section presents a discussion on the applicability of business theories to 
student retention research. After giving a motivation for and a review of previous 
retention research, relationships in business networks are compared to those 
between a student and a university, putting forward relevant characteristics in the 
context of TUT case study. Theories regarding the taxonomy of customer churn, 
its determinants and consequences are also viewed in this context. The 
implications for educational data mining, for both strands of research, are forward-
looking, as we are setting the grounds for quantitative analysis of student retention 
in the subsequent section. 

4.1 Introductory discussion 

Student retention rate is one of the key indicators of success that universities have 
as regards the graduation of its students. A high retention rate is important for the 
stability of institutional budgets. It is also a tool for measuring national 
institutional accountability. Internationally, the ranking systems of universities 
that measure the quality of the provided education take the retention rate into 
account. The rate of graduation of students has become especially important over 
the last half century, as the number of people attending universities has risen in 
such a way that 90% of the scientists of mankind were alive in 2002 (Economist, 
2002). In developed countries, student churn is as low as 8% in the top 
universities, about 35% in the average case and as high as 50% in the case of 
“open enrollment” (Devarics and Roach, 2000). 

 The goal of university intervention programs and services (UIPS) is to help 
students develop the necessary skills to graduate. Intently bringing a parallel from 
economics, one of the goals of a university could be stated to be the maximization 
of the number of credits “sold” to its customers, with a notion that it is the students 
who receive the credits and who thus have to be germanely applicable for them. 
The decision by UIPS to intervene is in turn made in an economic context. First, 
the students potentially dropping out have to be identified. If a student who has 
high potential for graduating was to churn, nearly 180 credits would be lost to the 
university. It is cost effective to concentrate the effort first on high potential 
students because, on the average, they can also be helped with the least amount of 
resources.  

However, as far as the intervention process in its entirety is concerned, it has 
so far seemed almost impracticable to justify the effort in cost benefit terms. 
Namely, the indicators of success – churn rates – have not changed much as a 
result of UIPS (Seidman, 2005). 

Therefore an imperative of this work is to identify students in need of help 
more successfully. This survey will aim to identify additional uses for secondary 
information as regards students that can be put to use in educational data mining, 
all in order to better position the university in this customer-driven form of 
accountability. 
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Subsection 4.2 will explore the motivation for considering new perspectives of 
the student-university relationship. Subsection 4.3 will give a brief overview of 
the research on student retention thus far. Subsection 4.4 will elaborate on the 
student-university relationship in the light of theories on business networks with 
the aim of providing insights into educational data mining. Lastly, subsection 4.5 
will do the same for theories regarding customer churn, followed by a concluding 
discussion in subsection 4.6. 

4.2 A motivation for considering new perspectives of the student-
university relationship 

The rationale behind this work is the need for universities to manage its relations 
with students more actively. Amongst the different relationships managed in a 
society, the ones relating to a university take place in perhaps the highest venue 
of intellectual capital. While there are differences when compared to the 
management of the relationship in the business domain, there are certainly also 
similar traits. 

The initiation of the relationship and avoiding churn in TUT. The 
relationship starts with universities recruiting high school students. For TUT in its 
most intensive cases, this takes the form of partnership agreements with leading 
schools, some of whom have a university program integrated into their 
curriculums. Examples of other initiatives during the “selling effort” are 
Technology School (TUTTechSchool, 2014), the attendance of which starts in 
junior high, and City Camp. Guest lecturers visit high schools, there is also a 
Summer School and visits to TUT are organized. The newly founded Modern 
Estonian Knowledge Transfer Organization for You (MEKTORY) 
(TUTMEKTORY, 2014) (that handles the contacts with the industry) also 
regularly hosts guests form schools. Furthermore, TUT takes part in the 
development of high school curriculum, e.g. it recently finished a three module 
block of courses on informatics to be taught throughout the high school years 
(Mironova et al., 2013).  As a result of those activities, TUT has an ongoing 
relationship with teachers. Student status is attained by placement as a result of 
national high school graduation exams and the university offers preparation 
courses for those. 

In managing student churn, the biggest danger looms in the first year of 
attendance (Schertzer et al., 2004). Therefore, the academic year starts with a 
preparatory week for freshmen. Also, older students can become tutors who 
provide additional help to newcomers during the first part of the semester. There 
is an e-course “Self-Management” offered to freshmen as well. In this tech school, 
there are a few key courses (mathematical analysis and physics) that seem to be 
the best predictors of future success or failure from anecdotal evidence, but this is 
something we also seek to quantify by applying feature salience detection in the 
next section. Preparatory courses are offered for those subjects. Recently, the 
position of “group counselor” was created in some faculties. This is an additional 
assignment (besides teaching) for a member of the faculty, something that has 
been revived from the past and in a way resembles a high school teacher’s 
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assignment. Other faculties are using mentors, which is essentially a different 
name for the same phenomenon. Also, attendance has been made mandatory in 
the first semester during some years, and information on midterm results is 
gathered. As a result, faculty administrators contact students who are falling 
behind by phone. Another new trend is the postponement of some general courses 
until second year, thereby opening the opportunity to study specialized (less 
fundamental) courses sooner. 

Having contemplated the initial contact between the university and the student 
from the university’s point of view, we are next going to assume that of the 
student. Theories in economics (Caves and Porter, 1977) mention barriers to 
entering into market relationships and, as we will see, entering into studenthood 
comprises of overcoming certain entry barriers for a freshman as well.  

On the one hand, studying at a university is qualitatively harder than it was in 
high school. Students often feel that the university curricula are substantially 
different from that of a high school. The amount of independent work is greater 
and the pace in classes is faster.Furthermore, many of the general courses are 
considered to be amongst the most difficult at the university. It takes time to get 
accustomed to the administrative system, procedures and to university life in 
general.  

These entry barriers are complemented by the changes in personal life. 
Former high school students now have complete responsibility for planning their 
schedules. Meanwhile, most have started living on their own (rather limited) 
budget. On the average, across the entire study period, 60% of students are 
working concurrently with the studies (Teichmann, 2010). On the other hand, only 
10% of students have a monthly budget exceeding $600 (Teichmann, 2010). 
Freshmen, now at the helm of their lives, have increased responsibility for coping 
with stressful situations. They have to balance their emotions and continue 
learning to resolve conflict situations (Coelho et al., 1963). One of the main skills 
acquired at university is the ability to learn. Students acknowledge the need for 
developing self-discipline, self-motivation, ability to learn for examinations; 
uncertainty about one’s ability to cope and uncertainty regarding making the 
correct career choice is often present. 

Together with entry barriers and changes in personal life, we see that as the 
student invests not only his energy, but also money into that relationship, these 
create sunk costs and a strong incentive for staying at university.  

As evidenced from this discussion, we have been able to draw parallels with 
the business domain as regards both initiating contact with the student and the 
process of avoiding churn, which provides the motivation for this study. We need 
to understand the determinants of this relationship more thoroughly, both from the 
viewpoint of the university and the student, and draw additional parallels between 
this person-to-institution relationship and business-to-business relationships that 
occur on the marketplace.  

While earlier work on that topic has focused on finding parallels between 
customer relationship management and student relationship management 
(Ackerman and Schibrowsky, 2008), our focus is different. We juxtapose 
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customer retention and churn theories with the state of affairs at universities. Our 
second goal is to use the theories regarding business networks to find parallels 
with the relationship between universities and students. 

4.3 Theoretical foundations of student retention research 

According to (Seidman, 2005), previous research has traditionally focused on 
describing the economic, organizational behavior related to, and the psychological 
and sociological factors pertaining to student retention.  

Economic factors have customarily been considered in the research on student 
retention. According to human capital theory, the choice to study is made in terms 
of cost-benefit analysis. If all in all, the amount of income with education is greater 
than without it, then education is pursued (Tinto, 1986) (Braxton, 2003). 

Organizational behavior issues. (Bean, 1980) has drawn parallels from the 
theories of employee turnover. The factors influencing student retention are 
therefore routinization; participation; instrumental communication; integration; 
distributive justice; grades, practical value and development which represent the 
pay in these studies; courses which represent the job content; membership of 
campus organizations as professionalism; kinship, marriage; and transfer to 
another university as an opportunity. 

This study is very close to ours, as it looks at the employee turnover juxtaposed 
with the choice that a students faces, when deciding whether to withdraw from the 
relationship. It finds similarities, just like we do, with business network 
relationships and customer churn factors.  

Psychological factors. (Bean and Eaton, 2000) have considered student’s past 
behavior, beliefs, normative beliefs and how these influence the way the 
university is perceived. The positive development scenario in that case includes 
development of psychological characteristics like positive self efficacy, declining 
stress, increasing efficacy, internal locus of control. Students interact with the 
university as well as the external environment, e.g. parents and spouses. The 
psychological processes lead to academic and social integration, institutional fit 
and loyalty, intent to persist and persistence. (Astin, 1997) finds that involvement 
is the key to retention and defines it as the amount of physical and psychological 
energy devoted to the academic experience. 

Sociological factors. (Tinto, 1986) paper on students’ interactions with the 
environment finds that student peers, family socioeconomic status, mechanisms 
of anticipatory socialization and the support of spouses constitute factors which 
influence the departure decisions of university students’. (Bean and Metzner, 
1985) state that in the case of nontraditional students, e.g. older students, 
environmental factors (such as hours of employment, family, finances) have 
greater impact than academic variables, such as course availability. They also state 
that most important retention variables likely differ for groups such as older 
students, part-time students, ethnic minorities, women, academically 
underprepared. (Berger, 2000) discusses cultural capital in the form of informal 
interpersonal skills, manners, linguistic and educational credentials and 
investigates the possible mismatch between that of a student and the university. 
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(Kuh and Love, 2000) investigate cultural traits, e.g. the importance attached to 
attending university, cultural distance from the university and the importance of 
achievements and persistence as cultural traits in achieving the persistence of a 
student. 

4.4 Implications of research on business networks 

First, we focus on the close-knit relationships in business networks. We are 
accustomed to looking at relationships between entities as either following a strict 
hierarchical fiat (in the case of the parties belonging to the same organization), 
or essentially being arm’s length transactions (in the case of a market 
relationship between the entities). However, recent organizational theoretical 
conceptualizations as well as the works on relationships between companies 
describe a more nuanced reality. Drawing parallels with the most complex 
examples in nature, e.g. the human brain, and wider changes in many fields of 
research, (Hedlund, 1986) finds that today’s corporations are heterarchical. 
(Burgelman, 1983), (Burgelman, 1994) discusses autonomous strategic initiatives 
that take place in corporations, which violate the principles of hierarchy. 

On the other hand, the relationships between companies are notof a pure arm’s 
length transaction type either. Works of (Forsgren and Pedersen, 1998), (Forsgren 
and Pahlberg, 1992), (Forsgren and Johansson, 1992) and (Forsgren, Ulm and 
Johanson, 2005) show that not only is a corporation essentially a network of units 
(as is elsewhere put forth by (Ghoshal and Bartlett, 1990), cf., from a multinational 
corporation subsidiary perspective, (Birkinshaw and Hood, 1998)), but it is also 
embedded in a business network of its own. 

Next, we are going to concentrate on the business network perspective 
propounded by the school of Uppsala, but before that one further reference is 
warranted. As our objective is to view the relationship of a student with the 
university in the light of these conceptualizations, it is important to state that the 
relationships between companies, as well as within them, have an even wider 
number of manifestations. As was more thoroughly elaborated in section 1, big 
multinational corporations have also been stated to be comprised of internal 
markets, with an ongoing internal competition for world product mandates, 
centers-of-excellence and the likes between the subsidiary units (Birkinshaw, 
2000), (D’Cruz, 1986), (Andersson and Holmström, 2000); and the supply chain 
relationships that a firm belongs to have been described as coevolving systems 
(Varga, 2009) (See also (Eisenhardt and Galunic, 2000)).  

Again, our goal is to view these business-to-business and intraorganizational 
relationships, with a goal of finding similarities when it comes to the relationship 
of a person with an organization. Considering that this work (in section 2) 
quantifies the coopetition that occurs between university departments for students, 
we also definitely look for coopetition as something that can occur between 
students throughout their university studies. This issue is further addressed in the 
discussion about future research.  

Returning to the business network perspective, according to the body of work 
from Uppsala University, two firms gradually increase their commitment, a key 
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characteristic of business relationships, as they do business with each other. A 
process of learning about each other’s capabilities, needs and strategies occurs, 
as well as a formation of routines for undertaking transactions. As sides adapt 
to each other incrementally, business networks usually encompass mutual 
adaption, which can only sometimes be unilateral. 

Knowledge transfer is also a key characteristic of business networks, as 
organizational learning taking place. The result of knowledge development that 
occurs in business networks is often tacit and intangible. This means that 
subsequent changes (e.g. depletion) in the capabilities of an organization go 
largely unnoticed to an outside observer at first. 

A juxtaposition of this theory with the state of affairs in university settings 
creates many parallels. In its essence, the relationship between a student and the 
university is also somewhere between hierarchical fiat (HF) and an arm’s length 
transaction (ALT). The option of simply buying a right to study in single classes 
from the Open University of TUT would be most similar to ALT. For a university, 
the studenthood has a certain fixed length of nominal years to be concluded with 
the attainment of a prominent status of being able to call the institution one’s alma 
mater. One of the goals of this status, for a university, is populating the ranks of 
its faculties. This can chiefly reach the HF in the case of a person becoming one 
of the faculty members.  

Most of the relationships, however, are somewhere in-between. For example, 
it is common for students to pay for part of their studies by giving consults to their 
peers, all occuring within the administrative framework of the university. 
Becoming a teaching assistant and simultaneously teaching in the latter stages of 
one’s studies is an even more common course of action. 

The steep entry barriers and the commitment it takes to enter the university 
relationship that we considered above are other traits in common with 
relationships in business networks. As stated above, this forms a sunk cost that 
makes it unprofitable to exit the relationship prematurely. Being a university 
graduate often enables one to pursue the career goals that have been previously 
undertaken, which would have been denied in the case of churn. We can also say 
that the entry barrier and sunk costs explain the fact that student churn lessens 
considerably after a successful entry into studenthood. 

As far as adaption is concerned, ideally it is mutual. Students, who are usually 
at least a generation younger than the tenure, are an active factor in introducing 
the applications of new technologies (e.g. videocasts, the use of social network 
communities etc.) to the classroom. This results in knowledge transfer and 
organizational learning on the behalf of the university. Moreover, student 
feedback in assessing the courses is a driver for the university in keeping itself 
abreast of times, and the university adapts its formal procedures as a result of 
student feedback. 

On the other hand, the students also adapt. Due to the fact that the adaptation 
to the procedures of the university is incremental, it is natural that handling the 
relationship with the student in the latter stages takes fewer resources. More 
importantly, it can be stated that the student adapts their profile to that of the 
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university. The student chooses research papers and theses topics that are aligned 
with the strengths of the university. The student also develops working 
relationships with those members of the faculty who shape the profile of the 
university.  

This touches upon the much emphasized topic of integration the university 
with the industry. As the relationship between a student and the university comes 
to a successful conclusion, these personal ties are carried on as contacts with the 
industry, thus forming a basis for company-university relationships. This 
advocates for the argument about the importance of permanent faculty because 
once again intangible assets are formed and should not be depleted. 

4.5 Implications of research on customer retention and churn 

Our second focus is on the theories of customer retention and churn. Customer 
churn is defined as the propensity of customers to cease doing business with a 
company in a given period of time (Qian et al., 2006). In the current work, the 
term “student churn” is used interchangeably with the terms “dropout rate” and 
“attrition rate”. 

It is often stated that the cost of acquiring new customers is several times higher 
than that of retaining existing ones (e.g. Yankee group, 2001). Since the main goal 
of business entities is the maximization of shareholder value, linking customer 
retention to net income (the bottom line) is also relevant. This is done by 
measuring customer lifetime value (CLV), which is essentially the time adjusted 
monetary value of all the dealings with the customer. The CLV has also been 
found to be progressively related to customer tenure (Reichheld and Sasser, 1990), 
thus furthermore underlining the importance of customer retention. 

Hence, in the work regarding student relationship management (akin to 
customer relationship management) by (Ackerman and Schibrowsky, 2008), the 
CLV of students is calculated. The authors make a basic mistake in calculating 
the present value of revenue rather than the net income. However, the calculations 
do underline the importance of being able to retain students all the way through 
graduation. 

According to previous works (Villanueva and Hanssens, 2006), the most 
important determinants of customer retention can be classified as switching costs, 
customer satisfaction and future considerations. According to (Klemperer, 
1987) there are at least three types of switching costs, the first being transaction 
costs. As regards the relationships in business networks, we did not consider the 
scenario of changing business partners, which is intrinsically more relevant to the 
discussion on churn. If a student decides to change the university he attends, 
transaction costs related to the procedure occur. While the percentage of university 
graduates who have attended more than one higher institution has been estimated 
to be above 35% in the U.S. (Seidman, 2005), Estonia only has a small number of 
relevant universities, and therefore the process seldom takes place. 

The second type of switching costs is the learning costs. One will undergo 
these when choosing another university as the curricula are almost never fully 
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compatible. The third type is the artificial/contractual costs, which give a student 
an artificial incentive to stay with the university, e.g. scholarships. 

As far as satisfaction is concerned, studies linking it to retention have, in 
general, found a link between the two (Villanueva and Hanssens, 2006). In 
university settings, it is common practice to gather the assessments of students of 
the courses they took. In TTU’s case, while on a certain level the process has taken 
place for years, the introduction of Study Information System (OIS) now enables 
mandatory student assessments. We already mentioned the future usage and 
expectations regarding the successful completion of the studies in the context of 
business networks. 

According to a taxonomy proposed by (Mattison, 2005), churn can either be 
internal or external. External churn can in turn be involuntary or voluntary. 
Involuntary external churn happens in business when a contract is cancelled for 
reasons such as death, fraud, bad debt or underutilization. In the case of a 
university student, this would take the form of exmatriculation, if the pace of 
studies is too slow, or due to accruement of education funding debt. The reasons 
for voluntary external churn are alike in business and university settings – it takes 
place because of relocation, a switch to a competing university, a change to an 
alternative career path due to family considerations, etc. 

External voluntary churn is additionally classified as either deliberate or 
incidental – deliberate reasons are grounded in dissatisfaction with the service 
and incidental ones with the changes that take place due to considerations 
regarding additional, fundamental decisions about one’s future. 

Internal churn deals with changes that take place within the university 
framework, e.g. an external or part time student becoming a full time student or 
vice versa, when insufficient performance results in a part time study plan. The 
types of churn mentioned above can additionally be classified as either customer 
or competitor initiated, with the majority of changes belonging to the former 
group in the university context. 

4.6 Concluding discussion 

When discussing churn, we found parallels between the taxonomy induced from 
business settings and the state of affairs at universities. We also found that 
relations that are developed in organizational networks closely resemble the 
student-university relationship as far as the strict hierarhical hiat/arm’s length 
transaction principle, entry barriers, sunk costs, commitment, learning, formation 
of routines, mutual adaptation, knowledge transfer, and tacit and intangible assets 
are concerned.   

In addition, the determinants of retention, such as switching costs (transaction 
costs, learning costs, artificial/contractual costs), satisfaction and future 
considerations were similar for the retention of students and customers alike.  

Our next goal is to apply data mining in order to quantify student retention. A 
further point to be made would be about the need to differentiate the students in 
the course of data mining, as it was done in CLV analysis regarding churn. 
Specifically, there is a need to pinpoint the student retention effort because UIPS 
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will need to allocate its resources with maximum effect. This is exactly what was 
done in TTU in 1970s, when a data mining project was undertaken. The study of 
(Lõhmus, 1974) used a method of contrasts in order to identify churning students 
who were to be helped ahead of others.  
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5 PREDICTING STUDENT RETENTION BY LINEAR 
PROGRAMMING DISCRIMINANT ANALYSIS 

The goal of the section is to predict student retention with an ensemble method by 
combining linear programming (LP) discriminant analysis approaches together 
with bootstrapping and feature salience detection. In order to perform discriminant 
analysis, we linearize a fractional programming method by using Charnes-Cooper 
transformation (CCT) and apply linear programming, and compare this with an 
approach that uses deviation variables (DV) to tackle a similar multiple criteria 
optimization problem. We train a discriminatory hyperplane family and make the 
decision based on the average of the created histograms, thereby reducing the 
variability of predictions. Feature salience detection is performed by using the 
peeling method, which makes the selection based on the proportion of variation 
explained in the correlation matrix. While the CCT method is superior in detecting 
true-positives, the DV method excels in finding true-negatives. We obtain optimal 
results by selecting either all 14 (CCT) or the 8 (DV) most important student study 
related and demographic dimensions. We also create an ensemble. A quantitative 
course along with the age of the student at accession are deemed to be the most 
important, whereas the two courses resulting in less than 2% of failures are 
amongst the least important according to peeling. A five-fold Kolmogorov-
Smirnov test is undertaken in order to help university staff in devising intervention 
measures. 

5.1 Overview of the method 

The classification methods used in data mining include discriminant analysis, 
support vector machines, decision trees, neural networks, gene expression 
programming and others. Linear or non-linear techniques are applied; methods 
such as self-organizing maps, artificial neural networks either alone or in 
ensemble are combined with graphs, etc. As linear methods generally perform 
faster (Bajgier et al., 1982), we seek to apply the simplex method of linear 
programming to perform the linear discriminant analysis.  We use this instead of 
the oft-chosen Fisher’s linear discriminant.  

A number of approaches have been proposed for this, including (Bal et al., 
2006), (Erenguc et al., 1990), (Freed et al., 1981), (Glover 1990), (Koehler 1990), 
(Kou, et al., 2003), (Retzlaff-Roberts, 1996). One of our contributions is following 
a call (by (Retzlaff-Roberts, 1996)) for applying variations of Data Envelopment 
Analysis (DEA), and deploying Charnes-Cooper transformation, the use of which 
is central in DEA. We combine this with another, more advanced LP discriminant 
analysis approach that deploys deviation variables (Kou et al., 2003).  

We perform feature salience detection by applying a method called “peeling”. 
Methods such as principal component analysis (PCA) identify new orthogonal 
dimensions in data and reduce dimensions. We seek to only do the latter by 
selecting the “more important” variables in the original data – those that account 
for the major proportion of the variation. 
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In order to predict student retention, we apply data mining.. We preprocess the 
data and use it for training our model to determine the result by using only 7 to 14 
variables and 300 cases. This allows us to apply bootstrapping and create a family 
of discriminatory hyperplanes. Each case will then correspondingly have a 
histogram of its estimations, on the average of which we will base our decision. It 
will be shown that such averaging will enable us to take better decisions, as results 
vary significantly from one bootstrapping iteration to another.  

As a subsequent step of applying feature salience detection, bootstrapping and 
two methods of LP discriminant analysis, we also discuss the merits of using an 
ensemble approach and combining the deviation variable and the Charnes-Cooper 
transformation classification methods.  

Finally, we apply a five-fold Kolmogorov-Smirnov test on the histograms to 
find out how certain we are about students’ future. Our recommendation will serve 
the staff members responsible for taking future action.  

5.2 Multiple criteria linear programming (MCLP) approach for 
two class discriminant analysis 

5.2.1 Problem description 

Linear discriminant analysis is used in order to find a hyperplane that separates 
the two sets of students in the best way achievable. Thus we have: 

 
௜ܺܣ																																																		 ൑ ܾ௜, ௜ܣ ∈   (9)														ଵܩ
௜ܺܣ                                             ൒ ܾ௜, ௜ܣ ∈   ଶܩ

  
In order to do that, we find the correct and the erroneous distance that each 

data point has to the hyperplane (see Figure 19). Correct distances are denoted by 
β-s and erroneous distances by α-s, which we add to each equation. The signs of 
β and α will depend on whether the student will actually drop out or graduate. 
Thus our objective is to simultaneously maximize the sum of β-s and to minimize 
the sum of α-s. We arrive at the following set of equations (note that for one 
student, only either α or β will be different from zero, depending on the accuracy 
of the prediction, or both will be zero if the student lies on the discriminatory 
hyperplane): 

 
                                           ܼଵ ൌ ௜ߚ∑ → max 	            (10) 
                                           ܼଶ ൌ ௜ߙ∑ → ݉݅݊ 
௜ܺܣ																																					 ൌ ܾ௜ ൅ ௜ߙ െ ,௜ߚ ௜ܣ∀ ∈  ଵܩ
௜ܺܣ																																					 ൌ ܾ௜ െ ௜ߙ ൅ ,௜ߚ ௜ܣ∀ ∈  ଶܩ
,௜ߙ                                                 ௜ߚ ൒ 0 

 
Note that some training set cases will indeed be placed on the hyperplane due 

to the nature of the linear programming methods used. However, the results still 
only have a binary interpretationas the validation and testing cases virtually never 
lie on the hyperplane. 
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5.2.2 Charnes-Cooper transformation approach to the MCLP 

In order to solve the problem with the simplex method, we need to have a single 
objective function. We use the following fractional programming problem, where 
the numerator is essentially a vector consisting of all β-s and α-s, and the 
coefficients of α-s are zero; and the denominator is a vector consisting of all β-s 
and α-s, and the coefficients of β-s are zero. Once again we add β-s and α-s to 
inequalities of the constraints with corresponding sign changes (not explicitly 
indicated in the following equations). 

 
ݖ                                             ൌ

௖௫ା௖బ
ௗ௫ାௗబ

→  (11)            ݔܽ݉

ݔܣ                                                     ൑ ܾ 
ݔ                                                      ൒ 0 

 
Figure 19 Separating hyperplane that determines the correct and erroneous distances of 
data points. The color of the boundary line indicates whether the person has been 
successfully identified as either graduating or dropping out (black – successful 
identification; red – incorrect assessment) and the color inside the star indicates whether 
the person has really graduated or dropped out (blue – graduated; white – dropped out). 

The LDA models close to this were discussed in (Retzlaff-Roberts, 1996) and 
at the end of the article an idea of using Data Envelopment Analysis was put forth. 
We take up this call and linearize the problem by applying Charnes-Cooper 
transformation, the use of which originated from DEA in the following way. We 
denoto y0 as: 

 

଴ݕ ൌ
ଵ

ௗ௫ାௗబ
						 (12) 

and xj as: 

௝ݔ ൌ
௬ೕ
௬బ
													 (13) 

Thereby arriving at the following single criteria linear planning problem: 
 

ݖ ൌ ݕܿ ൅ ܿ଴ݕ଴ →  (14)         ݔܽ݉
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ݕܣ ൑  ଴ݕܾ
ݕ݀ ൅ ݀଴ݕ଴ ൌ 1 

ݕ ൒ 0 

This has decision variables that have been transformed and an additional 
constraint that equals 1. Traditionally we would need a constant d0 that avoids the 
possibility of dividing by zero but not in this case because there is virtually no 
chance of our data being discriminated perfectly. Further on we will use the 
variable y0 for configuring the Charnes-Cooper transformation LDA model.  

5.2.3 A comparative approach to the MCLP discrimination – the 
use of deviation variables 

Paper (Kou et al., 2003), proposes another, more advanced approach to data 
mining MCLP discriminant analysis problems. It uses deviation variables, which 
take the absolute value of the left side of the equation. As sums of α-s are added 
to, and sums of β-s are subtracted from a constant, we can now include both in a 
single objective function, as follows: 

ܼ ൌ ݀∝ି ൅ ݀∝ା ൅ ݀ఉ
ି ൅ ݀ఉ

ି → ݉݅݊          (15) 

∝∗൅෍ ∝௜ ൌ ݀∝ି ൅ ݀∝ା 

∗ߚ െ෍ߚ௜ ൌ ݀ఉ
ି ൅ ݀ఉ

ା 

௜ܺܣ ൌ ܾ௜ ൅ ௜ߙ െ ,௜ߚ ௜ܣ∀ ∈  ଵܩ
௜ܺܣ ൌ ܾ௜ െ ௜ߙ ൅ ,௜ߚ ௜ܣ∀ ∈  ଶܩ

,௜ߙ ௜ߚ ൒ 0 

The parameters to be configured in this model are the constants β* and α*.  

5.3 Feature salience detection with peeling 

Methods such as the principal component analysis (PCA) reduce dimensions by 
retaining most of the variability in the data. The peeling method, (Vohandu et al., 
1977), selects the most important variables that describe the main part of variation 
of the data set and reduces the dimensions without creating new ones.  

 For every column of a correlation matrix C of n variables, a measure of
influence Sj is calculated.

 ௝ܵ ൌ
∑ ஼೔ೕ

మ೙
೔సభ

஼ೕೕ

 The maximum of those measures Sk =max Sj identifies the most important
among them.  That is the number, on average, of the most important
variable in the system. Superscript k indicates the number of the current
iteration.



 

 71   

 The correlation coefficients of the maximal variable will be divided by 
the square root of the diagonal element cjj of the matrix C. The 
transformed column vector 

 ܾଵ ൌ
௖ೕ

ඥ௖ೕೕ
 

 is the first vector of the new factor matrix B. 

 Find the residual matrix 

 Cሺଵሻ ൌ ܥ െ ܾଵܾଵ
் 

 Repeat the process r times, where r<=n is the rank of C. 

5.4 Preprocessing the student retention data from Tallinn 
University of Technology 

Our database consists of the course declaration data of Tallinn University of 
Technology (TUT). In the time span of 1997-2010, 1.3 million course attendances 
have been registeredby a total of 40 000 students. We focus on the graduates of 
Tallinn School of Economics and Business Administration (TSEBA) of TUT. We 
want to predict university graduation at the end of the freshman year, i.e. the 
point when students have taken the first 10 courses of their study program. All 
in all, there are 928 such students, 633 of whom will be selected by us. The 
criterion is that the student started their studies at least four years prior to 2010, 
so that there would have been sufficient time for graduation. We have 425 students 
who successfully graduated, and 208 who did not. The ratio of students graduating 
was roughly 2/3 constantly throughout the years. When we tried to use the data of 
students, who started their studies in 2007 (three years prior to our data collection 
period) and would have had to graduate in three years, the ratio was substantially 
different. Thus, such students were not included, as it was decided that the 
insufficient study period would distort the results. In contrast to most studies on 
student retention (e.g. (Gray et al., 2013a)), we are not focusing on generating the 
prediction after the first semester of studies, but rather on determining the fate of 
students after they have completed their freshman year. Allowing faculty 
members to intervene at this point will let one follow the dynamics of the progress 
of students through the university longitudinally. Considering that university 
management will always have a cost-benefit analysis component to it, it is 
necessary to ensure that students who have shown to have “higher value” to the 
society not only begin the university studies well, but also stay on course 
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In addition to the attendance data, we know whether the student is a male or a 
female, what the person’s age at the time of accession to the university is, what 
the mother tongue is, whether they are a full-time or a part-time student, and 
how good the previous educational institution (high school) is. The mother 
tongue is recorded to be either Estonian or Russian, corresponding to our 
demographic division. Every year a leading weekly, Eesti Ekspress, publishes 
high school ratings that show the average performance of recent high school 
graduates in the national graduation examinations. We use the ratings of schools 
from 2008 as they are comparatively constant.  

All the data was normalized and discretized to integer values 0..5, so that it 
would similarly vary in the same range. Course attendance data naturally followed 
this set of bins. The level of the previous educational institution, according to the 
ratings, was divided into 6 equal width bins and discretized. The same was done 
with the age at the time of accession. The binary variables – mother tongue 
(Estonian/Russian), sex, full time/part time studenthood – were coded as 0/5.  

When we analyzed the distributions of the 10 courses taken, it was found that 
one of the courses resulted in all the students passing. This course was removed 
from the data because a unit column would have resulted in unsuccessful 
optimizations. Furthermore, two courses had only 14 failed results. The 
probability that we would draw 300 times out of 400 without ever hitting any of 
the 9 (9=14*(400/633)) failed ones was calculated to be virtually nonexistent. 
Thus this course was not removed.  

5.5 Analyzing the histograms of bootstrapping the feature salience-
enabled optimization 

Initially, feature salience detection was undertaken. Table 7 shows the decrease in 
the measure of influence after the removal of successive columns as they were 
identified. Due to the fact that our data originally had 14 dimensions, we decided 
to compare this to retaining about 80% of variation, condensed to the 7-9 most 
important dimensions of datawhich is still a reasonable choice for discriminant 
analysis. We also compared results with two random selections of variables, 
where we removed 6 variables completely in random and where we contrastingly 
removed the 6 most important variables as assessed by the peeling method. 

As is evident from the results, the fate of a student is most 
influenced/determined by Course6 (this was a quantitative freshman class) and the 
age at the time of accession. This is in concordance with (Gray et al., 2013b), who 
takes special measures to encode the age of the student. Notably, the weakest 
distinguishing indicators are Courses 9 and 3 (both with only 14 negative results), 
and whether the student studies full- or part-time. 
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Figure 20 Histograms resulting from bootstrapping. The black line marks the dividing 
hyperplane. The color marks the frequency of values in that range. There are 33 bins for 
both families: -0.08..0.12, step 0.00625 for CCT and -65..95, step 5 for DV 

 
The data on 633 students was divided into a training/validation set of 400 and 

a testing set of 233. The training/validation data set was further partitioned into a 
training set of 300 students and a validation set of 100 students. This was done 
repeatedly by applying bootstrapping. Data was partitioned between training, 
validation and testing, by retaining the same proportion of graduating and 
dropping-out students as in the entire data set; expect for a brief, unsuccessful 
experiment. During this experiment we trained an unbalanced data set, which 
consisted of an equal number of graduates and drop-outs. The results were inferior 
to all our other predictions. Therefore, we chose to persevere with proportional 
distributions.  
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In order to perform bootstrapping, 300 students were selected as training data 
and our models of Charnes-Cooper transformation and deviation variables were 
optimized. The remaining 100 students from the training/validation set were used 
for validation. The same hyperplanes were used on the testing set, creating 
predictions about the students whose fate we wanted to know. 

Bootstrapping was performed 1000 times (2000 opimizations altogether for the 
two models), and the results (both for training/validation and testing) were 
recorded (see Table 8). This resulted in histograms (see Figure 20), which reflect 
the behavior of the student in relation to the discriminatory hyperplane family. For 
the test set these were calculated based on the 1000 distances from the hyperplane, 
whereas in the training/validation set each student had two histograms – one for 
instances of training and one for instances of validation selection. Yet, even the 
validation histograms were calculated based on at least 200 values, which was 
considered sufficient (this student was selected 800 times for training). For 
training the minimum number of selections for a student was 720 (this student was 
selected 280 times for validation).   

Decisions were undertaken based on the average of the histograms. The use of 
histograms was justified because the decisions based on the average were better 
than the average of all the individual decisions. Even more importantly, decisions 
taken based on individual iterations varied significantly, whereas the average-
based decisions guaranteed a certain level of accuracy.   

As is usually the case (see Table 8), the results are better for training than for 
testing. The validation percentages are not explicitly put forth because they 
coincided almost exactly with the training percentages.  

 
Figure 21 Average histograms of dropouts and graduates, CCT 

The highest total testing result was 79.83% for CCT with all 14 variables 
included. On the other hand, the DV approach that included 8 variables, as 
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prescribed by peeling, gave the highest true-negative test score of 53.85%  – 
something we were interested in as regards dropout forecasting. More generally 
we found (on the test set) that CCT tends to predict the true-positives better, 
whereas DV does better on true-negatives.   

Therefore, we also tried an ensemble approach on 8 variables. In this case we 
did not average over the 2000 values, as the histogram bins were different, but 
rather used the counts (number of predictions to either side of the hyperplane). 
(The correlation between the count based and average based decisions was 1 for 
individual model predictions.) As is evident from Table 8, the ensemble-approach 
did find a compromise between the CCT and DV methods. It remains as future 
work to combine the very best cases, e.g. the 14 variable CCT with the 8-variable 
DV, where the number of variables differs but joint decisions can be taken.  

There were some combinations of variables, where the model performed 
dismally, e.g. by predicting all but two true-negatives to graduate. One such case 
occured when 9 more influencial variables were included, whereas the other was 
a comparison where the 6 most important variables were removed. The 
optimization with completely random variables selected performed worse than the 
comparative peeling enabled and fully inclusive approaches.  

 

 
Figure 22 Calculating the Kolmogorov-Smirnov test, with our sample sizes at level 
95%, the critical difference allowed is 24%. 

 

Finally, we used a five-fold Kolmogorov-Smirnov (KS) test to generate 
decisions for the staff to act on. We calculated the average histograms of dropouts 
and graduates (see Figure 21). The Kolmogorov-Smirnov test measures the 
maximum distance between cumulative distribution functions and tests whether 
they have sufficient similarity. The maximum distance allowed depends on the 
sample sizes and the level of probability. In our case the chosen level(95%) 

0.446 



 

 78   

resulted in the maximum allowed difference of 24% (see Figure 22 for an 
example). 

The following five KS tests were undertaken: whether the student is 
sufficiently similar to the “profile” of the (average) graduate; whether he is 
sufficiently similar to the “profile” of the (average) dropout; whether his 
distribution function is to the “right” of the one of the graduate (very certain to 
graduate); whether his distribution function is to the “left” of the one of the 
dropout (very certain to drop out); or whether he is “between” the graduate and 
dropout profiles, i.e. “uncertain”.  

During the development we also tested our models by changing their free 
parameters. For example, we changed the y0 parameter of the Charnes-Cooper 
model, yet without much success, except that we checked some values which were 
definitely out of range. Thus, 0.01 was selected as the most obvious candidate. 
For the deviation variable model α* was selected as 0.5 and β* as 30 000, in the 
same way.  

While data preprocessing was performed in R; Excel, its VBA and Frontline 
Solver Platform was used for all other tasks. One bootstrapping execution took 
about 200 minutes.  

5.6 Concluding discussion 

We have created an ensemble method for predicting student retention. After 
preprocessing, normalizing and discretizing the data on the freshmen courses and 
the demographic variables to 0..5 integer values, we applied the peeling method 
for feature salience detection. A quantitative course and the age of the student at 
accession were the first critical dimensions identified. An example of data 
possibly omitted (amongst the three least influential according to peeling) were 
the two courses which resulted in only 14 failed exams for our 633 students. 
Thereby we preferred to select either the full 14 dimensional data set or retain 
80% of variation in the data by omitting the 6 less influential dimensions.  

We thereafter partitioned the students to a 400 training/validation and a 233 
testing set. Training/validation was undertaken by performing bootstrapping, 
whereby 300 students were used for training and 100 for validation. Bootstrapping 
was performed on two models – a classical Deviation Variables approach to linear 
programing discriminant analysis and our application of Data Envelopment 
Analysis (Charnes-Cooper transformation) in the context.  

1000 bootstrapping iterations were undertaken and histograms about the way 
a student relates to the discriminatory hyperplane family were recorded. Decisions 
were taken based on the average of the histogram, which guaranteed more stability 
in testing results, as well as a higher result than the average of 1000 individual 
testings.  

The DV model with 8 variables predicted the true-negatives that we were 
searching for in the best way. The CCT model with all 14 variables included had 
the best overall prediction accuracy. We also created an ensemble model with 8 
variables that took decisions based on joint information from CCT and DV. This 
combined the good features of both models (true-positives from CCT and true-
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negatives from DV), and had a kind of an “average result” from the two. Thus, 
the model deployment decision should be taken depending on the final goal in 
mind – whether the true positives or the true negatives are more important.   

The models gave the best results after some configuration becausethe free 
parameters y0, α* and β* had to be properly chosen. Also, the proportional 
distribution of graduating/dropping out students had to be chosen over unbalanced 
data.  

Furthermore, histograms to be used by the staff of the university were deployed 
by applying a five-fold Kolmogorov-Smirnov test, which detailed the level of 
certainty about the student’s future. 
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DISCUSSION AND CONCLUSIONS 

Conclusion 

This thesis has developed methods for the analysis of two university management 
indicators. On the one hand, it has developed a new indicator – the coopetition 
score. On the other hand, it has identified factors of and predicted a well-known 
indicator – student retention. Coopetition was considered in section 1.  

While the phenomenon of coopetition is ubiqitous (it exists on the personal, 
the organizational, and the market level, to name a few), we have concentrated on 
the organizational level, drawing parallels and applying business theories in the 
educational management context.  

We will build our coopetition score on the notions found from literature 
review, which state that educational institutions (just like multinational 
corporations) are networked organizations; active in applying mandates and 
centers; have internal competition and cooperation with the external partners at its 
fuzzy boundaries; governed by principles of heterarchy and autonomous 
initiatives. 

Considering that on the organizational level the phenomenon has barely been 
studied, we sought to quantify it with one of the most obvious methods – social 
network analysis – and thereafter derived a coopetition indicator that can be 
applied to university management. In that context we discussed mandates 
(competition) and centers (cooperation) that are evident in the university context.  

A department has a mandate to teach its own students, which is its primary 
goal. This can be measured by the average grade of its graduates. The secondary 
goal of a department is to be useful for the rest of the university through the 
breadth of its curriculum. This is measured by the social network analysis 
indicator, traditional conductance. The final indicator is the equally weighted 
average of the two measures. Universities face the imperative to actively manage 
their coopetitive processes.  

In our quantification, coopetition is measured through the academic records of 
the students of a department. We measure the similarity of students by the courses 
they have taken.  

In social network analysis, the communities of students that have been detected 
mark the departments. Community detection has different optimization criteria 
that are maximized, and those can either be followed to strict optimality or 
calculated by heuristics. We use modularity as our objective function. As the 
number of students is in hundreds, we develop the coopetition indicator by using 
a heuristic.  

Due to the fact that all the values of student similarities can be calculated, we 
seek to remove the correct portion of those in section 3, while constructing the 
SNA adjacency matrix. This way, we hope to retain the signal in the data table 
while discarding the noise, which is represented by the lower similarity value 
layers.  

This time our quantitative process is in the form of supervised learning. We 
know the departmental specializations of students and seek to remove layers of 
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the adjacency matrix through the distance threshold method, so that the 
communities are as homogenous as possible. We will, however, use the strictly 
optimal modularity algorithm which uses linear programming to tackle the NP-
hard problem.  

We sample 36 students, who belong to two different groups, out of any 
combinations of our four specializations (Marketing, Management, Accounting, 
Finance); and optimize modularity. As we aim to find the best distance threshold 
for removing noise, we optimize matrices of differing sparseness. For our data, a 
middle value of distance threshold (0.7) is proven to be the best. This is the value 
at which we have the smallest number of clusters that are as “pure” as possible. 
As we find out, all the communities (e.g. Marketing) are further divided into two 
subclusters.  

Since we have not used all the data at once, we also seek to verify whether the 
clusters that we detected were stable, i.e. the same (e.g. Marketing) students 
always ended up in the same communities (e.g. the same Marketing 
subcommunity). Subcluster stability is successfully determined by the emerging 
“checkerboard” pattern for the different combinations of specializations, at the 
optimal distance threshold value. We now know that the communities have been 
detected and the coopetition score derived in an optimal way.  

Our next concern, in section 2, is the permutations of our coopetitive adjacency 
matrix. As is suggested by the fact that the strictly optimal solution to the 
community detection is NP-hard, seriating for useful permutations is equally 
complex.  

We have created a tool for collaborative seriation – Visual Matrix Explorer – 
for this purpose. This tool enables a streamlined application of nine seriation 
algorithms, together with the ability of dynamically coloring the data on related 
permutations and a recursive drilldown feature that reruns the optimizations on a 
rectangular data subset, which by now has an enchanced number of degrees of 
freedom.  

We make use of this tool on our coopetitive adjacency matrix because we 
expect a strong block diagonal to appear – a feature that has different, related 
interpretations in fields such as archeology, cellular manufacturing, social 
network ananlysis, operations research and anthropology.  

While we study the formed block diagonal structure, we drill down on one 
particular community and, again, find a subdivision within. The BEA algorithm 
permutation, however, finds an internal order within the two subcommunities, so 
that the students forming the stronger ties between the two are aligned next to each 
other on subcommunity borders. The thick chunks that form on the border of the 
subcommunities are important from the coopetitive point of view (as our indicator 
uses traditional conductance of communities) because they allow us to identify 
students pertaining more to the competitive as well as to the cooperative stance.  

In section 4, we turn to predicting the student retention indicator. We once 
again find that business theories can be used to inform educational management 
research. This time our goal is to predict student retention/churn, and in order to 
do that we turn to retention theories. There already exist theories that have 
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juxtaposed business processes with the retention of students – such as employee 
turnover for example.  

We turn to theories on business networks in order to propose factors such as 
entry barriers, sunk costs, commitment, learning, formation of routines, mutual 
adaptation, etc. that have parallels with the student-university relationship. We 
also find that the determinants and the taxonomy of student churn are in parallel 
with customer churn and set out to predict student retention in section 5.  

In section 5, we again deploy our prevailing method of analysis – linear 
programming. We identify a number of input factors that provide data for a 
discriminant analysis problem. These include the first 10 courses because we are 
predicting retention after the freshman year. Furthermore, a number of 
demographic variables enter the equation – age at accession, sex, mother tongue, 
high school level, full time/part time studenthood. The data is preprocessed and 
discretized.  

Our method will deploy two multiple criteria optimization methods, one using 
deviation variables and the other deploying Charnes-Cooper transformation to 
linearize a fractional programming problem. The decision is not taken after a 
single execution, instead bootstrapping is used by further dividing the training 
sample into training and validation and repeatedly sampling them at random. 

Thereafter histograms are constructed that relate the discriminatory hyperplane 
family to the data point. The decision is taken based on the simple average of the 
histogram which results in better predictive power and less variability than would 
have been possible using single optimizations.  

Since section 4 had identified a need to link the customer retention effort to its 
“value”, we begin to address this call by taking a fivefold Kolmogorov-Smirnov 
test on the histograms. Students are categorized, with those in the “uncertain” 
category (those most narrowly receiving a negative prediction) getting the biggest 
effort, when all other things are equal.  

Our final step is combining and varying the models. We use feature salience 
detection in the form of peeling, to select a subset of variables – ones that are 
related to the biggest proportion of variation in the data. In addition to removing 
some input variables, we form an ensemble method that combines the DV and 
CCT methods.  

The results show that CCT does best in the overall prediction accuracy, 
whereas the DV method with removed variables is more successful in estimating 
true-negatives, which we seek. An ensemble method performs at a level that is the 
average of the two.  

As was mentioned above, the relationship that a student has with the university 
can be explained as akin to that developing between business partners. Its essential 
characteristics are an increasing commitment to and investment in one another, 
which is why it is important to lessen churn in the beginning of the studies, 
before the sunk costs have been formed. This is what we set out to do. We also 
investigate how part-time studenthood influences the study outcome as there 
are considerable entry barriers to overcome, but this negative relationship with the 
end result is not borne out by the feature salience detection.  
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Similarly to business networks, the relationship lies somewhere between the 
hierarchical fiat and the arm’s length transaction, which is why it is important to 
consider the adaptation, learning, knowledge transfer and formation of routines 
that takes place. Thus, as empirical investigation also confirms the quantitative 
introductory courses to be the main hurdle whenentering the studies, there 
might be merit to the idea developed in verbal analysis for postponing those 
courses until second year by bringing the more specialization specific courses to 
freshman year.  

The theoretical study also identifies age as an important factor when 
successfully entering studenthood as the personal changes of becoming an adult 
are overcome. This is confirmed by the empirical investigation. 

Thus, we have successfully developed methods for analyzing two university 
management indicators – coopetition and student retention. We have shown the 
state of affairs in educational institutions to be similar to that in the business 
venue. Figure 25 summarizes the work by showing how business processes inform 
educational management. The data are utilized for developing indicators of 
educational management through educational data mining. It directly benefits 
both the students (retention rate) and the departments of the university 
(coopetition score).  

Contributions and answers to research questions  

The main contributions of the thesis are summarized on Figure 23 and Figure 
24 and these correspond to the major research subquestions.  

Figure 23 sums up the main contributions of our coopetition study. Business 
management literature has helped us understand educational organizational 
coopetition in a wider context. A number of MNC management related traits have 
direct parallels in the university context, as stated in the beginning of the 
conclusion. Most importantly, we have identified the concepts mandate and center 
as the basis for our coopetition indicator. We have developed the indicator by 
using SNA, basing it on the average grades and traditional conductance, and by 
applying modularity community detection methods. However, measuring our 
indicator has to be facilited in the best possible way. We have retained the signal 
and discarded the noise, using the distance threshold method for this. As for the 
second pillar that supports our coopetition study, we sought to learn about the 
internal structure of the communities. Therefore, we developed the seriation tool 
VME and identified the internal order of the leaves on the borders of the two 
subcommunities during a drilldown operation on the modularity permutation. We 
have sought to apply the data scientist approach to management in our 
coopetition study. Therefore, we have combined the analysis of the problem 
regarding coopetition with a number of algorithmic improvements, which lead 
us to an interdisciplinary solution. The data scientist approach, however, cuts 
both ways in the sense that all the developments can also be separately applied in 
their respective domains. Therefore, our coopetition indicator can in turn also 
be reapplied in the business management context. Additionally, the topics of 
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seriation and retaining the signal over the noise can be put to domain specific use, 
all of which is depicted on Figure 23.  

Figure 24 describes the contributions of our retention prediction effort. We 
once again apply business theories to educational management, showing its 
usefulness. As we identify important factors, we see that it makes sense to deal 
with retention predominantly in freshman year. We also seek to differentiate the 
part-time students and correctly predict the introductory quantitative courses of 
the technology school as well as the age at accession, all important determinants 
of churn. Subsequently, we identify input variables for our retention prediction. 
Thereafter, we make the prediction by using the deviation variable and Charnes-
Cooper transformation ensemble linear programming discriminant analysis with 
bootstrapping, feature salience detection and histogram based decision making. 
As regards our retention effort, the ensuing numerical method can also be applied 
in other contexts and is independent of the current data. 
 
 

The takeaway points, which answer the six minor research questions, are: 
 
 Research about the management of multinational corporations 

provides insights for coopetition research by outlining the logic 
behind the centers and mandates. 

 Business reseach provides insights for educational management, as 
regards both organizational coopetition and student retention. In the 
context of retention, the theories that consider churn and business 
network relationships are viable for consideration, and the 
implications include the consideration of customer lifetime value, the 
taxonomy of churn and the business network relationship factors (e.g. 
during this consideration, the age at accession can be identified as an 
input factor for predicting retention).  

 Mandates are measured by the average grades and centers by the 
SNA metric traditional conductance from a modularity heuristic on 
a student similarity matrix, and the two are combined into an 
indicator.  

 By varying the sparsity of the matrix, we retain signal and remove 
noise from the adjacency matrix, using the distance threshold 
method. There is an optimal amount of layers to be removed, as 
measured by strictly optimal modularity.  

 Visual Matrix Explorer allows us to further explore the communities, 
exposing the dynamic internal structure of the communities detected 
while using the drilldown feature.  

 We classify student retention data by using the deviation variable and 
Charnes-Cooper transformation ensemble linear programming 
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discriminant analysis with bootstrapping, feature salience detection 
and histogram based decision making. 

 
And to sum it up, we can state, as regards the main reseach question (that was 

answered throughout the thesis) (see Figure 25):  
 
 Since the business processes are becoming increasingly dynamic, 

networked and multilateral, we have shown that these can inform the 
educational actors by providing useful managerial tools considering 
that the central imperative is still to influence the institutional 
outcome. 
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Figure 23 Results of the coopetition study and applicability of results in other 

contexts 
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Figure 24 Results of the churn study and applicability of results in other 

contexts 
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The student-university relationship – a third viewpoint, that of a 
faculty member 

By quantifying university management indicators in this thesis, we have 
considered the student-university relationship, and taken the viewpoint of a 
university (department), which is in coopetition for students, and that of a student, 
who needs not to churn. In this subsection, however, we are going to take the 
viewpoint of a faculty member, whose goal is to publish and teach classes related 
to his research area. The autor of this thesis has been doing the latter as well. Thus, 
this subsection is going to put forth an overview of the ways in which the student-
university relationship has been influenced.   

The author, who did his Bachelor’s thesis in business administration, 
afterwards specialized in informatics. The goal of the author, as a lecturer, has 
been to develop a quantitative curriculum module that can be taught by the Faculty 
of Informatics in the Tallinn School of Economics and Business Administration 
as well as in the Department of Logistics in the Faculty of Civil Engineering.  

As of this autumn, the author is coordinating the teaching of a module that 
begins with a course “excel43.com” (Informatics I – semester 1), a quantitative 
introduction to business/logistics studies, which introduces students to many 
topics considered during their Bachelor’s studies. This course provides them with 
the core spreadsheet way of thinking, is an alternative to the way quantitative 
matters are introduced following the AACSB mandate, and is an original 
development.  

This is followed by a course “Optimization modelling with spreadsheets” 
(Informatics II – semester 4), which considers a wide range of 
optimization/sensitivity analysis problems that have a background in business and 
logistics. This course uses a subset of a traditional Decision Analysis textbook and 
deploys the standard Solver included with Excel.  

While programming has traditionally been taught to all undergraduate students 
of the different faculties of our tech school as an Informatics II course, this strand 
is now only an elective for business/logistics, possibly replacing the Informatics 
II course. Students who are more interested in deepening their quantitative skills 
are the ones who usually take this class. However, it is recommended to all 
students who plan to enter Master’s studies, as “they can concentrate on decision 
analysis later on as well and as no one wants to study programming while already 
at the Master’s level”.  

The set of problems tackled in the Algorithms for Business and Logistics 
course include topics such as programming net present value; internal rate of 
return; a travelling salesman’s problem with simulated annealing heuristic; bucket 
brigades algorithm for putting out fires; a graphical solution to self-organizing 
maps to name a few, and is in the phase of active development.  

 This course is followed by a semester 7 (Master’s program) course “Decision 
Analysis” for business and logistics, which has two strands. The standard textbook 
is followed, for those who took programming during Informatics II of their earlier 
studies. Those who have already taken the optimization block are encouraged to 
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take the version of the class that includes two new topics – a combination of Solver 
and VBA programming from one textbook; as well as a combination of various 
Excel Add-Ins with VBA (including MapPoint, RiskOptimizer, XLStat) from 
another textbook.  

The final course is from semester 9 (Master’s program) and is titled “Revenue 
Management for Business and Logistics” – a hot topic that integrates 
microeconomics, statistics and optimization. The topics taught include market 
segmentation, arbitrage, cannibalization, market segmentation with supply 
constraints, variable pricing, capacity allocation, network management, 
overbooking, and markdown management. The most widely used textbook in the 
field is studied in this course.  

Two courses – Informatics I and Informatics II – are fully youtubecast and 
together with colleagues we have introduced recent concepts, e.g. the use of 
Scratch and computational thinking, in programming.  

As far as business and logistics students are concerned, the courses that have 
been developed complement the data mining courses that are read in the advanced 
levels of study throughout our university by my supervisor, Innar Liiv.   

The development of these courses complements the departmental coopetition 
and student retention research by taking the third viewpoint, at the personal level, 
of a faculty member.  

Further research 

One further research direction would be the different manifestations of 
coopetition. As intraorganizational coopetition has not been extensively studied, 
it could be further investigated. Since research does not have to exclusively pertain 
to educational data mining, one of the most interesting research venues would be 
the multinational corporations themselves. There, the coopetitive processes are 
definitely at their most intensive, while the depth and breadth of the information 
provided is at its most extensive. In the case of a cooperation agreement with a 
big multinational, one would be provided with a unique set of data for studying 
organizational coopetition.  

In the educational data mining context, coopetition needs further scrutiny as 
well. As many students reach doctoral studies by the end of their relationship with 
the university, coopetition can be stated to move from those for business partners 
to those for employees. Information and Communication Technology is the 
biggest amongst the faculties of TUT and provides a curious case, as it is the one 
creating several possibilities for interdisciplinary linkages. Our department alone 
has ongoing projects of cooperation with bioinformatics, medicine, business, 
logistics, law, and graduating doctoral students have moved to many other 
organizational departments from here.This creates a need to investigate 
coopetition for employees.  

We can say that there are three areas of activity, which are nowadays 
competing for the attention of faculty members – research, teaching and industry 
cooperation. TUT presents an interesting case for studying this, too, because there 
is a top level organizational unit, MEKTORY that exists for the sole purpose of 
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promoting industry cooperation. As a result, a faculty member, who engages in all 
three, will have two competing bosses to respond to, as well as different 
remuneration schemes to optimize his behavior for. Also, coopetition between 
departments and MEKTORY needs to be studied.   

As regards the methods of studying educational coopetition, we have applied 
network science, whereas the other very interesting method – agent oriented 
simulation – has not yet been applied.  

As for educational data mining, business theories could further be applied in 
educational context. For example, there seems to be much merit in following the 
popular trend of linking different sources of data. This way, student data could be 
tracked from the E-School (high school grades), through the university studies, all 
the way to the job market (including salary data) in an attempt to understand the 
coopetition that takes place between the students. 

When considering matrices, e.g. the student similarity matrix, one further 
venue of research would be trying to expand the application of the use of 
Kolmogorov complexity as a tool for measuring the order attained in the permuted 
matrix. Right now such compression operations are undertaken, following the z-
curve, but other possibilities can be considered.  

The two data tables that have been used in this thesis (a table with the 
demographical information on students and the table regarding course 
declarations) are a seemingly endless source for educational data mining research. 
To take one example, the paths of students on their set of courses during the study 
program can be tracked in order to determine who is better in how many courses 
(measuring an aspect of their coopetition), and asymmetric clustering can be used 
on the resultant table.  
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Abstract— The goal of the paper is to study how the strictly 
optimal solutions of community detection, based on similarity 
matrices, depend on the parameter of the distance threshold setting 
method, applied beforehand. In order to detect communities, we 
apply the oft-used modularity metric and arrive at strict optimality by 
linear programming, solving an np-hard problem. The distance 
threshold method is used, making the matrix more and more sparse, 
and thus the best value of the threshold is determined, by analyzing 
the number of subsequent clusters detected. Our method is applied on 
educational coopetition data in the business school of TUT, with four 
specializations, out of which we sample 36 students, each time 
selecting from a pair of specializations. Since the optimal number of 
clusters tends to be four, for any two-fold sampling, we detect a 
natural division within each specialization as well, the reason for 
which is a matter for further study. As a result, coopetition - the 
simultaneous competition and cooperation - is measured between the 
departments of the business school. The average grade of the 
students is a proxy for the competitive score of the department. The 
traditional conductance is used as a proxy for the cooperative score 
of the department. For our data, the optimal value for the threshold 
in community detection is 0.07, this way enough noise has been 
removed from the data, but not too many values, so that vital 
information is retained. Thus, we most often obtain our goal of 
detecting four clusters, in the two-fold sampling, effectively 
displaying the usefulness of fine-tuning the distance threshold while 
evaluating it by the strictly optimal community detection. 

Keywords— coopetition, metrics, social network analysis, linear 
programming, threshold method, education 

I. INTRODUCTORY OVERVIEW OF THE NUMERICAL 
METHOD 

Starting with early works such as [23] network science has 
proposed a number of community detection measures and 
algorithms [14][5]. Modularity measure was put forth by [13] 
and it has been proven to be highly effective in practice for 
community evaluation [6]. The strict optimization of 
modularity has been proven to be NP-hard [4] and highly 

effective heuristics have been devised e.g. [2]. This paper aims 
to explore the relationship between strictly optimal solutions 
and parameters that are used for methods refining the 
community detection data.  

While visualizing the adjacency matrices of graphs, matrix 
reordering/seriation methods permute the rows of a community 
together, thus forming a strong block diagonal that visualizes 
the intracommunity ties with intercommunity ties being 
displayed off-diagonal (see [10] for a review and [9] for a 
software tool that implements a number of algorithms). A 
paper by [22] visualizes such a reordered shaded similarity 
matrix (by applying a method by [8]) and applies the distance 
threshold method, with different parameter values, by making 
the matrix more and more sparse (see Fig. 1). This way, it is 
hoped, that the irrelevant, immaterial noise is removed from 
the matrix, and only the information pertinent for community 
formation is retained. We aim to study such signal-to-noise 
ratio. The goal of the paper is - by raising the value of the 
distance threshold parameter and at each step solving the np-
hard, strictly optimal modularity detection problem - to 
determine the optimal value for the threshold, as we perform 
supervised learning. 

II. DETAILS OF MODULARITY AND DISTANCE THRESHOLD 
METHOD 

[13], in essence, defines modularity as 

 

 
 
 
 



 

Fig. 1. The use of the distance threshold method – a successively more sparse adjacency matrix with its two communities permuted together. We study how this 
threshold influences the strictly optimal community detection. 

where A is the adjacency matrix of a graph, Eij is the 
expected value of the element of the adjacency matrix and Xij 
is a binary variable, indicating whether the ith and the jth node 
of the graph are connected in the same community. The 
expected value, Eij, defined as 

 

is row sum*column sum/matrix sum. This means that, 
basically, modularity has been carved after the Chi-Square 
characteristic, which also expects big values to appear in an 
element, that has big row and column sums, for example.  
Communities are formed in such a way, that taking into 
account the whole matrix, nodes are connected, where the 
respective value in the adjacency matrix is bigger than its 
expected value.  
The work by [4], determining the NP-hard nature of 
modularity, describes it as an integer linear programming 
(ILP) model. For the communities detected, it has three types 
of constraints: reflexivity, symmetry, transitivity, 

 

which ensure that entire communities are selected only. 
Specifically, the transitive nature of the problem sees to it, that 
if the first node is connected to the second, and that in turn to 
the third, the first has to also be connected to the third. 
Altogether, there are n2 decision variables, n reflexivity 
constraints, n2 symmetry constraints. The number of 
transitivity constraints is equal to the number of 3-
combinations of n - but note that there are also three constraints 
that comprise each transitivity constraint. This way the total 
number of transitivity constraints is also equal to (the number 
of 3-permutations of n)/2 as the symmetric permutations can be 
pruned because of the symmetricity constraint. For example, a  



Fig. 2. Histogram of the student similarity matrix – similarity being defined as the reciprocal value of the Hamming distance of the student-by-course matrix

problem with 36 nodes, will have 1296 binary decision 
variables and 22752 (36+1296+21420) constraints.  

The distance threshold method has been applied in [22]. 
The method essentially removes all distance values lower than 
a given threshold from the matrix. We raise this threshold 
gradually in subsequent iterations, and thus make the matrix 
more and more sparse, hoping to remove noise but not the 
signal from the data. In order to select the proper range for the 
distance threshold, the histogram of the data is constructed. 

III. EDUCATIONAL COOPETITION 
The term coopetition - simultaneous competition and 

cooperation - first came into research focus in the second half 
of 1990s [3]. Coopetition can occur on many levels - societal, 
industrial cluster, market, organizational as well as personal - 
but it has so far predominantly been studied on the markets, 
e.g. [15][16]. This study is part of research effort to investigate 
coopetition on organizational level [17][21][19][20]. As we are 
investigating metrics that are applied for university 
management, parallels can be brought with huge multinational 
corporations (MNCs). Those operate with a divergent, partially 
overlapping structural map [20] on which structural solution 
World Product Mandate [18] (being mandated) is an 
embodiment of internal competition that takes place and 
solution Center-of-Excellence [12] (becoming a center) an 
embodiment of the simultaneous cooperation. In literature 
coopetition is implied even if either competition or cooperation 
seems to prevail - thus for instance cases such as those 
propounding “coevolving systems” (in favor of cooperation) 
[7] or “internal markets” (in favor of competition) [1], really 
also have some flavor of the other side of the duality mixed in.  

As for the universities, departments of, say, the business 
school, have mandates to teach their students - mandates 
showing the competitive position, as is evident in the average 
grade of the students. At the same time they can be 
conceptualized as centers as the curriculum is intertwined - this 
being evident in the way students of one specialization take 
courses from another department. This way departmental 
capabilities are developed, which bring with it the unit 
becoming better at both its primary goal (grooming its own 
students) as well as the secondary goal (having a curricula, 
which is useful for other parts of the school) - the two together 
maximizing the performance of the entire organization [20].  

IV. DATA ON COOPETITION  
The data on coopetition comes from Tallinn School of 

Economics and Business Administration (TSEBA) of Tallinn 
University of Technology (TUT). It consists of 331 students, 
who have graduated the curriculum “Business” during the time 
span 1997-2010. We have information regarding the courses 
that the students have attended, the grades they received, as 
well as on the departmental final specialization chosen. 
Altogether, students have attended 759 courses. The course 
selection data follows the power law. The four specializations 
of TSEBA are: finance, marketing, accounting and 
management (see Table 1). 

TABLE I.  THE STUDENTS AND THE SPECIALIZATIONS OF THE BUSINESS 
SCHOOL TSEBA STUDIED. 

Specialization Number of students 

Marketing 87 

Finance 74 

Management 71 

Accounting 99 

Total 331 

 
As the first step of analysis, a binary matrix - with rows 

representing the students and columns representing the courses 
attended - is constructed. 

This matrix is about 95% sparse. Next, a 331x331 distance 
matrix between all the students is formed. At first, Hamming 
distances are used - counting the total number of different 
courses selected by the two students. The second step involves 
the calculation of the similarity matrix, by taking the reciprocal 
value of the distance. In order to later select the threshold, we 
also calculate the histogram of the similarities (see Fig. 2). 

V. AN APPLICATION OF THE METHOD 
We begin by applying a fast modularity heuristic [2] to the 

entire 331x331 similarity matrix - in its original form 
(threshold 0), as well as with 95% of smallest values removed 
(threshold 0.11, cf. the histogram in Fig. 2). While the full 
similarity matrix has the departmental specialization of 
students detected badly, resulting in 16 mixed communities 



 

detected; sparse matrix ends up having 8 communities, students 
of each specialization being divided between two communities 
and all communities begin comprised of only one type of 
students. 

As heuristic modularity algorithms have potential 
community detection problems of intrinsic nature, we want to 
abstract ourselves from such and hereon look at the detection 
of communities backed by the strict optimality of the 
modularity criteria.  

As we use Gurobi engine of Analytic Solver Platform and 
require to solve well over thousand problems, our graph size 
chosen has 36 nodes; thus being with 1296 binary decision 
variables and 22752 (36+1296+21420) constraints. This 
problem has a solution time of roughly 90 seconds.  

As there are only 36 nodes in the graph, we sample 18 each 
from two specializations, for one optimization. There are six 
combinations to sample two out of four specializations. We 
sample each specialization combination 8 times. We vary the 
threshold criteria from 0 to 0.12 by 0.01 steps. Thus at this step 
we perform 6*8*13=624 optimizations.  

The results are depicted on Table 2, showing the average 
number of pure clusters obtained. In about 5% of optimizations 
the result had one cluster that was not “pure” - that is it 
contained more than one type of specializations - these 
optimizations are omitted from the results. For different 
threshold levels, the average number of clusters varies between 
4.56 and 10.90, being at its worst levels when the threshold is 
either too low or too high. Clearly the optimal threshold level, 
for our data, is 0.07. 

Next, we look at the fact, that there are four clusters in each 
optimization, not two - while at the same time, the clusters are 
almost always “pure”. We study the subcluster stability within 

each specialization. In order to do that we set the threshold 
level at 0.07. We use all the six combinations of 
specializations. We sample each combination 100 times. This 
way we now perform 1*6*100=600 optimizations. 

The results are depicted on Figure 3, showing very good 
stability. For all four specializations, the two internal 
subclusters (which can be seen from the “checkerboard” 
pattern) can easily be permuted together, leaving very little 
noise off-diagonal. The reason for the emergence of such 
internal subclusters, however, is a topic for a follow-up 
research. It can tentatively be surmised, though, that perhaps 
the reason is the revamp of the curriculum, undertaken to move 
on with the Bologna Process. 

VI. COOPETITION SCORE OF THE DEPARTMENTS 
Having detected the departmental specializations, we next 

measure their coopetitive stance, as we have done in [20], by 
using the current data table. 

The competitive position of a department is evident in the 
average grade of its students. For the cooperative position we 
look at traditional conductance of social  network  analysis 
[11]: 

This uses students as proxies, for showing how interlinked 
the curriculum is. If there are enough Management students 
taking Finance courses, it will be evident in the similarity 
matrix. We normalize both scores as percentages of the 
maximum, and calculate the coopetition score as an equally 
weighted average of the two.  

TABLE II.  THE AVERAGE NUMBER OF “PURE” CLUSTERS OBTAINED, DEPENDENT ON THE THRESHOLD SELECTED, ACROSS ALL THE TWO-FOLD SAMPLING 
COMBINATIONS OF THE FOUR SPECIALIZATIONS; 18+18 STUDENTS WERE SELECTED FOR EACH OPTIMIZATION

Threshold 

Specialization pair 

Marketing-
Finance 

Marketing-
Management 

Marketing-
Accounting 

Finance-
Management 

Finance-
Accounting 

Management-
Accounting 

Grand 
Total 

0 7,88 8,75 7,5 8,88 9,13 9,75 8,65 
0,01 7,88 8,75 7,5 8,88 9,13 9,75 8,65 
0,02 7,88 8,75 7,5 8,88 9,13 9,75 8,65 
0,03 7,88 8,75 7,5 8,88 9,13 9,75 8,65 
0,04 7,88 8,63 7,5 8,88 9 9,63 8,58 
0,05 6 6,63 6 7 7,88 7,75 6,88 
0,06 4,38 4,13 4,75 5,13 6 5,25 4,94 
0,07 4,13 4,25 4,5 4,63 5,13 4,75 4,56 
0,08 4,63 5,25 5 5,5 5,88 5,38 5,27 
0,09 5,13 5,75 5,75 6,38 6,75 6,13 5,98 
0,1 6,13 6,88 6,63 7,63 7,13 7,38 6,96 
0,11 7,88 8,75 7,88 9,25 8,75 9,38 8,65 
0,12 10,5 11,13 9,75 11,38 10,13 12,5 10,9 



Specialization 
Average 
grade 
(competititiveness) 

Conductance  
(cooperative 
ness) 

Average grade/ 
maximum 
average grade 

Conductance/ 
maximum 
conductance 

(EQUAL-WEIGHTED RELATIVE) CO-
OPETITION SCORE 

(Average grade/maximum average 
grade+ 

Conductance/maximum 
conductance)/2 

MARKETING 3,38 12,78% 92,86% 37,69% 65,27% 

MANAGEMENT 3,15 33,91% 86,54% 100,00% 93,27% 

FINANCE 3,64 32,85% 100,00% 96,87% 98,44% 

ACCOUNTING 3,35 15,75% 92,03% 46,45% 69,24% 

maximum 3,64 33,91%       

 

Fig. 3. The subcluster stability for the four specializations – Marketing, Finance, Management and Accounting, each matrix showing the “checkerboard pattern”, 
which can be permuted together, containing two clusters and very little off-diagonal noise.

The results are summarized in Table 3. The competitive 
position is the strongest for the Finance specialization. The 
curriculum of Management (which does worst in competitive 
terms), is the most interlinked with the others. The equal 
weighted score is the highest for Finance at 98%, but 
Management comes in as close second at 93%. Thus, our goal 
as a university would be to financially reward the coopetitive 
outcome, as we can ground our footing having detected the 
communities in a more sound manner. 

TABLE III.  THE COMPUTATION OF THE COOPETITION SCORE. 

 

VII. CONCLUSION 
This paper has combined the strict optimization of the 

modularity metric with the use of distance threshold method, 
showing the importance of discarding the noise, but retaining 
the signal. As the problem is NP-hard, data has been repeatedly 
sampled from the whole set. The communities detected this 
way have proven to be highly stable and more than 99% of all 
the clusters detected have been “pure” in the sense of being 
composed of only one specialization. We have found the 
optimal threshold level for our data to be 0.07. At the same 
time the detection of clusters has been performed in a fractal-
like self-similar fashion, discovering them on a small scale and 



finding validation in the whole data set. The detection of 
communities has served the purpose of calculating the 
coopetition score for a department. This has shown to be 
dependant upon competitive well-being, as in the case of 
Finance, but also strongly influenced by how well the 
department serves the rest of the business school, as in the case 
of Management. 
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Abstract— The goal of the paper is to predict student 
retention by using linear discriminant analysis with 
bootstrapping. The result (93%) provides accuracy superior to 
the bootstrapping of a comparative method, as well as to the non-
bootstrapping variations. In order to perform discriminant 
analysis, we linearize a fractional programming method by using 
Charnes-Cooper transformation and apply linear programming, 
while the comparative approach uses deviation variables to 
tackle a similar multiple criteria optimization problem. We train 
the discriminatory hyperplane family and apply it to the testing 
set – thus arriving at a set of histograms. We analyze the 
histograms by using the simple mean – best for prediction – and 
a five-fold Kolmogorov-Smirnov test – best used for resources 
allocation, in order to act on the final results. Final results are the 
outcome of applying the hyperplane family on freshman data. 

Keywords— Discriminant analysis; linear programming; 
Charnes-Cooper transformation; Data Envelopment Analysis; 
bootstrapping; Kolmogorov-Smirnov test; histogram; data mining; 
student retention; student dropout; churn; 

 

 

A. Problem description 



B. Charnes-Cooper transformation approach to the MCLP 

 

   

Figure 1. Separating hyperplane, the correct and erroneous distances of data points.



 

A. The procedure 
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Visual matrix explorer
for collaborative seriation
Innar Liiv,1∗ Rain Opik,1 Jaan Ubi2 and John Stasko3

In this article, we present a web-based open source tool to support cross-
disciplinary collaborative seriation with the following goals: to compare different
matrix permutations, to discover patterns from the data, annotate it, and accumu-
late knowledge. Seriation is an unsupervised data mining technique that reorders
objects into a sequence along a one-dimensional continuum to make sense of the
whole series. Clustering assigns objects to groups, whereas seriation assigns objects
to a position within a sequence. Seriation has been applied to a variety of disciplines
including archaeology and anthropology; cartography, graphics, and information
visualization; sociology and sociometry; psychology and psychometrics; ecology;
biology and bioinformatics; cellular manufacturing; and operations research. Inter-
estingly, across those different disciplines, there are several commonly emerging
similar structural patterns. Visual Matrix Explorer allows users to explore and link
those patterns, share an online workplace and instantly transmit changes in the
system to other users. © 2011 John Wiley & Sons, Inc. WIREs Comp Stat 2011 DOI: 10.1002/wics.193

Keywords: seriation; matrix reordering; collaboration; information visualization

INTRODUCTION

This article introduces a web-based tool for
exploratory visual analytics—Visual Matrix

Explorer (VME)—that enables dynamic evaluation
and visualization of matrices, and the linking of
different seriation results. The main motivation for
this article was to change the tradition of literature
review being a static textual result and to allow
for an interaction between different theories and
methods presented in overviews. Current article is
complementing a recent literature review1 on seriation
and matrix reordering. We presently use the tool to
evaluate, visualize, and link different seriation results
from different disciplines, but the real value is much
broader due to seriation being one of the fundamental
learning components2 to organize events, objects or
other phenomena we are looking to understand.

VME is a tool for researchers investigating sur-
veys and questionnaires, social networks, process
execution logs or other data that can be expressed in a

∗Correspondence to: innar.liiv@ttu.ee
1Department of Informatics, Tallinn University of Technology,
Tallinn, Estonia
2Computational Systems Biology Laboratory, University of Georgia,
Athens, GA, USA
3School of Interactive Computing, Georgia Institute of Technology,
Atlanta, GA, USA

DOI: 10.1002/wics.193

tabular form. It supports dynamic theory building and
comparison, allowing the user to interactively explore
and link any rankings of importance, interestingness,
and focus (from any theory)—and finally settle for a
suitable interpretation. The dynamic nature of the tool
is additionally manifested in the capability of focusing
on a subset of data and running operations therein.

This article is not just about comparing the
results and theories of seriation and clustering,
but—using the terminology of information visual-
ization and interaction—is concerned with cross-
disciplinary and cross-theory brushing.3 VME gives
the user a possibility to inspect, whether a collection
of facts—a meaningful knowledge in one discipline—
can yield relevant structures in other theories, adds
new opportunities for exploratory data analysis and
knowledge discovery in general.

The article is organized in the following way. In
the next section, the difference and interplay between
seriation and matrix reordering is described, fol-
lowed by a brief discussion. In Section ‘Comparing
Theories’, the objective of finding related traits in
different theories is elaborated. In Section ‘The Func-
tionality of VME’, the functionality of the tool is
described. Section ‘Illustrative Examples from Differ-
ent Disciplines’ contains several accounts of explo-
ration from different disciplines, each with unique
investigative and analytical tasks, but a shared general
goal.

© 2011 John Wi ley & Sons, Inc.



Advanced Review wires.wiley.com/compstats

SERIATION AND MATRIX
REORDERING

As stated in ‘Introduction’ section, seriation assigns
objects to positions in a sequence, according to
some predefined principle and objective. An intuitive
example would be a shopping list that some people
write down before a visit to a store. This list can be
compiled in multiple ways. Depending on the organi-
zation, it can serve different goals—either to contain
just the original information (what to buy?) or to
include a categorization and ordering (seriation) in
some way more reasonable for shopping (e.g., to pri-
oritize or to minimize the walking distance in a shop).
An interested reader is referred to Belknap’s recent
book about ordering lists.4 Seriating a data table is a
natural two-dimensional extension to organizing lists,
where both rows and columns can be reordered.

While new methods of manipulating and storing
data are being developed and brought into main-
stream, the table (matrix) with its method—the
spreadsheet—remains the predominant form of stor-
ing data,5 already, since the ancient times.6

When finding a seriation for a matrix we can,
depending on the optimization objective, perform
it independently for the rows and the columns as
suggested by Lenstra,7 or do it in a dependent man-
ner recommended by Niermann.8 The combinatorial
optimization problem is essentially one of finding a
permutation, thus being in a factorial search space and
using (often greedy) heuristics. As Figure 1 depicts the
process of seriation by the classical example of Bertin’s
townships,9 it can be observed that the result makes
the relationships and patterns within the dataset more

evident—most importantly without any dimensional-
ity or other reduction in the data. Note, that after the
initial data has been discretized, visualization trans-
forms ones into black dots with zeroes forming the
white background, using coding similar to a seriation
package in R environment.10

The research of seriation and matrix reordering
methods go back more than 100 years.1 However,
with a few exceptions, the research has only con-
centrated on choosing the best static representation,
whereas according to the information visualization
studies, the interaction with the representation should
add a lot of extra value.11,12 One example of an inter-
esting, visually appealing and interactive interface of
representing matrices is NodeTrix13 which, concen-
trates on one-mode networks (graphs) and does not
include support for most of the functionality described
in the following sections. From the perspective of rig-
orous comparison of different vertex ordering and
matrix permutation algorithms, the reader is referred
to a recent study by Mueller et al.14 VME, described in
this article, can be thought of as a perfect environment
for such comparisons, also enabling different kinds of
interaction with such matrices, in order to highlight
the differences and to support the final interpretation
of the results.

COMPARING THEORIES

Is the psychoanalytic theory of Freud better than the
self-concept theory of Rogers? While such questions,
in any discipline, may be inadequate at general level,
they are of primary concern for the explorer and exper-
imenter. Even if the experimenter does not have any
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FIGURE 1 | Workflow from acquiring predicate data to visual knowledge mining.
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FIGURE 2 | A dataset rendered in different permutations.

preferences, there should be and efficient and objective
way to analyze the differences. As stated by Kelly,15 ‘a
theory may be considered as a way of binding together
multitude of facts, so that one may comprehend them
all at once.’ Therefore, it is the facts, which allow
explicit binding between different views and theories.

In the following example, the previous dataset
is depicted in the top center position of Figure 2.
This image also includes five other orderings from dif-
ferent algorithms originally meant to serve different
disciplines. Technically, each of those can perform a
combinatorial optimization using a different objective
function, however fundamentally, all of those objec-
tive functions were tailored to emphasize as much
similarities and visual clusters in the dataset as possi-
ble. These objective functions, therefore, were based
on slightly different assumptions, biases and subjective
beliefs.

While there may not be a single specific lay-
out of the data that brings out the ‘natural structure’
of the dataset, we can identify different interesting
aspects from each different view. An interested reader
is referred to an extended historical review16 in the
search for the ‘natural structure’. The tool presented
in this article would allow comparing those different
methods and approaches in order to find the natural
system of things under observation.

In the view ‘Bertin’s manual reordering’
(Figure 2) of data, VME is utilized for highlighting
different subsets of data using different colors. There-
after, the displacement of Bertin’s blocks in other
views of data becomes evident, allowing for a com-
parison of different results.

In Figure 2, magenta-colored region has the
characteristics of a medium-sized rural settlement.
Settlement 3 serves as a transition from a rural

settlement to an urban township. The key attribute
of this shift (police station) is separated by the BEA
algorithm and colored in teal.

One dataset can have many different
representations—in this case, permutations of rows
and columns. In cellular manufacturing, ‘similar’
machines are placed adjacently, thereby improving the
process flow,17 by reducing worker round-trips in the
factory, and minimizing the time required for trans-
portation of materials between machines. In such a set-
ting, rows of the matrix can represent machines while
columns stand for processes, for which the machines
are utilized. McCormick et al.18 created a seriation
method Bond-Energy Algorithm (BEA, Figure 2),
which effectively maximizes the contiguous chunks,
as clumps of data get placed next to each other.

Contiguous chunks can be interpreted as
machines that should physically be placed together. If
solitary bridges between chunks exist, they are, in the
manufacturing workflow, usually interpreted as bot-
tlenecks (in terms of time or material transportation).

When, from the field of social sciences, we con-
sider social network analysis, an interesting parallel
with the aforementioned manufacturing concepts can
be drawn. The graph structure of a social network
can be represented using an adjacency matrix, which
in itself is easy to visualize. One difficulty in net-
work analysis, though, is the calculation of a layout
for a graph—as the nodes of the network do not
contain any inherent ranking properties. The process
of applying cellular manufacturing matrix seriation
(searching for chunks) on the adjacency matrix yields
a rank for each object. The chunks in the data and
the bridges can, respectively, be considered as groups
of friends and mediators in between, and the rank-
ing information can be used while constructing the

© 2011 John Wi ley & Sons, Inc.
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layout. In network analysis, a clique is an often-
sought structure, which, commonly defined as an
inclusive group of friends, colleagues or individuals
in general, helps to identify like-minded communities
sharing the same knowledge, interests or ideologies.
It should be noted, though, that often the graph-
theoretic definition of a clique—a group where each
member is connected with every other member—
cannot be exploited, because real-world data rarely
exhibits perfect structures. However, an exploration
of reasons behind these irregularities could be of inter-
est, for instance, if Alice socializes with Bob and Carol,
what hinders Bob from befriending Carol? VME
attempts to present a supplementary instrument for
analyzing networks by utilizing aforementioned visual
clustering in discovery of communities and anomalies
therein.

THE FUNCTIONALITY OF VME

As stated in the brief discussion of seriation,
research has traditionally concentrated on the best
static representation of data, whereas VME enables
interaction and, also, lets the user focus on a subset
of interest. The functionality of the tool has been
designed with the help and methodological guidance
from the frameworks and taxonomies by Wehrend
and Lewis,19 Shneiderman,20 Amar and Stasko,21 and
Amar et al.22 that concentrate on the analytical tasks
people undertake while investigating a dataset.

VME is a web-based tool that enables visualiza-
tion and analysis of binary matrices. The input files are
stored in a comma-separated values (CSV) format and
may contain descriptive labels for rows and columns,
as illustrated in the top-center plot of Figure 1. The

system can be run in a web-browser supporting CSS,
JavaScript, and Canvas elements.

Operation of VME is organized into workspaces.
A workspace is a shared collaborative environment,
which also acts as a tracker of actions taken by the
user. The path of exploration and hypothesis discov-
ery of an analyst is recorded in his ‘trail of thought’,
which is shared across all browsers displaying the cur-
rent workspace. There can be multiple workspaces of
one file which is useful for following alternative trails
of thought.

The workspace contains a side-by-side grid of
graphical plots visualizing the dataset under different
‘Permutations’ (Figure 3), each of which is the result
of applying one algorithm. The algorithms include:

• orig—stands for the original dataset;

• countones—our fast O(n log n) heuristic for
larger matrices, based on sorting by the frequency
of ‘ones’;

• conf—conformity scale; minus—minus tech-
nique, and plus—plus technique—algorithms
from the Monotone Systems metaheuristic by
Mullat23 and Vyhandu.24

• bea—McCormick’s BEA.18

• roc2—an enhanced rank order clustering by King
et al.25

• modroc—an extension of the rank order cluster-
ing for group technology by Chandrasekharan
and Rajagopalan.26

• art—a Carpenter–Grossberg neural network
based clustering by Kaparthi–Suresh27 and
Kusiak–Chung.28

Analysts collaborating
in this workspace

Different representations of the dataset
calculated by permutation algorithms

Selecting a pattern using a drag-
and-drop rectanlge

Controls for
zooming the plots

< File management

Operations

Highlight region

Remove all regions

Weightplot

Regions

Mark the selected
pattern with a color

Comments

Add comment

Rain Innar

Orig

Plus Bea Roc2 Modroc

Countones Conf Minus

Art Zodiac

Zoom & layout

−

c 3.9

3.9

Columns:

+x +

+y

−x

4

−y

∼∼

Navigation: kelly-repertoryGrid-3.csv

FIGURE 3 | An overview of the VME workspace.
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< File management

Operations
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Zoom & layout
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Navigation: kelly-repertoryGrid-3.csv

Orig

Plus Bea Roc2 Modroc

Countones Conf Minus

Art Zodiac

Comments

Rain Innar

pal
Same age <-> Different ages

Changes color
for the pattern

Opens the highlighted pattern in a separed (isolated) matrix
- views sub-patterns inside this pattern

Identification of the
datapoint (row the
column labels)

Workspace logbook:
goals, comments and
unexplored avenues

Pattern   ideal person′′ in different permutations

List of patterns with
names and annotations

Drilldown Remove

Drilldown Remove

Rejecting-threatening

Sociable, does not believe in god.
interestingly includes ex-flame

Regions

Ideal person

Techer, successful person, happy person
expressing religiousness, acceptance for
parent, achievements and belief in education

Add comment

From: Rain (2011-03-30 16:11;11)
I′ve found a concept of an ideal person -
see violate region

From: Innar (2011-03-30 16:19;36)
Iook at zodiac, add the neighboring
similar chunks so it forms a larger cluster

From: Innar (2011-03-30 16:27;49)
what′s the large block in the centre of
zodiac?

FIGURE 4 | Workspace with two highlighted patterns.

• zodiac—ideal seed method for part-family and
machine-cell formation in group technology by
Chandrasekharan–Rajagopalan.29

The system is open for extensions and new
permutation algorithms can be included easily.

Depending on the size of the dataset and the
size of the browser’s viewport, a scaling factor may
be necessary to fit images inside the window. In the
case of large matrices, a single pixel on the screen
may consist of multiple data points, similar to the
information mural technique.30

A rectangular region of a permutation can be
selected by clicking-and-dragging, as shown in the
Figure 3. The selected region (‘clump of points’)—a
subset of objects and attributes—is consequently
brushed3 with color on every plot, thereby enabling
a comparison of results of different theories. In order
to further identify and interpret the results, individual
data points can be inspected with mouse which will
result in the associated object and attribute name being
displayed.

After consulting with data point names, a user
can assign a descriptive name for the region. The
system is designed to support easy capturing of
hypotheses, for the purposes of exploration, inter-
pretation, and reporting. Each pattern can be com-
plemented with a detailed annotation which enables
sharing the intent of the analyst instantly among fel-
low collaborating users. Newly identified patterns,
their descriptions and explanations are delivered to all
members of the workspace in a real-time fashion. A

general commenting section provides a tool for driv-
ing the analysis process. It can be used as an accessible
place for storing goals, unexplored alternative paths
and general remarks. Figure 4 illustrates a workspace
with two brushed regions along with annotations.

VME has a ‘drilldown’ feature that is in its nature
similar to financial reporting and OLAP (see Ref 31
for an overview), in case of which transactions of a
specified set of accounts are queried in detail. Drill-
down can be used in order to reveal weaker patterns
in the dataset (Figure 5, in pink). A weaker pattern,
in our context, means a structural phenomenon of the
dataset, which does not emerge clearly in the overall
view; but if the structural constraints from other, more
evident patterns are removed, will present interesting
traits. In other words, we may say, that before drilling
down we have a limited number of degrees of free-
dom for expressing patterns, as the rows or columns
of the table cannot be split into two or more inde-
pendent parts. Procedurally, the drilldown launches
a new workspace that contains the results of all seri-
ation algorithms applied only on the selected data.
While considering Figure 5, we may also state, that if
a set of variables and objects cause a certain pattern to
emerge on many permutations, it would be of interest
for the researcher to be focused on.

The time of calculation depends on the size of
the dataset: for smaller datasets (less than 100 rows or
columns) the results are displayed instantaneously. For
moderate matrices (the number of rows and columns
being between 100 and 1000), the permutations are
displayed as soon as the corresponding calculation
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FIGURE 5 | Viewing the contents of the pink region—the results of a drilldown.

has completed. The inclusion of fast heuristic seri-
ation methods provides user with a quick approximate
overview, while more accurate albeit slower permuta-
tions are being processed. In the case of medium-sized
datasets, ranging up to 5000 rows and columns,
the computational complexity of seriation algorithms
impacts the responsiveness of the drilldown operation,
for most algorithms have time-complexity of O(n3) or
more.

We have successfully used count of ones and
conformity scale methods to seriate large binary
matrices of approximately 1M rows by 1k columns,
although experiments show that algorithms with time-
complexity beyond O(n2) do not exhibit practically
applicable execution times. As an example, the com-
putation times for the Mammals dataset32 described
below (1597 rows and 3873 columns), vary from sev-
eral seconds for simpler algorithms (countones, roc,
art) to 20–25 min for cubic-time permutations (plus,
minus, bea) on a virtual Intel® Pentium® G6950
2 GHz processor with 3.5 GB of memory.

The computation of permutations is handled
server-side and the system is designed to launch sev-
eral algorithms in parallel. The processing components
can be distributed across several computers, which
can include cloud-based computation services such as
Amazon Elastic Compute Cloud. This architecture has
relatively modest requirements for the client computer
displaying the web-based user interface. However, the

proposed tool is currently not suitable for visualizing
large datasets because of prolonged data transfer times
and limited client-side in-browser processing capabil-
ities, being hindered mainly by browser’s JavaScript
engine speed.

All plots can be transformed to a spreadsheet
format for detailed offline analysis. The exported files
are also in the CSV format.

ILLUSTRATIVE EXAMPLES
FROM DIFFERENT DISCIPLINES

In order to put forth two exemplary applications
of working with VME, we are firstly going to turn
to the field of psychology. The dataset depicted in
Figure 6 is a classical example from Kelly’s theory of
Personal Constructs.15 We are considering an inter-
viewing technique called repertory grid, which allows
a psychotherapist to identify semantic constructs of
an interviewee by coming to a consensus on a com-
mon set of concepts. In order to construct the matrix,
the psychotherapist enumerates a set of individuals
which will range from those with concrete roles,
like a mother or a friend, to abstract individuals,
possessing certain values, like, for example, an eth-
ical person. The interviewee is asked to formulate
his personal constructs that are to be assigned to
the figures. A construct is a contrasting or some-
times discordant pair of terms (as perceived by the
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FIGURE 6 | An example repertory grid.

Orig Countones Conf Minus Plus

Bea Roc2 Modroc Art Zodiac

FIGURE 7 | Repertory grid visualized in multiple permutations.

interviewee), such as ‘understanding person—igno-
rant person’. However, as the interviewee may have
several meanings for the term ‘understanding’, it is
up to the psychotherapist to identify the sets of
opposite pairs—for example, to distinguish between
‘understanding—ignorance’ and ‘understanding—dis-
agreement’. The constructs will thereafter be applied
to individuals, starting from concrete persons—family
members and loved ones—and moving on to more
abstract images of a threatening, attractive, or happy

person. For a data analyst, Kelly’s repertory grid tech-
nique can be considered as an interesting attribute
discovery process for objects under investigation.

An example of the resultant table is depicted in
Figure 6 which is fed into VME for seriation and visu-
alization. In Figure 7, each tick of the grid is rendered
with a black dot.

As we did in the case of Bertin’s townships
(Figure 2), we are now going to work with multiple
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Orig Countones Conf Minus Plus

Bea Roc2 Modroc Art Zodiac

Magenta Blue Cyan Black

FIGURE 8 | Two highlighted patterns: magenta for a concept of loveable woman and blue for a rejecting-threatening person.

permutations. We will try to highlight relevant infor-
mation therein, as relatedness is manifested in the
adjacent placements by seriation algorithms.

In the bea permutation, the top-left corner con-
tains two connected clumps (colored in magenta and
blue in Figure 8), which in terms of cellular manufac-
turing can be described as sequential work cells. Con-
sulting the attributes of the topmost cluster (in pink), it
may be hypothesized to represent persons of opposite
sex, who are of interest—a spouse, ex-flame, or simply
an attractive person. All persons considered are female
and will thereafter be marked ‘loveable woman’.

Moving down from the pink cluster, the next
clump is interesting. Ex-flame is placed side-by-size
with an image of rejecting and threatening person.
Constructs that are manifested by these roles are socia-
bility, lack of belief in God and friendship with the
interviewee. This cluster is marked with blue color
in Figure 8. However, other permutations suggest
including additional constructs for better comprehen-
sion of the concept ‘rejecting person’.

In the roc2 permutation, the aforementioned
properties lie in a contiguous clump in the top-left
corner. Roc2 aims to solve the same cellular manufac-
turing problem as bea, however, the algorithm tries
to organize the matrix in a block-diagonal form.25 By
expanding the blue-colored region, three additional
descriptions of a rejecting person can be found: belief
in a higher education, thinking like the interviewee
and not being athletic. This operation of expanding
a cluster in a parallel permutation, however well
justified by the optimization algorithm’s similarity

measure, seems hard to vindicate in the psychological
context. However, given the emotional and irrational
nature of personal constructs, these controversial clus-
ters provide a topic for a further interview.

On the bea permutation (Figure 9) a third, fairly
solid block—that is located in the middle of the
matrix—has been colored in violet. The individuals
that take part in this pattern are successful person,
happy person, and teacher. Looking at the represented
constructs, achievements, belief in higher education,
high morality, religiousness, and acceptance as a par-
enting role, are involved. Thus this person could be
conceptualized as an ‘ideal person’.

We have so far considered two processes—one
being clarifying (by building roles and constructs)
and the other being interpreting (e.g., by considering
the permutation matrices). These can, however, be
reciprocal. As the solid block mentioned above con-
tains one inconsistency, the psychotherapist can now
further investigate, whether great achievements are a
prerequisite for someone to be considered a rejected
teacher—as a correction would suggest.

By further trying to expand the current contigu-
ous regions, we turn to the zodiac plot. The nearest
similar blocks (in plum) can be attached to the violet
region. This addition expands the interviewee’s con-
cept of an ideal person with two roles: mother and
an ethical person. Note that this large cluster is unob-
tainable with a single rendering of the matrix, but
in turn is seemingly justifiable in the context of our
interpretation.
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Orig Countones Conf Minus Plus

Bea Roc2 Modroc Art Zodiac

Magenta Blue Cyan BlackPurple Plum

FIGURE 9 | Violet and plum regions representing a concept of an ideal person.

Secondly, we are going to consider an example
from paleontology. The Neogene of the Old World32

database contains taxa of land mammals in various
localities across Europe. The original dataset includes
a number of attributes: the taxon of the finding down
to the species level, the geographical coordinates of
the locality, an estimate on the size and the body mass
of an animal, an assessment of the dietary habits of
an animal, etc. (Figure 10).

The aggregated fossil matrix is much larger than
the previous examples we have considered: roughly
3800 species mark the columns, while 1500 sites are
on the rows of the matrix. Judging by the dimen-
sions of the table, an investigative strategy of studying
the findings of a certain species or a comparison of

taxa between two sites would be too time-consuming.
However, as visual clusters tend to be formed as a
result of seriation, the aforementioned brush and drill-
down techniques can aid in dividing the data table into
smaller, clear-cut parts. A high variety of seriation
algorithms implemented grants additional freedom:
albeit certainly not being rigorously provable, the
experience shows that at least one of the permutations
usually yields some discriminating clusters.

In Figure 11, the most clear-cut seriation results
are visible on conf and plus permutations (less tangi-
bly on minus). The most typical findings are located
in the corner of the table (in black), dissimilar
species, in terms of distribution amongst localities, are
colored.

1

1 1

1
1 1

1

1

1

1

1 1
11

Sites Species

Lid:20001: Steinheim, Germay (48 42 0 N, 10 3 0 E)

Lid:20002: Sansan, France (43 54 0 N, 0 30 0 W)

Lid:20003: Pasalar, Turkey (40 0 0 N, 28 30 0 E)

Lid:20004: La Grive St. Alban, France (44 0 0 N, 0 0 0 E)

Lid:20006: Artenay, France (48 6 0 N, 1 54 0 E)

Lid:20007: Bézian, France (44 12 0 N, 0 54 0 E)
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FIGURE 10 | Findings of mammal species by location, a subset.
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FIGURE 11 | A visualization of the fossils dataset, rows represent sites, columns mark species.

Orig Countones Conf Minus Plus

Roc2 Art ZodiacBea

FIGURE 12 | Drilldown of the black dense region. Art and zodiac permutations introduce clumps that were not detectable on the original matrix.

According to the Monotone Systems meta-
heuristic algorithms (conf, plus, minus), the dense
black part contains the strongest influencers. Drill-
down operation on that part reveals a fern-like
clustering on the submatrix as well (Figure 12,

plots conf and plus), thus constituting a fractal-
like structure. As the submatrix has more degrees
of freedom, cellular manufacturing algorithms art and
zodiac are able to produce fairly solid rectangular
clumps.
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FIGURE 13 | Two sites of insectivores and rodents in Germany and France.

Figure 13 represents the blue-colored region of
Figure 11. On the bea permutation we see clusterings
with familiar shape (here colored in green and red),
which are findings of several rodents and insectivores
in France and Germany, the similarity of which should
further be investigated. The purple line connecting the
two clumps (in cellular manufacturing terms, a bot-
tleneck), is an emphasized species (family Soricidae,
with a common name shrew), being present at both
sites.

Returning to the initial dataset in Figure 11, the
loosely organized subset—in violet—can be consid-
ered as follows. The diagonal in the plus permutation
features small connected blocks instead of a smooth
curve—a hint that the datapoints can be divided
into disjoint clusters of species across all sites. Drill-
down of the violet region—in Figure 14—confirms
the suggestion as several permutations present 5–6
disjoint clusters—a subject of discussion with fellow
analysts.

CONCLUSION

This article presented a collaborative exploratory data
analysis tool, VME, to analyze and compare different
views of the same data. VME can also be considered
as a tool to interact with seriation literature reviews
and comparisons. There are a lot of tools for software
visualization and information visualization, but, so
far, no tools for comparing different scientific results,
theories, assumptions, and biases. As an example, a
bottleneck in cellular manufacturing seriation result
may stand for a mediator in social network analysis.

VME also records the analytical activities and
allows for web-based collaboration, as multiple users
can operate on the same workspace, share comments
and details of the exploration process.

We also emphasize collaboration on two
different levels. First, that concerning the technical
aspect of several people working simultaneously in
a web-based environment. Second, allowing people

Orig

Minus
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Countones

Plus

Art

Conf

Bea

Zodiac

FIGURE 14 | Details of the comet-tail violet pattern in the initial matrix.
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from different disciplines to work with the same
dataset and to share a set of patterns, whereas main-
taining their disciplines’ traditional view.

In this article, VME has been applied to
three datasets—those of Bertin’s classical example
of townships,9 the theory of personal constructs
in psychology15 and European land mammals in
paleontology.32 Several interesting avenues of future
research can be identified. Regardless of the analytics
topic and task, one might be interested in logging
the process of investigative data analysis. From

such logs, when reasonably annotated and struc-
tured, it might be possible to extract a metaprocess
for data exploration and collaborative data explo-
ration. Certainly, a creative investigator can not be
modeled, but most of the methodological repeti-
tive steps a regular data investigator takes, could
help to build a data mining, information visualiza-
tion and interaction methodology using a bottom-up
strategy.

VME is available as an open source project on
SourceForge33 for research purposes.
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