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Introduction 
 
In 1987, Donald J. Cram, Jean-Marie Lehn, and Charles J. Pedersen were 
awarded with the Nobel Prize in Chemistry “for their development and use 
of molecules with structure-specific interactions of high selectivity”, which 
illustrates the overall significance of supramolecular chemistry.1,2 Host-
guest chemistry is part of supramolecular chemistry, which describes 
complexes composed of two or more molecules or ions that are held 
together in particular structural relationships by non-covalent interactions.3 
Host-guest chemistry has become an important discipline and there is a 
wide range of applications where the hosts can be used (e.g., chemical 
sensors4, catalysts5, stabilizers6, traps to collect hazardous materials7, drug 
delivery vehicles8, enantiomer separation9, etc.). 
 
A fine example of a host is the cucurbituril10, which, besides multiple 
homologues, has a variety of derivatives, analogues and congeners with 
diverse complexing abilities as described in a review by Lagona et al11. The 
cucurbiturils form inclusion complexes with various cations, anions and 
neutral molecules which have been described in a review by Masson et al.12 
The first enantiomerically pure member of the cucurbituril family is the (all-
S)- and (all-R)-cyclohexylhemicucurbituril,13 the computational study of 
which will be presented in the current thesis. 
 
During the last decade, the use of computational methods for understanding 
and explaining the experimental data of host-guest chemistry has grown 
steadily. One of the reasons behind it is the increase of computational 
capabilities, which allows handling of supramolecular systems with 
relatively high accuracy and within a reasonable time frame. The best ratio 
between accuracy and cost has been achieved with the density functional 
theory, which has become the workhorse for studying the host-guest 
chemistry computationally.14a 
 
This thesis is composed of computational work on the geometries of empty 
cyclohexylhemicucurbituril homologues and their (inclusion) complexes 
with various guests. Besides the geometries, the electronic structure of the 
hosts is studied to explain the binding properties of cyclohexylhemi-
cucurbiturils. In addition, the mechanism of the reversible macrocyclization 
from one homologue to another is proposed. 
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1. Literature overview 
 
1.1 Theoretical background 
 
1.1.1 Quantum Chemical Methods 

 
The cornerstone of quantum chemistry is the time-independent Schrödinger 
equation. It is a partial differential equation which describes stationary 
states of atomic and molecular systems: 
 

Ĥ߰ ൌ  ߰ܧ
 
A wave function (ψ) describes a quantum state of an isolated system of one 
or more particles. The Hamiltonian (Ĥ), which acts on the wave function, is 
an operator corresponding to the total energy (E) of the system. The total 
energy is generally the sum of the kinetic and the potential energy, but it 
depends on the Hamiltonian being used.15a 
 
For hydrogen and hydrogen-like atoms (He+, Li2+, etc.) the exact wave 
function is known and the Schrödinger equation is analytically solvable. If 
the system has more than one electron, the interelectronic repulsions must 
be taken into account which makes the Schrödinger equation insolvable 
without approximations.15b 
 
The Hartree-Fock (HF) method was developed to construct an approximate 
wave function, which could be solved using the Schrödinger equation. The 
Born-Oppenheimer approximation is inherently assumed, thus only the 
electronic Schrödinger equation is solved. The HF wave function is 
obtained by generating an initial wave function, which is a product of one-
electron orbitals (neglecting the interelectronic repulsions). The orbitals are 
represented as linear combinations of a set of known functions (basis 
functions). To satisfy the antisymmetry principle, a Slater determinant is 
constructed from the one-electron orbitals and the spin-orbitals are used 
instead of spatial orbitals. While each electron moves independently, it still 
experiences the Coulomb repulsion due to the average positions of all other 
electrons. In addition, each electron experiences the exchange interaction 
due to the antisymmetrization (Slater determinant). To obtain better 
approximate wave functions the energy of the initial wave function is 
minimized using the variational method. The minimization process is 
iterative and for this reason the HF process is called a self-consistent-field 
approach.15b 
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While the HF wave functions take into account the interactions between 
electrons in an average way (HF potential), it does not consider the 
instantaneous interactions between electrons (electron correlation). Due to 
that, the HF method has been superseded by several post-HF methods, 
which have been developed for further improvement of description of 
electron correlation.15b The methods include configuration interaction16, 
coupled cluster17 and Møller-Plesset perturbation theory18 which are out of 
the scope of this thesis. 
 
1.1.2 Density Functional Theory 
 
The electronic wave function of an n-electron molecule in the HF method 
(and post-HF methods) depends on 3n spatial and n spin coordinates. In 
1964, Hohenberg and Kohn proved that the ground-state molecular energy 
(and other molecular electronic properties) can be determined by the 
electron probability density (ρ(x, y, z)) alone, which depends only on three 
spatial coordinates.19 The theory states that the ground state energy (E0) is a 
functional of ρ, thus E0=E0[ρ].15c Therefore the theory is called density 
functional theory (DFT). 
 
However, the Hohenberg-Kohn theorem does not state how to calculate E0 
from ρ and how to find ρ without finding the wave function.15c This was 
solved by Kohn and Sham by using auxiliary functions, which are nowadays 
known as Kohn-Sham (KS) orbitals, and an exchange-correlation energy 
functional (Exc[ρ]).20 As a side note, Kohn shared the Nobel Prize in 
Chemistry in 1998 “for his development of the density functional theory”.21 
 
In general, the steps involved in DFT calculations are similar to those of HF 
calculations and the procedure is called Kohn-Sham self-consistent field. 
The KS theory, like HF theory, uses spin-orbitals, but during minimization, 
an effective local potential is used instead of the HF potential. To 
distinguish these orbitals from their HF counterparts, they are referred to as 
KS orbitals. The aforementioned effective local potential incorporates the 
exchange-correlation energy potential to account for both the exchange and 
the correlation effects.14b This potential, in turn, is expressed as the 
functional derivative of the exchange-correlation functional, Exc with 
respect to ρ. 
 
The only problem in finding the ground state energy with DFT is that the 
correct functional Exc[ρ] is not known.15c A lot of approximate functionals 
have been developed for DFT calculations but the lack of a systematic 
procedure to improve the functionals is the main drawback of DFT. 
Nevertheless, DFT is a method used frequently due to its good ratio of 
computational cost and accuracy.14a 
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1.1.3 Quantum Theory of Atoms in Molecules 
 
The Quantum Theory of Atoms in Molecules (QTAIM) is a model, where 
the atoms and bonds in a molecule can be mapped through the topology of 
the electron density. The molecular structure is revealed by the critical 
points of the electron density (local maxima and saddle points) together 
with the gradient paths that originate and terminate at critical points. An 
example of a contour map of ethene with the gradient vectors is depicted in 
Figure 1. The maxima of the electron density on Figure 1 depict atoms 
(brown dots) and the saddle points depict bonds (blue dots). Besides 
studying chemical bonding and structures of chemical systems, QTAIM 
allows the calculation of certain physical properties on a per-atom basis. 
These properties include the strength and type of various bonds, the 
existence of aromaticity, the intramolecular interactions, etc.22 
 

 
 
Figure 1. Map of a gradient vector field of the electron density of ethene (including electron 
density contour lines). Gradient vectors are depicted as grey lines. Atoms are depicted as 
brown dots and bond critical points (BCPs) are depicted as blue dots. The figure is generated 
using an example within the Multiwfn23 program. 
 
1.1.4 Solvation effects 
 
Solvation effects are particularly challenging for computational chemistry. 
The reason for this is the difficulty of solving the Schrödinger equation for 
large, non-periodic systems. One way to tackle the problem is to model all 
or some parts of the studied system using molecular mechanics instead of 
quantum mechanics. The drawback of this approach is that it needs an 
efficient way to sample the potential energy hypersurface. Since the 
hypersurface has numerous local minima the sampling becomes the 
computational bottleneck.24 
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If the solvent molecules are not of primary interest, continuum models, 
which model the solvent as an infinite medium characterized by a dielectric 
constant, can be used.24 Amongst various solvation models of this kind, the 
conductor-like screening model (COSMO) is used in the current thesis. In 
the model, the solute molecule is embedded in a dielectric continuum and 
forms a cavity within the dielectric. The surface of the cavity is called the 
solvent accessible surface and is constructed using the sum of a van der 
Waals radius and an effective radius, which is empirically determined for 
each solvent.25  
 
The charge of the surface (surface segments) is calculated from the 
distribution of the electric charge of the studied molecule. From the 
calculated solvent charges and the charge distribution of the molecule, the 
energy of the interaction between the solvent and the solute molecule can be 
calculated.25 
 
1.2 General Overview of Macrocycles 
 
The main subject of the computational study presented in the current thesis 
is the cyclohexylhemicucurbituril (cycHC)13, which is a substituted 
hemicucurbituril (HC)26, which in turn is a subclass of cucurbiturils 
(CB)10,27. Thus the macrocycles reviewed in the current overview are CBs, 
HCs and cycHCs with a minor exception. Since cycHC is one of the few 
enantiomerically pure members of the CB family, a chapter is also dedicated 
to the best known chiral macrocycle, cyclodextrine (CD)28. 
 
To compare and classify different macrocycles, a set of measurable 
parameters is required to describe them. The dimensions, solubility, acidity, 
stability and electrostatic potential are the fundamental properties of CBs.11 
The dimensions which are compared are the diameter of the opening, 
diameter of the cavity, height of the macrocycle and volume of the 
macrocycle. Measuring the dimensions of the host is also a part of the 
process to find suitable guests, which fit in the host’s cavity.11 In addition, 
the dimensions are used for comparing the experimentally isolated 
macrocycles with the calculated (non-isolated/theoretical) ones.29 While 
solubility, acidity and thermal stability are, in general, measured 
experimentally, the electrostatic potential is calculated using computational 
chemistry.11 Electrostatic effects play an important role in molecular 
recognition in various solutions and they also help to study the host-guest 
complexing.30 
 
In addition, the CBs are also characterized by their complexing properties, 
e.g., binding interactions, binding affinities, guest exchange etc.11 In 
computational studies such properties are researched using binding energies 
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of guest molecules.31–33 Beside the binding energy, the energy of 
interactions between the host and the guest are studied using QTAIM.33,34 
 
In order to achieve uniform quality of presentation, all figures depicting 
molecular orbitals (MOs) in this chapter are based on calculations made by 
the author at the B97-D/TZVPD level of theory. 
 
1.2.1 Cucurbiturils 
 
CBs were first synthesized in 1905 by Behrend et al27 and were described as 
“white, amorphous compounds, which are weakly soluble in dilute acid and 
base, and absorb large quantities of water without losing their dusty 
powdery character”12. The structure of CB (Figure 2) was solved about 75 
years later in 1981 by Freeman et al10 using X-ray crystallography. A trivial 
name – cucurbituril – was proposed based on its resemblance to a gourd or a 
pumpkin. 
 

 
 
Figure 2. Top and side view of the crystal structure of CB[6].  
 
The structure of CB consists of six glycoluril units linked together by twelve 
methylene bridges. The structure described by Freeman et al10 is now 
commonly known as CB[6], where the number refers to the six glycoluril 
units. Besides CB[6], homologues CB[5], CB[7], CB[8],35 CB[10]36,37 and 
CB[14]38 are known as well. The “white powder” described by Behrend et 
al was likely a mixture of CB[n]s.12 

 
All CB[n]s possess hydrophilic carbonylated openings and a hydrophobic 
cavity. Due to these properties CBs are capable of forming complexes with 
cations, anions, metal clusters and organic guests. CB[n]s are bound to 
cations and clusters through their carbonylated portals, while anions occupy 
the void between stacks of CB[n]s. Some cations and organic guests are also 
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encapsulated, forming inclusion complexes with CB[n]s. The guest 
preferences can be understood by looking at the shape of the CB[n]s highest 
occupied molecular orbital (HOMO) (a) which is located on carbonylated 
openings and lowest unoccupied molecular orbital (LUMO) (b) which is 
distributed on hydrogen atoms pointing outwards the macrocycle (Figure 
3).29,33 

 

 
 
Figure 3. (a) HOMO and (b) LUMO of CB[6].  
 
There is a wide area of applications for CB[n]s due to their outstanding 
recognition properties. In addition, they display strong non-covalent binding 
with various guests and hold a world record for the strongest association 
constant recorded – Ka = 7,2 · 1017 M-1.39 CB[n]s are used as molecular 
switches40, drug delivery vehicles8, catalysts5,41, etc.12 

 
Beside different-sized homologues, the CB[n]s have also multiple 
derivatives such as inverted cucurbiturils42, ns-cucurbiturils43 and various 
cyclic44–47 and acyclic congeners11,48. In addition, a CB “cut” in half along 
the “equator” was synthesized by Miyahara et al,26 which will be discussed 
in detail in the next chapter.  
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1.2.2 Hemicucurbiturils 
 
In 2004, Miyahara et al synthesized an analogue of CB from ethyleneurea.26 
Miyahara et al assumed that HC should look like a CB which is cut along 
the “equator” and binds metal ions at the polar carbonyl side and organic 
molecules at the hydrophobic ethylene side (similarly to crown ethers). 
Conversely to the expectations, the monomers of HC had “zig-zag” 
conformation as depicted in Figure 4 and the macrocycle did not bind 
cations like CB did. 

 

 
 

Figure 4. Top and side view of crystallographic structure of HC[6].26 
 

Due to the distinct geometry of HC, its electronic structure differs 
considerably from CB and therefore the binding properties differ as well. 
HOMO of the HC is distributed on the nitrogen and oxygen atoms, while 
LUMO is centred inside the cavity of the macrocycle as depicted in Figure 
5.33 The location of LUMO suggests that the HC binds anions. The fact that 
the first X-ray structure of HC[6] was an inclusion complex with a chloride 
anion illustrates its anion-binding properties well.26,33  
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Figure 5. (a) HOMO and (b) LUMO of HC[6].33 
 
The known homologues of HC are HC[6] and HC[12].26 In addition to the 
unsubstituted HCs, there are multiple substituted HCs e.g., bambusurils49, 
norbornahemicucurbiturils50 and cycHCs13. The cycHC is the study subject 
of the current thesis and will be discussed in detail. 
 
CycHC[6] is a derivate of HC[6], first synthesized by Aav et al in 2013.13 It 
can be synthesized from (S,S)- or (R,R)- (N,N’)-cyclohex-1,2-diylurea and it 
forms a chiral (all-S) or (all-R)-cycHC, respectively. Similarly to HC, it has 
a “zig-zag” conformation as depicted in Figure 6. Due to its similar 
structure, the cycHC[6] forms complexes with anions like HC. Binding with 
halides and carboxylic acids in 1:1 manner was observed. The formation of 
inclusion complexes was proposed. In addition, the diastereomeric 
complexes with enantiomers of chiral methoxyphenylacetic acids were 
studied and the binding affinities were distinguishable. These results 
indicate that cycHC may have chiral recognition properties.13 
 
CycHC has multiple homologues, among which cycHC[6] and cycHC[8]51 
have been isolated and cycHC[7], cycHC[9] and cycHC[10] have been 
detected by mass spectrometry (MS)52. 
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Figure 6. Top and side view of crystal structure of cycHC[6].13 
 
1.2.3 Cyclodextrins 
 
Since cycHC is chiral, the cyclodextrins (CDs), one of the most widely 
known chiral hosts, must be mentioned. CDs were synthesized in 1891 by 
Villiers28 and have enjoyed wider interest since the 1980s. Applications of 
CDs can be found in practically all sectors of industry from pharmacy6 to 
agriculture53.54 One of the more specific properties of CDs is their chirality 
which generates different affinity for two enantiomers.9 CDs are readily 
soluble in water, come in a range of sizes, and are transparent to UV light. 
In addition to capillary electrophoresis, CDs are being used as chiral 
stationary phases in gas chromatography, high pressure liquid 
chromatography, etc.54 The success of CDs illustrates the need for chiral 
hosts and host molecules in general. 
 
1.3 Computational Methods Used in Host-Guest Chemistry 
 
1.3.1 Geometry optimization 
 
Geometry optimization is a process to minimize the forces acting on each 
atom in a molecule. Considering the relatively large size of the host 
molecules, the use of DFT during geometry optimization has proven to be a 
good choice. The popularity of DFT is due to the relatively low 
computational cost (compared to post-HF methods) while maintaining high 
accuracy (compared to semi-empirical methods).14a 
 
Sundararajan et al33 and Pinjari et al55,56 have demonstrated that even at 
relatively low level of theory the optimization of macrocycles will yield a 
respectable result. The results were validated by comparing the computed 
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structure to the crystal structure. The density functionals which are often 
used for optimizing the geometry of macrocycles are B3LYP57–62 and 
BP8657–60,63. While both of these functionals are on the lower end of Jacob’s 
ladder of density functional approximations64, they are used due to the 
excellent computational cost and accuracy ratio. The basis sets suitable for 
geometry optimization of rigid macrocycles are usually small. It is known 
that the geometry optimization is not very dependent on the size of the basis 
set (especially if the studied structure is rigid).33 Thus a smaller basis set is 
generally chosen.33,34,55,56,65–70 
 
1.3.2 Electronic Structure 
 
Often, after the optimized geometry of the host is found, a study of the 
frontier orbitals (HOMO and LUMO) and the map of electrostatic potential 
(MEP) is performed. The study of the frontier orbitals leads to prediction of 
potential binding sites of guests.71 The MEP outlines electron-rich and 
electron-poor regions of a macrocycle, which are indicators of locations of 
possible electrostatic interactions between the host and the guest.72 
 
1.3.3 Host-Guest Interactions 
 
The host and the guest form an inclusion complex if the host-guest complex 
has a lower overall Gibbs free energy compared to the non-complexed host 
and guest. Additionally, the barrier of the insertion reaction has to be low 
enough as well. The energy barrier of forming the host-guest complex is 
depicted in Figure 7. The overall Gibbs free energy of the complex depends 
on the interactions between the host and the guest, and the difference in the 
Gibbs free energies (ΔG) indicates the strength of the interactions (bigger 
difference means stronger interactions). While the ΔG might favour 
complex formation, the rate of reaction depends on the barrier height of the 
transition state ([H---G]‡).73a 
 

 
 

Figure 7. Gibbs free energy as a function of the reaction coordinate of HG complex 
formation. 
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In general, there is an equilibrium between the unbound (non-complexed) 
and bound (complexed) state: 
 

H ൅ G ⇌ HG, 
 

where H is the host and G is the guest and HG is the host-guest complex. In 
experiments, an association constant (Ka) of the reaction is measured. The 
association constant is equal to the concentration of the host-guest complex 
divided by the product of the concentrations of the individual host and guest 
molecules when the system is in equilibrium: 
 

ୟܭ ൌ
ሾHGሿ

ሾHሿ ∙ ሾGሿ
 

 
The Ka and ΔG are interrelated by the following formula73b: 
 

ܩ∆ ൌ ܴܶlnܭୟ 
 
The difference in Gibbs free energies can also be estimated using 
computational chemistry. The calculation results can be used for explaining 
the Ka of the experiment or evaluating if potential guests would form 
inclusion complexes with the host. This is done through multiple 
calculations, where the Gibbs free energy is calculated by subtracting the 
energy of products from the energy of reactants: 
 

H ൅ G → G@H 
 

Δܩ ൌ ୋ@ୌܩ െ  ୌାୋܩ
 
If the difference in Gibbs free energy is positive, the guest prefers not to 
bind and if the binding energy is negative, the guest prefers to form the 
inclusion complex.33 The notation G@H indicates the inclusion complex 
where guest is inside the host. 
 
To study the interactions between various guests and hosts QTAIM is 
used.22 The aims for the study using QTAIM are to find BCPs between the 
host and the guest and to characterize the bond strength through the 
potential energy density of the bond.74 
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1.3.4 Description of the Dimensions of Macrocycles 
 
To give a rough estimation of the size of a possible guest, the cavity and the 
openings of the macrocycle are measured. In addition, the measurements 
provide a way to categorize macrocycles based on their parameters of 
dimensions. The most studied geometric parameters are widths of the 
opening(s) of the macrocycle, width of the cavity, height of the macrocycle 
and cavity volume of the macrocycle. All of the parameters give a rough 
estimation of the size of possible guests the macrocycle could incorporate. 
 
Two methods for measuring the widths and heights are used. In the case 
where the calculated structure can be compared to a crystal structure the 
distances from one atom centre to another are measured.33 Another way to 
assess the widths and heights is to include van der Waals radii of the atoms 
used in the measuring process.13 There are no standard protocols for 
measuring these parameters, due to the different construction of the host 
molecules. In case of CBs with even number of monomeric units, the 
measuring of the opening is straightforward – from an oxygen atom to the 
opposite oxygen atom as depicted in Figure 8a. The same goes for the width 
of the cavity except a different atom is chosen. The measuring of the 
distance for CBs with odd number of monomers is often not explained in 
detail35. In any case the radius of the opening and cavity of CBs can be 
measured from the chosen atom to the Cn symmetry axis of the molecule. 
While the openings of CBs are easily measured despite the number (even or 
odd) of composed monomers, the openings of HC[6] resemble a triangle, 
thus the measuring of their openings is not as trivial (Figure 8b). In that case 
both the distances between oxygen atoms and carbon atoms are measured, 
which gives a rough estimate of the size of the opening. The parameters 
describing the cavity have the same issues as the opening(s) and the atoms 
chosen for measurements vary between macrocycles. The height of the 
macrocycle imposes fewer difficulties and is uniquely determined for most 
macrocycles.33 
 

 
 

Figure 8. The measuring of the diameter of the opening of (a) CB[6] and (b) HC[6]. 
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To measure the volume of the cavity, a three-dimensional model of the 
cavity is generated by rolling a probe on the van der Waals surface of the 
molecule (Figure 9). From the generated model the volume of the cavity 
(and the volume of the molecule) can be calculated. The radius of the probe, 
typically 1.4 Å, is chosen to avoid small dents which in large numbers 
would increase the volume significantly, but would be too small to house 
any part of the guest. Another variable is the grid size used to approximate 
the surface: the denser the grid size, the more accurate the results are. The 
surface of the model of the cavity is represented using triangles and using a 
finer grid results in smaller triangles representing the same area which in 
turn is more accurate.75,76 

 

 
 
Figure 9. The probe rolls along the atoms’ van der Waals spheres (blue). 
 
Most cavities of macrocycles have openings which are large enough for a 
probe to pass through. To measure cavities, which are connected to the 
surroundings, a cap needs to be placed on the openings of the molecule to 
prevent the probe rolling out of the cavity. This is a procedure where 
inaccuracies and inconsistencies arise since there is no standard procedure 
for covering the openings. A plain way to solve the problem is to cover the 
openings with arbitrary carbon atoms.77 
 
In order to study the fit of the guest into the cycHC, the empirical 55% rule 
by Meccozi et al is used.78 The rule states that encapsulation is largely 
determined by the relation between the volume of the guest and the volume 
of the cavity of the host. Binding is expected when the ratio of the guest 
volume to the cavity volume is roughly 0.55. This packing coefficient ratio 
for the cavity is abbreviated as PCcavity. 
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2. Aims of the present work 
 
Cyclohexylhemicucurbit[n]urils (cycHC[n]s) are recent additions to the 
popular cucurbituril family. Cucurbiturils have proven to be useful in 
various fields, thus the study of their chiral analogue is intriguing. 
Computational studies compliment experimental results and help to gain 
deeper understanding in host-guest chemistry. The present work aims to 
expand knowledge on the formation and binding properties of cycHC[n] to 
probe out its future applications. 
 
The particular aims of the thesis are to: 
 

 Study the geometry, cavity and electronic structure of both isolated 
and detected cycHC[n]s; 

 Study the complexing properties of cycHC[n]s with anions, the 
proton and non-dissociated acids; 

 Study the mechanism of the reversible macrocyclization between 6- 
and 8-membered homologues of cycHC. 
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3. Methods 
 
The lightweight exchange-correlation functional BP86 has been used 
throughout the thesis due to its efficient time-cost ratio. The geometry 
optimization of macrocycles is a demanding process, but the results do not 
significantly depend on the basis set33, thus the def2-SV(P)80 basis set was 
used to obtain optimized geometries within an acceptable period of time. 
For further refinement of energies the def2-TZVPD80 basis set was used. In 
publication III, the dispersion-corrected functional B97-D81 with the basis 
set def2-TZVPD80 was used to get better accuracy of binding affinities. 
Dispersion corrected density functionals have been reported to yield binding 
affinities very close to the experimental estimates for similar systems82. The 
results of the latter combination have also been used for visualization of 
molecular orbitals in this thesis. 
 
The solvation model COSMO25 (ε = 51.1 – formic acid) was used for the 
modelling of the chemical equilibrium between host-guest systems. 
Computational results which could be compared with crystal structures or 
gas-phase MS analyses were obtained without using any solvation model. In 
addition, solvation effects were also excluded from frontier orbital, MEP 
and binding energy calculations. Adding solvation effects (COSMO) to an 
empty cycHC creates a dielectric continuum inside the host. COSMO is 
based on the model where the studied molecule forms a cavity inside the 
dielectric and in the case of empty cycHC’s a part of the dielectric is inside 
the created cavity which is not taken into account by the method. 
 
Various methods have been used to speed up, enhance and verify the DFT 
calculations. To increase the speed of the geometry optimization the 
Resolution of Identity83–86 (also referred to as Density Fitting) technique was 
used during the process. For iodine, an appropriate Stuttgart pseudopotential 
was applied.87,88 To ensure that the chosen geometries were at minima or at 
first-order saddle points, as appropriate, vibrational frequency calculations 
were carried out. Following the vibrational frequency calculations, zero 
point vibrational energy was added to the energy of the molecule while 
comparing conformers and different binding locations as well as calculating 
binding energies. Gibbs free energy correction was added to the energy 
when the computational results were compared with the experiment. The 
counterpoise correction calculations were performed to assess the basis set 
superposition error when needed. The transition states were verified using 
intrinsic reaction coordinate calculations. All DFT calculations were 
performed using the Turbomole 6.4 and 6.586,89–91 and Gaussian 0992 
program packages. 
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The binding properties were studied via QTAIM using the program 
Multiwfn23 (BP86/def2-SV(P)). Interactions between host and guest were 
studied by locating the BCPs as defined in the QTAIM model. The 
interaction energies were calculated using the potential energy density at the 
corresponding BCP using the equation E=V(rBCP)/2.74 
 
To compare the stabilities of cycHC’s of different sizes, the energy 
difference per monomeric unit was used. The energy per monomeric unit 
was obtained by dividing the energy of the macrocycle by the number of 
monomeric units it has. The differences were obtained by comparing 
energies per monomeric unit to the energy per monomeric unit of the six-
membered cycHC. 
 
Figures of geometries, molecular orbitals and cavities were generated with 
programs Jmol 14.2.1393 and GIMP 2.8.0. Figures including vector graphics 
were generated using Inkscape 0.91. Two-dimensional chemical structures 
were generated using ChemDraw 14. 
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4. Results and discussion 
 
This thesis focuses on the host-guest chemistry of cycHC[n]s. The study is 
divided into three parts. The first part covers the study of cycHC[6] and its 
selected complexes. It features geometries, electronic structures, interactions 
between the host and the guest, and complexation reactions. The second part 
focuses on the homologues of cycHC, introducing their geometries and 
cavities. The third part describes the reversible macrocyclization mechanism 
where the number of monomeric units in the cycHC, and consequently the 
size of the host, is changed. The structures covered here consist of up to 230 
atoms and some systems include heavier atoms such as bromine and iodine. 
In order to achieve the desired accuracy within a reasonable time frame, 
density functional theory (DFT) was used. Although DFT has some 
disadvantages compared to the post-HF methods,79 the choice depended 
heavily on the size of the studied structures. 
 
4.1 Computational studies of complexation of Cyclohexylhemi-
cucurbit[6]uril (Publication I) 
 
CycHC[6] had been synthesized by Aav et al13 by heating the (R,R,N,N’)-
cyclohex-1,2-diylurea in hydrochloric acid or hydrobromic acid. The 
reaction products (1:1 halide complexes) had been isolated and 
characterized by electrospray ionization MS and quantitative nuclear 
magnetic resonance (NMR) spectroscopy. While the reaction products were 
stable in the solution, attempts to crystalize the complexes, to study their 
structure, had failed. Based on the literature, an assumption that the 1:1 
halide complex is an inclusion complex had been made. According to the 
electrospray ionization MS, 13C NMR and diffusion NMR spectroscopy 
analyses, carboxylic acids and amines, which are very different in their 
complexation abilities, had exhibited affinity towards cycHC[6]. Therefore 
the mode of complexation had been ambiguous and it was not clear whether 
the guests had formed inclusion complexes. Furthermore, it was not clear 
whether the guests were bound as anions or non-dissociated neutral 
species.13 To understand and explain the various evasive experimental 
results, a computational study of the complexation properties of cycHC[6] 
was conducted. 
 
4.1.1 Geometry of cyclohexylhemicucurbit[6]uril 
 
The starting geometry for energy minimization of cycHC[6] was based on 
its crystal structure. The optimized geometry, like the crystal structure, had 
monomers in zig-zag orientation and exhibited D3 point group symmetry. 
Attempts were made to find additional conformations of the cycHC[6], but 
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the distorted geometries optimized into the same structure as described 
above. The computed structure is depicted in Figure 10. 

 

 
Figure 10. CycHC[6]. 
 
To validate the computed structure, its parameters were compared to the 
crystal structure. Since hydrogen atoms are difficult to detect with X-ray 
diffraction methods, the heavier atoms were chosen for measuring the 
various parameters. Six parameters were chosen to compare the computed 
geometry to the crystal structure. The parameters included the distances 
between the centre of the cavity (X), axis (Z) and selected atoms (O, C2, C4a, 
C5 and C7) – r(C5–Z), r(C7–X), r(C4a–X), r(C2–X) and r(O–X) – as depicted 
in Figure 11. The last parameter is the cavity volume (Vcavity) of the 
structure, which was determined using a probe with a radius of 1.4 Å (see 
section 1.3.4). 
  

 
Figure 11. Atom numbers, centre of the cavity and Z-axis of cycHC[6]. 

 
The computed distances r(C2–X) and r(O–X) are very similar to the 
distances in the experimental structure which hints that the “equator” of the 
macrocycle is relatively rigid (Table 1). Parameters r(C5–Z), r(C7–X) and 
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r(C4a–X) differ by 0.4 Å between the computed structure and the crystal 
structure. The differences between the computed structure and the crystal 
structure are probably caused by the packing forces in the crystal structure 
and demonstrate the flexibility of the cyclohexyl groups. The cavity volume 
of the crystal structure is smaller as well, 36 Å3. The cavity volume of the 
cycHC[6] structure derived from our calculations is 53 Å3. The relatively 
large difference in the volumes is caused by the cyclohexyl groups, which 
by opening up (increasing the r(C5–Z)) generate a bigger cavity. This result 
hints that some movement is allowed for the cyclohexyl groups of the 
cycHC[6]. Thus cyclohexyl groups can make the opening of cycHC[6] 
wider, allowing bigger guests to move through the opening, and then by 
“closing the gate”, the guest is trapped inside the macrocycle. 

 
Table 1. Selected distances and volumes of computed and experimental cycHC[6] in Å and 
Å3 respectively 
 

 Computed parameters Experimental parametersa 
r(C5–Z) 3.1 2.7 ± 0.2 
r(C7–X) 4.2 3.8 ± 0.1 
r(C4a–X) 4.2 4.1 ± 0.1 
r(C2–X) 4.4 4.4 ± 0.2 
r(O–X) 5.0 5.0 ± 0.1 
Vcavity 53 36 

 
a Mean values for six atoms of each monomer given with maximum absolute deviation. 

 
4.1.2 Electronic structure and potential binding sites of guests of 
cyclohexylhemicucurbit[6]uril 
 
The HOMO of cycHC[6] is mostly distributed between the heteroatoms of 
the molecule as depicted in Figure 12a. The probable location of the binding 
site for protons cannot be uniquely determined on the basis of HOMO (due 
to the various orbital parts pointing inside and outside the macrocycle). The 
LUMO is centred inside the cavity of the macrocycle as can be seen in 
Figure 12b. LUMO inside the cycHC[6] leads to the conclusion that the 
cavity of the macrocycle favours the interactions with anions which would 
result in the encapsulation of anionic guests. 
 



29 

 
 

Figure 12. (a) HOMO and (b) LUMO of cycHC[6]. 
 
The MEP (see section 1.3.2) of cycHC[6] (Figure 13) can be interpreted as 
indication of locations where the non-dissociated guests would bind. The 
most electron-rich regions (red area) were found on oxygen atoms where the 
electron-poor regions of the guest would bind. The most electron-deficient 
areas (blue areas) were found on the methylene bridges. These are the 
regions where the electron-rich parts of the guest would bind. 

 

 
 
Figure 13. MEP of cycHC[6]. 
 
4.1.3 Complexes of cyclohexylhemicucurbit[6]uril with anions 
 
A systematic search was conducted to study the potential binding sites of 
the anions. In order to achieve that, the macrocycle was depicted as a 
sphere, and considering its symmetry, it was divided into six identical 
sectors. The systematic analysis was based on only one sector. For a 
systematic analysis, five latitudes (with 36° increments) and five longitudes 
(with 10° increments) were mapped onto a sector of the sphere as depicted 
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in Figure 14. The crossing points of the meridians and parallels were used as 
initial locations for the guests in series of geometry optimizations. In 
addition, the locations inside the macrocycle and on the opening were added 
as well. The systematic search resulted in binding sites which were located, 
e.g., on the methylene bridge, between two cyclohexyl groups or on the 
opening of the macrocycle. However, in the lowest energy geometry for 
smaller anions (Cl− and Br−), the anion is “hovering” above one of the 
cyclohexyl groups. In the lowest energy geometry for larger anions (HCOO− 
and I−), the anion is on the opening of the cycHC[6]. 
  

 
 
Figure 14. Latitudes and longitudes used in a systematic search for binding sites. 
 
Out of all binding sites found, the one inside the macrocycle was favoured 
by all anions. The energy difference between the structure with the lowest 
energy and the second lowest one was over 11 kJ mol−1 for every anion. 
Thus the inclusion complexes were chosen for further study. 
 
Parameters chosen to describe the cavity and the opening of the inclusion 
complexes were similar to the ones used in validating the computed 
structure. Instead of carbon atoms, the parameters were described using the 
axial hydrogen atoms (connected to the C2, C4a, C5 and C7 carbon atoms). 
The distances from the H4a-ax and H7-ax to the centre of the cavity (r(H4a-ax–
X) and r(H7-ax–X)) describe the opening or closing movement of the 
cyclohexyl groups. The shortest distance of H5-ax from the axis (Z) (r(C5-ax–
Z)) describes the openings of the macrocycle. The distance between C2 and 
X (r(C2–X)) indicates if the “equator” of the macrocycle is deformed by 
guests. The listed distances are graphically depicted in Figure 15. The fifth 
parameter is the size of the cavity of the inclusion complex. Additionally the 
PCcavity (see section 1.3.4) has been calculated for every anion. 
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Figure 15. Atom labels, centre of the cavity and axis of cycHC[6]. 
 
The relevant distances and other parameters of the inclusion complexes are 
presented in Table 2. During the formation of inclusion complexes, the 
flexible cyclohexyl groups covered the anions inside the macrocycle. Due to 
this the C5-ax–Z distance decreased while the r(C2–X) distance increased, 
making the openings smaller and the “equator” bigger. The biggest changes 
took place with the chloride ion and the smallest with iodine ion. Formic 
acid anion was the only guest which led to breaking of the D3 symmetry by 
deforming the “equator” and making the macrocycle flatter. 
 
Table 2. Distances between the centre of the cavity, axis and selected atoms of non-
complexed and complexed cycHC[6] with anions (in Å). Cavity volumes are given 
without a guest in Å3 and PCcavity is in percents 
 

 
Non-complexed 

cycHC[6] 
Inclusion complex with: 

Cl− Br− I− HCOO− 
C5-ax–Z 2.4 2.2 2.3 2.4 2.3 – 2.4a 
H7-ax–X 3.2 3.0 3.1 3.2 3.0 – 3.1a 
H4a-ax–X 3.2 3.0 3.0 3.1 3.0 – 3.2a 
r(C2–X) 4.4 4.5 4.5 4.5 4.4 – 4.5a 

Cavity volume 53 33 38 48 42 
PCcavity - 62 72 91 79 

 

a Minimum and maximum distances are given due to the asymmetric geometry of 
the complexes with this anion. 
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Binding energies (ΔE) were calculated to determine, which anion forms the 
most stable inclusion complex with cycHC[6]. The energies were computed 
according to the reaction of cycHC[6] with anion X− as shown below: 
 

Xି ൅ cycHCሾ6ሿ → Xି@cycHCሾ6ሿ . 
 

ܧ∆ ൌ ሺXି@cycHCሾ6ሿሻܧ െ ሺXିሻܧ െ   ሺcycHCሾ6ሿሻܧ
 
Based on the calculated binding energies, chloride anion formed the 
strongest complex. The binding energy for chloride was −102 kJ mol−1. 
According to the empirical 55% rule78, chloride indeed fitted the best (Table 
2). The bromide complex was the second in strength (−87 kJ mol−1), closely 
followed by formic acid anion (−83 kJ mol−1). Iodide formed the weakest 
inclusion complex with −65 kJ mol−1 of binding energy. According to 
QTAIM all halogen anions formed 12 bonding interactions with cycHC[6]. 
All interactions were with hydrogen atoms H4a-ax and H7-ax of each monomer 
of cycHC[6]. The strength of the interactions was close to 5 kJ mol−1 for all 
interactions, for all halogens. The formic acid anion interacted with the 
same hydrogen atoms, but the interaction strength ranged from 3 – 14 kJ 
mol−1. These interactions were between the oxygen atoms of HCOO− and 
H4a-ax and H7-ax of the macrocycle. In addition to the twelve interactions 
revealed by the QTAIM, the hydrogen atom of the formic acid anion formed 
BCPs with two nitrogen atoms. The interaction strengths of the N−H 
interactions were 7.3 and 4.5 kJ mol−1. Chloride formed the strongest 
inclusion complex (Table 3), but the chloride forms the weakest interactions 
with cycHC[6]. This indicates that the size of the guest anion is an 
important factor influencing the stability and formation of inclusion 
complexes. 

 
Table 3. Interaction and binding energies (kJ mol−1) of anions with cycHC[6] 
 

 Cl− Br− I− HCOO− 
Average interaction energies 4.7 4.9 4.8 9.7a 

H-N (a) - - - 7.3 
H-N (b) - - - 4.5 

Sum of interaction energies 56.7 59.1 58.0 127.8 
Binding energy −102 −87 −65 −83 

 

a The average interaction energy for HCOO− does not contain energy contribution 
from H–N bonds. 

 
 
 
 



33 

4.1.4 Transition states of guest-host complex formation with anions as 
guests 
 
While Cl− and Br− formed the inclusion complex spontaneously, the 
complexation of I− and HCOO− went through a transition state as depicted 
in Figure 16. The barrier heights were 12 kJ mol−1 and 22 kJ mol−1 for 
HCOO− and I−, respectively. At the start of the reaction coordinates (local 
minima in Figure 16), both anions were bound at the opening of the 
cycHC[6]. During the transition, anions moved along the Z axis and the 
cyclohexyl groups opened up. This indicates that the studied anions have 
low or no insertion barriers, which means that the formation of the inclusion 
complexes should be favourable. 
 

 
 
Figure 16. Reaction coordinates of I− (solid line) and HCOO− (dashed line) forming 
inclusion complexes with cycHC[6]. 
 
4.1.5 Complexes of cyclohexylhemicucurbit[6]uril with H+ 
 
The search for binding sites for the proton was analogous to the search for 
binding sites for anions. In addition to the automated search on the 
previously-shown grid (Figure 14), locations guided by the lobes of the 
HOMO were added as well. The resulting structures are depicted in  
Figure 17. 
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Figure 17. Structures of protonated cycHC[6]. Hydrogen atoms (except the added proton) 
are not shown. 
 
The calculations for the binding energies of the proton for the structures in  
Figure 17 were based on the following reaction: 
 

cycHCሾ6ሿ ൅ HଷOା → ሾHାcycHCሾ6ሿሿ ൅	HଶO 
 

ܧ∆ ൌ ሺሾHାcycHCሾ6ሿሿሻܧ ൅ ሺHଶOሻܧ െ ሺcycHCሾ6ሿሻܧ െ  ሺHଷOାሻܧ
 
The energetically lowest geometry lies 7 kJ mol−1 lower than the second-
lowest geometry and according to the Boltzmann distribution (at 273 K) the 
population of geometry I is over 90%. The rest of the energy differences can 
be seen in Table 4. According to the energies, the favoured site for the 
proton is inside the macrocycle.  
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Table 4. Relative energies (kJ mol−1) of the protonation of cycHC[6] 
 

Geometry number 
Protonation site of 

cycHC[6] 
ΔE 

I At N1, inside 0 
II O 7 
III At N3, outside 9 
IV O 11 
V At N3, inside 13 
VI At N1, outside 34 

 
Locations N3 and N1 (inside and outside respectively) have the highest energy 
because of the steric hindrance of the cyclohexyl group’s hydrogen atom which 
points in the same direction as the proton (inward in case of N3 and outward in case 
of N1). 
 
4.1.6 Cyclohexylhemicucurbit[6]uril complexes with non-dissociated 
acids 
 
The binding sites towards non-dissociated acids were found by taking 
geometries of various local minima of anion and cycHC[6] complexes and 
adding a proton to the anion. Similarly, geometries of local minima of 
proton and cycHC[6] complexes were complemented with anions. The 
combination of binding sites resulted in set of geometries, where the non-
dissociated acid was inside or outside the macrocycle. Energetically, the 
outside binding sites were favoured for all guests. The inclusion complexes 
with all guests were more than 14 kJ mol−1 higher in energy. The favoured 
geometries of cycHC[6] complex with HCl are depicted in Figure 18. The 
geometries with other guests were similar. The geometry (a) in Figure 18 is 
favoured for all studied hydrogen halides (Table 5). The formic acid 
favoured geometry (b) due to its different shape compared to hydrohalic 
acids. 
 

 
 

Figure 18. Lowest-energy geometries of cycHC[6] and HCl complexes. Hydrgen atoms of 
the cycHC[6] are not shown. 



36 

 
Table 5. Energies of cycHC[6] and non-dissociated guest complexes 
 

Guest Geometry ΔE Binding energy 

HCl 
a 0 −67 
b 2 −65 

HBr 
a 0 −26 
b 1 −25 

HI 
a 0 −31 
b 1 −30 

HCOOH 
a 5 −16 
b 0 −21 

 
4.1.7 Summary of studies of cycHC[6] and its complexes 
 
The computational study reveals that cycHC[6] can form inclusion 
complexes with all studied anions, as well as the proton. All anions in the 
study preferred to form an inclusion complex with cycHC[6] which agrees 
with the experimental results. Amongst all anions, chloride forms the 
strongest complex and its size is closest to the empirical 55% rule78. The 
cycHC has multiple binding sites for the proton. The most preferable ones 
are located inside the cycHC[6]. All non-dissociated acids prefer to bind 
outside the macrocycle. 
 
The computationally obtained structures have been verified via ion mobility 
mass spectroscopy, also reported in paper I. The collision cross-section 
values measured by ion-mobility MS and calculated from minimum energy 
conformers of anion complexes were found to agree with each other and the 
deviation of the calculated collision cross-section from the experimental 
data was within 2%, confirming that anions formed inclusion complexes 
with cycHC[6]. 
 
4.2 Geometries (Publication II) and cavities of cycHC[n] 
homologues 
 
Chapter 4.2 is omitted from the electronic version of this thesis due to the 
unpublished results. 
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4.3 The equilibrium and proposed mechanism of the reversible 
macrocyclization (Publication III) 
 
CycHC[6] and cycHC[8] are the only cycHCs which have been isolated. 
CycHC[8] was first observed as a byproduct in small quantities, but after 
dissolving cycHC[6] in formic acid, cycHC[6] was found to be slowly 
converted into cycHC[8]. During the optimization of reaction conditions, 
the reaction time had been decreased (using CF3COOH as a template) and 
the yield increased (using NaPF6 as a template). Analogous results had been 
also obtained in the synthesis starting from (R,R,N,N’)-cyclohex-1,2-
diylurea. 
 
To study the reversible macrocyclization, the equilibrium between 
cycHC[6] and cycHC[8] was modelled. The equilibrium was modelled with 
and without a guest molecule to understand the importance of the template 
in the reversible macrocyclization mechanism. In addition, a simplified 
model system for the study of the reaction mechanism was constructed. 
 
4.3.1 Equilibrium between cycHC[6] and cycHC[8] 
 
According to the experimental studies, the equilibrium constant (Keq) 
between cycHC[6] and cycHC[8] in DCOOD and CD3CN 1:1 mixture is  
3.0 · 105. The difference in experimental Gibbs free energies, corresponding 
to the Keq, is roughly −31 kJ mol−1 in favour of cycHC[8]. High-resolution 
MS analysis of the reaction mixture demonstrated the presence of large 
number of various oligomers (up to an octamer) forming a dynamic 
combinatorial library (DCL). As mentioned earlier, the computationally 
estimated energy difference per monomeric unit, comparing cycHC[8] to 
cycHC[6] is 2 kJ mol−1 in favour of cycHC[6]. The negligible difference in 
energies of the homologues indicates that the equilibrium shift towards 
cycHC[8] is caused by an external factor. 
 
In the case of DCL, it has been suggested that the different-sized 
macrocycles are obtained by the aid of template molecules.97 From previous 
studies it is known that the formic acid anion forms an inclusion complex 
with cycHC[6]. According to our calculations, the formic acid anion also 
forms an inclusion complex with cycHC[8] (Figure 19). 
 
 
To verify if the guest anion shifts the equilibrium towards cycHC[8], the 
difference in Gibbs free energies (ΔG) was calculated for the following 
reversible macrocyclization reaction: 
 

4ሺHCOOି@cycHCሾ6ሿሻ ⇌ 3ሺHCOOି@cycHCሾ8ሿሻ ൅ HCOOି 
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The calculated ΔG is −177 kJ mol−1 in favour of cycHC[8]. The result 
qualitatively agrees with the experiment (−31 kJ mol−1), but considerably 
overestimates the difference between Gibbs free energies. The difference 
might be caused by the non-complexed formic acid anion which is more 
stabilised in the continuum than inside the macrocycle. Thus it can be 
concluded that, although the calculated ΔG is purely qualitative, the 
equilibrium shifts towards cycHC[8] due to formation of inclusion complex 
with formic acid anion. 

 

 
 

Figure 19. HCOO−@cycHC[6] and HCOO−@cycHC[8]. Hydrogen atoms of the cycHC[6] 
and cycHC[8] are not shown. 
 
4.3.2 Simplified model system 
 
While the shift towards cycHC[8] is induced by the guest anion, it does not 
explain the reaction mechanism. Data obtained from studying reaction 
mixtures with high-resolution MS, demonstrated a wide variety of 
intermediate compounds which are depicted in Figure 20. According to the 
structure of intermediate compounds, the methylene bridge is continuously 
broken and formed during the reversible macrocyclization reaction. In the 
process, the substituting groups (R1 and R2) for oligomers with different 
lengths remain the same; therefore it can be presumed that the reaction 
mechanism for breaking or forming the methylene bridge should not depend 
significantly on the length of the oligomer. Thus in the interest of 
computational speed the compound 1b was picked for further studies. 
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Figure 20. DCL of the reversible macrocyclization reaction.51 
 
The reversible macrocyclization has been found to take place only in 
specific acidic conditions. From our previous studies (see section 4.1.5) it is 
known that cycHC can be protonated, and the preferable location for the 
proton is one of the nitrogen atoms. In dimer 1b, nitrogen, which is 
connected to the carbon atom of the methylene bridge, represents the 
protonation site of the macrocycle. Taking into account the experimental 
and computational data, the protonated form of 1b (1bH+, Figure 21) was 
chosen as the simplified model system to study the reaction mechanism. 
 

 
 
Figure 21. Protonated form of 1b. 
 
The protonation reaction itself was not modelled. Based on the fact, that all 
intermediates in reaction mixture were present in very minor amounts, it 
was concluded, that the rate limiting step of the overall reversible macro-
cyclization reaction is the first step of the mechanism, the protonation. 
Therefore the transition state barrier height (ΔG‡) of the protonation was 
estimated using the Eyring equation: 
 

‡ܩ∆ ൌ െ ln ቀ
௞௛

௞ಳ்
ቁ ܴܶ , 

 
where k is the experimental reaction rate constant (5.3 · 10−5 s−1), h is 
Planck’s constant, kB is the Boltzmann constant, T is the temperature 
(293.15 K) and R is the gas constant in kJ mol−1. According to the Eyring 
equation, the ΔG‡ of the protonation reaction is 96 kJ mol−1. 
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4.3.3 Depropagation and propagation 
 
The depropagation and propagation are depicted in  
Figure 22. The propagation begins by protonation of 1b. The energy 
difference of 1b and 1bH+ is 85 kJ mol−1 and the transition state for the 
protonation is at 96 kJ mol−1. After the protonation of 1b, the depropagation 
can advance through two different reaction paths, both of which agree with 
the observed intermediates. 
 

 
 
Figure 22. Reaction coordinates of the model reaction. 
 
Along one of the reaction paths (through TS2a) the bond between the 
protonated nitrogen atom and the carbon atom of the methylene bridge 
dissociates, generating 1a and 3a. The transition state TS2a barrier for this 
reaction is 64 kJ mol−1. 3a in turn reacts with HCOO− and forms 4a. The 
reaction path is depicted in Figure 23. 
 

 
 
Figure 23. Energetically favoured reaction path. 
 
 
The other reaction path (through TS2b) includes the formic acid anion in 
the step after the protonation. The anion attacks the carbon atom of the 
methylene bridge, forming the compounds 4a and 3a and the step with the 
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iminium ion is skipped. In this path, transition state energy TS2b is 80 kJ 
mol−1. From the two choices, the path going through dissociation of C–N 
bond is energetically favoured due to the lower energy transition state by 16 
kJ mol−1. The non-favoured reaction path is depicted in Figure 24. 
 

 
 
Figure 24. Energetically non-favoured reaction path. 
 
According to the calculated reaction coordinates, the protonation of the 1b 
is the rate limiting step of the process, because the transition state TS1* has 
the highest barrier in the reaction coordinate. This result agrees with the 
results of NMR and MS experiments as well. In the NMR study, only the 
compounds 1b and 4a had been observed, which means that the reaction 
goes through 1bH+ and 3a fast enough that they do not accumulate. In MS 
the intermediate 3a had been seen, which also suggests that the protonation 
is indeed the rate limiting step of the reaction. 
 
4.3.4 Transition States TS2a and TS2b 
 
The difference between the transition states depicted in Figure 25 is the lack 
of or presence of the formic acid anion which in the case of TS2b attacks 
the methyl bridge carbon atom and generates compounds 4a and 1a. In 
TS2a, the bond between the methyl bridge carbon atom and the protonated 
nitrogen atom dissociates without the formic acid anion. The possible 
reason why the TS2b is energetically not favoured might be the distortion of 
its monomers towards each other. The distortion is caused by the formic 
acid anion’s oxygen atom, which has interactions with the hydrogen atoms 
of both fragments (marked with an asterisk in Figure 25). 
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Figure 25. Transition states (a) TS2a and (b) TS2b. Broken and formed bonds are depicted 
with continuous lines. Interactions between formic acid anion and hydrogen atoms are 
depicted with dashed lines. 
 
4.3.5 Summary of the reversible macrocyclization mechanism 
 
Due to the dynamic character of the methylene bridges, it is possible to 
break the macrocycle into smaller oligomers, which can be rearranged to 
form other homologues. The protonation of the macrocycle is the rate-
limiting step of the process, thus the C–N bond dissociation needs acidic 
conditions. The equilibrium between the macrocycles is directed by the 
energy difference of the anion inclusion complexes of cycHCs, and as a 
result of that the size of the macrocycle can be controlled with the size of 
the anionic template. 
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Conclusions 
 
Cyclohexylhemicucurbit[n]urils and their complexes with guests were 
studied using computational chemistry. Based on the results of DFT 
calculations the following conclusions have been made: 

I. The computational study reveals that cycHC[6] can form 
inclusion complexes with anions. 

II. All studied anions preferred to form an inclusion complex with 
cycHC[6], which agrees with the experimental results. 

III. The cycHC has multiple binding sites for the proton, the most 
preferable being inside the cycHC[6]. 

IV. All non-dissociated acids preferred to form non-inclusion 
complexes with cycHC[6]. 

V. The electronic properties of cycHC[n] indicate that generally 
the cycHC[n]s are similar (HOMO is smeared across the 
“equator”; LUMO is concentrated inside the cavity). 

VI. The order of stability of cycHC[n], based on relative energies of 
non-complexes cycHC[n] is the following: cycHC[6] > 
cycHC[8] > cycHC[7] = cycHC[9] > cycHC[10]. 

VII. The energies per monomeric unit of cycHC[6] and cycHC[8] 
were similar, but with the HCOO− as a guest, the equilibrium 
shifted towards cycHC[8]. This indicates templating effect of 
the guest.  

VIII. Based on dimer to monomer depropagation study, which 
proceeds through protonation and iminium formation, 
homologue reversible macrocyclization mechanism is proposed. 

IX. Methylene bridges in the hemicucurbiturils are dynamic 
covalent bonds. This finding allows to direct the outcome of the 
synthesis with noncovalent interactions. 
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Abstract 
 
Cyclohexylhemicucurbiturils belong in the cucurbituril family and are 
suitable hosts for various molecules and ions. Cyclohexylhemicucurbiturils 
are composed of (R,R,N,N’)-cyclohex-1,2-diylurea monomers which are 
linked together by methylene bridges. Due to their “zig-zag” placement of 
the monomeric units they have the lowest unoccupied molecular orbital 
inside their cavity and thus prefer inclusion complexes with anionic guests. 
To isolate new homologues of cyclohexylhemicucurbiturils, a thorough 
study of complexation properties of cyclohexylhemicucurbiturils, cavities of 
cyclohexylhemicucurbiturils and the reversible macrocyclization from one 
homologue to another was conducted. 
 
The studies of cyclohexylhemicucurbit[6]uril and its complexes showed that 
the anions (Cl−, Br−, I− and HCOO−) and the proton form inclusion 
complexes with the macrocycle. Non-dissociated acids (HCl, HBr, HI, 
HCOOH) preferred to be bound outside of the macrocycle. The order of 
binding preference of the studied anions was: Cl− > Br− > HCOO− > I−. In 
addition to the binding energy, the Quantum Theory of Atoms in Molecules 
showed interactions between anionic guests and cyclohexylhemicucurbit-
[6]uril (twelve interactions for Cl−, Br− and I− and fourteen interactions 
HCOO−). The strength of all interactions between the host and the guest is 
comparable to a couple of hydrogen bonds. 
 
The studies of cyclohexylhemicucurbituril homologues (with the number of 
monomeric units of 6, 7, 8, 9 and 10) yielded images of the geometries, 
cavities and molecular orbitals of the homologues. While the six-, eight-, 
and ten-membered homologues barrel-shaped with equal dimensions of the 
openings, the seven and nine membered homologues were somewhat barrel-
shaped with unequal dimensions of the openings. The six- and eight-
membered homologues were energetically favoured, while the ten-
membered homologue was energetically the least favoured. 
 
The conversion mechanism from one homologue to another was studied 
using a simplified model system. When the cyclohexylhemicucurbituril is 
protonated, the methylene bridge breaks, this generates a linear 
intermediate. Through a series of analogous reactions, a dynamic 
combinatorial library is created from the intermediates which can be 
combined to form other homologues. The desired guest size is achieved 
through choice of the right template. 
  



94 

Kokkuvõte 
 
Käesolevas doktoritöös uuritakse molekule, mis on võimelised enda sisse 
püüdma väiksemaid molekule (või ioone), moodustades külaline-võõrustaja 
komplekse ehk suluühendeid. Suluühendite moodustumine ei ole juhuslik 
ning sõltub külalise ning võõrustaja kujust ning nende vahelistest 
interaktsioonidest. Neid omadusi ära kasutades on võimalik disainida 
võõrustaja, mis moodustab suluühendeid vaid meid huvitavate molekulidega 
(või ioonidega). Võõrustajad on kasutuses erinevates valdkondades – toidu-
tööstuses, keemilise sünteesi laborites, ravimitööstuses, jne. Võõrustajate lai 
kasutusala illustreerib nende tarvilikust meie igapäevaelus ning põhjendab 
vajadust inimkonna teadmisi selles valdkonnas laiendada. 
 
Doktoritöö uurimisobjektiks on võõrustaja nimega tsükloheksüülhemi-
kukurbituriil (cycHC). Esimene cycHC süntees avaldati aastal 2013 Riina 
Aava ning kaastöötajate poolt. Sünteesitud molekul koosnes kuue 
ühikulisest tsüklist, mis on omavahel ühendatud metüleensildade abil. 
Hilisemalt on sünteesitud ka kaheksa ühikuline cycHC. Et molekule 
omavahel eristada, märgitakse molekuli nimes ära ühikute arv: tsüklo-
heksüülhemikukurbit[n]uriil (cycHC[n]), kus n = 6, 8. Lisaks on tuvastatud 
ka 7-, 9- ja 10 ühikuga molekule. 
 
Käesoleva uurimustöö eesmärk oli uurida cycHC[n]-ide elektronstrukuuri, 
õõnsuseid, suluühendeid ning moodustumise reaktsiooni, kasutades 
arvutuskeemiat. Töö tähtsamad tulemused on: 
 
 CycHC[6]-d moodustavasid suluühendeid anioonidega (Cl−, Br−, I− ja 

HCOO−) või liidavad enda sisse prootoni (H+); 
 Komplekseerumata kujul olid kõige stabiilsemad cycHC-d, kus oli 6 või 

8 monomeeri. Kümne monomeeriga cycHC oli kõige ebastabiilsem 
(cycHC[6] > cycHC[8] > cycHC[7] = cycHC[9] > cycHC[10]); 

 Lisades sünteesi keskkonda sobiva suurusega külalise, saab tekkiva 
cycHC ühikute arvu reguleerida; 

 Happelistes tingimustes on võimalik lõhkuda cycHC[n]-i metüleensillad 
ning kasutades sobiva suurusega külalist on võimalik näiteks kuue 
monomeeriga cycHC-st sünteesida kaheksa monomeeriga cycHC. 

 
Lisaks kirjeldati kõigi tsükloheksüülhemikukurbit[n]uriilide (n = 6, 7, 8, 9, 
10) geomeetriat, elektron-struktuuri ja õõnsuse kuju. Samuti kirjeldati 
uuritud suluühendite geomeetriat ja elektronstruktuuri ning uuriti külalise 
ning võõrustaja vahelisi interaktsioone (interaktsioonide arv ning tugevus). 
Tehtud töö avardas teadmisi cycHC kohta ning võimaldab välja töötada 
selektiivsemaid võõrustajaid.  
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