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1 Introduction

Marine eutrophication has accelerated simultaneously with the development of
intensive agriculture, which involves vast amounts of fertilisers, most notably nitrogen
(N) and phosphorus (P) (Rabalais et al., 2009; Beusen et al., 2016). These macronutrients
have been transported into the marine ecosystem, where they have initiated a cascade
of changes, the essence of which can be summarised as an imbalance in biogeochemical
cycles and the consequent accumulation of organic matter and nutrients in the system
(Duarte et al., 2009; Nixon, 2009). Negative effects of marine eutrophication include the
occurrence of dead zones, harmful algal blooms, habitat loss, changes in food-web
dynamics, decreasing biodiversity and loss of coastal ecosystem services to society
(Schindler, 2006; Hietanen and Lukkari, 2007; Reusch et al., 2018; Malone and Newton,
2020). Beyond certain thresholds, eutrophicated systems lose their balance and could
shift into a new, stable but ecologically poorer state (Schindler, 2006; Duarte et al., 2009;
Chislock et al., 2013). The 20th century brought a dramatic increase in the extent of
coastal eutrophication on the global scale (Watson et al., 2017; Malone and Newton,
2020). Well-known examples of eutrophication-degraded ecosystems across the world
include the Gulf of Mexico, the East China Sea, the Chesapeake Bay, the Black Sea, the
Wadden Sea, the Great Barrier Reef, the North Adriatic Sea and the Baltic Sea
(Ménesguen and Lacroix, 2018; Malone and Newton, 2020).

While eutrophication in lakes is mainly triggered by phosphorus inputs, the controlling
agent in most marine areas is assumed to be nitrogen, although this can vary in time and
space (Carstensen et al., 2011; Ménesguen and Lacroix, 2018). It has been suggested that
anthropogenic input of nitrogen (160 Tg N yr 1) exceeds all natural N-fixation in the ocean
(140 Tg N yr™%) as well as the proposed planetary boundary (of 62 Tg N yr™?), a threshold
beyond which human perturbations are predicted to destabilise the Earth’s nitrogen
cycle on a global scale (Steffen et al., 2015). This has resulted in systematic changes as
nowadays in worldwide oceans a unit of nitrogen in coastal waters produces almost twice
the quantity of algal biomass measured as chlorophyll-a (chl-a) concentration than it did
30-40 years ago (Carstensen et al., 2011). The global anthropogenic supply of dissolved
inorganic nitrogen (DIN) is projected to continue increasing, and is expected to double
by 2050 (Beusen et al., 2016; Lee et al., 2016; Seitzinger et al., 2010). The estimation of
global nonpoint inputs of nitrogen (~200 Tg N yr~! ) is multiple times higher than the point
source inputs of ~10 Tg N yr%, which partly explains the difficulties in controlling nitrogen
input (Malone and Newton, 2020). River runoff and atmospheric deposition represent
the most important pathways for anthropogenic nitrogen to enter coastal ecosystems
(Green et al., 2004; Howarth, 2008; Jickells et al., 2017).

Global phosphorus input to coastal areas has also increased alongside nitrogen,
although mostly via river runoff and point source input as atmospheric deposition of
phosphorus is small, equal to only ~10% of the riverine input (Graham and Duce, 1979).
Estimations of total global phosphorus input from rivers vary from 4 to 9 Tg P yr?
(Seitzinger et al., 2010; Beusen et al., 2016). Although efforts to contain the nutrient from
urban sewage water effluents have been mostly successful (Aloe et al., 2014;
Pulido-Velazquez and Ward, 2017), global increase is still projected in the future
(Seitzinger et al., 2010). Dissolved inorganic phosphorus (DIP) is the other essential
nutrient for primary production and tends to accumulate in the ecosystem, with the only
considerable sink being burial in the sediments (Watson et al., 2017; Kulinski et al., 2021).
Areas with large oxygen minimum zones such as the Baltic Sea and the Gulf of Mexico
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have well-established mechanisms of phosphorus inner cycling, with continuous release
of phosphates from the sediments during anoxic events, which boosts production in the
water column and provides bioavailable phosphorus to the system despite input
limitations from external sources (Conley et al., 2002; Adhikari et al., 2014).

Phytoplankton (biomass estimated from chl-a) is the first link in the ecosystem to be
directly affected by changes in physical or biogeochemical factors and is hence
considered a sensitive indicator of eutrophication (Paerl et al., 2003; HELCOM, 2018).
Setting aside the physical conditions of the environment, phytoplankton is limited by the
availability of nutrients, which can drastically alter phytoplankton growth, biomass and
species composition, which in turn has an effect on the functioning of the entire
ecosystem (Hecky and Kilham, 1988; Chislock et al., 2013). The likelihood of changes is
stronger when the increase in nutrients exceeds the capacity of the system to absorb
increased production (Nixon, 2009; Malone and Newton, 2020). In parallel with
increasing nutrient input, a rise in phytoplankton biomass is observed globally, along the
coastlines with intense anthropogenic activity (Gregg et al., 2005; Rabalais et al., 2009;
Malone and Newton, 2020). In five years (1998-2003), surface chl-a concentration
increased by 10% in the coastal ocean (Gregg et al., 2005), which is in line with the
increase of land-based anthropogenic nitrogen inputs (Schulte-Uebbing and de Vries,
2018). Many marine areas from the Gulf of Mexico and Chesapeake Bay to the Adriatic
Sea also experience an unprecedented occurrence or extent of potentially toxic algal
blooms, which is yet another unpleasant manifestation of eutrophication (Reece, 2015;
Bargu et al., 2016; Corriero et al., 2016).

Oxygen deficient zones develop when excess organic matter sinks below the
pycnocline (a layer with a steep density gradient), where it is metabolised by aerobic
heterotrophic bacteria (Lehmann et al., 2014; Carstensen and Conley, 2019). As dissolved
oxygen gradually runs out, organic matter starts to accumulate and local biogeochemistry
switches to an anaerobic regime, which retains the phosphorus in the ecosystem, changes
nitrogen transformation pathways and fuels the already intense eutrophication process
(Lukkari et al., 2009; Conley et al., 2009a). Expanding dead zones reduce the marine
life habitats, especially for benthic macrofauna, which significantly hampers the
benthic-pelagic coupling and the efficiency of the coastal filter as nutrient storage and
removal (Conley et al., 2009a; Carstensen et al., 2020). The number of coastal ecosystems,
which experience oxygen debt, has increased globally from < 5 prior to WWII to ~700
today, and is growing as eutrophication spreads (Diaz and Rosenberg, 2008; Vaquer-
Sunyer and Duarte, 2009; Altieri and Diaz, 2019; Diaz et al., 2019). Well-known examples
of areas with large oxygen deficient zones include the Gulf of Mexico, the Black Sea and
the Baltic Sea. Areas with improved oxygen conditions are rare, despite restrictions of
nutrient discharges. A major factor is climate change, which promotes the spread of
hypoxia and anoxia with elevated water temperatures, increased freshwater runoff and
strengthening stratification, which could potentially offset nutrient reductions in the long
run (Meier et al., 2017; Meier et al., 2021).

1.1 The Baltic Sea general description

The Baltic Sea is a brackish semi-enclosed sea in northeastern Europe with a surface area
of 422,000 km? and volume of 21,205 km? (Leppiranta and Myrberg, 2009) (Figure 1).
The average depth of the Baltic Sea is only 54 m and the water volume is small relative
to the surface area because % of the sea is shallower than 30 m (Leppéaranta and
Myrberg, 2009). The maximum depth of 459 m is located in the deep trench of the
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Landsort Deep. The Gotland Deep in the central Baltic Proper has a maximum depth of
250 m and is considered a dynamic deep area that is highly significant in shaping
hydrographic and biogeochemical fields of the Baltic Sea (Lepparanta and Myrberg,
2009).

The surface salinity of the Baltic Sea varies horizontally from approximately 10 g/kg
near the Danish Straits to 2 g/kg at the northernmost and easternmost subbasins
(Leppédranta and Myrberg, 2009). The long-term salinity is determined by net precipitation
(e.g. Jaagus et al., 2018) and river discharge across the Baltic Sea coast (Hansson et al.,
2011) and by the saline water inflows from the North Sea through very narrow and
shallow channels in the Danish Straits (Lehmann et al., 2022). The saline and oxygenated
water inflows to the Baltic Sea, especially the Major Baltic Inflows (MBI-s), occur only
intermittently (e.g. Mohrholz, 2018; Lehmann et al., 2022). The halocline, a vertical layer
with a strong gradient of salinity that separates the well-mixed surface layer from the
weakly stratified layer below, is located in the depth range 60-80 m (Matthaus, 1984).
The bottom layer salinity below the halocline depth varies from 15 g/kg in the south to 3
g/kg in the northern Baltic Sea (Vali et al., 2013). Long-lasting periods (>10 years) of
decreased salinity in the deep layers of the central Baltic, accompanied by oxygen
depletion and overall weakening of the vertical stratification, are referred to as
stagnation periods, which appear approximately once per century (Schimanke and
Meier, 2016). The last extensive stagnation period lasted from 1976 until 1992
(Schimanke and Meier, 2016).
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Figure 1. The Baltic Sea and the locations mentioned in the thesis.
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The upper mixed layer temperature of the Baltic Sea has a strong seasonal cycle, which
is driven by the annual course of solar radiation (Lepparanta and Myrberg, 2009).
Maximum water temperatures are reached in July and August and minimums in
February, when the Baltic Sea becomes partially frozen (Lepparanta and Myrberg, 2009).
The seasonal sea ice coverage has a vital role in the annual course of physical and
ecological conditions. In general, ice starts to form in October and may last until June
in the northern parts of the Baltic Sea (Leppéaranta and Myrberg, 2009). Depending on
the year, maximum ice extent could vary in the range of 30,000 km? (e.g. in 2015) to
260,000 km? (e.g. in 2011). In the case of a fully ice-covered Baltic, the maximum ice
extent is 422,000 km?, which was last observed in the 1940s (Vihma and Haapala, 2009).
The seasonal thermocline, a steep vertical temperature gradient which develops at the
depth range 10-30 m in spring, is strongest in summer and erodes in autumn, followed
by a thermal mixing down to the permanent halocline at the depth 60—-80 m (Matthaus,
1984). The 20-50 m thick cold intermediate layer forms below the upper mixed layer in
March and is observed until October within the 15-65 m depth (Liblik and Lips, 2011;
Chubarenko and Stepanova, 2018).

The large-scale mean horizontal circulation is dominantly cyclonic in the Baltic (Meier,
2007; Jedrasik and Kowalewski, 2019). Deep water circulation consists of dense bottom
currents of the inflowing saline water in the southern Baltic Sea, while convection,
mixing, entrainment and vertical advection of water masses lead to interactions between
upper and lower layers (Lepparanta and Myrberg, 2009). Instantaneous surface circulation
patterns are driven by wind in the Baltic Sea (Leppéaranta and Myrberg, 2009).

The Baltic Sea is a severely eutrophicated marine area, which has earned it the title
“Time-machine for the future state of other coastal marine areas” (Reusch et al., 2018).
Of the external sources, rivers contribute most to the Baltic Sea nutrient input (HELCOM,
2018). Rivers with catchments in densely populated agricultural areas, such as Vistula,
Nemunas and Oder in the southern part of the Baltic Sea have a bigger nutrient input
compared to northern areas, where large parts of river drainage areas are under forest
(Andersen et al., 2016; Kulinski et al., 2021).

Recent estimates (year 2017) of the total nutrient input remain around 900,000
tonnes for nitrogen and 30,000 tonnes for phosphorus (HELCOM, 2018). The Baltic Sea
Action Plan (BSAP) was adopted by HELCOM in 2007 (and updated in 2021) to coordinate
the measures of nutrient reduction for achieving a good environmental status of the
Baltic Sea. Significant decrease of the nutrient input into the Baltic Sea has been achieved
— the loads have reached the level of the 1960s for nitrogen and the 1950s for
phosphorus (-12% and -25%, respectively) (HELCOM, 2018). The ecological status of the
Baltic Sea, however, has not improved at the same rate, as stated by HELCOM (2018).
86 % of the coastal waters and 100% of the open sea are not in good status (HELCOM,
2018). Nutrient concentrations in the water have not reached the target value and
remain high across the Baltic Sea. Even though total nitrogen concentrations do show a
decreasing trend across most of the Baltic Sea, the steady increase in phosphorus levels
overrides the possible effects (Savchuk, 2018). This also reflects in primary production
estimates as in the vast majority of the Baltic Sea the chl-a concentrations remained
essentially unchanged from 1990 onwards, while cyanobacterial blooms increased in
frequency after 1998, although interannual variation was high, with hotspots in the Baltic
Proper and the Gulf of Finland, and the Bothnian Sea emerging as an area with increasing
cyanobacteria blooms (Kahru and Elmgren, 2014; Olofsson et al., 2020; Olofsson et al.,
2021).
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Oxygen debt has increased since 1990, indicating worsening oxygen conditions in the
Baltic Sea. Hypoxia, i.e. low oxygen, with dissolved oxygen concentrations below 2 mg/L,
can occur in the open sea as well as coastal areas, lasting from a few days to several years
(Vaquer-Sunyer and Duarte, 2008; Lehmann et al., 2014; Virtanen et al., 2019). In the
Baltic Sea, permanent hypoxia can occur in areas where a permanent halocline is present
(Vali et al., 2013). Permanent hypoxia has been evident in the open central Baltic Sea
since the 1950s (Carstensen and Conley, 2019). Seasonal hypoxia may develop in the
areas with a well-developed seasonal stratification (Liblik et al., 2018). Episodic events
with hypoxia are related to specific local conditions such as secluded location, warm
water and oxygen consumption prevailing over oxygen production (Conley et al., 2011;
Virtanen et al., 2019). Shallow coastal areas with complex bottom topography are prone
to seasonal hypoxia (Conley et al., 2011; Carstensen and Conley, 2019, Virtanen et al.,
2019). Anoxia, i.e. total lack of DO, is characteristic of the deep central basins of the Baltic
Sea (Hansson et al., 2011). Although the extent of anoxic areas in the Baltic Sea today is
unprecedented, intermittent hypoxia has occurred in the region over the Holocene,
which has shaped an ecosystem that is at least partly adapted to fluctuating oxygen
content (Conley et al., 2009b; Carstensen et al., 2014; Jokinen et al., 2018). MBI-s from
the North Sea are the only means to interrupt anoxia in the deep bottom layers of the
Baltic Sea (Neumann et al., 2017; Mohrholz, 2018). Interannual variations of the anoxic
area mostly coincide with interannual variations of the hypoxic area (Lehmann et al,
2014).

1.2 Aim and objectives

The Baltic Sea is so far relatively resilient to reductions in nutrient input, a measure which
was supposed to improve the eutrophication situation in a relatively short time-period.
In this thesis we analyse long-term changes of the main eutrophication indicators:
nutrients, phytoplankton spatial coverage and oxygen concentrations, and provide
insight into the effect of manipulation with nutrient input measures to the
eutrophication status of the Baltic Sea. The following scenario has been expected for the
Baltic Sea:

® as nutrient inputs have gone through significant decreases, the nutrient pools in the
water are expected to decrease as well;

e in the context of decreased nutrient input, phytoplankton blooms should decrease in
size;

® in response to nutrient input reductions oxygen conditions should improve — anoxic
and hypoxic areas are expected to decrease;

e the probability of anoxia and hypoxia, which is an important indicator of oxygen
conditions in a marine system, is also expected to decrease.

To prove the concept, a simulation was conducted with nutrient manipulation and
the response trajectories of key ecosystem elements were studied. The expectation is
that with nutrient additions to the already eutrophic Baltic Sea, the system would
respond with an accelerated change of all the aforementioned eutrophication indicators
— phytoplankton biomass increasing, nutrients accumulating in the system and oxygen
decreasing.
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2 Methods

A set of modelling, observations and remote sensing data was used to analyse the status
of three different eutrophication indicators in the Baltic Sea in papers I, Ill and IV.
The impact of increased nutrient load on the Baltic Sea ecosystem was evaluated, based
on the example of shipborne nutrient input to the Baltic Sea in Paper Il. A model
simulation experiment was used to describe the eutrophication indicators’ response to
additional nutrients in the system during the periods of 1 and 5 years (Paper Il).

The models and data used to analyse the state of the Baltic Sea are described in the
following sections.

2.1 Coupled Nemo-Nordic and SCOBI reanalysis

For papers | and IV the physics and biogeochemistry reanalysis products of the Copernicus
Marine Environment Monitoring Service (CMEMS, www.marine.copernicus.eu) were used,
which are based on the Nemo-Nordic hydrodynamic model (Hordoir et al., 2015),
coupled with the Swedish Coastal and Ocean Biogeochemical model (SCOBI) (Marmefelt
et al., 1999; Eilola et al., 2009). The SCOBI biogeochemical model consists of 9 state
variables: nitrate (NOs), ammonium (NHa), phosphate (POs), three functional species of
phytoplankton, zooplankton, detritus and oxygen (Eilola et al., 2009). Oxygen dynamics
are governed by air-sea exchange, primary production, respiration of plankton species,
decomposition of detritus, denitrification of NOs, and oxidation of ammonia by nitrifying
bacteria. The surface oxygen flux is calculated using oxygen solubility, temperature and
wind-dependent exchange rates. In the current application, the model system uses the
Localized Singular Evolutive Interpolated Kalman (LSEIK, Nerger et al., 2005) filter data
assimilation method to combine simulation and the SST observations from the Satellite
Application Facility on Ocean and Sea Ice (OSISAF) (https://osi-saf.eumetsat.int/) and
in situ profiles of salinity and temperature from the the International Council for the
Exploration of the Sea (ICES) database (www.ices.dk), and NOs, NHa4, POs and oxygen state
variables from the Swedish Ocean Archive database (SHARK; http://sharkweb.smhi.se).
The model domain consists of the North Sea and the Baltic Sea with a 2 nautical mile
resolution (Hordoir et al., 2019). The numerical model simulation data covers the period
1993-2017.

A more detailed models’ description, setup and model validation results are found in
Paper I.

2.2 Coupled GETM and ERGOM model system

The impact of shipborne nutrients on the marine ecosystem in Paper Il is estimated using
the coupled physical and biogeochemical model system: the General Estuarine Transport
Model (GETM) and the Ecological Regional Ocean Model (ERGOM) (Burchard and
Bolding, 2002; Neumann and Schernewski, 2008; Bruggeman and Bolding, 2014;
www.ergom.net).

GETM is a 3D numerical hydrodynamics model which solves sea state by means of
salinity, temperature, currents and water level (Burchard and Bolding, 2002). The model
domain covers the whole Baltic Sea with a closed boundary in the Kattegat.
The bathymetry has been derived from the Baltic Sea Digital Database (BSBD 0.9.3) and
interpolated on a 1 nautical mile grid, which is the horizontal resolution of the model.
In vertical direction 40 bottom-following and adaptive layers have been defined,

16



ensuring 5 m vertical resolution in the halocline and near the surface. The timestep for
the biogeochemical processes is set to baroclinic timestep, which is 500 s.

A more detailed description of GETM is provided in Paper Il

ERGOM (Neumann, 2000; 2002) is a N-based biogeochemical ecosystem model taking
into account processes like N-fixation, phosphorus limitation, denitrification and binding
of phosphorus into iron compounds. 12 state variables are used which describe the
nitrogen cycle in molar nitrogen units. The inorganic nutrients consumed by primary
producers are defined as NO3, NHs and POa. Primary producers are divided into three
functional phytoplankton groups: diatoms, flagellates and N-fixing cyanobacteria.
Nitrogen in phytoplankton and detritus is converted into molar carbon-content
according to the Redfield ratio (Redfield, 1934). Grazing of phytoplankton is described as
the growth of zooplankton. Phyto- and zooplankton are transformed into dead organic
matter, which sinks and contributes to the sediment pool as detritus. Under oxic
conditions part of the detritus is remineralized back to dissolved nutrients; this process
uses oxygen and has a temperature-dependent rate. Under anoxic conditions
denitrification reduces NOs to molecular N, which leaves the system. When NOs is
depleted under anoxic conditions, detritus is oxidised with sulphate (S04) and hydrogen
sulphide (H2S) is generated, which is considered as negative oxygen. Under oxic
conditions reactive POs are bound into iron-phosphates, which sink out of the
water-column and accumulate in the sediment layer. In case of anoxia with the presence
of sulfuric acid, iron-oxide gets reduced and PO is released back to the system as
nutrients available to the primary producers. A fraction of these iron-phosphate
compounds is also assumed to be buried permanently, depending on the sediment
thickness and sedimentation rate (Neumann and Schernewski, 2008).

Nutrient input from the 36 largest rivers has been derived from the European
hydrology model (E-HYPE) hindcast simulation of Donnelly et al. (2016). The diffuse
inputs of adjacent regions along the coast have been added to the nearest rivers. Since
only total nitrogen (TN) was available from hindcast simulations, we used fractions of
0.70 and 0.05 for NO3 and NHa, respectively. The remaining fraction of 0.25 from TN
contributes to the organic nitrogen pool as detritus input. The input of PO and organic
phosphorus was assumed to be 0.25 and 0.75 fraction of the total P, respectively.
The used fractions were inferred from numerous studies on nutrient loads to the Baltic
Sea (e.g.Stdlnacke et al., 1999; Vahtera et al., 2007; Savchuk et al., 2012).

More detailed descriptions of the ERGOM model are available in Neumann (2000),
Neumann et al. (2002), Neumann and Schernewski (2008), Radtke et al. (2012) and Lessin
et al. (2014).

2.3 Nutrient loads from an anthropogenic source

Nutrient loads from shipping in Paper Il were obtained from The Ship Traffic Emission
Assessment Model (STEAM) (Jalkanen et al., 2009; Jalkanen et al., 2012; Johansson et al.,
2013; 2017) and atmospheric chemistry model using the Community Multiscale Air
Quality (COSMO-CLM/CMAQ) modelling system (Byun and Schere, 2006; Rockel et al.,
2008; Matthias, 2008; Karl et al., 2019).

The STEAM is a ship Automatic Identification System (AlS)-based emission model
providing shipping emissions for the CMAQ model system and direct ship discharges to
the water. The atmospheric deposition fields from the CMAQ model provide the input of
NOs, NHa, PO4 and organic matter mass fluxes to the surface layer of the sea. The emission
of nitrogen oxides (NOx) to the atmosphere from shipping has been taken from the
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hourly emission dataset of STEAM simulation covering the full calendar year of 2012,
which is used as the reference year (SHIP model simulation) because it experienced
typical hydrographic and biogeochemical conditions relative to the climatological period
1993-2014. The NOSHIP model simulation is performed excluding the above-mentioned
external input of nutrients from shipping activity.

In STEAM, each vessel is considered as a unique case considering vessel specific ship
activity and technical description. Daily emissions of NOy, sulphur oxides (SOx), carbon
monoxide (CO), Elementary Carbon (EC), Organic Carbon (OC), sulphate (SO4) and Ash
were gridded and used as input for atmospheric modelling.

Atmospheric deposition of NOx species into the sea have been considered from the
following wet and dry depositions of: particulate nitrate (NOs3) (PM_NOs), nitrogen
trioxide (NOs), nitrogen dioxide (NOz), nitric oxide (NO), nitric acid (HNOs), nitrous acid
(HONO), nitrogen pentoxide (N20s), peroxyacetyl nitrate (PAN), oxidised peroxyacetyl
nitrate (OPAN) and peroxynitric acid (HNOa). Particulate ammonium (PM_NHa) and NHs
contribute to reduced nitrogen deposition. These compounds are the source of
bioavailable nitrogen in the marine system.

Atmospheric phosphorus deposition has been considered as 3.5% of mineral ash
deposition calculated in CMAQ. The hourly atmospheric depositions from a 4 x 4 km?
atmospheric deposition grid have been interpolated on the 2 x 2 km? shipping discharge
grid used for the direct nutrient inputs.

Direct discharge from ships originates from black water (BW), grey water (GW), food
waste (FW), scrubber water from open and closed loop systems (SWO and SWC), which
have been calculated from the discharge volumes and measured concentrations in
wastewaters (Jonsson et al., 2005; Hufnagl et al., 2005; Furstenberg et al., 2009; Wartsila,
2010; McLaughlin et al., 2014; Wilewska-Bien et al., 2016; Wilewska-Bien et al., 2019).
The organic nitrogen is considered as dead organic matter input and is recycled to
dissolved nutrients in the water by bacteria. The actual numbers of different inputs are
given in Table 1 in Paper Il.

2.4 Remote sensing data

CMEMS ocean colour remote sensing data was used in Paper Il to calculate
phytoplankton bloom characteristics. The phytoplankton abundance and succession in
the Baltic Sea are characterised by dinoflagellate- and diatom-dominated spring bloom
and cyanobacterial summer bloom (Kahru and Némmann, 1990; Kahru et al., 2018).
The spring bloom (spring is from days 31 to 160) is detected using the Siegel (2002)
approach (i.e. it is a spring bloom if chl-a > median + 5%) for each pixel in the basin, after
which the statistics for the bloom onset are calculated as in Groetsch et al. (2016) and
presented as distribution of the start, peak and end days over the whole basin per each
year.

The spring and summer bloom spatio-temporal coverage (day km?) are aggregated
from daily subsurface and surface bloom following Hansson and Hakansson (2007).
Summer blooms are detected by applying the thresholds defined by Hansson et al. (2010)
on remote sensing reflectance spectra (Rrs) at the wavelength of 550 nm and Rrs at
676 nm for the subsurface and surface blooms, respectively. Although the method
for calculation of the spatio-temporal distribution of the phytoplankton blooms is
homogeneous over the time period under consideration, extremely low values of spring
bloom for the year 1998—-2001 are disputable.
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Although 20 years of satellite data are available in the Baltic Sea, it should be noted
that the remote sensing indexes computed by SMHI for HELCOM, recorded from 2010
onwards, should not be directly compared with the 1997-2009 values, as an improved
detection method is now used (i.e. Hansson et al., 2010). The time series for Rrs and
chl-a used in this study are fully homogeneous as they are based on a merged product
from different satellites that corrects for inter-sensor differences (Mélin et al., 2017;
Sathyendranath et al., 2017).

2.5 Oxygen measurements

Initial oxygen data sources in Paper | consist of the international ICES trawl surveys,
national monitoring programmes of each country surrounding the Baltic Sea and
different research projects. The hypoxic (DO < 2 mg/L) and anoxic (DO = 0 mg/L) area and
volume were calculated for the autumn period (August—October) of each year (Hansson
et al,, 2019).

The vertical profiles with at least three data points of oxygen values were used.
To obtain a complete oxygen profile the interpolation between the measurements and
extrapolation down to the bottom was performed. Then, the shallowest point of the
hypoxia and anoxia occurrence was found in the profile. The Delaunay triangulation
interpolation method was used to create a spatial depth map of hypoxia and anoxia.
The region outside the water points was masked out and hypoxic and anoxic area and
volume were calculated from gridded data.
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3 Results

3.1 Nutrient pools and phytoplankton blooms

From the coupled NEMO-Nordic and SCOBI reanalysis results the pools of NOs, NHs, PO4
and dissolved oxygen have been calculated for 3 layers: surface layer 0—15 m, intermediate
layer 15-80 m and deep layer 80 m and below, using the concentrations from the daily
mean fields (Paper IV).

The period 1993—-2017 marked a decrease in the pelagic NOs3 pool from ~2400 to
1700 KT (Figure 2 a). The decline of the NOs pool (up to 60%) was uniform over the Baltic
Proper. In the Gulf of Bothnia the subsurface layer NOs pool decreased slightly,
but turned to a modest increase in the deep layer (Figure 3 a—b). Pelagic NH4 pools, which
contributed about 10-20% (except for the bottom layer) to the DIN pools, decreased in
the surface and intermediate layers (Figure 2 b). In the deep layer the NH4 pool increased,
referring to the low concentration of dissolved oxygen there (Figure 3 b—c).

PO4 had an inverse response to input reduction: the pelagic pool increased from ~600
to 750 kT, predominantly in the surface and intermediate layers (Figure 2 c). The increase
of the PO4 pool (up to 60%) covers the entire Baltic Proper area, most of the Gulf of
Finland and the Gulf of Riga (Figure 3 e—f). Interestingly, the pool in the deep layer was
more stable, indicating only a slight increasing tendency. In the Gulf of Bothnia, where
PO4 pools are smaller compared to the rest of the Baltic Sea, the decrease of POs in the
surface and intermediate layers was confronted by a small increase in the deep layer
(Figure 1.5.4 b, d, f in Paper V).

The changes in the pelagic pools of DIN and DIP across most of the Baltic Sea have
resulted in a decreasing nitrogen to phosphorus ratio (Figure 4). The period 1993-1999
is characterised by the DIN:DIP ratio less than 16 in the Baltic Proper and the Gulf of
Finland, and more than 16 in the Gulf of Bothnia and the Gulf of Riga (Figure 4 a).
By 2000-2017 the area with the low ratio of DIN:DIP increased as nitrogen limitation
spread to the Aland Sea and coastal areas across the entire Baltic (Figure 4 b). It should
also be noted that the high DIN:DIP ratio in large estuaries indicates that there is no
nitrogen limitation due to constant input of nitrogen, regardless of high PO4 concentrations
(Figure 4).
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Figure 2. Stacked plot of time series of summarised dissolved nutrient pools: NOson (a), NHs on (b),
PO4o0n (c) in three different layers (surface layer 0-15 m: blue; Intermediate layer 15-80 m: yellow;
and Deep layer starting at 80 m and extending to the bottom: red) across the entire Baltic Sea.

21



a)

b)| ]

— 20 g
64 E 64 ]
Z 15 5
=2 a
= £
L § 10 L o
= = 2
2 o 5 ko
3 S g
2 60r = 60 - x
E=] 0
©
-
56 1
10 14 18 22 26 30 10 14 18 22 26 30
c)

64|

NH, content [g N/m?]
Relative difference [%]

Latitude [°N]
[o2]
o

_ 25 S

64 L E 64 - g

a [ =

e

= £

L c L £

z £ °

£ 8 2

L 3 05 %

2 60 & 80 - <
S
©
—

56

10 14 18 22 26 30 10 14 18 22 26 30
Longitude [°E] Longitude [°E]

Figure 3. Mean NO;s (a, b) in the intermediate layer, NHy (c, d) in the deep layer and POy (e, f) pools
in the intermediate layer in February during the period 1993-1999 in the left panels (a, c, e) and
their relative changes (t - ref)/ ref) *100 for the period 2000-2017 in the right panels (b, d, f) in the
Baltic Sea. The left plots show nutrient pools as the amount of nutrient per square metre. The layers
are depicted as the intermediate layer (15—-80 m) and deep layer (80-bottom). The contour lines on
(b), (d) and (f) show relative changes with a 10% step.

22



W W
o a

64 L 30 M 150

n
o

—16

NP ratio [ ]
o 3

NP ratio [ ]

Latitude [°N]

22 26 30 10 14

15 I 1‘4 18
Longitude [°E]

18 22 % a0
Longitude [°E]

Figure 4. The mean DIN:DIP ratio (NOs+NH4/POy) in the 0—15 m layer during the period 1993-1999
(a) and during the period 2000-2017 (b). The black contour corresponds to areas with DIN:DIP ratio
of 216.

The variations in nutrient pools should be reflected in the statistics of spring and
summer phytoplankton blooms. Over the study period 1998-2017, the spring bloom
spatiotemporal coverage has shown a general tendency to increase from 2002 to
2008-2011, followed by a decrease until 2017 (Figure 5 a). Summer bloom coverage
increased from 1998 until 2005, followed by a decreasing tendency until the end of the
period, with the subsurface bloom dominating over the surface bloom (Figure 5 b).
To attribute this decrease to the decrease of nitrate and phosphate pools (Figure 2) could
be premature.
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Starting with 1998, the mean start day of the spring bloom shifted from day 120 to
days 60—80 from 2003 onwards (Figure 2.4.1. In Paper Ill). According to the start day and

spatio-temporal coverage, the spring bloom evolution in the Baltic Sea could be described
as follows:

1) late onset spring bloom (starting later than day 100) with a small spatio-temporal
coverage, characteristic of 1998-2002;

2) medium onset spring bloom (starting at around day 80) with a large spatio-temporal
coverage, prevalent in 2003—-2011;

3) early onset spring bloom (starting at around day 60) with a relatively medium
spatio-temporal coverage, prevalent in 2012—-2016.

The end day of spring bloom as well as peak day has not shown significant shifts over
the study period.
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3.2 Pools of dissolved oxygen and recent evolution of hypoxia and
anoxia in the Baltic Sea

Calculations of the dissolved oxygen pools of the entire Baltic Sea over the period
1993-2017 show only a marginal decrease of oxygen content in the deep layer (Figure 6 a).
There are 2 distinctive periods of hypoxia evolution in the Baltic Sea: 1993-1999 and
2000-2017 (Figure 6 b—c). During 1993-1999, hypoxic area and volume increased
steadily with the rate of 5000 km? yr! and 200 km? yr?, respectively (see Table 4 in
Paper I). There are two lines for hypoxia area and volume in Fig. 6 to cover the two
definitions of hypoxia (DO < 2 ml/L and DO < 2 mg/L ). The trends for the anoxic area and
volume were smaller, accounting for 1400 km? yr~* and 30 km3yr?, respectively.

During the second period 2000-2017, variability of the hypoxic area showed a
statistically stationary process. The statistical stationarity tests were conducted to detect
whether the hypoxic and anoxic areas were at a stable level or going through a change.
The hypoxic area varied between 50,000 and 80,000 km? and the anoxic area between
10,000 and 50,000 km?2. The periodicity of 10 years could be caused by the interplay
between MBI-s in 2003 and 2014 (Figure 6 c) and local biogeochemical processes.
The area of hypoxic water and the area and volume of anoxic water showed a small
negative trend (Figure 6; see table 4 in Paper 1), whereas the volumes of hypoxic water
had weak positive trends. The mismatch between hypoxic and anoxic area and volume
estimated from reanalysis and measurements is mainly due to model deficiencies in
simulating physical and biogeochemical processes in the deep layers.

To characterise the spatio-temporal evolution of the hypoxic and anoxic areas,
the probabilities of hypoxia and anoxia occurrence were introduced. The probability of
anoxia or hypoxia occurrence is defined as the ratio of the number of days when
anoxia or hypoxia was present at the grid cell to the total number of days during the
period under consideration. The regions with hypoxia and anoxia probability of 0.25
(3 months of the year) could be considered as proxy for seasonal and episodic hypoxia
and anoxia. In addition, these areas could be prone to long-term hypoxia or anoxia in the
future.

In 1993-1999 permanent hypoxia developed in the areas deeper than 80 m (Figure 7
a,c). From the hypsographic curve of the Baltic Sea (Figure 7 b), we can say that the 80 m
isobath represents the characteristic depth of the upper bound of the hypoxic area.
However, in the Bornholm Basin, persistent hypoxia with an episodic increase of oxygen
concentrations occurs in the areas shallower than 80 m (Figure 7). An opposite pattern
with a persistent hypoxia deeper than 80 m is characteristic of the Gdansk Basin (Figure 7).
Seasonal or episodic hypoxia occurs in the transition area between Gdansk and Eastern
Gotland basins. Among shallow areas, the Neva River estuary is prone to frequent
hypoxia and even anoxia (Figure 7). By 2000-2017, the probability of hypoxia increased
in the areas deeper than 80 m (Figure 7 b—d). Geographically, the area with increased
hypoxia probability spread southward in the Eastern and Western Gotland basins, and
increased at the entrance to the Gulf of Finland and in the western part of the gulf.

There were no permanent anoxic regions in the Baltic Sea in 1993-1999, except for the
deepest local areas of the Eastern Gotland Basin and Northern Baltic Proper (Figure 7 e).
Anoxic area increased geographically and probability-wise from 1993-1999 to 2000-2017
(Figure 7 e—f). In the southern Baltic Sea, the areas with anoxia probability less than 0.25
during 1993—-1999 turned into areas with permanent anoxia during 2000-2017. Rather
than indicating seasonal and episodic anoxia, the changes in probability from lower
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values during the first period to higher values during the second period show gradual
development of anoxia. In the Bornholm Basin and Gdansk Basin, the anoxic areas with
probability less than 0.25 could indicate seasonal and episodic anoxia.
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Figure 6. a) Stacked plot of time series of summarised DO in three different layers (surface layer
0-15 m: blue; Intermediate layer 15-80 m: yellow; and Deep layer starting at 80 m and extending
to the bottom: red) across the entire Baltic Sea.

The area (b) and volume (c) of anoxic (black line) and hypoxic (blue lines) water masses in the
Baltic Sea domain calculated from the model reanalysis (solid lines) and the measurements
(diamonds). Dashed lines show linear trends for two periods. The axis on the right side on (a) shows
the depths which correspond to the area in the Baltic Proper (including the Gulf of Finland) that lies
below the corresponding depth level, as calculated from the hypsographic curve of the Baltic Proper
(including the Gulf of Finland). Volume and timing of the Major Baltic Inflows are marked with the

bars (b).
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Figure 7. The probability of hypoxic (DO <2 ml I-1) on (a)—(b) and anoxic (DO < 0 ml |-1) on (c)—(d)
water masses over the period 1993-1999 on (a),(c) and 2000-2017 on (b),(d) in the Baltic
Proper(including the Gulf of Finland). The black isoline corresponds to a 0.25 probability. The red
contour shows the 80 m isobath on (a)—(d) and 120 m isobath on (a)—(d).

3.3 Effect of additional nutrients on the ecosystem

In this thesis, the impact of increased nutrient load on the Baltic Sea ecosystem is
evaluated, based on the example of shipborne nutrient input to the Baltic Sea (Paper Il),
calculated from the STEAM and COSMO-CLM/CMAQ model systems (Section 2.3).

The effect of combined nutrient input from shipping-related waste streams and ship
emission atmospheric depositions on the overall biogeochemical cycle, primary
production, detritus formation and nutrient flows of the Baltic Sea was studied.
The impact on the biogeochemical processes was assessed by subtracting the fluxes of
nitrogen and phosphorus from two model simulations (SHIP, NOSHIP). Total nitrogen in
the marine ecosystem can be divided into NOs (the majority), nitrogen in phytoplankton,
dissolved molecular nitrogen, i.e. the result of denitrification, and nitrogen bound to
detritus (Figure 8). The nitrogen input consists of NOs and NH4 deposition from the
emissions to the atmosphere and direct discharge to the water due to shipping activity.
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Figure 8. (a) Annual time-series of excess nitrogen pools for the first simulation year between SHIP
and NOSHIP simulations. Blue line (N input) stands for nitrogen input, black line (TN) is total
nitrogen, pink line (N_NOs) is nitrate, red line (N_Det) is detritus, green line (N_Dia) is diatoms,
yellow line (N_Fla) is dinoflagellates, dark blue line (N_Cya) is cyanobacteria or nitrogen fixation,
light blue line ((-)N_NH,4 denitrif) is denitrification.

Five-year time-series of: (b) nitrogen balance between input and total nitrogen pool in the
water, where blue line (N input) is nitrogen input, black line (TN) is total nitrogen, dark blue line
((-)N_NH4 denitrif) is denitrification and light blue line (N_N-fix) is nitrogen fixation.

(c) phosphorus budget, where blue line (P_PO,) is phosphate, red line (P_Det) is phosphorus in
detritus, purple line is phosphorus in iron-phosphate, green line (P_Dia) is diatoms, yellow
line (P_fla) is dinoflagellates, light blue line (P_cya) is cyanobacteria.

(d) oxygen content (SHIP - NOSHIP)

For the first three months of the year nitrogen that enters the ecosystem remains in
the water as pelagic NOs (Figure 8 a). With the onset of the spring bloom total nitrogen
in the water column starts to decrease in relation to the excess nitrogen input due to
consumption by diatoms and flagellates. As phytoplankton decomposes, the pool of
nitrogen bound to detritus starts to increase. Decomposition also contributes to the NH4
pool, but this does not reflect in the pool size as NHa is rapidly oxidised into NOs and
molecular N. The nitrogen fluxes during the bioactive period can be summarised as
concurrent transformations from phytoplankton-bound nitrogen into detritus, followed
by decomposition back to DIN and denitrification to molecular N. As seen in Figure 8 a,
the input of additional nitrogen causes cyanobacteria biomass to decrease. With that the
amount of dead organic matter (detritus-bound nitrogen) also decreases. The same,
although to a lesser extent, applies to nitrogen in diatoms and flagellates, and inorganic
nitrogen in the water. From the end of August to November, the pool of inorganic
nitrogen remains stable as negative contribution by lessened cyanobacteria bloom
decreases, and nitrogen consumption by flagellates balances the decomposition of
organic matter. November marks the end of active primary production and with that the
consumption of bioavailable nitrogen as detritus nitrogen gains stable positive level and
the continuous input enables nitrogen to accumulate in the system. By the end of
December the nitrogen added into the system is retained as NOs in the water and as
organic nitrogen in detritus. The low temperatures and decreased amount of dead
organic matter at the end of the year slow the rate of denitrification.
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To study the long-term effect of the added nutrients in the Baltic Sea ecosystem we
extended the simulation to five years, repeating the same annual input and
hydrophysical conditions. The results indicate that the total annual NOsin the water and
nitrogen in detritus approach a steady state relatively fast (Figure 8 b). The input of
excess nitrogen is largely compensated by decreasing nitrogen fixation and increasing
nitrogen removal due to denitrification. PO4 in the water column also decreases, i.e.
excess POs is negative, accompanied by the increase of phosphorus pool in the sediments
(Figure 8 c). Continuous decomposition of organic material results in higher oxygen
consumption and a negative trend of the oxygen content which decelerates in time
(Figure 8 d).
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4 Discussion

4.1 Changes in nitrogen pools

The internal DIN pools have a decreasing trend across the Baltic Sea (Figure 2 a—b; Paper
IV; Vahtera et al., 2007; Bonaglia et al., 2016), which agrees with Lgnborg and Markager
(2021). The difference from Gustafsson et al. (2012) and Savchuk (2018), where the Baltic
Sea nitrogen pools were relatively stable during the last decades, accounts for a different
time period and estimation method used. The pelagic nitrogen pools depend on the
inputs from land, export and release of organic matter from the sediment and net export
of nutrients to downstream areas. The negative tendency in the internal nitrogen pools
can be attributed to the significant decrease in nitrogen input and increased removal
from the system.

Nitrogen has multiple alternative pathways into the sea, e.g. fixation by diazotrophic
organisms, atmospheric deposition, rivers and wet discharge from land and ships.
Nitrogen removal from the marine system is an interplay between several processes,
which include denitrification, anammox and dissimilatory NOs reduction to NH4 or DNRA.
All major nitrogen transformation processes are dependent on oxygen concentrations
(Conley et al.,, 2009b), which is an important feature in Baltic Sea, where oxygen
concentrations are extremely variable across time and space.

Denitrification, the main process to remove nitrogen in the Baltic Sea, is carried out
by heterotrophic anaerobic bacteria and reduces NOs into dinitrogen gas (N2) (Bonaglia
et al., 2016). As the availability of NO2 and NOs is a prerequisite for denitrification, it is
assumed to be dependent on nitrification, which in turn is an aerobic process (Dalsgaard
et al., 2013). Thus, anaerobic denitrification mostly occurs in transitional conditions:
in the sediments at the oxic-anoxic boundary or in the water column, directly below the
oxic-anoxic interface (Bonaglia et al., 2016). Active denitrification in the water column
explains the notable decrease of the NOs pool in the intermediate and deep layers of the
Baltic Sea, where the oxic-anoxic interface often lies higher up in the water column
(Figure 2 a). The amount of nitrogen denitrified in the water column per year is still
debated, but the magnitude can be comparable to sediment denitrification according to
the highest estimate by Dalsgaard (2013).

Anammox, the alternative process to remove nitrogen, is predominant in newly anoxic
conditions where sulphides have not yet formed, e.g. the Gotland Deep after an inflow
event (Hannig et al., 2007; Dalsgaard et al., 2013). Anammox is not as prevailing as
denitrification, but can be important periodically and locally — e.g. anammox in the
sediments of the seasonally anoxic Gulf of Finland has been measured to contribute
10-15% to the total N2 production (Hietanen and Lukkari, 2007). Similarly to
denitrification, anammox is also dependent on NO2 and NOs which links the process with
nitrification and oxygen. This knowledge, however, does not align well with the overall
negative correlation which has been observed in a number of studies between the extent
of anoxic area and pelagic nitrogen pool, which suggests accelerated nitrogen removal
with increased oxygen deficiency (Conley et al., 2009; Kulinski et al., 2021). This could be
explained by the effective transport of NO2 and NOs from oxic areas, where they are
generated, into deep layers, as well as suggesting the existence of an additional nitrogen
removal pathway, chemolithoautotrophic denitrification via e.g. sulphur (or methane),
which would enable the process to occur in the deep, permanently anoxic bottom layer
(Brettar and Rheinheimer, 1991; Conley et al., 2009a; Hietanen et al., 2012). Nitrogen
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removal of chemolithoautotrophic origin in the Baltic Sea is supported by Dalsgaard
et al., (2013) and Bonaglia et al. (2016), as they have shown the occurrence of
denitrification in the presence of sulphide as an electron donor. Organic carbon and NHa
have also been suggested as electron donors and important drivers of denitrification in
the Baltic Sea (Dalsgaard et al., 2013; Bonaglia et al., 2016).

The accumulation of NH4 at the bottom of the central deep basins of the Baltic Sea
(Paper IV; Figure 3 c—d) can be attributed to prevalent nitrogen retaining processes,
represented by DNRA, which is strictly anaerobic and has a larger share due to the
expanding anoxic bottoms during the last few decades (Figure 6; Jantti and Hietanen,
2012; Bonaglia et al., 2016).

The results suggest that the tendency of decreasing water column nitrogen pools in
the last decades reflects the reduction of inputs, but also increasing nitrogen removal
from the system, which occurs regardless of the negative tendency of oxygen
concentrations in the Baltic Sea. Indeed, it has been shown that over time denitrification
rates in the Baltic Sea have increased due to the elevated amounts of nitrates and organic
material in the water (Gustafsson et al.,, 2012) as well as due to the effects of the
changing climate such as the increase in average temperature and stronger stratification
(Lenborg and Markager, 2021). The negative correlation between hypoxic water mass
and DIN also suggests increased removal with worsening oxygen concentrations in the
last decades, although the exact process behind this phenomenon is still debated,
as already discussed (Hietanen and Lukkari, 2007; Vahtera et al., 2007; Hietanen et al.,
2012).

4.2 Changes in phosphorus pools

During the last decades, inorganic phosphorus pools have steadily increased across most
of the Baltic Sea (Figure 2 c), most notably in the Baltic Proper, the Gulf of Finland and
the Gulf of Riga (Paper IV; Gustafsson et al., 2012; Savchuk, 2018).

Phosphorus transformation pathways in a marine system are fundamentally different
from nitrogen. Phosphorus enters the sea mostly from rivers and sewage water and
remains a part of the marine system indefinitely (HELCOM, 2018). When we exclude
advection, the only natural sink for phosphorus is burial in organic form or as authigenic
P-bearing minerals (Kulinski et al., 2021). The speed and efficiency of phosphorus burial
is heterogeneous in the Baltic Sea, depending on the sedimentation rates, iron
availability and oxygen concentrations (Viktorsson et al., 2013; Kulinski et al., 2021).
Three groups of minerals have been identified in the Baltic Sea sediments: calcium
(Ca)-phosphates (fluorapatite), Mn-Ca carbonates (rhodocrosite) and Fe (1) phosphates
(vivianite) (Jilbert and Slomp, 2013; Dijkstra et al., 2016). In addition to burial, sediments
also store vast amounts of phosphorus as iron-phosphates (Lehtoranta et al., 2009).
Phosphorus cycle in a marine ecosystem is strictly oxygen-dependent (Lukkari et al.,
2009; Watson et al., 2017). When the water column turns anoxic, POs is released from
the iron-oxides and becomes (bio)available again (Conley et al., 2009a; Viktorsson et al.,
2013). The PO4 that is released into the deep layer can be carried to the euphotic zone
by seasonal erosion of the pycnocline and inflows from the North Sea, which transport
the deep and intermediate layer PO4- laden water masses upstream towards the Gulf of
Finland (Stigebrandt, 1985). The increase of phosphorus pools was biggest in the surface
and intermediate layers, while the positive tendency at the bottom was modest (Figure
2 c; Paper IV). Indeed, coastal areas bind phosphorus effectively and thereby act as a
filter for nutrients deriving from land (Asmala et al., 2017). These areas are especially
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vulnerable to hypoxia and anoxia, as inorganic phosphorus is released rapidly when
oxygen concentrations fall to zero seasonally and episodically, which is very common in
many areas of the Baltic Sea, especially the Gulf of Finland (Figure 7). In coastal areas the
water column is usually shallower than the mixing depth, which guarantees the active
utilisation of PO4 by primary producers, activating a positive feedback mechanism with
increased sedimentation of organic matter, the consequent seasonal bottom water
oxygen depletion and increased sediment phosphorus release back to the water column,
also known as the “vicious circle” (Vahtera et al., 2007).

The biogeochemical conditions in the Gulf of Bothnia differ from the rest of the Baltic
Sea, which also reflects in the ecological status of the area. The limited exchange with
the Baltic Proper, weak stratification and small external load of nutrients explain the
year-round sufficient oxygen conditions, although the organic carbon load is high (Kuosa
etal., 2017). Consequently, the Gulf of Bothnia is known as the only area in the Baltic Sea
that stores phosphorus effectively in the sediments as the presence of oxygen allows
phosphorus to be stored in the sediments as iron-phosphates. Still, the Bothnian Sea also
experiences a positive winter DIP trend in the deep layer (Paper 1V), which possibly
reflects the intrusion of oxygen-deficient phosphorus-enriched water mass from the
Baltic Proper (Rolff and Elfwing, 2015). Simultaneously, the input of phosphorus from the
drainage basin could also be increasing (Kuosa et al., 2017).

The effect of the significantly decreased phosphorus input into the Baltic Sea cannot
be seen in the pelagic cycling of phosphorus, which is still on an increasing course, with
the internal pool now exceeding loads 11 times (Savchuk, 2018). This suggests that the
sediments act as an ineffective phosphorus sink due to recurring or permanent anoxia,
which effectively maintains the large internal pool, independent of external inputs
(Paper 1). The increase of phosphorus pools during the last decades across most of the
Baltic Sea agrees with previous studies (Paper IV; Gustafsson et al., 2012; Savchuk, 2018).

4.3 DIN:DIP ratio

The decrease of DIN and increase of DIP pools in the Baltic Sea results in a decreasing
DIN:DIP ratio, mostly at the expense of coastal areas (Figure 4). Changes in the nutrient
ratio play an important role in the eutrophication of a sea and can be a key component
in aggravating ecosystem changes (Granéli et al., 1990). Low nitrogen to phosphorus
ratio leaves excess phosphorus in the euphotic zone after the spring bloom has
terminated (Granéli et al., 1990). The strengthening of nitrogen limitation in the Baltic
Sea is driven by the autonomous, self-sustaining “vicious circle”, where nitrogen is
removed from the system with increasing rate as oxygen deficient zones increase —which
in turn, favours the spread of cyanobacteria, compensating for the “lost” nitrogen
(Savchuk, 2018). Simultaneously, phosphorus is released from the sediments in anoxic
areas, being the direct result of decreasing dissolved oxygen content in the water (Figure
6—7; Paper IV; Conley et al., 2002; Viktorsson et al., 2013). This cycle is linked with the
timing and distribution of phytoplankton blooms: if the spring bloom weakens due to
DIN running out, the summer bloom of diazotrophic cyanobacteria is enhanced due to
excess DIP in the water (Paper Il; Vahtera et al., 2007). The regions of the Baltic Proper
with significant changes in the DIN:DIP ratio (Figure 4) overlap with areas of intense
cyanobacteria blooms as recorded by Kahru and Elmgren (2014). In the Bothnian Sea,
the DIN:DIP ratio has also decreased, and the area is also known for emerging
cyanobacteria blooms (Kahru and Elmgren, 2014; Olofsson et al., 2020; Olofsson et al.,
2021). Consequently, as poor oxygen conditions prevail, or even expand in the Baltic Sea
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(Paper 1), nitrogen will continue to be preferentially removed (Paper IV) and the balance
with phosphorus, which now strongly relies on the internal release, will be off in the near
future, while long-term predictions are yet uncertain based on the knowledge and data
we have (Saraiva et al., 2019; Meier et al., 2021). The shift in the DIN:DIP ratio is an
integral link in sustaining the state of Baltic Sea ecosystem, which thus far remains quite
resilient to external changes and the prevailing trends in nitrogen and phosphorus pools
(Figure 2). The lag in the ecosystem’s response to nutrient changes effectively
demonstrates the exceptionally long time scales of the biogeochemical cycles in the
Baltic Sea (Gustafsson et al., 2012).

4.4 Effect of nutrient pools on phytoplankton blooms

Primary production is an integral link in the biogeochemical cycle of nutrients and earlier
studies have shown a positive correlation between nutrient concentrations and primary
production biomass (Fleming and Kaitala, 2006; Groetsch et al., 2016; Raateoja et al.,
2018). The nutrient base of the Baltic Sea sustains a high biomass of phytoplankton,
which in turn creates vast amounts of decaying, oxygen-consuming organic matter — a
direct reflection of a severely eutrophicated system (HELCOM, 2003). Nutrient
reductions and the consequent decreases in the Baltic Sea nutrient pools should result
in a decrease of the large and mostly nitrogen-limited spring blooms (Groetsch, 2016).
But, as already mentioned, in a nitrogen-limited system, a fraction of the bioavailable
phosphorus is left in the water after the spring bloom has terminated. The characteristic
features of Baltic Sea — low salinity together with warm water temperatures and strong
stratification in summer — enable the growth of cyanobacteria, which will consume the
residue phosphorus and can fix nitrogen from the atmosphere, filling the niche void from
the other functional groups (Olofsson et al., 2016; Savchuk, 2018; Kahru et al., 2020).
Cyanobacteria are linked to eutrophication due to their ability to utilise N> from the
atmosphere, convert it into bioavailable nitrogen and thereby perform as an additional
nutrient source in an already over-fertilized ecosystem (Munkes et al., 2021). Whether
this newly imported nitrogen has an effect on the next year’s bloom, depends on the
system’s ability to remove it. The Baltic Sea is relatively effective at eliminating nitrogen,
which limits the effect of nitrogen introduced by cyanobacteria to one season (Kulinski
etal., 2021). This is supported by our results, which do not indicate a correlation between
the spring and summer blooms inter-annually (Figure 5).

The studied time frame (1993-2017) does not reveal a clear pattern for the
phytoplankton spatiotemporal coverage in relation to changes in nutrient pools. Both
spring and summer bloom have a “broken” trend with an increase until ca. 2005-2008
and a decrease after that (Figure 5). A clear temporal shift of the spring bloom was
observed, which indicates that blooms become longer, but less intensive. This can be
attributed to nutrients becoming available earlier due to climatic conditions (Groetsch
et al., 2016) and the existence of other limiting factors, which restrict the intensity of
the bloom. A similar phenomenon has been observed by others (Fleming and Kaitala;
2006; Kahru et al., 2016; Kulinski et al., 2021). If anything, the summer blooms have in
fact decreased in the last 8 years of the study period, despite increasing internal
phosphorus pools, indicating other causes aside from nutrients. The matter has been
more thoroughly discussed in e.g. Kahru et al. (2018) and Olofsson et al. (2020), who
concluded that nutrient concentrations in the water are not the only explanation for the
inter-annual dynamics of cyanobacteria blooms, which seem to oscillate short-term
due to causes yet uncertain. As the controls of cyanobacteria blooms are still not
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comprehensively understood, the uncertainty of model-based projections in the Baltic
Sea is considerable (Munkes et al.,, 2021; Loptien and Dietze, 2022). Moreover,
Carstensen et al. (2011) have discussed the possibility of a shift in the nitrogen — chl-a
ratio over time towards a unit of nitrogen supporting a higher yield of phytoplankton
biomass, which suggests changes in a variety of other, non system-specific factors which
the ratio depends on, e.g. the taxonomic composition of phytoplankton and turnover of
nitrogen in the water and sediments. This could also be a part of the explanation why
phytoplankton blooms have not changed during the last decades.

Setting aside model discrepancies, it could be assumed that: a) phytoplankton spatio-
temporal coverage (day/km?) does not linearly respond to nutrient pools in the Baltic Sea
ecosystem; b) phytoplankton blooms are (co)limited by other factors, which we did not
look at; c) the time period is too short to see a clear change.

4.5 Oxygen

Extensive phytoplankton blooms produce vast amounts of detritus, or dead organic
matter, most of which sinks to the bottom and is mineralized, as long as oxygen is
available. Thus, the extent of hypoxia and anoxia can be used at estimating the
eutrophication status of a marine ecosystem (Almroth-Rosell et al., 2021).

Temporal changes of dissolved oxygen concentration in a volume of water are
determined by the ratio of cumulative sources and sinks of oxygen (Fennel and Testa,
2019). Atmosphere is the main contributor of oxygen to the sea. Oxygen enters the
surface layer via air-sea gas exchange and its penetration depth is determined by the
vertical stratification of the water column. Below the active gas exchange layer lateral
transport and biogeochemistry control the oxygen concentrations. In the Baltic Sea
persistent hypoxia occurs below a permanent halocline, whereas seasonal hypoxia may
develop in areas with a seasonal pycnocline (Vili et al., 2013; Liblik et al., 2018). Episodic
hypoxia is related to certain circumstances: weak oxygen flux from the air, warm water
and oxygen consumption prevailing over oxygen production (Virtanen et al., 2019).

Our results showed a marginal decrease of the calculated oxygen pools in the deep
layer of the Baltic Sea (Figure 6 a), which was unexpected, and we assume that it does
not reflect the conditions in the problematic areas of the Baltic Sea (BP, GoF). This is due
to the pools also taking into account the large volume of deep water (below 80 m) in the
well-oxygenated Bothnian Bay, which seemingly reduces the overall poor state of the
Baltic Sea.

A clear shift was revealed in the regime of hypoxic and anoxic areas and volumes over
the study period 1993-2017. The temporal evolution of anoxic and hypoxic area and
volume has two dynamically different periods (Paper 1). The first period (1993-1999) was
marked by a steady increase of the areas and volumes of hypoxic and anoxic water
masses. The second period (2000-2017) showed indications of stabilising anoxic and
hypoxic areas and volumes, with periodic fluctuations. We suggest, based on the
stationarity tests conducted on the two periods’ trends, that in the future the loss of
stationarity of the time series of oxygen deficient water masses would indicate a regime
change of hypoxia development in the Baltic Sea (Paper 1). The switch in regimes of
anoxic and hypoxic areas and volumes around the turn of the 20th century was also
observed by Almroth-Rosell et al. (2021). The time-series were complemented by anoxia
and hypoxia probability maps (Figure 7), which revealed a progressive geographical
spreading of permanent hypoxia and anoxia into shallower areas, with the most dramatic
expansion occurring in the central Baltic Proper. The distribution of oxygen deficient
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zones was mostly limited by the 80 m and 120 m isobaths in the case of hypoxia and
anoxia, respectively. The distribution of anoxia and hypoxia confirm the importance of
vertical stratification in affecting oxygen concentrations in the Baltic Sea, with some local
variations (Meier et al., 2011; Vali et al., 2013). The Baltic Proper has a persistent and
strong density stratification with a pycnocline at the depth around 60-80 m, which
largely determines the upper limit of the extent of permanent hypoxia, with moderate
deviations of the pycnocline being shallower than 80 m in the Bornholm, and deeper
than 80 m in the Gdansk Basin. One remarkable exception to this principle is the eastern
Gulf of Finland, including the direct vicinity of the Neva River, where seasonal hypoxia
and even anoxia are seen in shallow waters of less than 25 m. This is due to seasonal salt
wedge dynamics playing a significant role in determining stratification in the Gulf of
Finland (Maljutenko and Raudsepp, 2019).

The primary factor to determine deep water stratification in the Baltic Sea are MBI-s,
which are known to improve oxygen conditions under the halocline (Lepparanta and
Myrberg, 2009). Although this is true, the effect remains temporary, as long-term
stratification will instead strengthen, reducing the downward mixing of oxygen
(Carstensen and Conley, 2019; Krapf et al., 2022). This is backed up by the positive trend
in salinity below 70 m depth since the end of the stagnation period in 1993 (Von
Schuckmann et al., 2019), as well as the coincidence between regime shifts in the anoxic
area extents in the Gotland Basins and increased frequency of MBI-s (Mohrholz, 2018).
Thus, the upsurge of MBI-s is expected to increase hypoxic layer thickness. Recent
findings, supported by our results, show that oxygen decline and the restoration of
anoxia have been rapid after the 2003 and 2014 inflows, despite the latter being the third
strongest salt water inflow into the Baltic Sea since 1880 (Neumann et al., 2017, Paper
). This has happened simultaneously with the decreasing DIN and increasing DIP pools,
observed in this thesis as well as by Savchuk (2018). This suggests that local
biogeochemistry is the other crucial factor in determining dissolved oxygen content
below the halocline. The accelerated worsening of oxygen conditions following the 2014
inflow event was explained by increased amount of organic matter transported into the
deep layer, which caused the rapid consumption of available oxygen by decomposers
(Meier et al., 2018).

While the occurrence of MBI-s and the consequent water column stratification
strength are highly unpredictable and unmanageable, the biogeochemical factors at play
in the eutrophication process also determine the outcome of nutrient input reductions.
Although nutrient load reductions are significant, there has not yet been an
improvement in oxygen conditions of the Baltic Sea. We suggest that the stabilisation of
the formerly increasing trend of oxygen deficient zones most likely reflects the maximal
extent of the halocline-controlled persistent hypoxia and anoxia, but does not provide a
reliable forecast for the future evolution of the oxygen content. By now it has been stated
in several studies that the expansion of permanent hypoxia has already reached its
maximum extent due to the upper limit resulting from the halocline position and
ventilation (Almroth-Rosell et al., 2021; Krapf et al., 2022). The future prospects hold a
possible spread of seasonal hypoxia and anoxia in shallow areas due to the
decomposition of organic matter, the amount and speed of which is enhanced by climate
change, especially elevated water temperatures (Meier et al., 2019). This hampers the
efficiency of the coastal filter by altering nutrient removal pathways, as discussed in
sections 4.1 and 4.2, and thereby sustaining the “vicious circle” (Asmala et al., 2017;
Kulinski et al., 2021). An improvement in the Baltic Sea oxygen conditions is estimated
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over the long-term if the current nutrient reduction scheme is continued, as the changing
climate will likely not counteract nutrient load reductions, but the time scale of the
changes will be measured in decades and will have a high level of uncertainty (Saraiva
et al., 2019; Meier et al., 2021).

4.6 Baltic Sea nutrient reduction and biogeochemistry

In the previous sections we looked at the key ecological indicators of the Baltic Sea
eutrophication status from 1993 to 2017. The trends and tendencies observed in
nutrient, phytoplankton and oxygen concentrations showed indications of a stability
within the system despite ongoing changes in major external eutrophication
components. As the results provided a mere description of the ecosystem state, it is
difficult to say whether this has to do with nutrient reductions, and what could the
possible long-term outlook be. Hence, the question still remains: will decreased nutrient
inputs bring about an oligotrophication of the Baltic Sea ecosystem, or, in other words,
can the eutrophication process be reversed by controlling just one parameter?

In order to analyse the response of the system to manipulation with nutrients’ input,
a model scenario was simulated, which in its nature is the opposite of the current
declining nutrient input situation (Paper Il). Three major nutrient loads from shipsin 2012
were quantified and the simulation was repeated for 5 years to study possible ecosystem
feedback, which was then compared with reference conditions without these nutrient
loads. The effect of external nutrient input on the spatial nutrient distribution, as well as
sediment pools, and ecosystem in general (phytoplankton, oxygen) was studied. It has to
be noted that shipping as a nutrient source, in absolute values ~20 kt of nitrogen per
year, is comparable with a big river of the Baltic, e.g. the Neva river (Stalnacke et al.,
1999). The advantage of the shipping approach is the possibility to view the effect of
nutrients in the nitrogen limited open sea, the scene of major cyanobacteria blooms
(Kahru et al., 2007; Kahru and Elmgren, 2014).

As already discussed, the Baltic Sea countries with HELCOM have been successful in
significantly decreasing the nutrient loads to the sea (HELCOM, 2018; HELCOM, 2019).
According to various sources nutrient reductions from land are known to decrease
nitrogen and phosphorus inventories in the adjacent coastal marine areas, but the
response can take more than 2 years to have an effect, and even longer in complex
natural systems (Neumann et al., 2002; Duarte et al., 2009; Schindler, 2012; Van
Beusekom et al., 2019). Some well-known examples of ecosystems improving to a certain
level include the Black Sea shelf area, Tampa Bay, Chesapeake Bay and the Wadden Sea,
where dissolved oxygen concentrations and water quality improved with nutrient
reduction (Langmead et al., 2009; Greening et al., 2014; Lefcheck et al., 2018; Van
Beusekom et al., 2019). It has to be taken into account, however, that coastal ecosystems
have complex trajectories to changes in nutrient input, as well as a variety of external
factors affecting their functioning, which determines that they seldom return to their
previous, oligotrophic state, but rather end up in a new balance (Duarte et al., 2009). This
reality is illustrated by the many examples, where nutrient reductions have not
necessarily hastened recovery from eutrophication, but rather hindered or even
worsened the process in some cases (Duarte et al., 2009 and the references within;
Friedland et al.,, 2019). This can be due to additional, weightier limiting factors of
phytoplankton growth (Van Beusekom et al., 2019); changes in the stoichiometric
nutrient ratio, which bring about unexpected changes in the food web (Kerimoglu et al.,
2018); physical factors governing phytoplankton blooms (Cloern et al., 2007); loss in key
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species of the ecosystem functioning (Friedland et al., 2019) or the existence of a
compensatory mechanism to nutrient reductions, e.g. increased cyanobacteria blooms,
which create a self-sustaining cycle, a case also in the Baltic Sea (Schindler, 2012;
Savchuk, 2018).

The addition of nutrients into a coastal ecosystem has been studied in parallel with
the spread of eutrophication across the world. Although nutrient input is correlated with
eutrophication, it is difficult to say what the relative difference with the “default”
situation would be. It is known that the addition of nutrients usually increases the biomass
of direct consumers, the primary producers, as well as changing the interspecies dynamics
of the functional groups of phytoplankton, based on the varying nutrient-acquiring
abilities of different species (Stockner and Shortreed, 1988; Heisler et al., 2008). In the
Baltic Sea, nitrogen limitation, as discussed earlier, has promoted the growth of
cyanobacteria, which is considered an integral part of the self-sustaining “vicious circle”
(Savchuk, 2018). In the recent decades, cyanobacteria blooms in the Bothnian Sea have
increased to the extent where they introduce more nitrogen into the ecosystem than is
imported from external sources (Olofsson et al., 2021; Munkes et al., 2021). Thus, it could
be presumed that the addition of the limiting nutrient into the system could potentially
turn this relationship around, as is seen in some studies about cyanobacteria blooms
being suppressed by additional nitrogen in the ecosystem (Schindler, 2012; Raudsepp
et al., 2013). Our results (Paper Il) indicate that additional nutrients (mostly nitrogen) in
the ecosystem first benefit primary producers that constitute the majority of the
spring bloom — the diatoms and flagellates, which are able to increase their biomass.
Cyanobacteria biomass in summer, on the other hand, is reduced, with the biggest
change in the areas with usually strong cyanobacteria blooms, including southern and
central Baltic and the western part of the Gulf of Finland (Kahru et al., 1994, 2007; Kahru
and Elmgren, 2014). Phosphorus also plays a role as areas with little to no change in
cyanobacteria blooms coincide with phosphorus limitation zones, e.g. the Bothnian Bay
and big river estuaries. The explanation why cyanobacteria biomass is reduced lies in the
competition for nutrients between the functional groups, where N-fixers lose their
advantage over diatoms and dinoflagellates. This assures that nutrients play an
important role in controlling the biomass of phytoplankton, but the effect depends on
the limiting nutrient in the certain area and season, as also stated by EImgren and Larsson
(2001). Similar results with decreasing nitrogen fixers have been obtained by e.g. Schindler
(2012) and the studies within as well as Wang and Wang (2009). The contrasting reactions
of the spring and summer bloom to nitrogen addition due to functional differences
between the groups are part of the explanation why nutrient reductions have and will
not bring about a simultaneous, linear decrease of chl-a in the Baltic Sea.

Inorganic nitrogen concentrations in the water closely followed phytoplankton activity
with alternating uptake and decomposition during the bioactive season and
accumulation in inorganic form in winter (Paper Il). Over the 5-year period total nitrogen
first increased, but by the 3rd year reached a stable state, which is reflected in the
increased denitrification and decreased nitrogen fixation, compensating for the nitrogen
inputs (Figure 8). Organic phosphorus accumulated in the sediments over time, while
concentrations in the water column decreased, because there were more consumers
present — diatoms and dinoflagellates. Our results demonstrate the volatility of nitrogen
in the marine system, indicating that the variety of nitrogen transformation processes
are able to adapt to nutrient scenarios in order to maintain a stable state. Phosphorus,
on the other hand, is mostly permanent in the marine ecosystem, either in the
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consumption-remineralization cycle, or via burial in the sediments. This ensures that
phosphorus has a long response time in the marine system and the concentrations lag
significantly behind the efforts to decrease the input. The new “balance”, or “vicious
circle” is difficult to break due to several parallel factors at play, e.g. the importance of
physical factors in the Baltic Sea, which have a major impact on the oxygen conditions;
the volatility of nitrogen and the long residence time of phosphorus and the ability of
cyanobacteria to grow in the brackish Baltic Sea water. The situation is further
complicated by the fact that the Baltic Sea area experiences above-average rates of
climate change, which may offset nutrient reduction plans with increased freshwater
runoff, enhanced nutrient remineralization with higher temperatures and strengthening
water stratification (Duarte et al., 2009; Reusch et al., 2018). Because the Baltic Sea lies
in a densely populated and agricultural area, the societal drivers also have to be taken
into account as some studies consider them even more influential than climate change
itself (Bartosova et al., 2019; Pihlainen et al., 2020).

Similarly to this work, Saraiva et al. (2019) and Meier et al. (2021) have formulated
that the Baltic Sea has large natural variability, meaning that factors at play are multiple,
and future projections also include a vast uncertainty, which has not been taken into
account when proposing and laying out the plans for nutrient mitigation in the past.
This is not to say that nutrient reductions have been in vain. As Duarte et al. (2009) have
said, reduced nutrient inputs have probably halted further eutrophication in many
ecosystems, including the Baltic Sea, and the associated damage and risks related to
further eutrophication have hence been avoided, together with improvements in some
local ecosystem indicators. Saraiva et al. (2019), Meier et al. (2021) and Friedland et al.
(2021) present future projections, where the ecological indicators improved under the
BSAP, but also admit that uncertainties and long time scales of the Baltic Sea
biogeochemistry challenge the interpretation of the results. The former idea that it is
possible to revert ecosystems back into a particular past state is an unlikely outcome in
a world of shifting baselines (Duarte et al., 2009; Boesch, 2019). A more realistic target
would be to determine and ensure the maintenance of key ecosystem functions which
would survive the changing climate and, thereby ensure that the Baltic Sea is a viable
ecosystem in the future, and continues to provide valuable services to the society (Choi,
2007; Duarte et al., 2009; Boesch, 2019).
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5 Conclusions

The Baltic Sea is a severely eutrophied complex ecosystem. Major factors that shape the
biogeochemical functioning and the overall ecological status of the sea are location,
topography, specific hydrographic nuances, strong anthropogenic pressure and
accelerating climate change. Although recent decades have brought significant
decreases in anthropogenic origin nitrogen and phosphorus inputs, improvements in key
eutrophication indicators are difficult to see.

In order to study this lack of response, the Baltic Sea ecosystem state was observed
long-term, during the post-stagnation period 1993-2017. The results revealed
continuous increase of phosphorus pools, which agrees with the tendency of phosphorus
to accumulate in the system and be released from the sediments under anoxic conditions.
Nitrogen pools decreased, with a few local exceptions, which can be explained by
intensifying nitrogen removal processes such as denitrification, and occasionally
anammox, under borderline oxygen concentrations prevalent in large areas of the Baltic
Sea. This results in the decreasing DIN:DIP ratio, which contributes significantly to the
self-sustaining “vicious circle” of the Baltic Sea and makes the system resilient to
improvement in terms of eutrophication. Phytoplankton spatial coverage did not change
significantly throughout the study, implying that there are other factors at play in
addition to nutrients, which determine phytoplankton growth in a eutrophied system,
and complicate the response mechanism to changes in nutrient inputs. The earlier start
day of the spring bloom and the overall elongation of bloom duration indicate the effect
of the changing climate. Anoxic and hypoxic area and volume increased after the
stagnation period and reached a stationary state around 2000, which marks the depth of
the pycnocline and possibly maximum extent of anoxia in the Baltic Sea, whereas hypoxia
can still increase at the expense of seasonally stratified shallow areas.

The dynamics of the Baltic Sea ecosystem were observed in response to nutrient
inputs, and compared with reference conditions, which revealed a few principles.
Phytoplankton dynamics changed in response to nutrient addition, displaying certain
compensation mechanisms. With additional nutrients in the system, N-fixing cyanobacteria
were compromised by diatoms and dinoflagellates, which increased their biomass in
spring and summer. Phosphorus and dissolved oxygen pools increased, but eventually
reached a steady state after 5 years of simulation. The Baltic Sea ecosystem appears to
be rather resilient and show various compensation mechanisms to balance change,
which could also explain the contradictory situation of nutrient reduction and the lack of
immediate, linear response from the system. This falls in line with the theory that
ecosystems are not simply reversible to their former oligotrophic states as new steady
states emerge and the inertia inside the system is strong. This situation is further
complicated by the changing environmental variables and uncertainties in anthropogenic
pressure, which shift baselines and thereby the foundations of the entire ecosystem.

We looked at the set of eutrophication indicators and witnessed an unexpected
response of the system to nutrient changes, which would deserve a more thorough study
with a longer time period. We agree that nutrient reductions, that are already in action,
are necessary to curb eutrophication effects in the Baltic Sea ecosystem. However, based
on the current ecological status, supported by the results of this thesis, comprehensive
knowledge on the mechanism of the Baltic Sea ecosystem is still far from complete.
Knowledge gaps include the complexity of the biological interactions between
phytoplankton functional groups, the cycling and removal or retaining of nutrients in the
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sediments, the factors affecting and the role of the DIN:DIP ratio in the eutrophication
of the Baltic Sea.

To understand the functioning of the biogeochemical system of the Baltic Sea,
historical data should be revised and the data collection should continue. Complex
measurements of the set of variables should be performed simultaneously. Research is
required to complement current numerical models or to change the modelling concept.
A long-term, integrated approach should be taken, which is where the theoretical or
modelling approach in combination with machine learning methods could be of use.
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Abstract

Long-term changes of the eutrophication indicators of the
Baltic Sea

Eutrophication has become a major problem in coastal marine areas on a global scale,
with unpleasant consequences such as massive algal blooms, oxygen deficient zones and
loss in biodiversity. The anthropogenically busy Baltic Sea is one of the first areas where
large-scale eutrophication was observed and continues to this day, without much
improvement despite significant reductions in nutrient inputs since the 1980'’s.
This review determines the state of major eutrophication indicators in the Baltic in
1993-2017, in the context of decreasing nutrient inputs. Decreasing pelagic pools of
dissolved inorganic nitrogen (DIN) and increasing dissolved inorganic phosphorus (DIP)
reflect the system’s response to nutrient reductions, indicating the volatility of nitrogen
and the stability of phosphorus in the system, as well as explaining the decreasing
DIN:DIP ratio. No clear tendency of spring and summer phytoplankton blooms emerged
in the context of declining nutrient input, but a temporal shift in the onset of the spring
bloom was observed. A stabilisation of the extent of oxygen deficient zones was
observed, implying the importance of physical factors in determining the spread of
anoxic and hypoxic waters.

The study is accompanied by a manipulation experiment with an additional load of
nitrogen and phosphorus to evaluate the dynamics of the Baltic Sea ecosystem in
response to change in nutrients. The results suggest that the Baltic Sea ecosystem is
currently in a relatively stable state. The explanation lies in the multi-factor set that
determines the ecosystem state and eutrophication course in the Baltic Sea and
complicates attempts to change this course with external measures. Physical factors (salt
water inflows, stratification), which are unpredictable in their nature, largely determine
the extent of the hypoxic zone. Climate change has become the major cause of shifting
baselines, which impedes eutrophication improvement and prevents shift to the original
state more than a century ago. The Baltic Sea ecosystem’s response to nutrient
reductions is to a certain extent contrary to what was expected. In that respect, there
still remains a gap in our knowledge and understanding of eutrophication and its reversal
in a complex marine ecosystem.
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Luhikokkuvote

Laanemere eutrofeerumise indikaatorite pikaajalised
muutused

Rannikumere eutrofeerumine on siivenev globaalne probleem, mille valjundiks on
intensiivsed vetikaGitsengud, hapnikuvaegus ja pidevalt vdahenev liigiline mitmekesisus
meredkosisteemides.  Tugevalt inimmdjulises Ladnemeres on laiaulatuslik
eutrofeerumine olnud probleem juba lle 100 aasta. Toitainete sisselasku Lédnemerre on
edukalt vadhendatud alates 1980'ndatest aastatest, kuid sellest hoolimata pole
merekeskkonna seisund siiani oluliselt paranenud.

Kéesolev t66 hindab peamiste eutrofeerumist kirjeldavate indikaatorite seisundit
Ladnemeres perioodil 1993-2017, mis katab ka olulise osa toitainete vahendamise
perioodist, mil positiivne m&ju vdiks hakata ilmnema. Vahenev lahustunud lammastiku
ja kasvav lahustunud fosfori varu vees annavad tunnistust siisteemi reaktsioonist valisele
toitainevoo vahendamisele. Meie tulemused kinnitavad seaduspara, et lammastikuringe
on kiire ning lammastiku pisivus sisteemis vaike. Fosfor elemendina on
veeobkosiisteemis stabiilne, sest looduslikke mehhanisme selle ringest valja viimiseks on
vihe. Ulaltoodu seletab ka vdhenevat lahustunud inorgaanilise lammastiku ja fosfori
suhet Lddnemeres. Hoolimata vdahendatud toitainete voost ei vdahenenud kevadine ega
suvine vetikaditseng oluliselt. Kill aga ilmnes perioodi jooksul ajaline nihe, mis valjendus
kevadditsengu aina varasemas alguses. Hapnikuvaeste tsoonide laienemine stabiliseerus
uurimisperioodi teises pooles, viidates fiilisikaliste protsesside olulisusele anoksiliste ja
hiipoksiliste alade tekkimisel.

Teine osa toost kasitleb simulatsioonieksperimenti, mille kdigus vahendati [dimmastiku
ja fosfori voogusid L3adanemerre ning vaadeldi mere Okoslisteemi oluliste lilide
diinaamikat toitainete muutusega seoses. Tulemustest voib jareldada, et Ladnemere
okoslisteem on hetkel suhteliselt stabiilses seisus. Seletus peitub asjaolus, et Ldidnemere
Okoslisteemi ja selle eutrofeerumist kujundavad samaaegselt mitmed faktorid, mis
raskendab oluliselt looduslike protsesside mojutamise puideid valjastpoolt. Fitsilised
faktorid (soolase vee sissevool, kihistumine), mis oma olemuselt on suures osas
ennustamatud, mdjutavad otseselt hilipoksia levikut Lddanemeres. Kliimamuutus aga
nihutab siisteemi baastingimusi, mis omakorda takistab eutrofeerumise vahendamise
piddlusi ning muudab keerukaks kui mitte vGimatuks taastada Okoslsteemi seisund
sajanditagusel tasemel. Lddnemere vastus toitainete vdhendamisele on vastupidine
oodatule, mis viitab lUnkadele meie teadmistes keeruliste 06koslsteemide
eutrofeerumisest ja nende hea seisundi taastamisest.
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Abstract

Oxygen deficiency, in the form of hypoxia and anoxia, is a direct consequence of the eutrophication of the
Baltic Sea. There is ongoing debate concerning the increasing extent of hypoxia. We analyse the integral
metrics of hypoxia and anoxia: (1) temporal evolution of the hypoxic and anoxic area and volume, (2) the
spatial distribution of the probabilities of hypoxia and anoxia occurrence in the Baltic Sea. The results are
based on the state-of-the-art coupled physical and biogeochemical numerical model reanalysis data from
Copernicus Marine Environment Monitoring Service for the period of 1993-2017. Statistical analysis showed
that the variability of hypoxic and anoxic areas since the year 2000 represents stationary processes around
their respective mean levels. From 2000 to 2017, the hypoxic area varies between 50000 and 80000 km? and
the anoxic area varies between 10000 and 50000 km”. Different methods and data sources indicate that the
uncertainties of the estimates account for about 10000 km?. We suggest that the loss of stationarity of the time
series of the hypoxic area would be an indication of the regime change of hypoxia development in the Baltic
Sea. Probability distribution maps of hypoxia and anoxia provide detailed information about the persistency
of hypoxia and anoxia in different parts of the Baltic Sea. The probability of hypoxia exceeds 0.9 in the eastern
and western Gotland basins and in the deep area of the Bornholm basin. The Gulf of Finland and the
shallower areas that connect different deep basins of the Baltic Sea exhibit seasonal and episodic hypoxia. The
80 m and 120 m isobaths are the approximate bathymetry limits of hypoxia and anoxia occurrence,
respectively. Our study supports previous knowledge that hypoxia development is controlled to a large degree
by the depth of the permanent halocline.

1. Introduction

Oxygen concentration is an important indicator of eutrophication and the concurrent ecosystem shift or
degradation of natural water bodies (Conley eral 2011, Carstensen et al 2014a). The Baltic Sea (figure 1) has been
the subject of poor oxygen conditions for centuries, with an ecosystem that is mostly adapted to fluctuating
oxygen content (Conley et al 2009). However, the increase of anthropogenic pressure in the 20th century has
escalated the problem and driven the ecosystem to its tolerance limit (Gustafsson et al 2012, HELCOM, 2018).

Poor oxygen conditions are most commonly characterized by hypoxia, i.e., oxygen concentration below
2mg ! (e.g. Conley etal 2011, Carstensen et al 2014a, 2014b, Liblik et al 2018, Carstensen and Conley 2019,
Sinkko et al2019) or 2 ml1™" (e.g. Savchuk 2018, Meier et al 2019, Stoicescu et al 2019), and anoxia, i.e., absolute
lack of oxygen, and the occurrence of hydrogen sulfide (Carstensen et al 2014b). In the Baltic Sea, hypoxia can
occur in the open sea as well as coastal areas, lasting from a few days to several years. The area of hypoxic water at
the bottom is the measure of the strength of hypoxia in the Baltic Sea. The geographical extent of the hypoxic
area has a major impact on benthic organisms, biogeochemical processes and fisheries. The last period of oxic
conditions in Baltic Sea bottoms was in the mid 1930s (Carstensen and Conley 2019). No sufficient
measurements were available in the 1940s. Permanent hypoxia has been present in the open central Baltic Sea
since the 1950s (Carstensen and Conley 2019). Seasonal hypoxia has been reported in several geographic

©2021 The Author(s). Published by IOP Publishing Ltd
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Figure 1. Map of the southern Baltic Sea without the Gulf of Bothnia and with locations mentioned in text. Red and blue lines show
isobaths of 120 and 80 m, respectively.

locations of the Baltic Sea (Reusch et al 2018), with a variable duration from spring to autumn (Conley etal 2011,
Liblik e al 2018, Carstensen and Conley 2019). Episodic hypoxia can occur in shallow coastal areas with complex
bottom topography (Conley et al 2011, Carstensen and Conley 2019, Virtanen et al 2019).

Since 1950, the hypoxic area has increased from 10000-20000 km? to 50000-80000 km? (Savchuk, 2018,
Carstensen and Conley, 2019, Hansson et al 2019), but this increase has not been steady over the years. Actual
values of hypoxic areas depend on whether an oxygen concentration of 2 mg1~" (Carstensen and Conley 2019)
or2 ml 1" (Savchuk, 2018, Hansson et al 2019) is used for the limit of hypoxia and how the data are processed.
All data agree that there was a monotonic increase of hypoxic area from 1950 to 1965. In the period of
1965-1992, the hypoxic area was between 30 000—70 000 km?. It is difficult to judge the presence of a distinct
temporal pattern in the time series without statistical analysis. There was a clear minimum of the hypoxic area of
20000—25000 km? in 1993 (Savchuk, 2018, Carstensen and Conley 2019, Hansson et al 2019). At the end of the
1990s, hypoxic areas were restored to a level of 60000-70000 km? (Savchuk 2018, Carstensen and Conley 2019,
Hansson et al 2019). Since the end of the 1990s, the hypoxic area has been on a level of 50000-80000 km?.

Anoxia is present mainly in the deep central Baltic Sea. Interannual variations of the anoxic area closely
follow interannual variations of the hypoxic area and do not exceed 40 000 km” in total during the period of
1970-2010 (Lehmann et al 2014). Major Baltic Inflows (Mohrholz 2018), large volume inflows of saline and
oxygen rich water from the North Sea to the Baltic, interrupt anoxia in the deep Baltic Sea sub-basins, at least for
alimited time period (Neumann et al 2017). Saraiva et al (2019) concluded that hypoxic and anoxic areas could
change significantly, depending on nutrient load and climate change scenarios.

Temporal changes of oxygen concentration in a control volume of water are determined by the difference in
cumulative sources and sinks acting on the volume (Fennel and Testa 2019). Atmosphere is the main external
source of oxygen for the sea. Oxygen enters the sea via air-sea gas exchange. An excess of oxygen supply results in
high oxygen concentration in the upper layer of the water column. The depth of oxygen penetration depends on
the vertical stratification of the water column. Beneath the penetration depth of the air-to-sea oxygen flux,
hypoxia can be reduced or enhanced by lateral transport of oxygen-rich or oxygen-deficient water and by
biogeochemical processes of oxygen consumption and production.

In the Baltic Sea, persistent hypoxia can occur in areas where a permanent halocline is present (Vili et al
2013). Seasonal hypoxia may develop in areas with a seasonal pycnocline (Liblik et al 2018). Episodic events with
hypoxia are related to specific local conditions: weak oxygen flux from the air, warm water and oxygen
consumption prevailing over oxygen production (Virtanen et al 2019).

The aim of this study is to analyse the development of hypoxic and anoxic area and volume in the Baltic Sea from
the end of the stagnation period in 1993 to 2017 using state-of-the-art statistical methods. At the end of the stagnation
period, the hypoxic area was at its minimum extent. Since the 1990s, the number of available measurements has
increased significantly compared to the preceding period. In addition to the statistical analysis of hypoxic area
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development, we introduce the second metric, the hypoxic volume, to gain more confidence in our conclusions. The
first objective of this study is to analyse the existence of the trends and statistical stationarity of the hypoxic and anoxic
areas and volume development in the Baltic Sea. The second objective is to calculate the spatial distribution of the
probabilities of hypoxia and anoxia occurrence in the Baltic proper (including the Gulf of Finland).

2. Materials and methods

2.1. Model description and setup

In this study, we use the physics and biochemistry reanalysis products
(BALTICSEA_REANALYSIS_PHY_003_011, BALTICSEA_REANALYSIS_BIO_003_012) (www.marine.
copernicus.eu) of the Baltic Monitoring Forecasting Centre of Copernicus Marine Environment Monitoring
Service (BALMFC CMEMS). The reanalysis products are based on the Nemo-Nordic general circulation model
(Pemberton et al 2017, Hordoir et al 2019) coupled with the SCOBI (Swedish Coastal and Ocean
Biogeochemical) biogeochemistry model (Eilola et al 2009, Almroth-Rosell et al 2015). The SCOBI model
system has been used in many applications, mainly coupled with the Rossby Centre Ocean model (e.g. Meier et al
2021).

The SCOBI biogeochemical model consists of 9 state variables: nitrate, ammonium, phosphate, three
functional species of phytoplankton, zooplankton, detritus and oxygen (Eilola ef al 2009). Oxygen dynamics are
governed by air-sea exchange, primary production, respiration of plankton species and sediments,
decomposition of detritus, denitrification of nitrate, and oxidation of ammonia by nitrifying bacteria. The
surface oxygen flux is calculated using oxygen solubility, temperature and wind-dependent exchange rates. The
model also takes into account supersaturation caused by injection of bubbles into sea water.

In the current application, the model system uses the Localized Singular Evolutive Interpolated Kalman
(LSEIK, Nerger et al 2005) filter data assimilation method to combine simulation and the SST observations from
OSISAF (http:/ /www.osi-saf.org/) and in situ profiles of salinity and temperature from the ICES database
(www.ices.dk), and nitrate,ammonium, phosphate and oxygen state variables from the Swedish Ocean Archive
database (SHARK; http://sharkweb.smhi.se). The reanalysis has been produced using 72-hour cycling. This
means that every 72 h all available observations were assimilated into the model, and then a 72-hour forecast
was made.

The model domain consists of the North Sea and the Baltic Sea (Hordoir et al 2019), but we only use the
reanalysis data for the Baltic Sea for the period 1993-2017. The horizontal resolution of the model is
approximately 2 nautical miles. The thickness of 56 vertical layers varies from 3 m close to the surface, decreasing
to 22 m at the bottom of the deepest part of the Norwegian trench. The numerical model simulation data covers
the period 0of 1993-2017. The sea levels at the lateral boundary in the English Channel and northern edge of the
North Sea have been derived from the coarse resolution storm-surge model NOAMOD (Dick et al 2001).
Climatological mean values are prescribed for salinity and temperature at the open boundaries.

The river runoffis specified as daily means and nutrient loads as monthly means from the output of the
HYdrological Predictions for the Environment (HYPE) model (Donnelly et al 2016). In total, 250 rivers located
in the Baltic Sea are included (Hordoir et al 2019).

The meteorological forcing with a 22 km resolution is from HIRLAM (High-Resolution Limited Area
Model), from project Euro4M (Dahlgren et al 2016, Landelius et al 2016), and covers the period 1993-2011.
From 2012 to 2017, the meteorological forcing is from the UERRA reanalysis product (European Regional
analysis) with an 11 km resolution. The bias correction of 0.8 was implemented for the precipitation from
UERRA. Spatial maps of a monthly climatology are used for the atmospheric deposition of biogeochemical
substances.

2.2. Model quality assessment using K-means clustering algorithm
We apply a method of clustering of the bivariate model errors that provides information on the accuracy of the
model in general. The clustering is done using the K-means algorithm of unsupervised machine learning
(Jain 2010). The method is originally described by Raudsepp and Maljutenko (2021). The first step of the method
is the formation of a two-dimensional error space of two simultaneously measured parameters. Errors are
calculated as the differences between model values and the measurements. The second step is the selection of the
number of clusters. The third step is to perform a K-means clustering of the 2-dimensional errors. The clustering
is applied to the normalized errors. Normalization is done for each variable separately using corresponding
standard deviations of the errors. The fourth step is calculation of statistical metrics of non-normalized clustered
errors. The fifth step is the analysis of spatio-temporal distributions of the errors belonging to different clusters.
We form a 2-dimensional error space of salinity and dissolved oxygen (figure 2(a)) as representatives of
physical and biogeochemical models of the coupled model system. We use salinity and oxygen measurements
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Figure 2. The distribution of the error clusters for K = 5 (a). The colormap shows the logarithmic distribution of the number of salinity
and oxygen error pairs (model minus observation) in the 2-dimensional error space (a). Error bins have a resolution of 0.5 gkg ' for
salinityand 0.5 ml1~" for oxygen (a). The spatial (b)—(f), vertical (g), temporal (h) and seasonal (i) distribution of the share of error points
belonging to the five different clusters, pk. The horizontal bins have a resolution of 25 x 25 km (b)—(f), vertical bins have a resolution
of 5 m (g), temporal and seasonal bins have monthly resolution (h), (i). The lines (h) have been smoothed using a running mean with a

for the Baltic Sea from the EMODnet Chemistry database (Giorgetti et al 2020). In total, we have 651 565

simultaneous salinity and oxygen error pairs. Five clusters are selected using the Elbow cluster selection criteria
(Yuan and Yang 2019, Bholowalia and Kumar 2014) after testing a different number of clusters. The outcome of

the K-means clustering is shown on figure 2 and the metrics are presented in table 1.

2.3. Statistical methods for the validation

In order to assess the uncertainty of the anoxic and hypoxic areas, we have extracted oxygen profiles from the
reanalysis and compared them with the in situ measurements at the Gotland Deep monitoring station (BY15,
figure 1). We have used simulated and measured water temperature and salinity profiles for calculating water
density profiles at station BY15. A direct comparison was made for density, as the latter characterizes vertical
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Table 1. Statistics of the different error clusters shown in figure 2(a). BIAS is the mean of the errors in each cluster, i.e.,
coordinates of the centroids in figure 2(a). STD is the standard deviation of the errors in each cluster. RMSD is the root-mean-
square deviation of the errors in each cluster. The correlation coefficients are calculated between modeled and measured values
of the corresponding cluster.

BIAS STD RMSD R

k Slgkg ™' DO [mll™"] Slgkg ™" DO [mll™"] Slgkg ™'l DO[mll™"] S DO
1 0.37 —1.54 0.61 0.95 0.72 1.81 0.99 0.93
2 —0.03 2.14 0.56 0.95 0.56 2.35 0.99 0.91
3 —3.38 0.95 1.78 1.25 3.82 1.57 0.95 0.76
4 2.67 —0.18 1.19 1.61 2.92 1.62 0.98 0.72
5 —0.06 0.28 0.40 0.47 0.40 0.55 0.99 0.98

stratification rather than temperature and salinity alone. The parameters used in this study are calculated from
daily mean oxygen concentration, temperature and salinity fields.

Taylor diagrams (Taylor 2001) were prepared for the depth of selected oxygen isolines and isopycnals. The
depths of oxygen and density isolines have been calculated as the first occurrence of the corresponding isoline,
starting from the surface. For the Taylor diagram, common statistics, such as the Pearson correlation coefficient
(r)and standard deviation (STD), are calculated. To plot multiple standard deviations on a common Taylor
diagram, STDs of the simulated isoline depth have been normalized to the corresponding STD of the observed
isoline depth. The data are not taken into account if either simulated or measured depth of an isoline is missing.
Comparison of the simulated and the measured depths of oxygen isolines enables better assessment of the model
performance than comparison of oxygen concentrations at fixed depths, as far as hypoxic and anoxic areas are
concerned. Vertical stratification of the water column has a significant role in the development and the
geographical extent of hypoxia (Fennel and Testa 2019).

2.4. Statistical methods for the analysis

The grid cell has been defined as anoxic or hypoxic if the concentration of oxygen in the water column is equal to
0 orless than 2 ml 1™, respectively. Total area/volume of hypoxic or anoxic water was calculated as the sum of
the area/volume of the grid cells where the anoxic or hypoxic water mass was present. A method for the
calculation of hypoxic and anoxia area and volume from the measurements is described by Hansson et al (2019).
We would like to note that model reanalysis data have daily resolution over the whole modeling period, while the
measurements are collected in autumn.

The probability of anoxia or hypoxia occurrence is defined as the ratio of the number of days when anoxia or
hypoxia was present at the grid cell to the total number of days during the period under consideration.

The hypsographic curve for the Baltic proper (including the Gulf of Finland) was calculated from the Baltic
Sea Bathymetry Database (BSHC 2013) as a function of cumulative area over the given depth.

The temporal dynamics of area and volume below the defined oxygen level have been studied by means of
statistical tests. The goal of the statistical tests is to test whether the 0-hypothesis, which is designed to reject the
statement, can be rejected with a 95% confidence level, otherwise the statement can be accepted. The Mann-
Kendall (MK) test (Mann 1945, Kendall 1975, Wang et al 2020) was performed to determine if monotonic
increase or decrease exists in the time series of areas and volumes. The calculated Z test statistic of the MK test
shows the sign and strength of the trend tendency. Linear trends have been estimated as slope parameters using
the least square fit for the straight line, and statistical significance is calculated according to (Draper and
Smith 1998).

The unit root Dickey-Fuller (DF) test has been performed to determine the stationarity of the time series
(Dickey and Fuller 1979). For this, we test whether unitroot (stationarity) with a) drift and with b) driftand
deterministic trend are present in the time series of oxygen area and volume. Values of the DF test 7 statistic
below 7, allow us to reject the 0-hypothesis, meaning that the time series represents a stationary process.
Therefore, 7 statistic can be interpreted as the strength of the stationarity of the time series.

3. Results

3.1. Overall model quality

62% of comparison points show a good match between the model and measurements (figure 2(a), table 1). The
model performs well for the whole Baltic Sea and over the simulation period (figures 2(f), (h)). A somewhat reduced
performance is geographically in the Gulf of Finland, Gulf of Riga and at the Danish straits (figures 2(b)—(e)),
vertically within the redoxcline and at the bottom of the Gotland Deep (figure 2(g)), and seasonally during summer
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Figure 3. The time-depth plot of dissolved oxygen (DO) (a), (b) and sigma-t density (o'r) (c),(d) at monitoring station BY15 in the
Eastern Gotland basin. The (a), (c) are from the model reanalysis and the (b), (d) from the measurements.

Table 2. The biases of the depth of oxygen and density
isolines. The biases are calculated as corresponding model
values minus measured values.

DO [mll ™! bias [m] orlkgm ] bias [m]

0.1 —13 5 —4
1 9 6 —4
2 11 7 —4
3 4 8 -3
4 3 9 3
5 2
6 1
7 0
8 0

(figure 2(1)). In the Gulf of Finland, the oxygen concentrations are partly overestimated, while salinity is well
reproduced (figure 2(c)). In the Gulf of Riga, oxygen concentrations are underestimated and salinity is well
reproduced (figure 2(b)). At the Danish straits, the situation is completely different compared to the rest of the
Baltic Sea. The model either underestimates salinity (figure 2(d)), overestimates salinity (figure 2(e)) or reproduces
it correctly (figure 2(f)) there. The oxygen concentrations there are well reproduced due to the shallowness of the
area. In the redoxcline, i.e., in the depth range of 60—90 m (figure 3), we observe a situation of underestimated
oxygen concentration with a peak share of model errors ata depth of 70 meters, and of overestimated oxygen
concentration with a peak share of model errors at a depth of 80 meters (figure 2(g)). This type of vertical
distribution of errors shows that the redoxcline is wider in the model than in the measurements. Seasonally, a
higher share of overestimated oxygen concentration in summer than the rest of the year (figure 2(i)) accounts partly
for the errors in the Gulf of Finland (figure 2(c)). The spatial distribution of bottom salinity and oxygen errors for
different clusters shows that, although the model and data match is predominantly good, the share of overestimated
oxygen concentration errors is still significant (figure A1).

3.2. Model validation in the Gotland Deep

Oxygen and density profiles, measured at the monitoring station BY15 in the eastern Gotland Basin and
extracted from the model reanalysis, are compared to assess the model performance in the central Baltic proper
(figure 3). Redoxcline and pycnocline are centered at a depth of about 75 m in the measurements and the model
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Figure 4. Normalized Taylor diagrams for dissolved oxygen (DO) isoline depths a) and density isoline depths b). The normalized STD
on the radial axis is a simulated STD divided by an observed STD for the corresponding isoline. Correlation coefficient is shown on the
angular axis.

Table 3. Pearson correlation coefficients between different levels of oxygen
volumes (upper triangle, red) and areas (lower triangle, blue).

Volume correlation
coefficients
Oxy, mL/L 0 1.43 2 4
Area correlation coefficients 0 1 0.81 0.72 0.53
1.43 0.82 1 0.99 0.85
2 0.75 0.98 1 0.91
4 0.50 0.69 0.76 1

alike. The measured redoxcline is shallower while pycnocline is deeper than in the model, but the mean
differences do not exceed 4 meters (table 2) and other metrics are satisfactory (figure 4). The hypoxic water layer
extends to about 10 meters shallower in the measurements than in the model, i.e., the model underestimates
hypoxiclayer thickness. Instead, anoxic water layer thickness is overestimated in the model.

3.3. Temporal evolution of the hypoxic and anoxic area and volume

Time series of anoxic and hypoxic water areas and volumes for the Baltic Sea were calculated for the period of
1993-2017 from the model (figure 5). For comparison, we calculated the hypoxic area and volume
corresponding to the hypoxia threshold of 1.43 ml 1™ (stringent hypoxia) and 4 ml1~' (Ioose hypoxia). As
expected, the area and volume are smaller in the case of stringent hypoxia than in the case of hypoxia, and the
area and volume are larger in the case of loose hypoxia than in the case of hypoxia. However, no differences are
seen in the temporal dynamics (figure 5, table 3). Seasonal changes in the area and volume of loose hypoxia, with
aminimum in early spring and a maximum in early winter, are superimposed to long-term changes. Anoxic
water area and volume changes correlate well with the hypoxic water area and volume changes, except in the case
of loose hypoxia (table 3). A relatively low correlation coefficient of the oxygen isolines between 4 ml 1~ and
0mll " shows that the variability of the upper redoxcline and anoxic water below the redoxcline are weakly
coupled.

As can be expected from the model and data comparison of the depth of oxygen concentration isoline of
2 ml1* (table 2), the hypoxic area calculated from the model is about 10 000 km? smaller than calculated from
the measurements (figure 5). The same is true for the anoxic area, although the depth of the anoxia isoline was
smaller in the model than in the measurements at the Gotland deep station (figure 5, table 2).

In general, there are two different regimes in the evolution of the hypoxic area and volume in the Baltic Sea
(figure 5). The first period, from 1993 to 1999, shows a steady increase of the hypoxic area and volume with a rate
0f 5000 km? /year and 200 km? /year, respectively (table 4). The trends of anoxic area and volume are smaller,
accounting for 1400 km?*/year and 30 km® /year, respectively. From 2000 to 2017, the hypoxic area varies
between 50000 and 80000 km?. The anoxic area varies between 10000 and 50000 km? with an apparent long-
term periodicity of 10 years. The periodicity is related to large volume inflows of North Sea water into the Baltic
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Figure 5. The area (a) and volume (b) of anoxic (black line) and hypoxic (blue lines) water masses in the Baltic Sea domain calculated
from the model reanalysis (solid lines) and the measurements (diamonds). Purple line shows the area and volume of the water
bounded by a DO concentration of less than 4 ml 1", Dashed lines show linear trends for two periods. The axis on the right side on (a)
shows the depths which correspond to the area in the Baltic proper (including the Gulf of Finland) that lies below the corresponding
depth level, as calculated from the hypsographic curve of the Baltic proper (including the Gulf of Finland). Volume and timing of the
Major Baltic Inflows are marked with the bars (b).

Table 4. Trend analysis of oxygen volume and area time series. H shows which hypothesis is accepted according to the Mann-
Kendal test. p-value shows the probability by which the 0-hypothesis is true with the corresponding Z-statistic.

Area trends [1000 km? /y]
Oxy, mL/L pl trend MKH p-value MK Z-stat p2 trend MKH p-value MK Z-stat
0 1.36 1 <107* 0.41 —0.27 1 <107 —0.15
1.43 4.83 1 <10°* 0.79 —0.11 1 <107 —0.09
2 5.05 1 <107* 0.78 —0.11 1 <107 —0.08
4 4.64 1 <107* 0.49 —0.33 1 <107 —0.10

Volume trends [km®/ yl

Oxy, mL/L pl trend MKH p-value MK Z-stat p2 trend MKH p-value MK Z-stat
0 30.56 1 <107t 0.34 —10.55 1 <107 —0.09
1.43 197.31 1 <10t 0.84 3.98 1 <107 0.06
2 222.97 1 <10t 0.87 6.72 1 <107 0.12
4 237.44 1 <10™* 0.74 8.67 1 <107 0.11

Sea, consisting of Major Baltic Inflows in 2003 and 2014 (figure 5(b)). During the second period, 2000-2017, we
have a small negative trend in the area and volume of the anoxic water (figure 5; table 4). Somewhat surprisingly,
the areas of hypoxic waters have small negative trends, while the volumes have small positive trends (table 4).
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The measurements confirm the presence of an increasing trend of hypoxic and anoxic areas and volumes during
the period 1993-1999. During the second period, positive trends in the areas and volumes of hypoxic and anoxic
water of the Baltic Sea are small.

We performed statistical tests to determine the existence of monotonic trends and stationarity of the time
series for two periods. According to the MK test, there are statistically significant trends in all time series during
both periods (table 4). The Z statistic of the MK test shows the strength of the trend. Positive trends in the time
series of the hypoxic and anoxic area and volume are relatively strong during the first period. Negative trends in
the area and positive trends in the volume of hypoxic water are rather weak during the second period (table 4).
The DF tests show somewhat scattered results (table 5). The time series of areas of hypoxic and anoxic water
show stationarity with a drift in the second period. The DF test with drift and trend shows stationarity of anoxia,
stringent hypoxia and hypoxia during both periods. Although the stationarity test fails for loose hypoxia, the
p-value is close to the acceptance level, and 7-statistic is relatively low. The DF tests of the volume time series
show stationarity only for hypoxia around the trend in the first period, while not showing stationarity for anoxia.
In the second period, the test shows no stationarity of hypoxia development (table 5). Although the trends can be
calculated, no meaningful statistical test can be performed for measured hypoxia and anoxia area and volume,
because there is limited data, only one value per year.

3.4. Probability of hypoxia and anoxia occurrence

For the characterization of hypoxia and anoxia, we use the probability of hypoxia and anoxia occurrence, which
enables us to integrate the spatio-temporal variations of hypoxic and anoxic areas in the Baltic Sea (figure 6). The
regions with a hypoxia and anoxia probability of 0.25 could be considered as proxy for seasonal hypoxia and
anoxia, i.e., 3 months out of 12 could have hypoxia and anoxia. In addition, these areas could potentially be the
areas prone to long-term hypoxia or anoxia. The period of 1993-1999 is characterized by the development of
permanent hypoxia in the parts of the Baltic Sea that have a greater depth than 80 m (figures 6(a), (c)). Moreover,
from the hypsographic curve of the Baltic Sea (figure 5(a)), we can say that the 80 m isobath represents the
characteristic depth of the upper bound of the hypoxic area. From a physical point of view, the Baltic proper has
a persistent and strong density stratification with a pycnocline at a depth of about 60—-80 m (figure 3). Thus, with
some concessions, we use the 80 m depth as a robust characteristic depth that binds the depths of hypoxic water
and the pycnocline in the central Baltic Sea. However, in the Bornholm Basin, persistent hypoxia with an
episodic increase of oxygen concentrations occurs in the areas shallower than 80 m (figure 6). An opposite
pattern with a persistent hypoxia deeper than 80 m is characteristic of the Gdansk Basin. Seasonal or episodic
hypoxia occurs in the transition area between Gdansk and Eastern Gotland basins. Among shallow areas, the
Neva River estuary is prone to frequent hypoxia and even anoxia (figure 6). During the period between
2000-2017, the probability of hypoxia has increased in the areas deeper than 80 m (figure 6). Geographically, the
area with increased hypoxia probability has spread southward in the Eastern and Western Gotland basins. In
addition, the hypoxic area has increased at the entrance to the Gulf of Finland and in the western part of the gulf.

There were no permanent anoxic regions in the Baltic Sea during the time period of 1993—-1999, except in the
deepestlocal areas of the Eastern Gotland Basin and Northern Baltic proper (figure 6(e)). Anoxic area has
increased geographically and probability-wise from 1993-1999 to 2000-2017 (figure 6). However, in the
southern Baltic Sea, the areas with an anoxia probability of less than 0.25 during 1993-1999 have turned into
permanently anoxic areas during 2000-2017. Rather than indicating seasonal and episodic anoxia, the changes
in probability from lower values during the first period to higher values during the second period show gradual
development of anoxia. In the Bornholm Basin and Gdansk Basin, the anoxic areas with lower probability than
0.25 could point to areas with seasonal and episodic anoxia. A 120 m isobath captures the area with anoxia
probability exceeding the value of 0.25 relatively well (figure 6(f)).

Loose hypoxia covers areas with episodic, seasonal and permanent hypoxia. It can be considered as the upper
limit of the occurrence of hypoxia and anoxia (figure 6). This statement is justified by comparing the
geographical areas where loose hypoxia has a probability that exceeds 0.25. These geographical areas have not
spread remarkably from the first to the second period. In the southern Baltic Sea, the area of loose hypoxia with
an occurrence probability of less than 0.25 has decreased, yet it has increased in the Gulf of Finland.

In order to summarize the development of hypoxia and anoxia in the Baltic Sea and its relation to vertical
stratification, we have drawn mean profiles of oxygen concentration and water density for the first and the
second period at the location of the monitoring station BY15 (figure 7). In the upper 50 m layer, water density
and oxygen concentration have not changed significantly. The pycnocline and redoxcline have gradually lifted
upward, starting at a depth of 60 m. For instance, the depth of the 8 kg m > density has decreased from 100 to 85
m, and the depth of the 2 ml 1" oxygen concentration has decreased from 110 to 90 m. Below the pycnocline,
the water density has increased. Below the redoxcline, the oxygen concentration has decreased. The water has
become anoxic below a depth of 120 m.




MKaouts et al

Environ. Res. Commun. 3 (2021) 075004

10P Publishing

96’1 — 19°0 0 €LeE— 200 1 6L T— 6€°0 0 LE°0— 160 0 14
89°CT— Fra 0 S6'€— 10°0 1 LET— STo 0 9L°0 66°0 0 4
6S°CT— 0€0 0 Se'e— ¥0°0 1 €VT— €ro 0 10°T 00T 0 ¥
L8'1— 99°0 0 €6'1— €9°0 0 89— ja4l 0 L8°0— £L8°0 0 0
1382 (1 anpea-d H 1eIs-L (1 anpea-d H 1eI8-L anjea-d H 1eI8-2 anfea-d HAia /1w AxQ
<! 1d <! 1d
puaLL, + P yua
awnjop
0T ¢— 780°0 0 0T e~ S80°0 0 L1°€— 700 1 68— S¢€0 0 14
8L7— . 01> 1 67— . 01> 1 8L7— . 01> 1 88°0— 6L°0 0 z
06'7— . 01> 1 PIe— o 01> 1 167~ . 01> 1 A €80 0 €'l
66— 6000 1 S8~ S10°0 1 6L€~ 7000 I W v10 0 0
1eI8-L I anpea-d H JeIS-L anpea-d H 1eI8-L I anpea-d H 1eIS-2 I anpea-d H T/Tw AxQ
d 1d zd 1d
vary
puail, + yudg yua

-onsnels-L Surpuodsariod oy ym anu st sisaypodAy-g oy yorym £q Lrpiqeqoad oy smoys antea-d paydade st sisaiodAY YoTym SMOYS F "SILIIS JUIT) SWIN[OA PUE BITE UFAXO 10] 159) AJLIEUOTIEIS *G I[qR,

10



10P Publishing Environ. Res. Commun. 3 (2021) 075004 M Kouts et al

a)

P(O; s 4 mUL)
19931999

P{O; s 4 mUL)
2000-2017

Probability

)

PO, 5 2 ML)
19931999

PO, 5 2 ML)
2000-2017

Probability

e)

P(O, s 0 myL)
1993-1999

f)
P(O; = 0muL)
2000-2017

Probability

Figure 6. The probability of DO < 4 mL L ™" on (a)~(b), hypoxic (DO < 2 ml 1) (c)-d) and anoxic (DO < 0 ml1~") on (e)—(f)
water masses over the period of 1993-1999 on (a), (¢), (¢) and 2000-2017 on (b), (d), (f) in the Baltic proper (including the Gulf of
Finland) calculated from the CMEMS BALMFC reanalysis product. The black isoline corresponds to a 0.25 probability. The red
contour shows the 80 m isobath on (a)—(d) and 120 m isobath on (e)—(f).

4. Discussion

In the case of modeling, it can be argued that model-based estimates have large uncertainties due to the
deficiencies of the model in describing physical and biogeochemical processes, initial fields, external inputs and
forcing. In the case of measurement-based estimates, we once again face the issue of large uncertainties, as
measurements lack spatial and temporal resolution and were not made simultaneously, and any kind of
interpolation procedure introduces uncertainties in the estimates. Therefore, in this analysis, we use reanalysis
fields, which integrate both model simulation ability and existing measurements. In this study, we used an
advanced numerical model system which has been proven to provide acceptable results in many applications.
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Figure 7. The vertical profiles of averaged dissolved oxygen (DO) and water density (o) over the period of 1993-1999 and 2000-2017
at BY15 calculated from the model reanalysis product. Concentrations of hydrogen sulphide are presented as negative oxygen.

Using the data assimilation technique is definitely an advantage, as it improves the quality of the simulation
product. We performed extensive validation of the model oxygen, salinity and density fields to assure the
credibility of our results. The discrepancies between reanalysis and observations are mainly due to the imperfect
data assimilation method and because the model cannot perfectly resolve the oxygen dynamic at the deeper
layers.

Indeed, the current reanalysis data may underestimate the extent of hypoxic area, as indicated by the
overestimated depth of the oxygen concentration isoline of 2 ml 1" (table 2) and comparison with the estimates
based on measurement data (figure 5). Therefore, we used several thresholds for hypoxia, which enabled us to
define the limits of uncertainties and indicate a potential evolution of oxygen deficiency in the Baltic Sea. These
thresholds include the range of low oxygen concentrations that have a negative impact on marine life. Animals
display a wide tolerance span to oxygen conditions, but the underlying understanding is that lethal and sublethal
effects along with stress negatively affect the functionality of marine ecosystems and reduce their resistance to
environmental and anthropogenic disturbance (Carstensen ef al 2014a, Laffoley and Baxter 2019). In the Baltic
Sea, fisheries are of high economic importance to the surrounding countries. It has been noted that low oxygen
concentrations affect cod reproductive volume, an indicator showing the water volume suitable for cod
spawning, which is directly linked to the viability of cod stocks in the Baltic Sea (Carstensen et al 2014b,
Raudsepp et al 2019a). In addition, hypoxia hinders the biogeochemical feedback loops and biomass production
carried out by benthic fauna (Carstensen et al 2014a). The lack of oxygen at the seabed results in potential dead
zones that are uninhabitable by most organisms. With that, the Baltic Sea sediments become an active
ammonium and phosphorus source as soon as the sediments turn anoxic (Carstensen et al 2014b). These
anoxia-related changes counteract nutrient mitigation measures and fuel the eutrophication process
(Carstensen et al 2014b). The reduction in water quality, in turn, reduces the value of the Baltic Sea for recreation
and other uses of marine resources.

In the development of the hypoxic and anoxic areas and volumes of the Baltic Sea from 1993 to 2017, two
dynamically different periods are present. The first period, from 1993 to 1999, indicates a continuous increase of
the areas and volumes of hypoxic water, no matter which threshold of oxygen concentration we use for the limit
of the hypoxic water (figure 5). The MK test showed that increasing trends, which are not necessarily linear, are
statistically significant. The DF test confirmed the existence of linear trends in most cases considered. In
addition, the test showed that the area and volume changes superimposed to the trends represented the
stationary process (tables 4 and 5). Indeed, the time series of hypoxic and anoxic areas and volumes are not
perfectly homogenous and the natural variability is quite high.

We obtain from the model and measurements that the hypoxic area increased from 20000 km? in 1993 to
about 60000 km? in 1999 (figure 5(a)). From 2000 until 2017, the area and volume of anoxic and hypoxic waters
varied in the range of 10000-50000 km* and 50000-80000 km* and 5002000 km® and 2000-3000 km?,
respectively, (figure 5). Independent estimates based on the measurement data have given variations of the
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hypoxic area of the Baltic Sea in the range of 50000-80000 km” for the same period (Savchuk 2018, Carstensen
and Conley 2019, Hansson et al 2019). The seasonal minimum of the loose hypoxic area drops to the value of
80000 km? almost every year (figure 5(a)), which can be assumed as the limit of the area ventilated by seasonal
oxygen supply. Hence, we can robustly estimate that the hypoxic area is bounded by the 80 000 km? level during
the period 0of 2000-2017.

The 80 m isobath can be considered as the characteristic depth of the hypoxic area in the Baltic proper
(including the Gulf of Finland) (figures 5-7). From a physical point of view, the Baltic proper (including the Gulf
of Finland) has a persistent strong density stratification with a halocline at a depth of about 60-80 m
(Matthéus 1984, Vili et al 2013). The halocline is shallower than 80 m in depth in the Bornholm Basin and
deeper in the Gdansk Basin (e.g. Vili et al 2013), which explains the hypoxia probability distribution there
(figure 6). In the Gulf of Finland, seasonal salt wedge dynamics play a significant role in changing stratification
(Maljutenko and Raudsepp 2019). Therefore, the probability of hypoxia occurrence is less than 0.5 there
(figure 6).

After the Major Baltic Inflow in 1993, the hypoxic area and volume started to increase in the Baltic Sea
(figure 5; Savchuk 2018, Carstensen and Conley 2019, Hansson et al 2019). A progressive geographical spreading
of hypoxic and anoxic waters in time was described by the decrease of hypoxia probability distribution from
deeper to shallower areas during the first period (figures 6(c),(e)). During the second period, the hypoxic and
anoxic areas were on a relatively steady level (figure 5(a)). In that instance, high probability corresponds to
persistent hypoxia and low probability to episodic hypoxia (figures 6(d),(f)). Visual comparison of our results
and annual spatial maps of hypoxia and anoxia by Hansson et al (2019) enables us to draw a robust conclusion.
The areas with a probability higher than 0.25 represent persistent hypoxia and anoxia. The regions with a
hypoxia probability below 0.25 are seasonally or episodically hypoxic.

So far, poor oxygen conditions in the deep basins of the Baltic Sea have been attributed to the absence of the
Major Baltic Inflows and additional inflows that do not classify as Major Baltic Inflows due to their small volume
(Neumann et al 2017). Recent studies have shown a rapid decline of the oxygen concentration and restoration of
anoxia in the Gotland Basin after the Major Baltic Inflow in 2014 (Neumann et al 2017, Raudsepp et al 2018a).
Input of total nitrogen and phosphorus has decreased over decades (Savchuk 2018). At the same time, the
inorganic nitrogen pool has decreased, but the inorganic phosphorus pool has increased (Savchuk 2018, Kouts
etal 2021). Similar tendencies are true for total nitrogen and total phosphorus pools (Savchuk 2018). Therefore,
we might need to consider local biogeochemistry as the other important factor directly affecting dissolved
oxygen concentrations below the halocline. Meier et al (2018) explained the rapidly worsening oxygen
conditions after 2015, with higher amounts of organic matter being transported to the deep layers where
decomposition consumes the remaining oxygen fast. With worsening oxygen conditions, the role of sediments
changes from nitrogen removal to nitrogen release as ammonium (Carstensen et al 2014b). Phosphorus, which
is buried in the sediment in organic form or bound to iron oxides, is readily released to the water column upon
the onset of anoxia (Carstensen et al 2014a). This, in turn, can sustain cyanobacterial summer blooms, creating a
positive-feedback mechanism that maintains hypoxia (Vahtera et al 2007). Neither phytoplankton spring
blooms nor cyanobacteria summer blooms have increased in the Baltic Sea since the second half of the 2000s
(Raudsepp etal 2018b,2019b).

The halocline depth or vertical stratification in general has an impact on the development of hypoxic areas in
the Baltic Sea (Meier etal 2011, Vili ef al 2013) as well as in many other natural water basins (e.g. Fennel and
Testa 2019 for review). The coinciding uplift of the pycnocline and redoxcline in the Gotland Basin between the
two periods provides evidence of a close relationship between physical and biochemical processes (figure 7).
Physical processes affecting vertical stratification in different parts of the Baltic Sea include vertical mixing due to
winds and heat exchange between air and sea, wind-driven circulation and spreading of river water on one side,
and inflows of the North Sea water into the Baltic Sea and its spreading into the deep sub-basins on the other side
(Reissmann et al 2009, Vili et al 2013). The Major Baltic Inflows bring in oxygenated water, which temporarily
improves the conditions under the halocline, but in the long term, this increases stratification and reduces
downward mixing of oxygen (Carstensen and Conley 2019). Since 1993, there has been a positive trend in
salinity of about 0.025-0.05 g kg~ ' per year below the depth of about 70 m, but not in the upper layer of 50 m
(von Schuckmann et al 2019). This shows the strengthening of vertical stratification. Thus, we might expect a
decrease of hypoxic layer thickness from above due to oxygen diffusion in the case of weaker vertical
stratification and braking of saline water inflows to the Baltic Sea (Lessin ef al 2014). In contrast, the hypoxic
layer thickness can increase due to frequent transport of saline water from the Kattegat to the deeper layers of the
Baltic Sea. The intensity of these processes is highly unpredictable in the future as well as unmanageable by
anthropogenic action. Therefore, methods to stop the eutrophication of the Baltic Sea in terms of its poor

13



10P Publishing

Environ. Res. Commun. 3 (2021) 075004 M Kouts et al

oxygen conditions caused by human intervention might not be implemented easily due to the superiority of
natural processes.

5. Conclusions

The Baltic Sea is an eutrophic inland sea with multiple stressors, both natural and anthropogenic, affecting its
state. The Baltic Sea eutrophication state is evaluated based on dissolved oxygen concentrations over the period
0f 1993-2017. We have used two metrics, area and volume, for the description of hypoxia and anoxia in the
Baltic Sea. Both of these characteristics carry similar but notidentical information about the temporal variations
of hypoxia and anoxia.

After the stagnation period, which was terminated by the Major Baltic Inflow in 1993, hypoxia development
has shown two regimes. The first period, from 1993 to 1999, represents a trend-stationary process of the increase
of hypoxic area from 20000 km? to a level of about 60000 km?. The second period, from 2000 to 2017, can be
characterized as a stationary process with a variable hypoxic area between 50000 and 80000 km?. The anoxic area
varies between 10 000 and 50000 km?. It is recognized that the records of hypoxic and anoxic areas are not
perfectly homogenous and can vary due to natural factors. In the Gotland basin, the lower bound of the
redoxcline has been uplifted from about a 100 m depth to an 80 m depth calculated as the averages for two
periods. Stationarity of the time series means that the statistical properties of a system do not change over time.
Therefore, by adding data from the following years, the loss of stationarity of the time series would be an
indication of the future change of the hypoxia regime. In addition to natural variability of hypoxic and anoxic
areas, about 10 000 km? of uncertainty is caused by different methods, either numerical models or data
interpolation procedures, used for the estimation of the areas of hypoxic and anoxic water. We propose using a
multi-model ensemble combined with the measurement data for reducing uncertainties in the estimation of the
hypoxia area and volume of the Baltic Sea.

The measurements provide spatial and temporal snapshots of hypoxia coverage. Probability distribution
maps of hypoxia occurrence integrate temporal variations of the hypoxia over a certain period into spatial maps.
From the period 1993-1999 to 20002017 hypoxic and anoxic areas have expanded geographically in the Baltic
Sea, but the probability distribution maps show the quantitative measure of this expansion. The southern areas
of the eastern and western Gotland basin have become permanently hypoxic. In comparison, the expansion of
the hypoxia towards the northeast, i.e., to the Gulf of Finland, has been moderate. The area at the entrance to the
Gulf of Finland has turned from seasonal or episodic hypoxia into 50% hypoxic, while the area of seasonal or
episodic hypoxia has spread eastward along the thalweg. The eastern Gulf of Finland as well as the connecting
shallow area between the Gdansk and eastern Gotland basin are prone to seasonal and episodic hypoxia. Anoxia
has become more persistent in the deep basins of the Baltic proper. Probability distribution maps may serve as
identification of the areas which can be affected by hypoxia in relation to important ecosystem components, e.g.,
they allow to explain spatial distribution of marine fauna in response to their tolerance to frequent hypoxia and
anoxia.

For following research, we hypothesize that hypoxia development is controlled by vertical stratification,
which varies due to highly natural processes and is not prone to human interference. The hypoxic area can
decrease with the weakening of stratification due to braking of large volume inflows to the Baltic Sea or increase
due to strengthening of the stratification caused by frequent saline water inflows. Taking into consideration the
current tendency of the development of hypoxic areas from 1993-1999 to 2000-2017, we suggest that persistent
hypoxic areas may increase further in the Gulf of Finland and in the southeastern Baltic Sea where hypoxia is
currently seasonal or episodic. The persistent anoxic area could increase to the limits of the hypoxic area in the
case of favourable interaction of physical and biogeochemical processes.

Data availability statement

The data generated and/or analysed during the current study are not publicly available for legal / ethical reasons
but are available from the corresponding author on reasonable request.
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Figure Al. The distribution of the error clusters for K = 5 (a). The colormap shows the logarithmic distribution of the number of
salinity and oxygen error pairs (model minus observation) for the bottom layer in the 2-dimensional error space (a). Error bins have a
resolution of 0.5 g kg ™" for salinity and 0.5 ml1~" for oxygen (a). The spatial (b)~(f) distribution of the share of error points for the
bottom layer belonging to the five different clusters, pk. The horizontal bins have a resolution of 25 x 25 km (b)—(f) and the bottom
data pairs are selected from below 95th percentile depth of each 25 x 25km cell.
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The Baltic Sea is a severely eutrophicated sea-area where intense shipping as an additional nutrient source is a
potential contributor to changes in the ecosystem. The impact of the two most important shipborne nutrients,
nitrogen and phosphorus, on the overall nutrient-phytoplankton-oxygen dynamics in the Baltic Sea was deter-
mined by using the coupled physical and biogeochemical model system General Estuarine Transport Model-
Ecological Regional Ocean Model (GETM-ERGOM) in a cascade with the Ship Traffic Emission Assessment
Model (STEAM) and the Community Multiscale Air Quality (CMAQ) model. We compared two nutrient scenarios
in the Baltic Sea: with (SHIP) and without nutrient input from ships (NOSHIP). The model uses the combined nu-
trient input from shipping-related waste streams and atmospheric depositions originating from the ship emis-
sion and calculates the effect of excess nutrients on the overall biogeochemical cycle, primary production,
detritus formation and nutrient flows. The shipping contribution is about 0.3% of the total phosphorus and
1.25-3.3% of the total nitrogen input to the Baltic Sea, but their impact to the different biogeochemical variables
is up to 10%. Excess nitrogen entering the N-limited system of the Baltic Sea slightly alters certain pathways:
cyanobacteria growth is compromised due to extra nitrogen available for other functional groups while the bio-
mass of diatoms and especially flagellates increases due to the excess of the limiting nutrient. In terms of the Bal-
tic Sea ecosystem functioning, continuous input of ship-borne nitrogen is compensated by steady decrease of
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nitrogen fixation and increase of denitrification, which results in stationary level of total nitrogen content in the

water. Ship-borne phosphorus input results in a decrease of phosphate content in the water and increase of phos-

phorus binding to sediments. Oxygen content in the water decreases, but reaches stationary state eventually.
© 2019 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license

(http://creativecommons.org/licenses/by/4.0/).

1. Introduction

In natural waters, phytoplankton growth is usually limited by phys-
ical and biogeochemical factors (Hecky and Kilham, 1988; Chislock
et al.,, 2013). Human-induced change in these limiting factors may
have a considerable effect on the entire ecosystem where phytoplank-
ton usually plays the key role (Schelske, 1975; Hecky and Kilham,
1988; Chislock et al., 2013). In coastal waters the limiting element is
most often a nutrient; either nitrogen or phosphorus (Hecky and
Kilham, 1988; Granéli et al., 1990). Changes in the input of the limiting
nutrient into the particular coastal ecosystem may, in turn, alter phyto-
plankton biomass and cause other ecosystem alterations (Schelske,
1975; Schindler, 2006; Chislock et al., 2013). Since ecosystems are com-
plex and their responses non-linear, secondary changes, which occur as
a consequence, are more difficult to assess in advance (Duarte et al.,
2009; Savchuk, 2018).

Maritime transport, among other sources, increases nutrient input
into the marine ecosystem via emissions to the air and the concurrent
deposition, as well as direct discharge (Aulinger et al., 2016; Bartnicki
et al., 2011; Herz and Davis, 2002). Emissions from marine transport
contribute significantly to air pollution globally, with commercial ship-
ping estimably responsible for around 4-14% of the global nitrogen
emissions (Wang et al., 2008; Corbett and Fischbeck, 1997; Corbett
and Kohler, 2003; Eyring et al., 2005). Marine pollution from direct san-
itary wastewater discharge is an especially pronounced problem with
large cruise ships, which represent <1% of the global merchant fleet,
while estimably being responsible for 25% of all the waste generated
by merchant vessels (Peric et al., 2016; Herz and Davis, 2002). Global
maritime transport is experiencing an increasing trend (Eyring et al.,
2005; Marmer et al., 2009).

Worldwide, the coastal areas of Western and Southern Europe (North
Sea and the Mediterranean), the United States and South-East China have
been more thoroughly studied regarding the amount and effect of ship-
related emissions on the environment (Viana et al., 2014; Marmer
et al,, 2009; Aksoyoglu et al., 2016; Chen et al., 2019; Djambazov and
Pericleous, 2015).

In Northern Germany and Denmark that are surrounded by numer-
ous shipping lanes, the contribution of shipping emissions to the atmo-
spheric nitrogen dioxide is around 15% in winter and 25% in summer,
whereas in the western entrance of the English Channel the ship-
derived nitrogen dioxide contribution can be up to 90% (Aulinger
et al.,, 2016). This demonstrates that in the case of lacking additional
sources, shipping can be the primary contributor to the atmospheric
input of nutrients, providing extra fuel for the already intense eutrophi-
cation in the coastal waters of Western Europe. Quantitatively, the con-
tributions from shipping emissions to nitrogen dioxide pollution show a
large spatial variability, with maximal contributions in the Mediterra-
nean basin and the North Sea, and the average being 7-24% across
Europe (Viana et al., 2014).

Ahighly industrialized and rapidly transitioning area with dense ma-
rine traffic lies in South-East Asia. Modelled annual ship emissions on
the most active routes reach up to 10* kg N/km?/yr (Chen et al., 2019).
The ship-induced increase of nitrogen deposition is not only found
along the shipping routes but also spread to wide land regions. The
highest simulated total N deposition from ship emissions appeared in
the coastal areas, which reached 1000 kg N/km?/yr. In the sea area, the
N deposition flux was ranged from 200 kg N/km?/yr to 900 kg N/km?/yr.

The Arctic Ocean is an area of growing global interest, as increasing
navigability enables more intense/frequent shipping activity that will
bring about higher input of nutrients and pollutants into a formerly pris-
tine environment (Gong et al., 2018).

Multiple studies have implied that additional input of nutrients has
an effect on (marine) ecosystems, especially by increasing primary pro-
duction and decreasing oxygen concentrations due to the increased
production of dead organic matter (Herz and Davis, 2002; Peric et al.,
2016; Hagy et al., 2004; Spokes and Jickells, 2005; Troost et al., 2013;
Djambazov and Pericleous, 2015). In a study by Troost et al. (2013) ad-
ditional nitrogen from atmospheric deposition lead to increased pri-
mary production in the North Sea. There are temporal and spatial
differences in the effect of additional nutrient input, which determines
ships as effective proxies to areas lacking other nutrient sources. The
offshore areas (>30 km off the coast) are, in general, more affected
due to absence of land input and the system being nitrogen limited dur-
ing long periods in summer (Troost et al., 2013). It is thus mainly the
nitrogen-limited phytoplankton species that benefit from the atmo-
spheric deposition, that has been estimated to be accountable for
13.8-15% of primary production in several studies (Troost et al., 2013;
Spokes and Jickells, 2005). Atmospheric nitrogen input can, hence, sup-
port a significant increase in phytoplankton biomass and will, along
with other nitrogen sources, enhance long-term eutrophication effects
in the intensely shipped coastal waters of Western Europe and England
(Spokes and Jickells, 2005; Djambazov and Pericleous, 2015). Similar
results have been obtained or are expected to occur in the actively in-
dustrializing South-East Asia region and the increasingly shipped Arctic
Sea (Zhao et al., 2015; Gong et al., 2018). Through its effects on primary
production, addition of nutrients may also influence the rest of the eco-
system via changes in the carbon equilibrium or shifts in the species
composition on higher trophic levels of the food chain (Voss et al.,
2001; Van de Waal et al., 2010).

The Baltic Sea has been, similarly to other intense shipping areas,
under human pressure for a long time, as well as facing natural challenges
from being a northerly inland sea with long residual time, limited water
exchange and slow degradation processes in a temperate region (Zillén
et al., 2008; Reusch et al., 2018). The anthropogenic nutrient input to
the Baltic Sea has been the major cause of eutrophication and the conse-
quent extensive cyanobacteria blooms (Elmgren, 1989; Reusch et al.,
2018; Jonson et al., 2015; Aksoyoglu et al., 2016; HELCOM, 2014). Contri-
bution of the shipping sector to the total atmospheric deposition of oxi-
dized nitrogen into the Baltic Sea is driven by the source strength as
well as by the meteorological conditions which means that the annual
contribution does not only vary with changing shipping emissions, but
also with inter-annual variability of the meteorology (Bartnicki et al.,
2011). Bartnicki et al. (2011) and Jonson et al. (2015) studied atmo-
spheric deposition of nitrogen to the Baltic Sea for the time period be-
tween 1995 and 2012 with atmospheric chemistry-transport model
EMEP and found contribution from the Baltic Sea and North Sea shipping
to the total deposition of oxidized nitrogen to be on average 18 kt N/year
which makes a relative contribution of 13-20%. A similar result was ob-
tained by Raudsepp et al. (2013) in the Gulf of Finland, where NOx depo-
sition to the sea from ship exhaust gases was estimated to be about 12% of
the annual atmospheric NOx deposition. The total atmospheric nitrogen
deposition is estimated to be about 220 kt N/year (HELCOM, 2013a,
2013b; Simpson, 2011) and the waterborne nitrogen input ca. 760 kt N/
year, which makes the atmospheric contribution of nitrogen around
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22%. Therefore, the shipping contribution is about 1.25-3.3% of the total
nitrogen to the Baltic Sea.

Phosphorus enters the Baltic Sea mainly as waterborne while the at-
mospheric contribution is calculated to be approximately 5.5% of the
total phosphorus input (HELCOM, 2013b). Shipborne phosphorus enters
the sea via waste generated onboard the ships such as sewage (black
water), food waste and grey water (Wilewska-Bien et al., 2018). Other
possible phosphorus sources of significance are bilge water and atmo-
spheric deposition (Wilewska-Bien et al., 2018; Neumann et al., 2018b,
2018c). The atmospheric contribution of phosphorus from ships is
small because marine fuels contain very little (<15 ppm) phosphorus
(Wilewska-Bien et al., 2018; I1SO 8217, 2012). Compared to the overall
phosphorus input to the Baltic Sea, the phosphorus from shipping is es-
timated to comprise around 0.3% of the total annual input (HELCOM,
2013b; Wilewska-Bien et al., 2018).

Similarly to the North Sea, any additional nutrient deposition in the
nitrogen limited offshore areas of the Baltic Sea influences the phyto-
plankton biomass during spring by changing the interspecies dynamics
of different functional groups (Tilman, 1982; Stockner and Shortreed,
1988). Furthermore, increased production of organic matter also in-
creases oxygen demand and may expand the hypoxic areas below the
upper mixed layer of the Baltic Sea water column (Zillén et al., 2008;
Conley et al., 2002). The share of nutrient input from shipping to the Bal-
tic Sea is small compared to the total input, but its relative importance
may become important due to spatio-temporal variance of the different
sources and the natural spatio-temporal dynamics. Further, despite
being a small share, the shipborne nutrient input contributes to the cu-
mulative nutrient input as one of many small sources.

The objective of this study is to evaluate the response of the Baltic
Sea ecosystem to excess nutrients from shipping (SHIP scenario
minus NOSHIP scenario). While other studies have either focused
on a certain area of the Baltic Sea (Raudsepp et al., 2013; Neumann
et al., 2018a, 2018b, 2018c), or a selected discharge or nutrient
type (Wilewska-Bien et al., 2016, 2018), the current study takes
into account all shipping-related nutrient sources: atmospheric
emissions and the concurrent deposition, as well as direct discharges
of different categories. We evaluate the impact of shipborne nutri-
ents on the overall nutrient-phytoplankton-oxygen dynamics across
the entire Baltic Sea and determine which processes are responsible
for a transformation of the nutrients. We compare the situation
under current regulation of ship emissions (SHIP) to a zero ship-
borne nutrient emission scenario (NOSHIP).

2. The Baltic Sea

The Baltic Sea is a brackish semi-enclosed sea in northeastern Europe
with a surface area of 422,000 km? and a volume of 21,205 km?
(Leppdranta and Myrberg, 2009). The Baltic Sea is characterized by rel-
ative shallowness with an average depth of 54 m, while >1/3 of the sea
is shallower than 30 m (Fig. 1), giving it a small total water volume rel-
ative to the surface area. The maximum depth of 459 m is located in the
deep trench of the Landsort Deep. The Gotland Deep with a maximum
depth of 250-m in the central Baltic Proper is considered a dynamic
deep area with a high significance in shaping hydrographic and biogeo-
chemical fields of the Baltic Sea. The long-term salinity is determined by
net precipitation (e.g. Jaagus et al,, 2018) and river discharge across the
Baltic Sea coast (Hansson et al., 2011) and by the saline water inflows
from the North Sea through very narrow and shallow channels in the
Danish Straits (BACCII Author Team, 2015). The saline and oxygenated
water inflows to the Baltic Sea, especially the Major Baltic Inflows,
occur only intermittently (e.g. Mohrholz, 2018).

The surface salinity varies horizontally from ~10 near the Danish
Straits down to ~2 at the northernmost and easternmost subbasins of
the Baltic Sea. The halocline, a vertical layer with rapid depth-
dependent changes of salinity that separates the well-mixed surface
layer from the weakly stratified layer below, is located at the depth
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Fig. 1. Map of the Baltic Sea with locations relevant for the article. Blue contour lines show
borders of territorial waters. The location of main shipping lanes is shown as grey
underlay.

range of 60-80 m (Matthdus, 1984). The bottom layer salinity
below the halocline depth varies from 15 in the south down to 3 in
the northern Baltic Sea (Vili et al., 2013). Long-lasting periods of ox-
ygen depletion in the deep layers of the central Baltic accompanied
by salinity decline and overall weakening of vertical stratification
are referred to as stagnation periods. Extensive stagnation periods
occurred in the 1920s/1930s, in the 1950s/1960s and in the 1980s/
beginning of 1990s (BACCII Author Team, 2015).

The upper mixed layer temperature of the Baltic Sea is characterized
by a strong seasonal cycle driven by the annual course of solar radiation
(Leppdranta and Myrberg, 2008). Maximum water temperatures are
reached in July and August and minimums during February, when the
Baltic Sea becomes partially frozen. The strongly seasonal sea ice coverage
has a vital role in the annual course of physical and ecological conditions.
In general, sea ice starts to form in October and may last until June. De-
pending on the year maximum ice extent could vary in the range of
30,000 km? (e.g. in 2015) to 260,000 km? (e.g. in 2011). In case of a
fully ice-covered Baltic, the maximum ice extent is 422,000 km?, which
was last observed during the 1940s (Vihma and Haapala, 2009). Temporal
trends of sea ice extent could be a valuable indicator of the climate change
signal in the Baltic Sea region. It has been estimated that a 1 °C increase in
the average air temperature results in the decline of ice-covered area in
the Baltic Sea by about 45,000 km? (Granskog et al., 2006). Seasonal ther-
mocline, developing at the depth range of 10-30 m in spring, is strongest
in summer and is eroded in autumn. In autumn and winter the Baltic Sea
is thermally mixed down to permanent halocline at the depth of 60-80 m
(Matthdus, 1984). The 20-50 m thick cold intermediate layer forms
below the upper mixed layer in March and is observed until October
within 15-65 m depth (Chubarenko and Stepanova, 2018; Liblik and
Lips, 2011). Decrease in maximum ice extent may influence vertical strat-
ification of the Baltic Sea (Hordoir and Meier, 2012) The deep layers of the
Baltic Sea are disconnected from the ventilated upper ocean layers, and
temperature variations are predominantly driven by mixing processes
and horizontal advection.
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The large-scale mean horizontal circulation is dominantly cyclonic in
the Baltic (Meier, 2007; Jedrasik and Kowalewski, 2019). Deep water
circulation consists of dense bottom currents of the inflowing saline
water in the southern Baltic Sea, while convection, mixing, entrainment
and vertical advection of water masses leads to interactions between
upper and lower layers (Leppdranta and Myrberg, 2008). Instantaneous
surface circulation pattern is driven by wind in the Baltic Sea.

The Baltic Sea has been suffering from eutrophication for at least half
a century already. Out of external sources, rivers contribute most to the
Baltic Sea nutrient input (HELCOM, 2018a). Seven biggest rivers -
Daugava, Gota, Nemunas, Neva, Oder, Tornio and Vistula - cover 50%
of the Baltic drainage area of 1.74 km? (HELCOM, 2018a). The average
flow of the largest rivers Neva and Vistula is 2310 m?/s and 1112
m?>/s, respectively, whereas smallest contributing rivers have a flow
<600 m>/s (HELCOM, 2018a). Rivers with catchments in densely popu-
lated agricultural areas, such as Vistula, Nemunas and Oder in the south-
ern part of the Baltic Sea have a bigger nutrient input compared to
northern areas, where large parts of river drainage areas are under for-
est (HELCOM, 2018a). Although, nutrient input from the rivers has de-
creased by 12% in case of nitrogen and 25% of phosphorus over couple
of decades, no improvement of the Baltic Sea state has been detected
(HELCOM, 2018b). A warming trend of 0.08 °C/year in the upper 50 m
layer and 0.04 °C/year in the deep layers (>60 m) reinforce a cascade
of biogeochemical processes which is called the “vicious circle”
(Savchuk, 2018; Meier et al., 2012; Vahtera et al., 2007). Due to the “vi-
cious circle” there is enhancement of cyanobacteria blooms, which
hampers nitrogen reduction attempts and sustains an elevated trophic
state via accelerated oxygen consumption during organic matter oxida-
tion, an increase of denitrification and nitrification rate in sediments
and enhanced release of phosphates from the accumulated sediments
due to hypoxia and anoxia (Seitzinger, 1988; Vahtera et al., 2007;
Savchuk, 2018). On the other hand, the cyanobacteria blooms stimulate
summer production in the entire food web, from zooplankton and ben-
thos to fish (Karlson et al., 2015).

3. Methods

The effects of additional shipborne nutrients on the marine primary
production is estimated using the coupled physical and biochemical
model system GETM-ERGOM (Burchard and Bolding, 2002; Bruggeman
and Bolding, 2014) for the Baltic Sea. Combining the simulation results
from Automatic Identification System (AIS) based emission modelling
using The Ship Traffic Emission Assessment (STEAM) and atmospheric
deposition fields from the Community Multiscale Air Quality (COSMO-
CLM/CMAQ) model system (Rockel et al., 2008; Matthias, 2008; Byun
and Schere, 2006; Karl et al., 2018) using consistent STEAM shipping
emissions to the atmosphere, the input of nitrate, ammonium, phos-
phate and organic matter are applied as mass fluxes to the surface
layer of the sea. The year 2012 is considered as the reference year
(SHIP model simulation). A NOSHIP model simulation is performed ex-
cluding the above-mentioned external input of nutrients from shipping
activity. In general, annual mean temperatures were 0.5 °C to 0.7 °C
above normal and it was wetter in the Nordic and Baltic regions in
2012 (Achberger et al., 2013). The year 2012 can be considered as typical
for hydrographic and biogeochemical conditions relative to the climato-
logical period 1993-2014. Horizontally averaged annual temperature
and salinity profiles, as well as sea ice extent and volume were close to
the mean (Von Schuckmann, 2019). The year 2012 shows decrease of sa-
linity below the halocline in the Gotland Deep (Von Schuckmann, 2019)
and relatively high spatial extent of oxygen depleted water accountic for
the hypoxic area of 60,000 km? in the Baltic Sea (Savchuk, 2018). Previ-
ous saline water inflow which signal of the salinity increase was detected
in the Gotland Deep took place at the end of 2006. The mean total fresh-
water discharge into the Baltic Sea for the year 2012 was 14% higher than
long-term average in year 2012 (Kronsell and Andersson, 2013).

Spring bloom started relatively early, in March already, with the
start date varying little across the entire Baltic Sea area (Raudsepp
et al.,, 2019a). Peak bloom day stretched from the end of March to the
end of April. The spring bloom ended at the end of May, similarly to
the other years since 2007. The spring bloom's spatiotemporal coverage
in 2012 was close to the mean, but the phytoplankton summer bloom
was among the smallest (Raudsepp et al., 2018). The latter is consistent
with a minimum of the interannual oscillations of cyanobacterial
blooms with a period of about 3 years in the Baltic Sea (Kahru et al.,
2018).

TN and TP pools were in a stable level of about 6000 ktons and 680
ktons, respectively since 2005, as well as DIN and DIP pools of about
1000 ktons and 480 ktons, respectively (Savchuk, 2018). In general
this is consistent with the period of stable nutrient input, within other-
wise decreasing trend since 1980 (Savchuk, 2018).

The modelling system consists of the ship emission model, The Ship
Traffic Emission Assessment Model (STEAM) (Jalkanen et al., 2009;
Jalkanen et al., 2012; Johansson et al., 2013; Johansson et al., 2017),
the atmospheric chemistry modelling system, Climate Limited-area
Modelling Community (COSMO-CLM) and The Community Multiscale
Air Quality (CMAQ) model system (Rockel et al., 2008; Matthias, 2008;
Byun and Schere, 2006; Karl et al., 2018), and the coupled marine phys-
ical model, General Estuarine Transport Model (GETM) (Burchard and
Bolding, 2002; Bruggeman and Bolding, 2014), and the biogeochemical
model, the Ecological Regional Ocean Model (ERGOM) (www.ergom.
net; Neumann and Schernewski, 2008). The STEAM is ship Automatic
Identifiation System (AIS)-based emission model providing shipping
emissions for the CMAQ model system and direct ship discharges to
the water. The atmospheric deposition fields from the CMAQ model pro-
vide the input of nitrate, ammonium, phosphate and organic matter
mass fluxes to the surface layer of the sea. Further on, the GETM-
ERGOM system uses the atmospheric deposition fields and direct ship
discharges for the estimation of the effects of shipborne nutrients on
the Baltic Sea ecosystem.

The model system simulations were carried out for the year 2012. In
general, annual mean temperatures were 0.5 °C to 0.7 °C above normal
and it was wetter in the Nordic and Baltic regions in 2012 (Achberger
et al., 2013). The year 2012 can be considered as typical for hydro-
graphic and biogeochemical conditions relative to the climatological pe-
riod 1993-2014. Horizontally averaged annual temperature and salinity
profiles, as well as sea ice extent and volume were close to the mean
(Von Schuckmann, 2019). The year 2012 shows decrease of salinity
below the halocline in the Gotland Deep (Von Schuckmann, 2019)
and relatively high spatial extent of oxygen depleted water accountic
for the hypoxic area of 60,000 km? in the Baltic Sea (Savchuk, 2018).
Previous saline water inflow which signal of the salinity increase was
detected in the Gotland Deep took place at the end of 2006. Freshwater
discharge. Spring bloom started relatively early, in March already, with
the start date varying little across the entire Baltic Sea area (OSR 3). Peak
bloom day stretched from the end of March to the end of April. The
spring bloom ended at the end of May, similarly to the other years
since 2007. The spring bloom's spatiotemporal coverage in 2012 was
close to the mean, but the phytoplankton summer bloom was among
the smallest (Raudsepp et al., 2018). The latter is consistent with a min-
imum of the interannual oscillations of cyanobacterial blooms with a
period of about 3 years in the Baltic Sea (Kahru et al., 2018). TN and
TP pools were in a stable level of about 6000 ktons and 680 ktons, re-
spectively since 2005, as well as DIN and DIP pools of about 1000
ktons and 480 ktons, respectively (Savchuk, 2018). In general this is
consistent with the period of stable nutrient input, within otherwise de-
creasing trend since 1980 (Savchuk, 2018).

3.1. STEAM model description

The STEAM (Jalkanen et al., 2009, 2012; Johansson et al., 2013,2017)
uses Automatic Identification System (AIS) data to describe ship traffic
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activity and the detailed technical knowledge of the ships for the calcu-
lation of the atmospheric emissions and discharges directly from the
ships to the sea. In this work, new capabilities were built into STEAM,
which enabled the description of various discharges, like Black Water
(BW), Grey Water (GW), Ballast Water (BLW), Bilge Water (BLG),
Food Waste (FW), Scrubber water from open and closed loop systems
(SWO, SWC), Stern Tube Oil (STO) and several species of antifouling
paints (AFP) from ships. These developments of STEAM are described
in a separate manuscript (Jalkanen et al., in preparation). BW is defined
as sewage, wastewater that originates from toilets, medical facilities,
premises for living animals or other wastewaters when mixed with
those drainages (MARPOL Annex V). GW is collected from dishwater,
shower, laundry, bath and wash-basin drains, and its discharges are
not limited by the international law (MARPOL Annex V). BLG is a mix-
ture of different substances from machinery, spills and overflow tanks
and gets accumulated in the lowest part of the ship (Klein Wolterink
et al.,, 2004; IMO, 2006). FW generated on-board can be any ‘spoiled
or unspoiled’ foods and food scraps (MARPOL Annex V). GW, BW and
FW are functions of people carried onboard, both crew passengers.

Vessel activity for year 2012 was described with AIS data sent by the
Baltic Sea fleet and provided to us by the Helsinki Commission
(HELCOM), which consists of all Baltic Sea countries. This data consists
of over 320 million automatic position reports. In addition, technical de-
scription of the fleet was based on data from IHS (IHS Global, 2016). Pas-
senger capacity utilization was modelled based on the quarterly reports
of major passenger vessel operators, who together carry over 20 million
passengers each year. Based on these reports, passenger capacity utili-
zation was estimated as 50% throughout the year, except for cruise ves-
sels, which have been reported to use close to 90% of their capacity
(HELCOM, 2015; Wilewska-Bien et al., 2018). The time spent on-board
was separately estimated for the crew and passengers based on AIS
data. This resulted to estimates of the discharge amounts. The spatio-
temporal releases of accumulated quantities were modelled as defined
by the MARPOL convention Annexes I, IV and V, which define what,
where and how discharges can be released to the sea. Some of the re-
leases occur randomly, like GW, BW and BLG, which were modelled as
continuous discharges in areas defined by current MARPOL rules and
national environmental legislation if they are stricter than MARPOL
(like oily releases in Finnish waters and SWO discharges in German
waters).

The atmospheric emissions were delivered as input for the chemical
transport model CMAQ, which was used to calculate the atmospheric
transformation and transport of pollutants. The STEAM outputs consisting
of gridded daily inventories of nutrients in BW, GW and BLG as well as
total volumes of discharges were used as input data for the GETM-
ERGOM.

3.2. CMAQ model description

The CMAQ model used for calculation of the deposition fields (Byun
and Schere, 2006; Appel et al., 2013, 2017) is an atmospheric Eulerian
chemistry transport model. It computes atmospheric concentrations
and deposition of numerous trace gas species and aerosol components,
depending on emissions and the physical state of the atmosphere.
CMAQ was developed by the US EPA about 20 years ago (Byun and
Ching, 1999). It is freely available through the CMAS center and perma-
nently updated. In the SHEBA project, the model was run in version
5.0.1.

The model was set up in three nested domains, a grid with 64
x 64 km? for entire Europe, 16 x 16 km? for northwestern Europe and
4 x 4 km? over the Baltic Sea. In the vertical, the model extends up to
100 hPa in a sigma hybrid pressure coordinate system with 30 layers.
Twenty of these layers are below approximately 2 km; the lowest
layer extends to ca. 36 m above ground. The entire year 2012 was run
with a spin-up period of one month for the initialization of the model
runs. Meteorological fields were calculated with the COSMO-CLM

model (Rockel et al.,, 2008) and interpolated to the CMAQ grid with an
adapted version of the Meteorology-Chemistry Interface Processor
(MCIP) (Otte and Pleim, 2010).

3.3. GETM description

The GETM is a numerical hydrodynamics model which is solving
sea state by means of salinity, temperature, currents and water
level (Burchard and Bolding, 2002). The modular concept of GETM
makes it possible to use various parameterizations and numerical
techniques to solve numerically three-dimensional primitive ocean
equations. The time split technique allows using shorter timestep
for solving free-surface evolution in barotropic mode and longer
timestep for internal baroclinic mode solving transports. Spatially
the equations are discretized on a staggered Arakawa-C grid using
spherical horizontal coordinates and bottom-following adaptive
layers discretization in vertical direction. The vertical resolution
has been enhanced by reducing layer thicknesses near the bound-
aries and in the vertical ranges where stratification is strong. Such
adaptive coordinate system produces less numerical mixing com-
pare to general sigma-coordinate discretization (Grdawe et al.,
2015). The horizontal advection has been solved using third-order
TVD scheme with P2-PDM limiter. Directional splitting technique
has been applied according to Pietrzak (1998). To minimize known
pressure gradient errors internal pressure has been solved using z-
interpolation method according to (Shchepetkin and McWilliams,
2003). The vertical subgrid turbulence is solved using k-& model using
algebraic turbulence closure for momentum equations has been applied
via General Ocean Turbulence Model (GOTM, Umlauf and Burchard,
2005). Background vertical diffusivity has been set to 10~¢ m/s. Hori-
zontal viscosity coefficient has been set to 10 m? s~! according to
Wallcraft et al. (2005) considerations. Air-ocean momentum and heat
fluxes were calculated using Kondo (1975) bulk parametrizations.

The model domain covers the whole Baltic Sea with closed boundary
in the Kattegat. The bathymetry has been derived from the Baltic Sea
Digital Database (BSBD 0.9.3) and interpolated on a 1 nautical mile
grid, which is the horizontal resolution of the model. In vertical direc-
tion 40 bottom-following and adaptive layers have been defined, ensur-
ing <5 m vertical resolution in halocline and near the surface. The
timestep for the biogeochemical processes is set to baroclinic timestep,
which was 500 s.

3.4. ERGOM description

ERGOM (Neumann, 2000, 2002) is an extended version of the N-
based NPZD model taking into account processes like N-fixation, phos-
phorus limitation, denitrification and phosphorus binding into iron
compounds. 12 state variables are used which describe the N cycle in
molar N units. The inorganic nutrients, which are consumed by primary
producers, are defined as dissolved nitrate, ammonium and phosphate.
Primary producers are divided into three functional phytoplankton
groups: diatoms, flagellates and N-fixing cyanobacteria. Chlorophyll-a
(chl-a): is the sum of all three functional groups of algae and detritus.
Nitrogen in phytoplankton and detritus (mol N/kg) is converted into
molar carbon-content according to the Redfield ratio (Redfield, 1934).
Grazing of phytoplankton is described as the growth of zooplankton.
Phyto-and zooplankton are transformed into dead organic matter,
which sinks and contributes to the sediment pool as detritus. Under
oxic conditions part of the detritus is remineralized back to dissolved
nutrients; this process uses oxygen and has a temperature-dependent
rate. Under anoxic conditions denitrification reduces nitrate to molecu-
lar nitrogen, which leaves the system. If nitrate is depleted under anoxic
conditions, detritus is oxidized with sulfate and generates dihydrogen
sulfur gas, which is considered as negative oxygen. Under oxic condi-
tions reactive phosphates are bound into iron-phosphates, which sink
out of the water-column and accumulate in the sediment layer. In case
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of anoxia with the presence of sulfuric acid, iron-oxide gets reduced and
phosphates are released back to the system as nutrients available to the
primary producers. A fraction of these iron-phosphate complexes is also
assumed to be buried permanently, depending on the sediment thick-
ness and sedimentation rate (Neumann and Schernewski, 2008). More
detailed descriptions of the ERGOM model are available in Neumann
(2000); Neumann et al. (2002); Neumann and Schernewski (2008);
Radtke et al. (2012) and Lessin et al. (2014a).

The initial conditions for salinity and temperature have been taken
from a hindcast simulation of Maljutenko and Raudsepp (2014) to
avoid a long spin-up period and instabilities, which occur during cold
starts. Stable density fields from December 2000 were chosen based
on similar measured salinity values and stratification conditions in the
Gotland Deep in 2012. A short spin-up period of one month was applied
to adjust the model with new atmospheric forcing and river inflows. Ini-
tial nutrient pools have been adopted from climatic average fields for
January from the 40 year long hindcast ERGOM simulation for the Baltic
Sea (Kouts et al., 2019). The oxygen profile measured in 2011 December
at the Gotland Deep has been assimilated to the initial field of oxygen for
the whole Baltic Proper domain to adjust the extent of the anoxic area
for the year 2012. The open boundary conditions have been closed to
neglect the nutrient fluxes from the North Sea and therefore to study
the Baltic Sea as a closed system. This assumption affects the biogeo-
chemistry in the Kattegat and southwestern Baltic but as we deal with
one year and one year simulation repeated for five years, we assume
the impact to be minor in the context of the entire Baltic Sea.

3.5. Coupled GETM-ERGOM justification

Placke et al. (2018) have compared main hydrographic and circula-
tion fields of the long-term model simulation results performed by
GETM, MOM and RCO circulation models in the Baltic Sea. Their assess-
ment remains without general conclusion that all considered fields are
reproduced better by one of the model than by the others. Therefore,
we do not have solid justification of using one particular circulation
model in our study. Although, Grawe et al. (2015) have argued that
the adaptive vertical coordinate system (Burchard and Beckers, 2004;
Hofmeister et al., 2010) implemented in GETM has an advantage in
comparison to fixed vertical coordinate system implemented in MOM
and RCO by having less numerical mixing due to a better resolution of
a strong vertical stratification. Our argument of using GETM is that we
have successfully validated the model for long-term simulation period
of 1996-2006 (Maljutenko and Raudsepp, 2014).

Comprehensive comparison of the Ecological Regional Ocean
Model (ERGOM) (www.ergom.net; Neumann and Schernewski,
2008) coupled to the physical Modular Ocean Model (MOM 3.1)
(e.g. Pacanowski and Griffies, 2000), the Swedish Coastal and
Ocean Biogeochemical (SCOBI) model (Eilola et al., 2009; Almroth-
Rosell et al., 2011) coupled to the Rossby Centre Ocean (RCO) circu-
lation model (RCO-SCOBI) and the BAltic sea Long-Term large-Scale
Eutrophication Model (BALTSEM) (Gustafsson, 2003) long-term
simulation results of nutrient and oxygen dynamics in the Baltic
Sea show no advantage of any model (Eilola et al., 2011). The
ERGOM and SCOBI models are relatively similar in terms of the set
of state variables used and key biogeochemical processes imple-
mented in the models (e.g. Eilola et al., 2011).

The SCOBI model has been mainly used in the coupling with RCO
model for climate change studies (e.g. Meier et al., 2018) and recently
coupled with NEMO (Raudsepp et al., 2019b). The MOM-ERGOM
coupled model system has been widely used for the biogeochemical
studies of the Baltic Sea (e.g. Neumann et al., 2017). A coupled GETM-
ERGOM model has been used for different studies of the biogeochemis-
try of the Baltic Sea in multi-year simulations (Lessin et al., 2014a,
2014b) and in particularly for investigating the ship impact to marine
biogeochemistry (Raudsepp et al., 2013). Besides, the model system of
the 3D ocean circulation Hiromb-BOOS model (HBM) coupled with

the biogeochemical ERGOM model (Maar et al., 2011, 2014; Wan
etal., 2012) has been used for studying nutrient loads impact to primary
production in the western Baltic Sea (Maar et al., 2016) and for evalua-
tion of atmospheric nitrogen inputs including ship-borne nitrogen to
marine ecosystems (Neumann et al., 2018a, 2018b, 2018c).

3.6. Meteorological forcing

Meteorological fields to drive the CMAQ and GETM-ERGOM system
were calculated with COSMO CLM version 5.0 (Geyer, 2014). COSMO
was driven with ERA-Interim reanalysis fields using the spectral nudg-
ing technique to force the model to stay close to the reanalysis. The runs
were performed on a 0.11° x 0.11° rotated lat/lon grid with 40 vertical
layers up to approx. 20 km altitude. A nested model run on a 0.025° x
0.025° grid with 50 vertical layers was applied to the Baltic Sea region
and then interpolated on a 4 x 4 km? grid with a modified version of
the MCIP (Otte and Pleim, 2010). We have applied hourly atmospheric
forcing for the GETM-ERGOM model system.

3.7. Input of nutrients

Nutrient input from the 36 largest rivers has been derived from the
European hydrology model (E-HYPE) hindcast simulation of Donnelly
et al. (2015). The diffuse inputs of adjacent regions along the coast
have been added to the nearest rivers. Since only total nitrogen (TN)
was available from hindcast simulations, we used fractions of 0.70 and
0.05 for nitrate and ammonium, respectively. The remaining fraction
of 0.25 from TN contributes to the organic nitrogen pool as detritus
input. The input of phosphates and organic phosphorus was assumed
0.25 and 0.75 fraction of the total phosphorus, respectively. The used
fractions were inferred from numerous studies on nutrient loads to
the Baltic Sea (e.g.Stalnacke et al., 1999; Vahtera et al., 2007; Savchuk
etal, 2012).

Nutrient input from shipping to the Baltic Sea has been considered
from two main sources: atmospheric depositions and discharge from
shipping. The emission of NOx to the atmosphere from shipping has
been taken from hourly emission dataset of STEAM simulation covering
the full calendar year of 2012. In STEAM, each vessel is considered as
unique case considering vessel specific ship activity and technical de-
scription. Daily emissions of NOx, SOx, CO, Elementary Carbon (EC), Or-
ganic Carbon (0OC), SO4 and Ash were generated as emission grids,
which were used as input for atmospheric modelling.

Emissions for all other anthropogenic sources except shipping are
based on EMEP emission data for the year 2012. They include NOx,
NH3, SO,, CO, NMVOCS and PM10. Biogenic emissions were calculated
with BEIS 3.4 (Schwede et al., 2005; Vukovich and Pierce, 2002). Sea
salt emissions followed the parametrization of Gong (2003), but exclud-
ing surf zone emissions because of overestimation of the emission flux
in some regions (Neumann et al., 2016). All emissions were temporally
and spatially disaggregated and distributed to the CMAQ model's grids
with the SMOKE for Europe emission model (Bieser et al.,, 2011a). The
vertical distribution of the emissions from certain sectors followed the
standard profiles given in Bieser et al. (2011b).

Atmospheric deposition of NOx species into the sea have been
considered from the following wet and dry depositions of: particu-
late NO3 (PM_NOs), nitrogen trioxide (NOs), nitrogen dioxide
(NO3), nitric oxide (NO), nitric acid (HNOs), nitrous acid (HONO), ni-
trogen pentoxide (N,Os), peroxyacetyl nitrate (PAN), oxidized
peroxyacetyl nitrate (OPAN) and peroxynitric acid (HNO,4). Particu-
late ammonium (PM_NH4) and ammonia (NHs) contribute to re-
duced nitrogen deposition. The atmospheric phosphorus deposition
has been considered as 3.5% of mineral ash deposition calculated in
CMAQ. The hourly atmospheric depositions from a 4 x 4 km? atmo-
spheric deposition grid have been interpolated on the 2 x 2 km?
shipping discharge grid used for the direct nutrient inputs.
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Discharge of nutrients from BW, GW, FW, SWO and SWC have been
calculated from the discharge volumes and concentrations in wastewa-
ters (Wilewska-Bien et al., 2018; Jalkanen et al., in preparation.,
Wilewska-Bien et al., 2016, Jénsson et al., 2005, McLaughlin et al.,
2014, Furstenberg et al., 2009, Hufnagl et al., 2005, Wartsila, 2010pers.
comm). The organic nitrogen is considered as dead organic matter
input and is recycled to dissolved nutrients in the water by bacteria.
The actual numbers of different inputs are given in Table 1.

3.8. GETM-ERGOM validation

GETM-ERGOM system validation is performed for the year 2012. We
have calculate model and data bias and root mean square error (RMSE)
for basic state variables as water temperature, salinity, nitrate, phos-
phate, oxygen and chlorophyll a (Chl-a) at the station BY15 of the Got-
land Basin. Surface layer temperature is significant abiotic variable that
controls the seasonal cycle of the biogeochemical processes and is well
reproduce by the model (Fig. 2a, Bias = —0.5 °C, RMSE = 0.8 °C). Bot-
tom temperature (Fig. 2a, Bias = —0.3 °C, RMSE = 0.4 °C) and bottom
salinity (Fig. 2b, Bias = 0.7 g/kg, RMSE = 0.7 g/kg) do not vary signifi-
cantly in time, as their dynamics is mainly related to the Major Baltic In-
flows which are absent in 2012 (Raudsepp et al., 2018). Surface salinity
(Fig. 2b, Bias = 0.5 g/kg, RMSE = 0.5 g/kg) as well as entire vertical tem-
perature (Fig. 2d) and salinity (Fig. 2e) profiles are well reproduced ex-
cept that halocline is about 10-m deeper in the model than in the
measurements. The latter affects vertical distribution of nitrate
(Fig. 2f), phosphate (Fig. 2g) and oxygen (Fig. 2h). Seasonal variations
of nitrate (Bias = 1.1 mmol N/m? RMSE = 1.5 mmol N/m?), phosphate
(Bias = —0.1 mmol P/m?, RMSE = 0.2 mmol P/m?) and chl-a (Bias =
—0.9 mg/m>, RMSE = 1.0 mg/m?) in the surface layer are depicted in
Fig. 2c. Their basic seasonal cycle is well reproduced by the model - nu-
trients concentrations are high in spring before the spring bloom of di-
atoms, depleted in summer and start to increase in autumn; spring
diatom bloom and summer cyanobacteria bloom are present in the
model results. Deficiencies of the model are that phosphate concentra-
tion is underestimated in spring and spring bloom is delayed in time
(Fig. 2c). Large model errors in the nitrate concentration between the
depth of 60 and 150 m (Fig. 2f) and in the phosphate concentration
from 60 m depth to the bottom (Fig. 2g) originate from the errors in
the model initial fields (not shown) indicated by the variability of the
model profiles of corresponding variables.

The GETM-ERGOM system consists a number of nonlinear related
equations and calibration parameters. To perform mathematically cor-
rect uncertainty estimations and model sensitivity analyses is complex
task on its own. Besides of the uncertainties of the GETM-ERGOM sys-
tem, we have uncertainties related to the STEAM model and their treat-
ment of emission and discharge of each particular ship, uncertainties
related to COSMO CLM and CMAQ model; uncertainties due to river
load of nutrients and uncertainties related to the GETM-ERGOM setup.
The provided list of potential sources of uncertainties is far from being
complete. In the present application of the GETM-ERGOM we rely on
the wide use of this model system for similar research (Schernewski
and Neumann, 2005; Neumann and Schernewski, 2008; Radtke et al.,
2012; Lessin et al., 2014a; Lessin et al., 2014b; Neumann et al., 20183,

Table 1

Annual total excess nutrient input (SHIP minus NOSHIP), nutrient input in the form of di-
rect discharge from the ships and percentage of contribution from different sources to di-
rect discharge.

Annual nutrient input ~ Share of shipping emissions

Nutrients  Inputs (t)  Total BW GW FwW SWO SWC BLG
(t) (%) (%) (%) (%) (%) (%)
N-NO; 20,260.00  14.27 - 63.59 - 192 3449 -
N-NH, —664.20 51899 9460 3.52 1.87 0.01 - -
N-Det 23920 25865 33.58 3640 2890 - - 1.12
P-PO, 5750 60.54 62.17 33.09 4.69 0.05 - -

2018b, 2018c; Kduts et al.,, 2019). Therefore, we have kept the set of cal-
ibration parameters similar to the previous studies and rely on the val-
idation results of the model. The strong argument for the reliability of
the model results and conclusion drawn from the study is that we
have performed two identical model simulation, i.e. with and without
input of the ship-borne nutrients. Mainly, differences of the spatio-
temporal distribution of the biogeochemical variables and their fluxes
are analysed, not the absolute values. The calculated RMSE values are
considered as proxies for the uncertainties of state variables.

The choice of biogeochemical model parameters and systems dy-
namics is sensitive to the physical model parameters and external forc-
ing (Burchard et al.,, 2006; Miladinova and Stips, 2010).

4. Results
4.1. Sources of nutrients from shipping

Annual input of nitrate is two orders of magnitude larger than the
input of other nutrient compounds (Fig. 3a). Nitrate deposition consists
of atmospheric deposition and direct discharges to the water. Atmo-
spheric deposition of nitrate prevails over the direct discharge, which
results in continuous distribution over the Baltic Sea. There is a south-
west gradient of the nitrate input distribution due to increase of ship-
ping intensity towards the southern Baltic Sea and Danish Sounds
(Sime, 2014) and due to prevailing atmospheric circulation. Prevalent
winds are from W/SW, so the area receives shipping emissions from
the North Sea as well.

N-NH4 input also combines atmospheric deposition and ship dis-
charge (Fig. 3b). High input from discharges is observed on the shipping
lanes, while more continuous spatial map of the atmospheric input is
negative. The negative values increase towards the southwestern Baltic
according to the increase of shipping activity. Discharge of N-NH,4 from
ships, which originates mainly from BW, are compensated by reduced
atmospheric deposition of N-NH, in the SHIP case compared to the
NOSHIP case along the main shipping routes. Input remains positive
on the routes of passenger ferries in the Gulf of Finland and northern
Baltic Proper. Same holds for the southwestern Baltic and the Danish
Sounds, although reduced deposition of ammonium in the SHIP case
compared to the NOSHIP case is high there.

P-PO4, which enters the sea via direct discharge, has a distribution
pattern with elevated concentrations directly on the shipping lanes,
where the input takes place (Fig. 3c).

Discharge of organic compounds of nitrogen and phosphorus takes
place in the shipping lanes (Fig. 3c,d). BW, GW and FW are discharged
to the sea in shipping lanes, but only allowed outside of 12 Nm from
the coast. Only not comminuted or disinfected discharges were taken
into account because at the time of modelling regulations did not re-
quire nutrient reduction in wastewater. The untreated wastewater
was modelled beyond 12 Nm from coastline and when ships were en
route moving at 4 knots. The wastewater generated within the 12 Nm
boundary is collected onboard the ships and released outside the
12 Nm zone with a determined rate. Parameters like kinetics, mixing
or transport (advection) were not included in the modelling. In the
case of cargo ships, it results in point-discharge at the start of the ship-
ping lanes outside of the 12 Nm coastal zone. The much larger volumes
released from passenger ferries are assumed to be continuous, which re-
sults in a line discharge. The discharge rates for different type of ships
are included in the modelling runs.

4.2. Time series of marine environment response to ship deposition com-
pared to natural processes

The Gotland Basin was selected to study the immediate effect of
shipborne nutrient input on the biogeochemistry of the Baltic Sea.
Time series of main biogeochemical parameters were selected from
the BY15 monitoring station (Fig. 1), which is a HELCOM monitoring
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Fig. 2. Timeseries of bottom and surface temperature a) and salinity b) at Gotland station. Timeseries of surface nitrate, Chl a and phosphate is shown on c). Vertical mean profiles and the
range of +1 STD variability (as shaded area) of d) temperature, ) salinity, f) nitrate, g) phosphorus and h) oxygen at Gotland station. Observations from HELCOM database are shown as

black line and modelled profiles as blue line.

station since 1978. BY15 is located in the middle of the Eastern Gotland
Basin close to the main shipping lines (Fig. 1). BY15 as a deep station
(250 m) represents deep-layer biogeochemical processes, which are
detrimental in steering the eutrophication process in the Baltic Sea. A
major part of the research on the influence of MBIs on hydrophysical
and biogeochemical conditions in the Baltic Sea are based on the mea-
surements there (e.g. Savchuk, 2018; Mohrholz, 2018). It is also consid-
ered as a representative area of spring and summer blooms - with
medium to high chl-a concentrations (Kahru et al., 2007; Zhang et al.,
2018).

Nitrate, phosphate, phytoplankton and zooplankton variations un-
dergo the commonly known annual cycle in the Baltic Sea without vis-
ible differences between the SHIP and NOSHIP simulations. In order to
estimate the impact of the SHIP scenario on the Baltic Sea ecosystem
we calculated the relative changes of the main biogeochemical variables
as (SHIP-NOSHIP) /SHIP.

Nitrate and phosphate concentration increases on the surface until
April-May and go into steep decline mid-May (Fig. 4a,b). This coincides
with the diatom bloom, which peaks at the end of June when nitrate be-
comes depleted (Fig. 4c). Simultaneously to the steep decline of nitrate
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Fig. 3. Spatial distribution of annual shipping related inputs of a) nitrate, b) ammonium, c) organic nitrogen, and d) phosphorus.
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and phosphate at the end of May, shipping-derived relative changes in
nitrate and phosphate become apparent: more nitrate (max. +10%)
and less phosphate (max. —3%) is available on the surface, in SHIP
case compared to NOSHIP case (Fig. 4a,b). This lasts from June till the
end of July/beginning of August. Relative changes of nitrate and phos-
phate are then reversed, starting at the end of August, with less than av-
erage surface nitrate being available from August to the second half of
September and more phosphate from the beginning of August to the
end of September. Relative increase (max. +5%) of diatoms is evident
mostly after their bloom, whereas flagellates experience a relative in-
crease (+12-13%) before their bloom peak (Fig. 4c,d). Cyanobacteria
go through a relative decrease (—10%) from June to October and coin-
cides with the relative shipping-related increase of diatoms and flagel-
lates (Fig. 4e). Zooplankton experiences very little relative change due

difference %

Nutrients
mmol / m?

Phytoplankton
mmol N/ m3

Zooplankton
mmol N/ m3

Months

Fig. 4. Time-series of concentrations at the surface layer of the Gotland Deep for the SHIP
and the NOSHIP scenario regarding a) nitrate, b) phosphorus, ¢) diatom, d) flagellate,
e) cyanobacteria, and f) zooplankton. Relative difference between the SHIP and the
NOSHIP scenario is shown as green line.

to shipping, with a slight increase (4-1%) during their bloom in end of
May/June and decrease (—4%) from August to October (Fig. 4f), slightly
shifted from the cyanobacteria bloom peak (Fig. 4e).

Snapshots of vertical profile of the biogeochemical variables at sta-
tion BY15 show that the surface layer is representative of the entire
upper mixed layer and shipping-related impact does not go below the
pycnocline, except for oxygen (Fig. 5). While nutrient concentrations
are determined by the depth of the mixed layer (around 75 m)
(Fig. 5a,b,c), phytoplankton and zooplankton depend on the euphotic
zone in the upper 30 m (Fig. e,f,g,h). Changes in dissolved oxygen are
most pronounced at the transition depth from hypoxic to anoxic condi-
tions (concentration of dissolved oxygen between 1 and 2 ml 171),
which is at 150 m depth at the BY15 station (Fig. 5d). Relative changes
are most severe where oxygen values are close to zero initially. Absolute
decrease in oxygen results in an increase of the anoxic bottom area by
50 km? at the end of the year compared to the total anoxic area of
40,000 km? in NOSHIP scenario.

4.3. Spatial distribution to complement time series

The exact location of the shipping lanes does not have a substantial
effect on the spatial distribution of the surface excess nitrate (Figs. 1,
6a) as NOx is mainly emitted to the air, where it undergoes atmospheric
chemistry transformation and redistribution due to atmospheric circu-
lation. This means that the spatial pattern of atmospheric deposition
of nitrate is strongly dispersed compared to the concentrated discharge
pattern of e.g. phosphate (Fig. 3c).

Deposited atmospheric nitrate is redistributed in the marine envi-
ronment due to currents and mixing, so there is no resemblance of ex-
cess nitrate (Fig. 6a) to the deposition pattern (Fig. 3a). The Bothnian
Bay has the lowest excess nitrate in the surface layer, which corre-
sponds to the low nitrate input in the area. The rest of the Baltic coastal
areas have higher surface concentrations of excess nitrate than the open
sea areas. This pattern of redistribution is explained by shallower water
column near the coast where the water depth is smaller than the mixing
depth. For instance, in the case of equal deposition of nitrate to the deep
and shallow area relative to mixing depth, the nitrate is equally mixed
over the surface mixed layer in the deep area, but equally mixed over
the entire water column in the shallow area. As the layer thickness is
bigger in the first case than in the second case, the concentration of ni-
trate is lower in the first case than in the second case. The excess nitrate
has highest concentrations on the eastern coast of the Baltic.

The mean distribution of excess phosphate in the water has a
fragmented pattern (Fig. 6b). The area of high excess phosphate is
clearly seen in the northeastern Baltic Proper due to the continuous
line discharge from passenger ships. The other region of elevated excess
phosphate concentration is in the southern Baltic around the Danish
Sounds, also explained by very heavy ship traffic which is concentrated
in a relatively small sea area.

The elevated excess diatom concentrations correspond to the excess
nitrate, most notably in the Estonian Archipelago Sea (Fig. 6a,c). Ele-
vated concentrations are also evident in the northern Baltic Proper
and the northern part of the Gulf of Finland, in the central part of the
Gulf of Bothnia, on the Polish coast and in the Kattegat. No excess dia-
toms are seen in the phosphorus limited areas, e.g. southern and eastern
Gulf of Riga, and the eastern coastal area of the Baltic Proper.

The distribution of excess flagellates, which bloom at the end of
summer and in autumn, mostly concentrates into Kattegat and less in-
tensively in the Northern Baltic Proper - Gulf of Finland area (Fig. 6d),
which slightly reflects the pattern of excess phosphorus on the surface.
The spatial extent of cyanobacteria blooms is reduced in vast areas in
the Baltic Proper, the Gulf of Finland and several coastal areas
(Fig. 6e). The areas with little to no change in cyanobacteria blooms
overlap with the areas with phosphorus limitation - e.g. Bothnian Bay
and big river estuaries.
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Fig. 5. Vertical profiles of modelled a) nitrate, b) phosphorus, ) ammonium, d) oxygen, e) flagellate, e) cyanobacteria and f) zooplankton concentrations at the Gotland station from SHIP
(blue line) and NOSHIP (red dashed line) scenario. The time instances for correspond to peak concentrations in the surface layer (Fig. 3). The time instance for the oxygen profile
d) corresponds to cyanobacteria bloom peak. Relative difference between the SHIP and the NOSHIP scenario is shown as green line. Potential density (o) is shown as yellow line.

Deposition of organic matter into the sediment was calculated during
two periods: intense phytoplankton bloom period May-June and decom-
position period in October-December (Fig. 6f,g). Maximum excess sedi-
mentation in the period of May-June is heaviest in the southern Baltic
(south of Gotland), the West-Estonian archipelago, Gulf of Finland and
the Aland Sea. The Gulf of Bothnia, the southern part of the Gulf of Riga
and areas on the eastern coast of the Baltic Proper are less affected by
excess organic matter. The distribution of surplus sediments is spread uni-
formly over the Baltic Proper and the Gulf of Finland by water circulation.
Organic matter accumulation in May-July is spatially more extensive and
contains more organic matter due to primary production than in
October-December when sediments are already being remineralized
and the flux from the surface is declining. In autumn organic matter
mostly accumulates in the medium deep and deep areas in the central
part of the basins. The period from October to December reflects a more
long-term distribution of sediments, shaped by transport. Another dis-
tinctive feature of the sediment distributions from both periods (Fig. 6f,
g) is the small-scale spatial heterogeneity. This is related to the small-
scale topographic irregularities that hinder smooth horizontal transport
and favor sedimentation on the slopes of topographic shoals.

The pattern of organic matter accumulation in the two periods is in
most parts similar to oxygen distribution, with decreased oxygen
areas overlapping with high organic material accumulation spots
(Fig. 6h,i). Summer bottom oxygen reduction is mostly seen in shallow,
coastal areas in the Archipelago Sea in Estonia, as well as the coasts of
southern Finland and Sweden. Large areas are affected by ship-
induced oxygen decline west of Bornholm island and in the Danish
Straits, where marine traffic is also intensive. Central deep and mostly
anoxic areas of the Baltic Proper are not affected by ship-induced oxy-
gen decline. Winter oxygen conditions show a different pattern with
minimum concentrations in the areas of medium depth, i.e. 60 m
depth. The shallower sea areas are well ventilated by wind and thermal
mixing and are not affected. The most severe impact is seen in the Kat-
tegat, southern Baltic, Bornholm Basin, Stolpe Channel and Gdansk
Basin (Fig. 6h, i). Winter oxygen conditions reflect the accumulation im-
pact of shipborne nutrients and represent oxygen conditions that re-
main poor after dead organic matter has decomposed. Longitudinally,
the reduction of bottom oxygen is stronger along the eastern bottom
slope than along the western slope of the Baltic Proper due to the pre-
vailing cyclonic circulation (Omstedt et al., 2014).
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5. Discussion

This study is based on one year of ship traffic data, the corresponding
emissions and discharges and the atmospheric and marine conditions of
the year 2012. The intensity of ship traffic can vary annually (HELCOM,
2010) and the same holds for atmospheric and marine conditions,
which influence the actual deposition of nutrients to the sea and their
spreading. A study by Raudsepp et al. (2013) for repeated ship deposi-
tion in changing hydrodynamic conditions in the Gulf of Finland
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shows interannual variations of different biogeochemical variables in
the range of 50%. The ship routes do not change from year to year,
hence the general pattern of direct nutrient discharge from ships re-
mains unchanged, which means that main discharge areas are south-
western and northeastern Baltic Proper. Nitrogen discharge is two
orders of magnitude lower than atmospheric deposition of nitrogen. At-
mospheric nitrogen deposition could be inter-annually more variable in
terms of the spatial distribution. However, as the results show a rather
smooth and only slightly varying spatial nitrogen deposition pattern,
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Fig. 6. Spatial distributions of variable differences between the SHIP and the NOSHIP scenario. The difference in surface concentrations at the time of their maxima in the NOSHIP scenario
during the period from February to June, for a) nitrate, and b) phosphorus. The difference of c¢) diatoms, and d) flagellates, during the time of the peak bloom in spring for the NOSHIP
scenario. e) Difference of summer bloom (cyanobacteria) during the peak bloom for the NOSHIP scenario. Distribution of the maximum difference of the nitrogen in sediments f) after
the spring bloom from May to July, and g) after the bioactive period from October to December. The distribution of maximum differences between the SHIP and the NOSHIP scenario
for the near-bottom oxygen concentrations during the summer months from h) July to September, and i) for the period after the bioactive season from October to December.
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Fig. 6 (continued).

we expect that atmospheric circulation will redistribute NOx emitted to
air rather homogeneously in the other years, as well. The spatial distri-
bution of excess nitrate, phosphate and organic matter from shipping
discharge is more heterogeneous than atmospheric deposition of ni-
trate. The circulation can vary a lot in the Baltic Sea from year to year
(Lehmann et al., 2002; Meier and Kauker, 2003; Vili et al., 2013), so
the areas of high and low nitrate concentration can vary accordingly be-
tween years.

Diatoms and flagellates benefit from the ship-borne nutrients which
reflects in the increase of their biomass. The spatial distribution of

excess diatoms and flagellates might depend on the competition for
the nitrogen between two groups. Nutrients play an important role in
the structure of phytoplankton communities, which can be explained
by varying nutrient-acquiring abilities of different species (Lomas and
Glibert, 2000). However, it must be taken into consideration that it is
difficult to determine exactly how important nutrients are, as there
are also many other factors at play (which we do not look at in this
study) regarding the competition between diatoms and dinoflagellates
- e.g. other nutrients (silica), light conditions, water stratification, ice
conditions and specific characteristics of the species, e.g. mixotrophy,
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which gives a competitive advantage in some nutrient enrichment situ-
ations (Lagus et al., 2004; Granéli et al., 1990; Lomas and Glibert, 2000;
Spilling et al., 2014).

Cyanobacteria biomass is reduced the most in the areas with usually
strong cyanobacteria blooms, which include southern and central Baltic
and the western part of the Gulf of Finland (Kahru et al., 1994, 2007;
Kahru and Elmgren, 2014). This result is in accordance with previous
studies on the effect of additional nitrogen on cyanobacteria blooms
(Elmgren and Larsson, 2001). The areas with little to no change in
cyanobacteria blooms overlap with the areas with phosphorus limita-
tion - e.g. Bothnian Bay and big river estuaries (Kduts et al., 2019). Ex-
cess detritus distribution and corresponding oxygen reduction reflect
the pattern of excess diatom distribution and possibly water circulation
in summer. The same is generally true for autumn except that shallow
areas are well ventilated then. Deep areas in the central and northern
Baltic Proper are unaffected as they are anoxic already (Fig. 6h).

The biogeochemical cycle in the Baltic Sea is defined by nitrogen
being mostly the limiting nutrient. This is due to the system's ability
to remove the added biologically available nitrogen through the micro-
bial conversion back to N, gas via denitrification, which each year
removes nitrogen corresponding to most of the input (Voss et al.,
2005; Radtke et al., 2012). This takes place in the sediments as well as
in oxygen-deficient deep waters and becomes more effective when
oxygen-deficiency is widespread (Voss et al., 2005; Radtke et al.,
2012). Therefore, any changes in nitrogen input affect the Baltic Sea eco-
system functioning.

To assess the impact of shipping-related excess nitrogen on the bio-
geochemical processes in the Baltic Seat we subtract fluxes of nitrogen
from two model simulations, i.e. SHIP minus NOSHIP, like we did for
the biogeochemical variables. The nitrogen balance in the marine sys-
tem takes into account nitrogen content in the sea, both in water and
sediments, nitrate and ammonium flux from the atmosphere and rivers,
nitrogen brought to the system by nitrogen fixation and outflow of ni-
trogen to the air in the form of molecular nitrogen, i.e. the result of de-
nitrification. River fluxes of nitrogen are the same in both cases giving
zero contribution to excess nitrogen.

The results show that since the beginning of January until the end of
March, shipborne nitrogen input exists in the form of nitrate in the
water column (Fig. 7a). When the spring bloom starts, not all nitrogen
load into the water remains there, i.e. total nitrogen in the ecosystems
becomes lower than the shipborne nitrogen input. Total nitrogen in
the marine system consists of nitrate in the water as the main contribu-
tor, nitrogen bound in phytoplankton, dissolved molecular nitrogen and
nitrogen in detritus in the water and sediments. The difference of the
input and the total nitrogen in the marine system increases slowly
until mid-July.

The pool of dissolved inorganic nitrogen decreases due to the spring
bloom of diatoms in May. Diatom biomass remains on an elevated level
after bloom peak, compared to NOSHIP scenario, due to additional ni-
trates in the surface layer (Fig. 3a,c). With a short delay, the pool of ni-
trogen bound to detritus grows as phytoplankton starts to decay.
Decomposition of organic matter leads to an increase of the ammonium
pool, but as ammonium is rapidly oxidized to nitrate and molecular ni-
trogen, the concentration of ammonium-bound nitrogen remains low.
Until mid-July when cyanobacteria start blooming, the content of inor-
ganic nitrogen stays stable in the water, as well as nitrogen bound to di-
atoms, while nitrogen content in the sediments increases. In July the
share of nitrogen in phytoplankton increases slowly due to the uptake
of nitrogen by increasing flagellates. In principle, the nitrogen fluxes
during that period could be described as concurrent uptake of inorganic
nitrogen by phytoplankton, their death (formation of detritus) and de-
composition of organic nitrogen into NH, as a short-lived compound,
and finally transformation into molecular nitrogen and dissolved inor-
ganic nitrogen again via denitrification.

The Baltic Sea as a nitrogen-limited ecosystem gives an advantage to
the phosphorus-limited nitrogen fixing cyanobacteria (Granéli et al.,

1990). Hence, additional nitrogen input due to shipping results in
lower cyanobacteria biomass and an overall decrease of total excess ni-
trogen in the marine system. The decline in cyanobacteria biomass re-
sults in a decrease of the amount of dead organic matter and detritus-
bound nitrogen as well as a negative contribution to molecular nitrogen.
The share of nitrogen in the other functional groups of phytoplankton
and inorganic nitrogen in the water is also declining, but less strongly
compared to cyanobacteria. Since the end of August until November,
the amount of inorganic nitrogen in the water is stable, the negative
contribution of cyanobacteria is decreasing, nitrogen in phytoplankton
and in detritus varies slowly around stable content, mostly due to the
flagellate bloom, but total nitrogen starts to increase slowly. Roughly
since November primary production ceases, concentration of inorganic
nitrogen increases due to shipborne input, nitrogen in phytoplankton
decreases to zero, and nitrogen in detritus gains stable positive level.
By the end of the year shipborne nitrogen consists mainly of inorganic
nitrogen in the form of nitrate in the water and organic nitrogen in
the form of detritus in the water and in the sediments. Smaller amount
of dead organic matter results in lower denitrification in the NOSHIP
case compared to the SHIP case and negative excess gaseous nitrogen.

Considering all the fluxes as explained above, the 5-year nitrogen
balance is depicted in Fig. 5b. The difference in the atmospheric fluxes
consists of shipping related deposition of nitrate and ammonium. Nitro-
gen fixing is lower with SHIP scenario due to smaller amount of
cyanobacteria in the system and has negative excess flux. Also, denitri-
fication is higher in the SHIP case due to the internal dynamics of the
marine system and the excess flux is negative, which means that more
nitrogen is removed from the system in the case of SHIP scenario. The
difference in the nitrogen input to the sea and excess nitrogen is more
than twofold after one year of shipping activity (Fig. 5a). When we ex-
tend our simulation to a five-year period, repeating the same annual
ship input and hydrophysical conditions, we obtain that the total annual
amount of nitrate, i.e. sum of nitrate in the water and nitrogen in detri-
tus approaches a steady state. The ship input of excess nitrogen is
largely compensated by decreasing nitrogen fixation and increasing ni-
trogen removal due to denitrification compared to the NOSHIP case.

The phosphorus content shows a decrease of the phosphate in the
water column, i.e. excess phosphate is negative, but an increase of the
phosphorus pool in the sediments (Fig. 5¢). The phosphorus input to
the Baltic is mainly eliminated by binding them in the sediments. In
the Baltic Proper, where much of the sediment is oxygen-deficient, sed-
iments are an inefficient sink, indicating that phosphorus, that is already
in the system, is eliminated very slowly (Savchuk and Wulff, 2009).
Continuous decomposition of organic material results in higher oxygen
consumption and a negative trend of the oxygen content which deceler-
ates in time (Fig. 5d).

In absolute values, an annual nitrogen input of 20 kt from shipping,
is comparable with the nitrogen input of a big river of the Baltic, e.g.
the Neva river (Stalnacke et al., 1999). Hence, it could also be assumed
that ship-nutrient reductions have a similar response in the ecosystem
as the reduction of nutrients in rivers, which has been more thoroughly
studied in the Baltic Sea. River nutrient reduction has an effect on the
ecosystem - nitrogen and phosphorus inventories decrease, but it usu-
ally takes more than two years to be significant according to simulations
(Neumann et al., 2002) and even longer in natural systems, depending
on their complexity (Duarte et al., 2009; Schindler, 2012). Also, a com-
pensatory mechanism often contributes in relation to the N/P ratio -
cyanobacteria concentrations are known to increase after nutrient re-
ductions (Higgins et al., 2017).

Coastal ecosystems are complex and respond differently when nutri-
ent input is decreased, as the response trajectories are rather complex.
Duarte et al. (2009) has stated that coastal ecosystems seldom return
to a previous, oligotrophic level, but rather remain on a new, medium
level. In general an oligotrophication process starts when nutrients are
reduced - phytoplankton biomass will decrease and so will the oxygen
deficient zones, until a new steady state is achieved. Well-known
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examples of ecosystems improving to a certain level are the Black Sea
shelf area and Chesapeake bay (Kideys, 2002; Langmead et al., 2009;
Lefcheck et al., 2018), where dissolved oxygen conditions have im-
proved and phytoplankton blooms have slightly decreased with nutri-
ent reduction and ecological communities have benefitted from that.
Several studies suggest that decreasing inputs of nitrogen will not has-
ten recovery from eutrophication (in lakes) and may even hinder it by

il

Fig. 7. a) Annual time-series of excess nitrogen pools for the first simulation year. Five-
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year time-series of b) nitrogen balance between input and total nitrogen pool in the water,

favoring nitrogen fixers or stimulating internal loading of phosphorus.
Instead repeated adding of additional nitrogen could suppress
cyanobacteria blooms and in the long-term reduce nitrogen import to
the system (Schindler, 2012), which was also seen in our study. Similar
relative contribution of shipborne dissolved inorganic and particulate
organic nitrogen has been estimated for the southern Baltic Sea by
Neumann et al. (2018c). Raudsepp et al. (2013) have shown annual
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decrease of nitrogen fixation due to ship nitrogen deposition by 2-6% in
the Gulf of Finland. Other previous studies have estimated relative ship
contribution to be around 10% for different nitrogen compounds into
the Baltic Sea (Tsyro and Berge, 1998; Bartnicki and Fagerli, 2008;
Bartnicki et al., 2011; HELCOM, 2005).

6. Conclusions

The shipping contributes about 0.3% of the total phosphorus and
1.25-3.3% of the total nitrogen input to the Baltic Sea. The amount
of nitrogen directly discharged to the sea from the ships is about
two orders of magnitude smaller than atmospheric input of excess
nitrogen (SHIP minus NOSHIP). Excess ammonium deposition is
negative.

Spatially, the Gulf of Bothnia has almost negligible deposition and
discharge of nutrients due to shipping, while the North-Eastern and
South-Western Baltic Sea and the Kattegat area are the most impacted.
Relative impact of shipborne nutrients on the biogeochemical variables
in the surface layer does not exceed 10% locally, but this is already four
to eight times larger than the share of the ships in total nitrogen input to
the Baltic Sea. Diatoms and flagellates have a marked increase in spatial
distribution while the reduction of the spatial extent of cyanobacteria
blooms is extensive and covers vast areas in the Baltic Proper as well
as the Gulf of Finland and several coastal areas. The relative reduction
of cyanobacteria concentration of 10% due to shipping is significant dur-
ing their blooming period, whereas other phytoplankton functional
groups experience notable relative changes during their low concentra-
tion period in summer. Some of the additional organic matter produced
with the added nitrogen sinks to the bottom, where its decomposition
consumes oxygen and increases the areas of oxygen-deficient bottoms
by 50 km? in the deep area of the central Baltic Proper within one
year of model simulation. This increase in anoxic bottom area deceler-
ates in time.

In general, the nitrogen balance showed that shipborne nitrogen
input does not result in equal increase of total excess nitrogen in the
water system. In the mostly nitrogen-limited Baltic Sea ecosystem, the
excess nitrate is consumed by diatoms and flagellates. The increase of
diatoms and flagellates biomass leaves less phosphate in the water for
the cyanobacteria that occur later in summer. Their biomass decreases,
which results in less atmospheric nitrogen being fixed and brought to
the marine environment. Besides, denitrification is higher due to the in-
ternal dynamics of the marine system, the excess flux is negative, which
means that more nitrogen is removed from the system. Multi-year con-
tinuous input of ship-borne nitrogen does not accumulate in the marine
environment, but total nitrogen reaches a stationary state. The excess
phosphate in the water column is negative, but phosphorus pool in
the sediments increases steadily.

In summary, nutrient input from shipping does not have a significant
effect on the Baltic Sea ecosystem in terms of the ecosystem functioning
as changes remain within 10%. Still, shipping accounts as an important
nutrient source in the context of the Baltic Sea, and is comparable in
size to a large river.
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(belonging to the CIESM Hydrochanges network, see
Schroeder et al. 2013) monitors the overflowing dense
waters in detail since 2003. While until 2005 only the
‘classical’ old deep water was found at the sill, the
new denser ones started to cross it since then (Figure
2.3.2 lower panels), being uplifted by even denser
new deep waters that were produced in the following
winters (Figure 2.3.1). By 2014 the whole layer below
500 m, ie. the halocline/thermocline and the deep
water, has densified to values of 29.11-29.12 kg m=>,
becoming denser than the ‘classical’ resident water
found at <3000 m in the Tyrrhenian Sea (Schroeder
et al. 2016).

Given that all processes of dense water formation
involve Atlantic and Intermediate Water to some
extent, the latter being the main contributor to the
heat and salt contents of the newly formed waters, all
Mediterranean water masses are intimately related to
each other, so that significant modifications to one
will also affect the others sooner or later. Indeed, recent
studies have also focused on the long-term strong
warming and salinification of intermediate water:
since the mid-1990s its temperature and salinity have
increased by 0.28°C/decade and 0.08/decade in the
Sicily Channel (respectively Figure 2.3.3(A-B)), a key
site. where the intermediate water flowing from east
to west may be intercepted. Such trends are at least
one order of magnitude higher than the average values
reported for the global ocean intermediate layer at mid-
latitudes (Schroeder et al. 2017). These outcomes are
also of great benefit for intercomparisons with numeri-
cal model results (as those in von Schuckmann et al.
2018, their Figure 3.4.3).

Warmer and drier regional climatic conditions over
the eastern basin are favouring the formation of
increasingly warmer and saltier intermediate water:
indeed, the Levantine region in particular is under-
going a dramatic drought since the late 1990s (Cook
et al. 2016), the driest period in the past 500 years.
As a result, also the upper part of the Eastern Medi-
terranean deep waters is experiencing a warming
(not shown) and a salinification (Figure 2.3.3(C)), as
is evident from repeated CTD casts in the central
Sicily Channel (between the islands of Pantelleria
and Malta) that reach depths below 1700 m, where
the upper part of the eastern deep water is found.
The thermohaline evolution at this location has
already been discussed in Gasparini et al. (2005),
Ben Ismail et al. (2014) and Gacié¢ et al. (2013). At
any moment, the salinity profile shows a maximum
at around 300 m depth, associated with the Levantine
Intermediate Water. The temporal evolution reveals
two maxima before the very recent period (until
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2011), around 1992 and 2008, while since 2011 the
layer is warming and becoming saltier at a much
higher rate than before, each year reaching higher
peak values within the water mass core. Since 2010-
2011 this pattern is involving the whole water column
down to 1700 m, where the deep water is now as
warm and salty as it was the intermediate water
during the peak in 2008.

2.4. Phytoplankton blooms in the Baltic Sea

Authors: Urmas Raudsepp, Jun She, Vittorio E. Brando,
Rosalia Santoleri, Michela Sammartino, Mariliis Kouts,
Rivo Uiboupin, Ilja Maljutenko

Statement of outcome: The Baltic Sea phytoplankton
bloom characteristics are evaluated based on spring
and summer bloom statistics, summer chlorophyll-a
and attenuation coeficient (Kd). Over the past 20
years, the mean start day of the spring bloom changed
from day 120 in 1998 to around days 80-60 from the
year 2003 onward. The intensity and spatial coverage
of summer blooms decreased since 2009, and they
tend to be more intensified in the subsurface layer.
Low attenuation coeflicient and chlorophyll-a anomaly,
a late start date and early end date of the spring
bloom, as well as low spatiotemporal coverage of the
bloom show that the spring bloom in 2017 was excep-
tionally weak. Summer phytoplankton bloom was
strong in the Gulf of Bothnia and dominated by sub-
surface bloom in 2016, but shifted to the northern Bal-
tic Proper in 2017.

Products used:

Ref. No. Product name and type Documentation

241 OCEANCOLOUR_BAL_OPTICS_  PUM:
L3_REP_OBSERVATIONS_ http://marine.copernicus.eu/
009_097 documents/PUM/CMEMS-OC-
Remote sensing PUM-009-ALL.pdf
QUID:
http://marine.copernicus.eu/
documents/QUID/CMEMS-OC-

QUID-009-080-097.pdf
242 OCEANCOLOUR_BAL_CHL_ PUM:
L3_REP_OBSERVATIONS_ http://marine.copernicus.eu/
009_080 documents/PUM/CMEMS-OC-

Remote sensing PUM-009-ALL.pdf

QUID:
http://marine.copernicus.eu/
documents/QUID/CMEMS-0C-

QUID-009-080-097.pdf

Recently comprehensive classifications of eutrophica-
tion status of the Baltic Sea were made using the third
version of the HELCOM Eutrophication Assessment
Tool (HEAT 3.0), applying indicators with commonly
agreed targets of good environmental status (HELCOM
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2015). The indicators were grouped under three ‘cri-
teria’: (1) nutrient levels (i.e. winter dissolved inorganic
phosphate and nitrogen in the upper 10 m of the water
column), (2) direct effects (summer chlorophyll-a in the
upper 10 m and secchi depth) and (3) indirect effects
(annual oxygen debt below the halocline and benthic
invertebrates). Spring bloom has been less considered
for the assessment of the Baltic Sea eutrophication.
Here we propose that spring and summer bloom stat-
istics, summer chlorophyll-a and attenuation coefficient
(Kd) from the products 2.4.1 and 2.4.2 of the product
table could be successfully used as one of the relevant
indicators in evaluating the Baltic Sea eutrophication
status. Annual oxygen content and nutrient conditions
in the Baltic Sea will be subject of the forthcoming
studies to complete the set of eutrophication status indi-
cators of the Baltic Sea.

CMEMS ocean colour product references 2.4.1 and
2.4.2 provide a good spatiotemporal coverage of the
surface bio-optical features in the Baltic Sea, although
their uncertainties are still high (r*=0.4, for chloro-
phyll-a, see Pitarch et al. 2016). The phytoplankton
abundance and succession in the Baltic Sea are charac-
terised by dinoflagellate- and diatom-dominated spring
bloom and cyanobacterial summer bloom (Kahru and
Nommann 1990; Kahru et al. 2018). The spring
bloom (spring is from days 31 to 160) is detected
using the Siegel (2002) approach (i.e. it is a spring
bloom if chlorophyll-a > median + 5%) for each pixel
in the basin, after which the statistics for the bloom
onset are calculated as in Groetsch et al. (2016) and
presented as distribution of the start, peak and end
days over the whole basin per each year. The spring
and summer bloom spatiotemporal coverage (day km?)
is aggregated from daily subsurface and surface bloom
following Hansson and Hakansson (2007). Summer
blooms are detected by applying the thresholds
defined by Hansson et al. (2010) on remote sensing
reflectance spectra (Rrs) at the wavelength of 550 nm
and Rrs at 676 nm for the subsurface and surface
blooms, respectively. Although 20 years of satellite data
are available in the Baltic Sea, it should be noted that
the remote sensing indexes computed by SMHI for
HELCOM, recorded from 2010 onwards, should not
be directly compared with the 1997-2009 values, as
an improved detection method is now used (i.e. Hans-
son et al. 2010). The time series for Rrs, chlorophyll-a
and attenuation coefficient (Kd490) used in this study
are fully homogeneous as they are based on a merged
product from different satellites that corrects for inter-
sensor differences (Mélin et al. 2017; Sathyendranath
et al. 2017). Attenuation coefficient values are proxies
for Secchi depth, accounting for water transparency.

During 1998-2001, only SeaWiFS (O'Reilly et al
1998) was available; while from the year 2002 onwards
there are two or three sensors available (Brewin et al.
2015).

We observed the start, peak and end day of the
spring bloom during the period of 1998-2017 from
product reference 2.4.2 (Figure 2.4.1). In most years,
the spring bloom starts first in the western and
southern Baltic Sea, then in the central Baltic, and
the latest in the Bothnian Sea and Bothnian Bay (Fen-
nel 1999; Wan et al. 2013). This gives significant spatial
variability to the starting date of the spring bloom in
the Baltic Sea. However, there are also years when
the spring bloom starts early, e.g. in 1985 and 1986
as shown by Kahru and Nommann (1990). The mean
start day of the spring bloom shifted earlier during
the observation period (from day 120 in 1998 to day
50 in 2015). According to the start day and spatial
variability, most of the spring bloom can be divided
into three types:

o late onset spring bloom (later than day 100) that
shows small spatial variability in the Baltic Sea, evi-
dent in 1998-2002;

o medium onset spring bloom (around day 80) that has
large spatial variability, mostly found in 2003-2011;

o early onset spring bloom (around day 60) with rather
small spatial variability, mostly found in 2012-2016
(Figure 2.4.1(a)).

The year 2017 deviates from this trend of declining start
day by a late onset spring bloom (days 80-120). It also
differs from the previously mentioned three types of
spring blooms due to its high spatial variability that
can be inferred by the interquartile range (Figure 2.4.1
(a)). There is a good consistency between the start day
and spatiotemporal coverage of spring bloom (Figure
2.4.2(a)) - in general, later start day results in smaller
spatiotemporal coverage. The seven late onset spring
bloom years, 1998-2002, 2006 and 2017 (Figure 2.4.1
(a)) also represent the lowest spatiotemporal coverage
(Figure 2.4.2(a)). Although the top two years with the
largest spatiotemporal coverage (2008 and 2011) are
marked with earlier start day (day 55 and day 65), earlier
start day does not always result in large spatiotemporal
coverage, as found in the years 2012-2016. These years
also have quite small spatial variability of the start day
in the Baltic Sea. The end day of spring bloom has shifted
slightly later, from days 145-148 to day 150 from 2002
onwards. The peak day of spring bloom has fluctuated
with no clear trend.

Since 2002 the spring bloom spatiotemporal cov-
erage has shown general tendency to increase until
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Figure 2.4.1. Time series of the spring bloom statistics (Siegel 2002; Groetsch et al. 2016) for start day (a), peak day (b), end day (c) for
the period of 1998-2017 of the Baltic Sea from product reference 2.4.2. The bar refers to first quartile, median (black line) and third
quartile, while the whiskers are the 5th and 95th percentiles respectively for start, peak and end days over the basin.
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Figure 2.4.2. Time series of spring (a) and summer bloom (b) spatiotemporal coverage (day km?) (1998-2017) using method by Hans-
son and Hakansson (2007). Results are based on CMEMS product reference 2.4.2 and 2.4.1 respectively.

2008-2011, followed by a decrease afterwards (Figure
2.4.2(a)). Spring blooms have been reported to
weaken in intensity but lengthen during the period
of 2000-2014 (Groetsch et al. 2016). Summer
bloom coverage, however, increased from 1998 until
2005, and then decreased practically until present
with a local minimum in 2012 (Figure 2.4.2(b)).
Thus, high spatiotemporal coverage of the spring
bloom is detected in 2007, 2008, 2009 and 2011,
but peak years of the summer bloom spatiotemporal
coverage are 2002, 2003, 2005 and 2008. There are
several sub-periods of co-changes of the spatiotem-
poral coverage of the spring and summer blooms.
For instance, the spring and summer blooms have
a positive correlation in the period of 2013-2017.
There is a slight positive trend in the spring bloom
spatiotemporal coverage for the period of 2002-
2011, whereas summer bloom shows a decreasing
trend during the partially overlapping period of
2005-2012. Over the longer period of 1979-2017,
the summer (cyanobacteria) blooms are reported to

be oscillating without a clear, significant trend
(Kahru et al. 2018).

Since 2009, the summer bloom has been on a rela-
tively low level, featured by more subsurface than surface
bloom. The previous years (1998-2008) were dominated
by the opposite feature (Figure 2.4.2(b)). The subsurface
bloom declined continuously from 2014 to 2017,
whereas the surface bloom increased in 2017, compared
to the previous year.

One of the indicators of the eutrophication status of
the Baltic Sea is secchi depth (HELCOM 2015) for
which we use light attenuation coefficient (Kd) as
proxy in this study. Summer mean attenuation coeffi-
cient (Kd) values in the Baltic Sea from the period of
1998-2017 derived from product reference 2.4.1. In
open water light attenuation is mainly caused by phy-
toplankton species, while coloured dissolved organic
matter (CDOM) and resuspended particulate matter
are the main optically active substances in the coastal
zone. Summer mean attenuation coefficient values
derived from satellite remote sensing reflectance
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Figure 2.4.3. Time series of the attenuation coefficient (Kd490)
averaged over the Baltic Sea in summer of 1998-2017 (product
reference 2.4.1).

(Figure 2.4.3) stand for high values in the coastal zones,
as reflected on the chlorophyll-a anomaly also
(Figure 2.4.5).

a) Kd490 anomaly spring 2016
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In general, low attenuation coefficient values are
observed in 1998-2001, followed by an increasing
trend until 2010 and a decline until present. Last two
years, i.e. 2016 and 2017, indicate an increase in summer
mean attenuation coefficient values again. The attenu-
ation coeflicient anomaly in the summer of 2016 is posi-
tive over the entire sea area except for the eastern part of
the Gulf of Finland (Figure 2.4.4(b)). Especially high
values are observed in the Bay of Bothnia. In summer
2017, the area with positive attenuation coeflicient
anomaly has been reduced to the northern and eastern
Baltic Proper and southern Gulf of Riga (Figure 2.4.4
(d)). The attenuation coefficient anomaly in the springs
of 2016 and 2017 shows strong inter-annual changes
(Figure 2.4.4(a,c)). Excluding the coastal areas close to
the major river inlets, where coloured dissolved organic

b) Kd490 anomaly summer 2016

10°E 15°E 20°E 25°E 30°E

10°E 15°E 20°E 25°E 30°E

Figure 2.4.4. Attenuation coefficient (Kd) anomaly fields in spring 2016 (a) and 2017 (c) relative to the 1998-2014 spring mean field,
and in summer 2016 (b) and 2017 (d) relative to the 1998-2014 summer mean field in the Baltic Sea. Data from product reference 2.4.1.
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a) Chlorophyll anomaly spring 2017
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Figure 2.4.5. Chlorophyll-a anomaly fields in the Baltic Sea in spring 2017 relative to the 1998-2014 spring mean field (a) and in sum-
mer 2017 relative to the 1998-2014 summer mean field (b). Data from product reference 2.4.2.

matter could be a major contributor to the high attenu-
ation coefficient values, elevated attenuation coefficient
values are seen in the entire Baltic Proper and the Both-
nian Sea. In spring 2017, attenuation coefficient
anomaly is negative all over the Baltic Sea (Figure
2.4.4(c)). A very high positive attenuation coefficient
anomaly in the southeastern Gulf of Riga and eastern
Gulf of Finland could include contamination of attenu-
ation coeflicient values from ice coverage. The differ-
ences in the attenuation coefficient anomaly in the
springs of 2016 and 2017 are well reflected in the spatio-
temporal coverage of the spring bloom, with the 2017
spring bloom being less than half of the spring bloom
in 2016 (Figure 2.4.2(a)). The attenuation coeflicient
anomaly in summer 2016 is higher than in 2017 (Figure
2.4.4(b,d)), which is reflected also in the summer mean
attenuation coefficient values (Figure 2.4.3) and in the
spatiotemporal coverage of subsurface bloom, but not
in the surface bloom (Figure 2.4.2(b)). Measured phyto-
plankton wet weight during spring bloom has been sub-
stantially higher in 2016 than in 2017, but comparable in
the summers of 2016 and 2017 (Wasmund et al. 2017,
2018). In general, by comparing time series of summer
mean attenuation coeflicient values and summer
bloom spatiotemporal coverage (Figures 2.4.2(b) and
2.4.3), we conclude no obvious match of these two
parameters.

Chlorophyll-a spring anomaly in 2017 showed high
values in the Gulf of Riga and the eastern part of the
Gulf of Finland. High values with a smaller extent were
visible in the northern coastal area of the Bothnian Bay
and coastal areas of the Gulf of Gdansk and the Curonian
Lagoon. To a larger extent, lower values are evident in
the western part of the Gulf of Finland. The spatial

distributions of measured chlorophyll-a are versatile in
the spring of 2017 (Wasmund et al. 2018). In March,
chlorophyll-a concentrations show higher values near
the Danish Straits, with decreasing gradient towards
the Gotland Basin. In May, the spatial gradient of chlor-
ophyll-a was reversed - chlorophyll-a concentrations
were significantly higher in the eastern and southern
Gotland basin and lower near the Danish Straits.

Chlorophyll-a summer anomaly in 2017 has highest
values in the eastern part of the Gulf of Finland and
the Gulf of Riga, which extend further in space, com-
pared to same areas in 2016 (Raudsepp et al. 2018).
Extensive high chlorophyll-a values in the northern Bal-
tic Proper in 2017 are not visible in 2016. At the same
time, high chlorophyll-a values, which are seen across
the Bothnian Bay in 2016, are only limited to the eastern
coast in 2017. Both years share similarly low summer
chlorophyll-a anomaly values in the Gulf of Gdansk
and on the coasts of Lithuania and Kaliningrad, except
for the outflow area from Curonian lagoon. In summer
2017, spatial differences in measured chlorophyll-a con-
centrations were relatively uniform in the southern Bal-
tic, but much higher in the Eastern Gotland basin
(Wasmund et al. 2018).

2.5. Cod reproductive volume potential in the
Baltic Sea

Authors: Urmas Raudsepp, Ilja Maljutenko, Mariliis
Kouts

Statement of outcome: Cod (Gadus morhua) is a
characteristic fish species in the Baltic Sea with major
economic importance. The Baltic cod stocks have
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status across offshore and outer coastal waters of the
Greater North Sea, with a decrease in the size of coastal
problem areas in Denmark, France, Germany, Ireland,
Norway and the United Kingdom. The absence of active
eutrophic flags in the North Sea coastal regions might
reflect these trends and a low occurrence of eutrophic
episodes during 2019.

2.4.4. Conclusions

The indicators developed here provide a tool to monitor
spatial and temporal variations in chlorophyll concen-
tration. While various regions have been flagged as
eutrophic/oligotrophic in the 2019 indicator map (Figure
2.4.4), we can only talk about eutrophication/oligotro-
phication when this state is sustained and showcases a
significant trend across a longer period of time. Follow-
ing studies will only benefit from progressive temporal
extensions of the dataset (improving the significance of
the climatologies) and from the incorporation of high-
resolution satellite ocean colour datasets — such as Senti-
nel3 OLCI - into the CMEMS OC-CCI REP dataset.

From the results obtained in Figure 2.4.4, we can con-
clude that the occurrence of eutrophic episodes (chloro-
phyll concentration higher than the P90 climatological
value for more than 25% valid observations) was very
low during 2019. Nonetheless, the eutrophic indicator
provided in Figure 2.4.2 included some significant P90
anomalies in the 15% to 25% range, and lowering the
threshold from 25% to 15% would result in an increase
in the areas flagged as eutrophic in Figure 2.4.4. This
implies that the 2019 eutrophic episodes in those regions
were shorter in duration than their typical phytoplank-
ton growth season. While most regional studies identify
the growth season as the standard period for heightened
eutrophication risk, and employ it to compute P90 cli-
matologies (Gohin et al. 2008), this paper employed
whole-year datasets for the calculation of the P90 and
P10 climatologies. This approach was motivated by the
need to report on the broad CMEMS North Atlantic
region, which includes both coastal and open waters
characterised by different productive periods.

It is worth noting that the absence of flags in the top
left quarter of Figure 2.4.4 was due to the low signifi-
cance of the P90/P10 indicators. The impact of satellite
data quality and availability in the accuracy of eutrophi-
cation indicators has been highlighted for various ocean
colour datasets (Gohin et al. 2008; Ha et al. 2014), with
Van der Zande et al. (2011) demonstrating that the
mean relative error in the estimation of the P90 values
can reach 25.4% for MERIS. While the use of the cli-
mate-grade CMEMS OC-CCI REP dataset ameliorates
these issues by merging various bias-corrected ocean
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colour streams (increasing the coverage and sampling
frequency), some well-known eutrophication problem
areas seem to be below our threshold of detection
using the percentile climatology method presented
here. This is the case for the coastal waters of the Skager-
rak and Kattegat straits, where the significance of the
percentile climatologies was too small to confirm pre-
vious trends reported for these problem areas (Ander-
sen et al. 2016).

Section 2.5. Nitrate, ammonium and
phosphate pools in the Baltic Sea

Authors: Mariliis Kéuts, Ilja Maljutenko, Ye Liu, Urmas
Raudsepp

Statement of outcome: Eutrophication is a challenge in
the Baltic Sea, with estimates of annual total input of
about 830 kT of nitrogen and 31 kT of phosphorus in
2014. Nutrient and oxygen pools were estimated using
model reanalysis data. During the period of 1993-
2017, the pelagic nitrate pool decreased from ~2400 to
1700 kT in the Baltic Sea. The reduction of the nitrate
pool was uniform over the Baltic Sea, with the exception
of the Gulf of Bothnia, where decrease in the intermedi-
ate layer was small or even turned into an increase in the
deep layer. Pelagic ammonium pools increased in the
deep layer of the Baltic Proper due to decreasing oxygen
concentrations there. The pelagic phosphate pool
increased from ~600 to 750 kT, with most of the increase
taking place in the surface and intermediate layers. The
pool in the deep layer remained on a more stable level,
with only a slight increasing trend. The increase of the
phosphate pool covers the Baltic Proper area. In the
Gulf of Bothnia, a decrease of phosphate has occurred
in the upper layers and a slight increase in the deep
layer. Only slight changes in the oxygen pool can bring
about significant changes in the nutrient pools. Decreas-
ing dissolved inorganic nitrogen pools and increasing
phosphorus pools in the water column across the entire
Baltic Sea, with the exception of the Bothnian Bay,
results in a decreasing nitrogen to phosphorus ratio.

Ref.
No. Product name & type

251  BALTICSEA_REANALYSIS_BIO_003_012
Model reanalysis

Documentation

PUM: https://marine.
copernicus.eu/
documents/PUM/
CMEMS-BAL-PUM-003-
012.pdf

QUID: https://marine.
copernicus.eu/
documents/QUID/
CMEMS-BAL-QUID-003-
012.pdf
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2.5.1. Introduction

Eutrophication is a major challenge in the Baltic Sea,
with at least 97% of the region assessed as eutrophied
in 2011-2016 according to the HELCOM thematic
assessment of eutrophication (HELCOM 2018a). How-
ever, the validity of this statement is questionable, as the
least eutrophied basin - the Gulf of Bothnia - constitu-
tes as much as 25.16% of the Baltic Sea volume. The
HELCOM Eutrophication Assessment (HELCOM
2018a) featured nutrient levels, specifically winter dis-
solved inorganic phosphate and nitrogen, in the upper
10 m of the water column. According to the assessment,
dissolved inorganic nitrogen varied from 3-5 pmol 17
in the Bothnian Bay to ~10 umol1™" in the Gulf of
Riga. A similar pattern occurred with dissolved
inorganic phosphorus levels, which varied from
0.04 ymol 17! in the Bothnian Bay to ~1.3 umol I™" in
the Gulf of Riga. The hypotheses about the Gulf of
Bothnia showing a tendency to become eutrophied are
currently emerging (Lundberg et al. 2009; Fleming-
Lehtinen et al. 2015; Andersen et al. 2017).

Eutrophication is caused by the addition of nutrients
from land that accumulate in the marine system. In
2014, the Baltic Sea received an annual total input of
about 826,000 tons of nitrogen and 30,900 tons of phos-
phorus (HELCOM 2018a). Atmospheric inputs account
for about 30% of total nitrogen inputs (HELCOM
2018a). The input has decreased since the 1980s to the
level of the 1960s for nitrogen and to the level of
the 1950s for phosphorus by 2014 (HELCOM 2018a).
The importance of nutrients is illustrated by different
trophic states the ecosystem can evolve into, depending
on the scale of nutrient inputs (Meier et al. 2012; Saraiva
etal. 2019; Murray et al. 2019). History has shown that a
massive input of nutrients into any lake or sea, includ-
ing the Baltic, results in a disrupted ecosystem that
eventually brings about eutrophication (Gustafsson
et al. 2012; Murray et al. 2019). The aforementioned
reductions in nutrient inputs are expected to be
reflected in the time series of the pools.

The aim of this study is to assess the nutrient status of
the Baltic Sea using model reanalysis data for the period
1993-2017. Based on ur results, we can evaluate the
possible problem areas as well as the success of mitiga-
tion measures so far. We can evaluate the state-of-the-
art quality of the reanalysis in the Baltic Sea. We do
not claim that our analyses are unique, but rather, we
intend to provide another set of estimates of total nutri-
ent pools to the family of already existing estimates.
Having an ‘ensemble’ of estimates obtained with differ-
ent tools narrows the interval of uncertainties around
the ‘true’ value.

2.5.2. Materials and methods

The BALMFC CMEMS biochemistry reanalysis product
(product reference 2.5.1) is calculated using the Nemo-
Nordic physical model (Hordoir et al. 2019; Pemberton
etal. 2017) coupled with the Swedish Coastal and Ocean
Biogeochemical model (SCOBI) (Eilola et al. 2009;
Almroth-Rosell et al. 2015). The model system uses the
Localised Singular Evolutive Interpolated Kalman filter
data assimilation method (LSEIK, Nerger et al. 2005).

The model domain consists of the North Sea and the
Baltic Sea (Hordoir et al. 2019). The horizontal resol-
ution of the Nemo-Nordic model is approximately 2
nautical miles, and there are 56 vertical levels. Vertical
resolution varies from 3 m at the surface up to 10 m
below the depth of 100 m. The numerical model simu-
lation data for this research covers the period 1993-
2017 (product reference 2.5.1). At the lateral boundaries
in the western English Channel and along the Scotland-
Norway boundary, the sea levels are prescribed using 24
nautical mile resolution storm-surge North Atlantic
Model. Climatological monthly mean values of temp-
erature, salinity and biogeochemical variables are used
at the open boundary. Atmospheric deposition of bio-
geochemical substances is supplied as spatial maps of
a monthly climatology.

The river runoff is specified as daily means for the
whole reanalysis period, 1993-2017, from the output
of the HYdrological Predictions for the Environment
(HYPE) model (Donnelly et al. 2016). The nutrient
loads are specified as monthly mean values. River
runoff as well as nutrient load are spread over more
than 250 rivers located in the Baltic Sea (Hordoir et al.
2019).

The meteorological forcing is from HIRLAM (High-
Resolution Limited Area Model) with a 22 km resol-
ution, from project Euro4M (Dahlgren et al. 2016;
Landelius et al. 2016), and covers most of the reanalysis
period, 1993-2011. From 2012 onwards, the meteorolo-
gical forcing is from the UERRA reanalysis product
(European Regional analysis) with an 11 km resolution.

The sea surface temperature from the Swedish Ice
Service and in-situ measured temperature and salinity
profiles from the ICES database (www.ices.dk) are
assimilated into the physical model. In-situ profiles of
nitrate, ammonium, phosphate and dissolved oxygen
from the Swedish Ocean Archive database (SHARK;
https://sharkweb.smhi.se) are assimilated into the bio-
geochemical model. In total, 3200 nitrate, 3500
ammonium, 4000 phosphate and 7500 dissolved oxygen
profiles were assimilated into the model. Spatial data
coverage was strongly inhomogeneous, with high den-
sity data at the Swedish coast and in the western Baltic



Sea, less so in the eastern Baltic sea, and in the Gulf of
Riga and Gulf of Finland there were only a few profiles.
The reanalysis has been produced using 72-hour
cycling, which implies that every 72h all available
observations are assimilated into the model before a
72-hour forecast is made. When there was more than
one observation per model layer, an average value of
the observations in the same layer was used.

In addition to model reanalysis data validation pro-
vided in the QUID, we have compared model reanalysis
data with the observation data at the central Gotland
basin and in the Gulf of Riga for the period 1993-
2017. The nutrients concentrations have been extracted
at central Gotland basin (BMPJ1 / BY15) and from the
Gulf of Riga (BMPG1/ G1) from the model simulation
and compared with observational data extracted from
two different databases. The observational data has
been extracted from The Marine distributed databases
in the NEST system (Wulff et al. 2013), which provides
monthly mean aggregate data at reference depths, and
from the EMODnet database (Buga et al. 2018), which
provides data at measured time and depth levels.

Main statistics of the comparison at BY15 for surface
and bottom nutrients are summarised in Table 2.5.1.
We have used the data from the EMODnet database.
The differences in the statistics for the NEST database
and the model reanalysis were marginal compared to
the EmodNet data. Cost function (CF) was formulated
as CF = |(M-D)/SD|, where the bias (M-D) of the
model mean (M) relative to the mean of observations
(D) is normalised to the standard deviation (SD) of
the observations (Eilola et al. 2009). Cost function
values 0-1 indicate a good match between the model
results and measurements, values 1-2 indicate a reason-
able match and values above 2 indicate a poor match.
Cost function shows that model reanalysis data are
good (Table 2.5.1). In general, the model underestimates
all nutrients except phosphates at the surface.

In order to assess the nutrient status of the Baltic Sea,
we use the combination of time-series analyses of nitro-
gen and phosphorus pools in three different layers of the
water column and spatial maps of vertically integrated
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mean concentrations for two periods: 1993-1999 and
2000-2017. The selection of these two periods is motiv-
ated by the temporal variations of the hypoxic area of
the Baltic Sea. After the stagnation period, which was
terminated by the Major Baltic Inflow in 1993 (e.g.
Mohrholz 2018), hypoxia development has shown two
regimes. The first period, from 1993 to 1999, represents
an increase of hypoxic area from 20,000 km? to a level of
about 60,000 km? (Savchuk 2018; Meier et al. 2019; Car-
stensen and Conley 2019; Carstensen et al. 2014). The
second period, from 2000 to 2017, can be characterised
as variations of hypoxic area around a mean level
between 60,000 and 80,000 km” (Savchuk 2018).

The pools of nitrate, ammonium, phosphate and oxy-
gen have been calculated from the biochemistry reana-
lysis product (product reference 2.5.1). We have
separated the water column into 3 layers: upper layer
0-15 m, intermediate layer 15-80 m and deep layer
80 m and below. The time-series of winter (February)
nitrate and phosphate in the 0-15m layer of the
upper water column integrated over the Baltic Sea is
an estimate of nutrient availability for phytoplankton
and the concurrent transformation into biomass during
the productive seasons. The upper layer, down to 15 m,
characterises the summer mixed layer depth where the
nutrients are depleted by plankton production. The
intermediate layer characterises nutrient pools down
to the average wintertime mixed layer depth, i.e. the
depth to which the water column is seasonally mixed.
The deep layer characterises the nutrient pool which is
within or below the permanent halocline and, therefore,
not easily mixed into the euphotic layer and accessible
to phytoplankton production. Time-series of nitrate
and phosphate pools under the halocline indicate the
intensity of removal processes and storage of nutrients
in the deep parts of the Baltic Sea.

Time series of pelagic pools are calculated as spatial
integrals of nitrate, ammonium, phosphate and oxygen
concentrations from the daily mean fields of product
reference 2.5.1 for the whole Baltic Sea and for the
three different layers separately. The dissolved inorganic
nitrogen pool is taken as the sum of nitrate and

Table 2.5.1. Mean and standard deviation (SD) of the model reanalysis data and measurements, model bias (model minus
observations), root mean square difference (RMSD) and cost function (CF) at the central Gotland basin (station BY15). Units are

mmol/m?.
MEAN obs SD obs MEAN mod SD mod BIAS RMSD CF
NH4 surf 0.19 0.16 0.14 0.18 ~0.06 021 036
bot 1430 1040 12.84 622 —1.46 7.69 0.14
NO3 surf 1.29 1.49 1.09 135 ~0.20 069 013
bot 207 417 1.24 257 —0.84 3.40 0.20
PO4 surf 029 023 044 0.19 0.15 022 0.68
bot 4.64 1.45 3.90 0.76 -0.73 134 0.50
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ammonia. The spatial distributions of nutrient pools (g/
m2) are calculated as vertical integrals over different
layers: 0-15 m, 15-80 m, 80 m to the bottom.

The sediment processes are included in the model
(Almroth-Rosell et al. 2015), but the nutrient pools in
the sediments are not included in the product reference
2.5.1 output list. Thus, the dynamics of benthic pools of
nutrients is not analysed in this study.

2.5.3. Results

Over the period of 1993-2017, the nitrate pool
decreased monotonically from about 2500 kT to
1400 kT in the Baltic Sea (Figure 2.5.1a). In the upper
layer, peak values in winter fell from 800 kT to
400 kT. In the intermediate layer, which constitutes
the largest part of the nitrate reserve in the water col-
umn, the drop was from ~1600 to 800 kT. The nitrate
pool in the deep layer decreased from ~600 to ~400 kT.

The average ammonium pool was 350 kT (Figure
2.5.1b). The most notable changes have been taking
place in the upper and intermediate layers since 2012.
These have been followed by the decrease of the
ammonium pool in the deep layer since 2014. We
would like to note the seasonal variability of ammonium
in the upper layer and partly in the intermediate layer.
Our study shows the presence of ammonium in the
upper layer in January. The phosphate pool has
increased from 620 kT to 700 kT from 1993 to 2017
(Figure 2.5.1c). Changes in the phosphate pools in the
upper layer were seasonal, but there was also a long-
term increasing trend. Winter peak values increased
from below 100KkT to slightly above, indicating
increased availability of phosphate for the phytoplank-
ton blooms in spring and summer. The biggest storage
of phosphate pools lies in the intermediate layer,
which increased from ~300 kT to a new more or less
stable level of ~380 kT from 2005 onwards. Phosphate
pools in the deep layer remained on a similar level
throughout the study period (250-300 kT).

We complement the time series of nutrient pools
with the total amount of oxygen in different layers
(Figure 2.5.1d). In total, oxygen content decreased by
20 MT from 1993 to 2017. The most notable decrease
of dissolved oxygen of about 13 MT occurred in the
intermediate layer, while a 6 MT reduction took place
in the deep layer. Over the time period of 1993-2017,
oxygen pools decreased by 14 MT from 1993 to 1999
and by 6 MT from 2000 to 2017. The latter decrease
took place in the intermediate layer.

Spatial distribution of vertically integrated and tem-
porally averaged nitrate, ammonium, phosphate and
bottom oxygen were calculated for two consecutive

periods: 1993-1999 and 2000-2017. The spatial distri-
bution of nutrient pools in February indicates a poten-
tial for spring bloom and the following cyanobacteria
summer bloom (Laanemets et al. 2006). Nitrate pools
are distributed homogeneously over the Baltic Sea
sub-basins, with the exception of the Gulf of Riga during
the period of 1993-1999 (and also during the following
period) (Figure 2.5.2). In the Gulf of Riga, surface
nitrate concentrations are overestimated about 10
times. From the data, mean nitrate concentration calcu-
lated over the period of 1993-2017 was 5.3 mmol N/m’
but 54 mmol N/m’ in the reanalysis. Bottom values at
the depth of 44 m were 11 and 62 mmol N/m”, respect-
ively. The following reduction (up to 60%) has been
relatively uniform over the Baltic Sea, with the exception
of the Gulf of Bothnia where decrease in the intermedi-
ate layer has been small or even turned into an increase.
Also, reduction of nitrate has been moderate in the Gulf
of Riga. We would like to note that all nutrient pools are
high in the Gulf of Riga (Figures 2.5.2-2.5.4). Model
reanalysis has significantly overestimated ammonium
and phosphate concentrations in the Gulf of Riga.
Root mean square error between reanalysis and
measurements in the surface of the Gulf of Riga are
2.7 mmol N/m®> and 0.6 mmol P/m® for ammonium
and phosphate, respectively. For the bottom, corre-
sponding values are 4.0 mmol N/m®> and 0.8 mmol
P/m?, respectively.

Ammonium contribution to dissolved inorganic
nitrogen is in the range of 10-20%, as mentioned earlier
in the time series analysis, with the exception of the bot-
tom layer (Figure 2.5.3). In addition, while the
ammonium pool has decreased in the upper and inter-
mediate layers with a few exceptions, an increase in the
deep layer has been significant, mostly in the Baltic
Proper.

The phosphate pools are lower in the Gulf of Bothnia
than elsewhere in the Baltic Sea (Figure 2.5.4). The dis-
tinction can be made between the Bothnian Sea with a
moderate phosphate pool and the Bothnian Bay with
low phosphate pool. Areas that stand out with high
phosphate pools in the upper layer include the Gulf of
Riga, the eastern part of the Gulf of Finland and river
estuaries (Figure 2.5.4a). An overall increase of the
phosphate pools (up to 60%) has occurred in the Baltic
Proper, while a decrease has taken place in the Gulf of
Bothnia, especially in the upper and intermediate layers
(Figure 2.5.4).

Decrease of dissolved inorganic nitrogen pools and
increase of phosphate pools in the upper layer of the
Baltic Sea (except the Gulf of Bothnia) has resulted in
the decrease of DIN:DIP ratio between two periods
(Figure 2.5.5a,b). The DIN:DIP ratio decreased also in
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Figure 2.5.1. Stacked plot of time series of summarised dissolved nutrient pools: nitrate on (a), ammonium on (b), phosphate on (c)
and dissolved oxygen on (d) in three different layers (Upper layer 0-15 m: blue; Intermediate layer 15-80 m: yellow; and Deep layer
starting at 80 m and extending to the bottom: red) across the entire Baltic Sea. Time period is 1993-2017 (Product reference 2.5.1).
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Table 2.5.2. Mean and standard deviation of different nutrient pools over the total period, first and last year.

NH, [kt] NOs [kt] PO, [kt] 0, [100kt]
Period MEAN STD MEAN STD MEAN STD MEAN STD
1993-2017 350 90 1850 360 680 70 2530 170
1993 440 120 2490 200 620 60 2690 170
2017 240 50 1430 120 700 20 2490 160

the Bothnian Sea but remained nearly unchanged in the
Bothnian Bay, although both the inorganic nitrogen as
well as phosphorus pools decreased in the surface
layer there (Figures 2.5.2-2.5.4). On average, for the
period of 1993-1999, the DIN:DIP ratio was less than
16 in the Baltic Proper and the Gulf of Finland but
higher in the Gulf of Bothnia and the Gulf of Riga.
Very high values of DIN:DIP ratio in the Bothnian
Bay should be taken with caution. In the Bothnian
Bay and partly in the Bothnian Sea, inorganic nitrogen
and phosphorus concentrations are very small, which
means that calculating the ratio of two small variables
may result in an artificially high value. In the Gulf of
Riga, inorganic nitrogen is unrealistically high but inor-
ganic phosphorus moderately overestimated, which
results in a high DIN:DIP ratio. We would like to note
that the DIN:DIP ratio exceeds 16 in large river estuaries
(Figure 2.5.5a,b), which indicates that there was no
nitrogen limitation there, although a high phosphate
content was present (Figure 2.5.4).

Spatial map of bottom dissolved oxygen concen-
tration averaged over the period of 1993-1999 shows
presence of hypoxia in the Baltic Proper (Figure
2.5.5¢). That period was characterised by a significant
decrease of oxygen content in the intermediate and
deep layers of the Baltic Sea (Figure 2.5.5d). The latter
is supported by the decrease of a dissolved oxygen
pool from 2000 to 2017 in the intermediate layer
(Table 2.5.3).

2.5.4. Discussion

The nutrient pools were estimated for the whole Baltic
Sea from the model reanalysis. All things considered,
getting estimations of total nutrient pools is a compli-
cated task. In the case of modelling, it can be argued,
and rightly so, that model-based estimates have large
uncertainties due to deficiencies of the model in describ-
ing physical and biogeochemical processes, initial fields,
external inputs and forcing. Furthermore, in the case of
measurement based estimates, we again face the issue of
large uncertainties, as measurements lack spatial and
temporal resolution, are not made simultaneously and
any kind of interpolation procedure introduces uncer-
tainties in the estimates. Therefore, in this analysis we
used reanalysis fields, which integrate both model

simulation results and available measurements. Using
the data assimilation technique is definitely an advan-
tage, as it enables the improvement of the validity of
the simulation product (e.g. Liu et al. 2014, 2017).

Long-term variations of the nutrient pools in the Bal-
tic Sea (Gustafsson et al. 2017; Savchuk 2018) indicate
that the time period for which the estimates of the
pools are given should be explicitly stated when com-
paring the estimates from different sources. In this
study, the analysis period was from 1993 to 2017.
Over that period, the nitrate pool decreased monotoni-
cally from 2500 kT to 1400 kT (Figure 2.5.1a). The
ammonium pool showed multi-year oscillatory vari-
ations superimposed to an overall decrease from
440KkT in 1993-240kT in 2017 (Figure 2.5.1b,
Figure 2.5.1¢). Liu et al. (2014) have estimated a nitrate
pool of 800 - 1100 kT and a phosphate pool of 500-
600 KT for the period of 1970-1979. Their estimates var-
ied almost two-fold depending on whether the model
simulation was without data assimilation, with assimila-
tion of physical data or with assimilation of physical and
biogeochemical data. Savchuk (2018) has estimated that
the dissolved inorganic nitrogen pool has decreased
from ~ 1250 kT in 1990 to ~1100 kT in 2016. Dissolved
inorganic phosphorus has increased from ~300 kT in
1993 to ~420 kT in 2000, and then almost monotoni-
cally to 500 kT in 2016. Gustafsson et al. (2017) esti-
mates show a decrease of the dissolved inorganic
nitrogen pool from 1500 kT in 1990 to 1150 kT in
2014 using the observations but variations around the
mean level of 1200 kT without decreasing tendency
over the same period using the simulation results. The
dissolved inorganic phosphorus pool increased from
about 400 kT in 1993 to about 600 kT in 2014 based
on both the observations and simulation, but the tem-
poral course within this time period was different (Gus-
tafsson et al. 2017).

To summarise, temporal dynamics of dissolved inor-
ganic nitrogen and phosphorus pools were similar to the
other studies (Gustafsson et al. 2017; Savchuk 2018) but
quantitatively overestimated. Here we suggest three
explanations. Firstly, model reanalysis data validation
for the Gulf of Riga showed that nitrate and ammonium
concentrations have been significantly overestimated
there. Only a few measured nutrient profiles were
assimilated into the model. In general, the number of
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Figure 2.5.2. The mean nitrate pools in the different layers in February during the period of 1993-1999 in the left panels (a, ¢, €) and
their relative changes ((t — ref)/ref)*100 for the period of 2000-2017 in the right panels (b, d, f) in the Baltic Sea. The left plots show
nitrate pools as the amount of nitrogen per square meter. Different layers are depicted as 0-15 m on (a—b), 15-80 on (c-d) and 80-
bottom on (e—f). The contour lines on (b), (d) and (f) show relative changes with a 10% step. The grey line on (c) and (d) shows the
location of the coastline (Product reference 2.5.1).
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Figure 2.5.3. The mean ammonium pools in the different layers in February during the period of 1993-1999 in the left panels (a, ¢, e)
and their relative changes ((t — ref)/ref)*100 for the period of 2000-2017 in the right panels (b, d, f) in the Baltic Sea. The left plots
show ammonium pools as the amount of nitrogen per square meter. Different layers are depicted as 0-15 m on (a-b), 15-80 on (c-d)
and 80-bottom on (e—f). The contour lines on (b), (d) and (f) show relative changes with a 10% step. The grey line on (c) and (d) shows
the location of the coastline (Product reference 2.5.1).
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Figure 2.5.4. The mean phosphate pools in the different layers in February during the period of 1993-1999 in the left panels (a, c, €)
and their relative changes ((t — ref)/ref)*100 for the period of 2000-2017 in the right panels (b, d, f) in the Baltic Sea. The left plots
show phosphate pools as the amount of phosphorus per square meter. Different layers are depicted as 0-15 m on (a-b), 15-80 on (c-
d) and 80-bottom on (e—f). The contour lines on (b), (d) and (f) show relative changes with a 10% step. The grey line on (c) and (d)
shows the location of the coastline (Product reference 2.5.1).
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Figure 2.5.5. The mean DIN:DIP ratio (DIN/PO4) in the 0-15 m layer during the period of 1993-1999 (a) and during the period of
2000-2017 (b). The black contour corresponds to a DIN:DIP ratio of 16. The mean bottom dissolved oxygen concentration (ml/I)
in February during the period of 1993-1999 (c) and the relative changes ((t — ref)/ref)*100 for the period of 2000-2017 (d). The con-
tour lines on (d) show relative changes with a 30% step. The grey line on (d) shows the location of the coastline. Product reference
2.5.1.

Table 2.5.3. Mean and standard deviations (STD) of oxygen pools in different layers (TL - total layer, UL — upper layer, ML — middle
layer, BL — bottom layer).

TLO, [100kt] UL O, [100kt] ML 0, [100kt] BLO, [100kt]
Period MEAN STD MEAN STD MEAN STD MEAN STD
1993-2017 2530 170 700 70 1560 100 270 27
1993 2690 170 710 70 1650 110 330 13
1999 2550 150 710 70 1580 80 270 4

2017 2490 160 700 70 1520 90 270 7




profiles assimilated into the model decreases signifi-
cantly from the western part of the Baltic Sea towards
east, which might influence the model values and pro-
vide an overestimation of nitrogen. Our comparison
of the model data with measurements for the central
Gotland basin showed good agreement. Secondly,
during winter there was ammonium present in the
upper layer and upper part of the intermediate layer
(Figure 2.5.1b), which are well oxygenated and subject
to intense nitrification. Geographically, the high content
of ammonium was seen in the Gulf of Riga, the eastern
part of the Gulf of Finland and in river estuaries (Figure
2.5.3a). There is almost no ammonium data assimilated
in the model in the Gulf of Riga and eastern part of the
Gulf of Finland. Comparison of model reanalysis data
and independent measurements in the Gulf of Riga
showed that at the surface ammonium concentrations
were 0.4 and 2.0 mmol/m’ in the measurements and
model, respectively. Corresponding values at the depth
of 44 m were 1.3 and 4.7 mmol/m?, respectively. The
coinciding of model and data was much better for the
central Gotland basin (Figure 2.5.2), while the other
study areas extend only to the Kattegat. We have kept
the area within the limits of the biochemistry reanalysis
product (product reference 2.5.1).

The general decrease of dissolved inorganic nitrogen
is a reflection of several factors: decrease of dissolved
inorganic nitrogen inputs, which have indeed been
recorded (HELCOM 2018a, 2018b), and increased nitro-
gen removal from the system, which could be accelerated
by the expanding hypoxic and anoxic areas, and the
increasing amount of organic matter (Dalsgaard et al.
2013; Bonaglia et al. 2016). Nitrogen balance in the mar-
ine system is an interplay between several processes,
including denitrification (in the hypoxic layer), ana-
mmox (newly anoxic conditions where sulphides have
not yet formed) and dissimilatory nitrate reduction to
ammonium (permanently anoxic conditions). Of these,
denitrification plays the main role in the Baltic Sea,
taking nitrogen out of the system (Gustafsson et al.
2012; Savchuk 2018). A correlation between hypoxic/
anoxic area and denitrification has been recorded (Vah-
tera et al. 2007), indicating an intensification of this
specific process as the area with favourable conditions
expands (Savchuk 2018). However, nitrogen balance in
marine areas and the relative contribution of different
processes is still under debate (Dalsgaard et al. 2013; Sav-
chuk 2018; Bonaglia et al. 2016, 2017).

Phosphorus pools have increased in the Baltic Sea. In
the Baltic Proper, the increased water column phos-
phorus concentrations probably indicate that the sedi-
ments act as an ineffective phosphorus sink during
anoxic periods (Meier et al. 2012). The positive winter
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dissolved phosphorus trend in the Bothnian Sea poss-
ibly reflects both the intrusion of and oxygen-deficient
phosphorus-enriched water mass from the Baltic Proper
(Rolft and Elfwing 2015) as well as the increasing input
from the drainage basin (Kuosa et al. 2017). Phosphorus
release from the sediments in the Bothnian Sea is unli-
kely, as oxygen conditions are relatively good at all times
and the area is known for its phosphorus-binding ability
(Asmala et al. 2017). The Gulf of Bothnia stands out as
an area that performs differently from the rest of the
Baltic Sea due to the differing biogeochemical con-
ditions there - small to nonexistent stratification,
sufficient oxygen conditions all year round, limited
water exchange with the Baltic Proper, small external
input of nutrients but high organic carbon load
(Kuosa et al. 2017; Carstensen et al. 2020).

Decrease of DIN and increase of DIP results in the
decrease of DIN:DIP ratio (Figure 2.5.5b). With some
exceptions, inorganic nitrogen is the limiting nutrient
for the spring bloom in the Baltic Sea (Granéli et al.
1990). Even in the formerly phosphorus limited Both-
nian Sea the ecosystem has shifted towards nitrogen
limitation (Rolff and Elfwing 2015; Kuosa et al. 2017).
Our results still show a DIN:DIP ratio higher than 16
in the Bothnian Sea but are consistent with the results
by Liu et al. (2017).

Changes in nutrient ratio play an important role in
the eutrophication of a sea (or a lake) (Granéli et al.
1990). In the Baltic Sea, the relatively low nitrogen to
phosphorus ratio means that excess phosphorus
remains in the euphotic zone after the spring bloom
has finished (Figure 2.5.1; Savchuk 2018). This limit-
ation strengthens in the Baltic Sea as nitrogen is
removed from the system even more rapidly, while
phosphorus starts to be released from the sediments
when the water turns anoxic (Conley et al. 2009; Vik-
torsson et al. 2013).

Decrease in the nitrogen to phosphorus ratio results
in a change of the timing and distribution of phyto-
plankton blooms, as the spring bloom can weaken due
to less nitrogen available in the euphotic zone (Raudsepp
et al. 2019; Groetsch et al. 2016). However, the fate of the
summer bloom is less clear (Raudsepp et al. 2018, 2019).
Nitrogen limitation is known to be among the factors
that enhance nitrogen-fixing cyanobacteria growth,
which in turn leads to increased decomposition of
organic matter and the consequent oxygen deficiency
in the system (Vahtera et al. 2007; Savchuk 2018). In
addition to the changes in dissolved inorganic nitrogen,
increased dissolved inorganic phosphorus pools in the
Baltic Sea, driven by perennial and seasonal anoxia,
enable eutrophication to endure, as phosphorus is not
removed from the system as effectively and continues
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to cycle through the trophic levels as long as there are
consumers available (Viktorsson et al. 2013). In addition
to changes in the nutrient ratio, cyanobacteria blooms
are also facilitated by elevated water temperature
(Kahru and Elmgren 2014), which is granted by climate
change (Meier et al. 2012; Meier 2015). Based on this
information, it is very likely that we will continue to
experience frequent cyanobacterial blooms in the future.
Nevertheless, the extent and trend of these blooms is
difficult to predict based solely on (winter) nutrient
levels, as there are several other factors in play, which
obscure the trend and cause regular interannual oscil-
lations of cyanobacterial blooms(Kahru et al. 2018), the
mechanism of which is yet to be explained (Kahru and
Elmgren 2014; Kahru et al. 2018). Still, we would like
to note that the areas of the Baltic Proper where dis-
solved inorganic nitrogen decreases and phosphorus
increases overlap with an intense cyanobacteria bloom
area (Kahru and Elmgren 2014). Also, the area in the
eastern Bothnian Sea where both nitrogen and phos-
phorus pools slightly increase in the deep layer coincides
with the area with occasional cyanobacteria blooms
(Kahru and Elmgren 2014).

It is well known that hypoxic and anoxic areas have
increased over the past two decades in the Baltic Sea
(Carstensen et al. 2014; Reusch et al. 2018; Hansson
et al. 2020). Therefore, it is somewhat surprising that
oxygen content in the deep layer has decreased only mar-
ginally (Figure 2.5.1d). This counterintuitive looking
result is readily explained by the hypsographic curve of
the Baltic Sea and its sub-basins (Jakobsson et al.
2019). The area of the Baltic Sea bottom has been the
main subject for the investigations of increasing hypoxia
and anoxia (Carstensen et al. 2014; Reusch et al. 2018;
Meier et al. 2019). The volume prone to low oxygen con-
centration (<2 ml/l) envelopes ~2500 km® of water
(Kouts et al. 2021). The Gulf of Bothnia, which has
well-oxygenated water due to weak vertical stratification,
consists of a large water volume of 2865 km® below the
depth of 80 m. Therefore, taking into consideration the
total volume of the Baltic Sea, the decrease of the oxygen
pool is seemingly moderate. The relatively good environ-
mental state of the Gulf of Bothnia assuages the overall
‘poor state of the Baltic Sea’.

In the context of different sub basins of the Baltic Sea
with their specific physico-biogeochemical conditions,
eutrophication is a severe problem in the Baltic Proper,
the Gulf of Finland and the Gulf of Riga. Recently, the
Major Baltic Inflows, which are known to disrupt the for-
mation of dissolved inorganic nitrogen and phosphorus
pools, do not oxygenate the bottoms for long (Neumann
et al. 2017). The study by Meier et al. (2019) suggests an
increase in the amount of organic matter that is

transported to the deep layers of the Baltic Sea, where
intense decomposition accelerates deoxygenation at the
bottom and water column alike, rapidly restoring
hypoxic/anoxic conditions present pre-Major Baltic
Inflow. Reducing oxygen conditions, in turn, facilitates
the release of ammonium (Conley et al. 2009) and phos-
phate from the sediments, which act as fertilisers for the
oncoming blooms, creating a positive-feedback loop that
maintains hypoxia (Vahtera et al. 2007; Savchuk 2018).
The correlation between nutrient pools and oxygen con-
ditions in the Baltic Sea has been shown earlier (Eilola
et al. 2009; Savchuk 2018) and in our results and can be
explained by the accelerating of the so-called ‘vicious cir-
cle’ (Vahtera et al. 2007).

Section 2.6. Long term changes monitored in
two Mediterranean Channels

Authors: Sana Ben Ismail, Katrin Schroeder, Jacopo
Chiggiato, Stefania Sparnocchia, Mireno Borghini

Statement of main outcomes: The Mediterranean Sea
is a mid-latitude marginal sea which has been recog-
nised to be a climatic hotspot. During the past decade,
its water masses have experienced strong and fast
increases in temperature and salinity, evidencing the
tendency of this area to respond very rapidly to global
warming and to changes in the regional freshwater bud-
get. Based on in situ data here it is shown where and
how fast these changes occur, with a particular focus
on the Western Mediterranean Deep Water and the
Intermediate Water. Such trends are at least one order
of magnitude higher than the global mid-latitude aver-
age trends. Indicator-type curves, routinely updated,
for subsurface temperature and salinity evolution rep-
resent an outcome that is envisaged to be important
for climate science, environmental agencies, concerned
citizens as well as regional policy-makers.

CMEMS Products used:

Ref.
No. Product name & type

2.6.1  INSITU_MED_NRT_OBSERVATIONS_01_035/

Documentation
QUID: https://

MO_TS_MO_SardiniaChannel cmems-
ftp://nrt.cmems-du.eu/Core/INSITU_MED_ resources.cls.fr/
NRT_OBSERVATIONS_013_035/med_ documents/
multiparameter_nrt/history/MO/MO_TS_ QUID/CMEMS-
MO_SardiniaChannel.nc INS-QUID-013-
(daily mooring data from 2003 to 2019) 030-036.pdf
PUM: https://
cmems-
resources.cls.fr/
documents/
PUM/CMEMS-
INS-PUM-013.
pdf
(Continued)
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1 [bookmark: _Toc121989860]Introduction 

Marine eutrophication has accelerated simultaneously with the development of intensive agriculture, which involves vast amounts of fertilisers, most notably nitrogen (N) and phosphorus (P) (Rabalais et al., 2009; Beusen et al., 2016). These macronutrients have been transported into the marine ecosystem, where they have initiated a cascade of changes, the essence of which can be summarised as an imbalance in biogeochemical cycles and the consequent accumulation of organic matter and nutrients in the system (Duarte et al., 2009; Nixon, 2009). Negative effects of marine eutrophication include the occurrence of dead zones, harmful algal blooms, habitat loss, changes in food-web dynamics, decreasing biodiversity and loss of coastal ecosystem services to society (Schindler, 2006; Hietanen and Lukkari, 2007; Reusch et al., 2018; Malone and Newton, 2020). Beyond certain thresholds, eutrophicated systems lose their balance and could shift into a new, stable but ecologically poorer state (Schindler, 2006; Duarte et al., 2009; Chislock et al., 2013). The 20th century brought a dramatic increase in the extent of coastal eutrophication on the global scale (Watson et al., 2017; Malone and Newton, 2020). Well-known examples of eutrophication-degraded ecosystems across the world include the Gulf of Mexico, the East China Sea, the Chesapeake Bay, the Black Sea, the Wadden Sea, the Great Barrier Reef, the North Adriatic Sea and the Baltic Sea (Ménesguen and Lacroix, 2018; Malone and Newton, 2020).

While eutrophication in lakes is mainly triggered by phosphorus inputs, the controlling agent in most marine areas is assumed to be nitrogen, although this can vary in time and space (Carstensen et al., 2011; Ménesguen and Lacroix, 2018). It has been suggested that anthropogenic input of nitrogen (160 Tg N yr–1) exceeds all natural N-fixation in the ocean (140 Tg N yr–1) as well as the proposed planetary boundary (of 62 Tg N yr–1), a threshold beyond which human perturbations are predicted to destabilise the Earth’s nitrogen cycle on a global scale (Steffen et al., 2015). This has resulted in systematic changes as nowadays in worldwide oceans a unit of nitrogen in coastal waters produces almost twice the quantity of algal biomass measured as chlorophyll-a (chl-a) concentration than it did 30–40 years ago (Carstensen et al., 2011). The global anthropogenic supply of dissolved inorganic nitrogen (DIN) is projected to continue increasing, and is expected to double by 2050 (Beusen et al., 2016; Lee et al., 2016; Seitzinger et al., 2010). The estimation of global nonpoint inputs of nitrogen (~200 Tg N yr–1 ) is multiple times higher than the point source inputs of ~10 Tg N yr–1, which partly explains the difficulties in controlling nitrogen input (Malone and Newton, 2020). River runoff and atmospheric deposition represent the most important pathways for anthropogenic nitrogen to enter coastal ecosystems (Green et al., 2004; Howarth, 2008; Jickells et al., 2017). 

Global phosphorus input to coastal areas has also increased alongside nitrogen, although mostly via river runoff and point source input as atmospheric deposition of phosphorus is small, equal to only ~10% of the riverine input (Graham and Duce, 1979). Estimations of total global phosphorus input from rivers vary from 4 to 9 Tg P yr–1 (Seitzinger et al., 2010; Beusen et al., 2016). Although efforts to contain the nutrient from urban sewage water effluents have been mostly successful (Aloe et al., 2014; 
Pulido-Velazquez and Ward, 2017), global increase is still projected in the future (Seitzinger et al., 2010).  Dissolved inorganic phosphorus (DIP) is the other essential nutrient for primary production and tends to accumulate in the ecosystem, with the only considerable sink being burial in the sediments (Watson et al., 2017; Kulinski et al., 2021). Areas with large oxygen minimum zones such as the Baltic Sea and the Gulf of Mexico have well-established mechanisms of phosphorus inner cycling, with continuous release of phosphates from the sediments during anoxic events, which boosts production in the water column and provides bioavailable phosphorus to the system despite input limitations from external sources (Conley et al., 2002; Adhikari et al., 2014).  

Phytoplankton (biomass estimated from chl-a) is the first link in the ecosystem to be directly affected by changes in physical or biogeochemical factors and is hence considered a sensitive indicator of eutrophication (Paerl et al., 2003; HELCOM, 2018). Setting aside the physical conditions of the environment, phytoplankton is limited by the availability of nutrients, which can drastically alter phytoplankton growth, biomass and species composition, which in turn has an effect on the functioning of the entire ecosystem (Hecky and Kilham, 1988; Chislock et al., 2013). The likelihood of changes is stronger when the increase in nutrients exceeds the capacity of the system to absorb increased production (Nixon, 2009; Malone and Newton, 2020). In parallel with increasing nutrient input, a rise in phytoplankton biomass is observed globally, along the coastlines with intense anthropogenic activity (Gregg et al., 2005; Rabalais et al., 2009; Malone and Newton, 2020). In five years (1998–2003), surface chl-a concentration increased by 10% in the coastal ocean (Gregg et al., 2005), which is in line with the increase of land-based anthropogenic nitrogen inputs (Schulte‐Uebbing and de Vries, 2018). Many marine areas from the Gulf of Mexico and Chesapeake Bay to the Adriatic Sea also experience an unprecedented occurrence or extent of potentially toxic algal blooms, which is yet another unpleasant manifestation of eutrophication (Reece, 2015; Bargu et al., 2016; Corriero et al., 2016). 

Oxygen deficient zones develop when excess organic matter sinks below the pycnocline (a layer with a steep density gradient), where it is metabolised by aerobic heterotrophic bacteria (Lehmann et al., 2014; Carstensen and Conley, 2019). As dissolved oxygen gradually runs out, organic matter starts to accumulate and local biogeochemistry switches to an anaerobic regime, which retains the phosphorus in the ecosystem, changes nitrogen transformation pathways and fuels the already intense eutrophication process (Lukkari et al., 2009; Conley et al., 2009a). Expanding dead zones reduce the marine 
life habitats, especially for benthic macrofauna, which significantly hampers the 
benthic-pelagic coupling and the efficiency of the coastal filter as nutrient storage and removal (Conley et al., 2009a; Carstensen et al., 2020). The number of coastal ecosystems, which experience oxygen debt, has increased globally from < 5 prior to WWII to ~700 today, and is growing as eutrophication spreads (Díaz and Rosenberg, 2008; Vaquer-Sunyer and Duarte, 2009; Altieri and Diaz, 2019; Diaz et al., 2019). Well-known examples of areas with large oxygen deficient zones include the Gulf of Mexico, the Black Sea and the Baltic Sea. Areas with improved oxygen conditions are rare, despite restrictions of nutrient discharges. A major factor is climate change, which promotes the spread of hypoxia and anoxia with elevated water temperatures, increased freshwater runoff and strengthening stratification, which could potentially offset nutrient reductions in the long run (Meier et al., 2017; Meier et al., 2021).

[bookmark: _Toc121989861]1.1 The Baltic Sea general description

The Baltic Sea is a brackish semi-enclosed sea in northeastern Europe with a surface area of 422,000 km2 and volume of 21,205 km3 (Leppäranta and Myrberg, 2009) (Figure 1). The average depth of the Baltic Sea is only 54 m and the water volume is small relative to the surface area because ⅓ of the sea is shallower than 30 m (Leppäranta and Myrberg, 2009). The maximum depth of 459 m is located in the deep trench of the Landsort Deep. The Gotland Deep in the central Baltic Proper has a maximum depth of 250 m and is considered a dynamic deep area that is highly significant in shaping hydrographic and biogeochemical fields of the Baltic Sea (Leppäranta and Myrberg, 2009). 

The surface salinity of the Baltic Sea varies horizontally from approximately 10 g/kg near the Danish Straits to 2 g/kg at the northernmost and easternmost subbasins (Leppäranta and Myrberg, 2009). The long-term salinity is determined by net precipitation (e.g. Jaagus et al., 2018) and river discharge across the Baltic Sea coast (Hansson et al., 2011) and by the saline water inflows from the North Sea through very narrow and shallow channels in the Danish Straits (Lehmann et al., 2022). The saline and oxygenated water inflows to the Baltic Sea, especially the Major Baltic Inflows (MBI-s), occur only intermittently (e.g. Mohrholz, 2018; Lehmann et al., 2022). The halocline, a vertical layer with a strong gradient of salinity that separates the well-mixed surface layer from the weakly stratified layer below, is located in the depth range 60–80 m (Matthäus, 1984). The bottom layer salinity below the halocline depth varies from 15 g/kg in the south to 3 g/kg in the northern Baltic Sea (Väli et al., 2013). Long-lasting periods (>10 years) of decreased salinity in the deep layers of the central Baltic, accompanied by oxygen depletion and overall weakening of the vertical stratification, are referred to as stagnation periods, which appear approximately once per century (Schimanke and Meier, 2016). The last extensive stagnation period lasted from 1976 until 1992 (Schimanke and Meier, 2016).



[image: ]

Figure 1. The Baltic Sea and the locations mentioned in the thesis.

The upper mixed layer temperature of the Baltic Sea has a strong seasonal cycle, which is driven by the annual course of solar radiation (Leppäranta and Myrberg, 2009). Maximum water temperatures are reached in July and August and minimums in February, when the Baltic Sea becomes partially frozen (Leppäranta and Myrberg, 2009). The seasonal sea ice coverage has a vital role in the annual course of physical and ecological conditions. In general, ice starts to form in October and may last until June 
in the northern parts of the Baltic Sea (Leppäranta and Myrberg, 2009). Depending on the year, maximum ice extent could vary in the range of 30,000 km2 (e.g. in 2015) to 260,000 km2 (e.g. in 2011). In the case of a fully ice-covered Baltic, the maximum ice extent is 422,000 km2, which was last observed in the 1940s (Vihma and Haapala, 2009). The seasonal thermocline, a steep vertical temperature gradient which develops at the depth range 10–30 m in spring, is strongest in summer and erodes in autumn, followed by a thermal mixing down to the permanent halocline at the depth 60–80 m (Matthäus, 1984). The 20–50 m thick cold intermediate layer forms below the upper mixed layer in March and is observed until October within the 15–65 m depth (Liblik and Lips, 2011; Chubarenko and Stepanova, 2018). 

The large-scale mean horizontal circulation is dominantly cyclonic in the Baltic (Meier, 2007; Jędrasik and Kowalewski, 2019). Deep water circulation consists of dense bottom currents of the inflowing saline water in the southern Baltic Sea, while convection, mixing, entrainment and vertical advection of water masses lead to interactions between upper and lower layers (Leppäranta and Myrberg, 2009). Instantaneous surface circulation patterns are driven by wind in the Baltic Sea (Leppäranta and Myrberg, 2009).

The Baltic Sea is a severely eutrophicated marine area, which has earned it the title “Time-machine for the future state of other coastal marine areas” (Reusch et al., 2018). Of the external sources, rivers contribute most to the Baltic Sea nutrient input (HELCOM, 2018). Rivers with catchments in densely populated agricultural areas, such as Vistula, Nemunas and Oder in the southern part of the Baltic Sea have a bigger nutrient input compared to northern areas, where large parts of river drainage areas are under forest (Andersen et al., 2016; Kulinski et al., 2021). 

Recent estimates (year 2017) of the total nutrient input remain around 900,000 tonnes for nitrogen and 30,000 tonnes for phosphorus (HELCOM, 2018). The Baltic Sea Action Plan (BSAP) was adopted by HELCOM in 2007 (and updated in 2021) to coordinate the measures of nutrient reduction for achieving a good environmental status of the Baltic Sea. Significant decrease of the nutrient input into the Baltic Sea has been achieved – the loads have reached the level of the 1960s for nitrogen and the 1950s for phosphorus (-12% and -25%, respectively) (HELCOM, 2018). The ecological status of the Baltic Sea, however, has not improved at the same rate, as stated by HELCOM (2018). 86 % of the coastal waters and 100% of the open sea are not in good status (HELCOM, 2018). Nutrient concentrations in the water have not reached the target value and remain high across the Baltic Sea. Even though total nitrogen concentrations do show a decreasing trend across most of the Baltic Sea, the steady increase in phosphorus levels overrides the possible effects (Savchuk, 2018). This also reflects in primary production estimates as in the vast majority of the Baltic Sea the chl-a concentrations remained essentially unchanged from 1990 onwards, while cyanobacterial blooms increased in frequency after 1998, although interannual variation was high, with hotspots in the Baltic Proper and the Gulf of Finland, and the Bothnian Sea emerging as an area with increasing cyanobacteria blooms (Kahru and Elmgren, 2014; Olofsson et al., 2020; Olofsson et al., 2021). 

Oxygen debt has increased since 1990, indicating worsening oxygen conditions in the Baltic Sea. Hypoxia, i.e. low oxygen, with dissolved oxygen concentrations below 2 mg/L, can occur in the open sea as well as coastal areas, lasting from a few days to several years (Vaquer-Sunyer and Duarte, 2008; Lehmann et al., 2014; Virtanen et al., 2019). In the Baltic Sea, permanent hypoxia can occur in areas where a permanent halocline is present (Väli et al., 2013). Permanent hypoxia has been evident in the open central Baltic Sea since the 1950s (Carstensen and Conley, 2019). Seasonal hypoxia may develop in the areas with a well-developed seasonal stratification (Liblik et al., 2018). Episodic events with hypoxia are related to specific local conditions such as secluded location, warm water and oxygen consumption prevailing over oxygen production (Conley et al., 2011; Virtanen et al., 2019). Shallow coastal areas with complex bottom topography are prone to seasonal hypoxia (Conley et al., 2011; Carstensen and Conley, 2019, Virtanen et al., 2019). Anoxia, i.e. total lack of DO, is characteristic of the deep central basins of the Baltic Sea (Hansson et al., 2011). Although the extent of anoxic areas in the Baltic Sea today is unprecedented, intermittent hypoxia has occurred in the region over the Holocene, which has shaped an ecosystem that is at least partly adapted to fluctuating oxygen content (Conley et al., 2009b; Carstensen et al., 2014; Jokinen et al., 2018). MBI-s from the North Sea are the only means to interrupt anoxia in the deep bottom layers of the Baltic Sea (Neumann et al., 2017; Mohrholz, 2018). Interannual variations of the anoxic area mostly coincide with interannual variations of the hypoxic area (Lehmann et al, 2014). 

[bookmark: _Toc121989862]1.2 Aim and objectives 

The Baltic Sea is so far relatively resilient to reductions in nutrient input, a measure which was supposed to improve the eutrophication situation in a relatively short time-period. In this thesis we analyse long-term changes of the main eutrophication indicators: nutrients, phytoplankton spatial coverage and oxygen concentrations, and provide insight into the effect of manipulation with nutrient input measures to the eutrophication status of the Baltic Sea. The following scenario has been expected for the Baltic Sea:



● as nutrient inputs have gone through significant decreases, the nutrient pools in the water are expected to decrease as well;

[bookmark: _1fob9te]● in the context of decreased nutrient input, phytoplankton blooms should decrease in size;

[bookmark: _ogss7j4x5kvn]● in response to nutrient input reductions oxygen conditions should improve – anoxic and hypoxic areas are expected to decrease;

[bookmark: _6kt33dqmesoz]● the probability of anoxia and hypoxia, which is an important indicator of oxygen conditions in a marine system, is also expected to decrease.

[bookmark: _e5rdr7p4choe]

[bookmark: _72y5ypm43kxg]To prove the concept, a simulation was conducted with nutrient manipulation and 
the response trajectories of key ecosystem elements were studied. The expectation is that with nutrient additions to the already eutrophic Baltic Sea, the system would respond with an accelerated change of all the aforementioned eutrophication indicators – phytoplankton biomass increasing, nutrients accumulating in the system and oxygen decreasing.



[bookmark: _k3u57u71lbbr][bookmark: _Toc121989863]2 Methods

A set of modelling, observations and remote sensing data was used to analyse the status of three different eutrophication indicators in the Baltic Sea in papers I, III and IV. 
The impact of increased nutrient load on the Baltic Sea ecosystem was evaluated, based on the example of shipborne nutrient input to the Baltic Sea in Paper II. A model simulation experiment was used to describe the eutrophication indicators’ response to additional nutrients in the system during the periods of 1 and 5 years (Paper II). 

The models and data used to analyse the state of the Baltic Sea are described in the following sections.

[bookmark: _Toc121989864]2.1 Coupled Nemo-Nordic and SCOBI reanalysis

For papers I and IV the physics and biogeochemistry reanalysis products of the Copernicus Marine Environment Monitoring Service (CMEMS, www.marine.copernicus.eu) were used, which are based on the Nemo-Nordic hydrodynamic model (Hordoir et al., 2015), coupled with the Swedish Coastal and Ocean Biogeochemical model (SCOBI) (Marmefelt et al., 1999; Eilola et al., 2009). The SCOBI biogeochemical model consists of 9 state variables: nitrate (NO3), ammonium (NH4), phosphate (PO4), three functional species of phytoplankton, zooplankton, detritus and oxygen (Eilola et al., 2009). Oxygen dynamics are governed by air-sea exchange, primary production, respiration of plankton species, decomposition of detritus, denitrification of NO3, and oxidation of ammonia by nitrifying bacteria. The surface oxygen flux is calculated using oxygen solubility, temperature and 
wind-dependent exchange rates. In the current application, the model system uses the Localized Singular Evolutive Interpolated Kalman (LSEIK, Nerger et al., 2005) filter data assimilation method to combine simulation and the SST observations from the Satellite Application Facility on Ocean and Sea Ice (OSISAF) (https://osi-saf.eumetsat.int/) and 
in situ profiles of salinity and temperature from the the International Council for the Exploration of the Sea (ICES) database (www.ices.dk), and NO3, NH4, PO4 and oxygen state variables from the Swedish Ocean Archive database (SHARK; http://sharkweb.smhi.se). The model domain consists of the North Sea and the Baltic Sea with a 2 nautical mile resolution (Hordoir et al., 2019). The numerical model simulation data covers the period 1993–2017. 

A more detailed models’ description, setup and model validation results are found in Paper I.

[bookmark: _Toc121989865]2.2 Coupled GETM and ERGOM model system 

The impact of shipborne nutrients on the marine ecosystem in Paper II is estimated using the coupled physical and biogeochemical model system: the General Estuarine Transport Model (GETM) and the Ecological Regional Ocean Model (ERGOM) (Burchard and Bolding, 2002; Neumann and Schernewski, 2008; Bruggeman and Bolding, 2014; www.ergom.net). 

GETM is a 3D numerical hydrodynamics model which solves sea state by means of salinity, temperature, currents and water level (Burchard and Bolding, 2002). The model domain covers the whole Baltic Sea with a closed boundary in the Kattegat. 
The bathymetry has been derived from the Baltic Sea Digital Database (BSBD 0.9.3) and interpolated on a 1 nautical mile grid, which is the horizontal resolution of the model. 
In vertical direction 40 bottom-following and adaptive layers have been defined, ensuring 5 m vertical resolution in the halocline and near the surface. The timestep for the biogeochemical processes is set to baroclinic timestep, which is 500 s.

A more detailed description of GETM is provided in Paper II.

ERGOM (Neumann, 2000; 2002) is a N-based biogeochemical ecosystem model taking into account processes like N-fixation, phosphorus limitation, denitrification and binding of phosphorus into iron compounds. 12 state variables are used which describe the nitrogen cycle in molar nitrogen units. The inorganic nutrients consumed by primary producers are defined as NO3, NH4 and PO4. Primary producers are divided into three functional phytoplankton groups: diatoms, flagellates and N-fixing cyanobacteria. Nitrogen in phytoplankton and detritus is converted into molar carbon-content according to the Redfield ratio (Redfield, 1934). Grazing of phytoplankton is described as the growth of zooplankton. Phyto- and zooplankton are transformed into dead organic matter, which sinks and contributes to the sediment pool as detritus. Under oxic conditions part of the detritus is remineralized back to dissolved nutrients; this process uses oxygen and has a temperature-dependent rate. Under anoxic conditions denitrification reduces NO3 to molecular N, which leaves the system. When NO3 is depleted under anoxic conditions, detritus is oxidised with sulphate (SO4) and hydrogen sulphide (H2S) is generated, which is considered as negative oxygen. Under oxic conditions reactive PO4 are bound into iron-phosphates, which sink out of the 
water-column and accumulate in the sediment layer. In case of anoxia with the presence of sulfuric acid, iron-oxide gets reduced and PO4 is released back to the system as nutrients available to the primary producers. A fraction of these iron-phosphate compounds is also assumed to be buried permanently, depending on the sediment thickness and sedimentation rate (Neumann and Schernewski, 2008). 

Nutrient input from the 36 largest rivers has been derived from the European hydrology model (E-HYPE) hindcast simulation of Donnelly et al. (2016). The diffuse inputs of adjacent regions along the coast have been added to the nearest rivers. Since only total nitrogen (TN) was available from hindcast simulations, we used fractions of 0.70 and 0.05 for NO3 and NH4, respectively. The remaining fraction of 0.25 from TN contributes to the organic nitrogen pool as detritus input. The input of PO4 and organic phosphorus was assumed to be 0.25 and 0.75 fraction of the total P, respectively. 
The used fractions were inferred from numerous studies on nutrient loads to the Baltic Sea (e.g.Stålnacke et al., 1999; Vahtera et al., 2007; Savchuk et al., 2012).

More detailed descriptions of the ERGOM model are available in Neumann (2000), Neumann et al. (2002), Neumann and Schernewski (2008), Radtke et al. (2012) and Lessin et al. (2014). 
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[bookmark: _Toc121989866]2.3 Nutrient loads from an anthropogenic source

Nutrient loads from shipping in Paper II were obtained from The Ship Traffic Emission Assessment Model (STEAM) (Jalkanen et al., 2009; Jalkanen et al., 2012; Johansson et al., 2013; 2017) and atmospheric chemistry model using the Community Multiscale Air Quality (COSMO-CLM/CMAQ) modelling system (Byun and Schere, 2006; Rockel et al., 2008; Matthias, 2008; Karl et al., 2019). 

The STEAM is a ship Automatic Identification System (AIS)-based emission model providing shipping emissions for the CMAQ model system and direct ship discharges to the water. The atmospheric deposition fields from the CMAQ model provide the input of NO3, NH4, PO4 and organic matter mass fluxes to the surface layer of the sea. The emission of nitrogen oxides (NOx) to the atmosphere from shipping has been taken from the hourly emission dataset of STEAM simulation covering the full calendar year of 2012, which is used as the reference year (SHIP model simulation) because it experienced typical hydrographic and biogeochemical conditions relative to the climatological period 1993–2014. The NOSHIP model simulation is performed excluding the above-mentioned external input of nutrients from shipping activity. 

In STEAM, each vessel is considered as a unique case considering vessel specific ship activity and technical description. Daily emissions of NOx, sulphur oxides (SOx), carbon monoxide (CO), Elementary Carbon (EC), Organic Carbon (OC), sulphate (SO4) and Ash were gridded and used as input for atmospheric modelling.

Atmospheric deposition of NOx species into the sea have been considered from the following wet and dry depositions of: particulate nitrate (NO3) (PM_NO3), nitrogen trioxide (NO3), nitrogen dioxide (NO2), nitric oxide (NO), nitric acid (HNO3), nitrous acid (HONO), nitrogen pentoxide (N2O5), peroxyacetyl nitrate (PAN), oxidised peroxyacetyl nitrate (OPAN) and peroxynitric acid (HNO4). Particulate ammonium (PM_NH4) and NH3 contribute to reduced nitrogen deposition. These compounds are the source of bioavailable nitrogen in the marine system. 

Atmospheric phosphorus deposition has been considered as 3.5% of mineral ash deposition calculated in CMAQ. The hourly atmospheric depositions from a 4 × 4 km2 atmospheric deposition grid have been interpolated on the 2 × 2 km2 shipping discharge grid used for the direct nutrient inputs.

Direct discharge from ships originates from black water (BW), grey water (GW), food waste (FW), scrubber water from open and closed loop systems (SWO and SWC), which have been calculated from the discharge volumes and measured concentrations in wastewaters (Jönsson et al., 2005; Hufnagl et al., 2005; Furstenberg et al., 2009; Wärtsilä, 2010; McLaughlin et al., 2014;  Wilewska-Bien et al., 2016; Wilewska-Bien et al., 2019). The organic nitrogen is considered as dead organic matter input and is recycled to dissolved nutrients in the water by bacteria. The actual numbers of different inputs are given in Table 1 in Paper II.

[bookmark: _Toc121989867]2.4 Remote sensing data

CMEMS ocean colour remote sensing data was used in Paper III to calculate phytoplankton bloom characteristics. The phytoplankton abundance and succession in the Baltic Sea are characterised by dinoflagellate- and diatom-dominated spring bloom and cyanobacterial summer bloom (Kahru and Nõmmann, 1990; Kahru et al., 2018). 
The spring bloom (spring is from days 31 to 160) is detected using the Siegel (2002) approach (i.e. it is a spring bloom if chl-a > median + 5%) for each pixel in the basin, after which the statistics for the bloom onset are calculated as in Groetsch et al. (2016) and presented as distribution of the start, peak and end days over the whole basin per each year. 

The spring and summer bloom spatio-temporal coverage (day km2) are aggregated from daily subsurface and surface bloom following Hansson and Håkansson (2007). Summer blooms are detected by applying the thresholds defined by Hansson et al. (2010) on remote sensing reflectance spectra (Rrs) at the wavelength of 550 nm and Rrs at 
676 nm for the subsurface and surface blooms, respectively.  Although the method 
for calculation of the spatio-temporal distribution of the phytoplankton blooms is homogeneous over the time period under consideration, extremely low values of spring bloom for the year 1998–2001 are disputable. 

Although 20 years of satellite data are available in the Baltic Sea, it should be noted that the remote sensing indexes computed by SMHI for HELCOM, recorded from 2010 onwards, should not be directly compared with the 1997–2009 values, as an improved detection method is now used (i.e. Hansson et al., 2010). The time series for Rrs and 
chl-a used in this study are fully homogeneous as they are based on a merged product from different satellites that corrects for inter-sensor differences (Mélin et al., 2017; Sathyendranath et al., 2017). 

[bookmark: _Toc121989868]2.5 Oxygen measurements

Initial oxygen data sources in Paper I consist of the international ICES trawl surveys, national monitoring programmes of each country surrounding the Baltic Sea and different research projects. The hypoxic (DO < 2 mg/L) and anoxic (DO = 0 mg/L) area and volume were calculated for the autumn period (August–October) of each year (Hansson et al., 2019).

The vertical profiles with at least three data points of oxygen values were used. 
To obtain a complete oxygen profile the interpolation between the measurements and extrapolation down to the bottom was performed. Then, the shallowest point of the hypoxia and anoxia occurrence was found in the profile. The Delaunay triangulation interpolation method was used to create a spatial depth map of hypoxia and anoxia. 
The region outside the water points was masked out and hypoxic and anoxic area and volume were calculated from gridded data.

[bookmark: _e2yn7jo6jo3z]


[bookmark: _Toc121989869]3 Results

[bookmark: _Toc121989870]3.1 Nutrient pools and phytoplankton blooms

From the coupled NEMO-Nordic and SCOBI reanalysis results the pools of NO3, NH4, PO4 and dissolved oxygen have been calculated for 3 layers: surface layer 0–15 m, intermediate layer 15–80 m and deep layer 80 m and below, using the concentrations from the daily mean fields (Paper IV).

The period 1993–2017 marked a decrease in the pelagic NO3 pool from ~2400 to 
1700 kT (Figure 2 a). The decline of the NO3 pool (up to 60%) was uniform over the Baltic Proper. In the Gulf of Bothnia the subsurface layer NO3 pool decreased slightly, 
but turned to a modest increase in the deep layer (Figure 3 a–b). Pelagic NH4 pools, which contributed about 10–20% (except for the bottom layer) to the DIN pools, decreased in the surface and intermediate layers (Figure 2 b). In the deep layer the NH4 pool increased, referring to the low concentration of dissolved oxygen there (Figure 3 b–c).

PO4 had an inverse response to input reduction: the pelagic pool increased from ~600 to 750 kT, predominantly in the surface and intermediate layers (Figure 2 c). The increase of the PO4 pool (up to 60%) covers the entire Baltic Proper area, most of the Gulf of Finland and the Gulf of Riga (Figure 3 e–f). Interestingly, the pool in the deep layer was more stable, indicating only a slight increasing tendency. In the Gulf of Bothnia, where PO4 pools are smaller compared to the rest of the Baltic Sea, the decrease of PO4 in the surface and intermediate layers was confronted by a small increase in the deep layer (Figure 1.5.4 b, d, f in Paper IV). 

The changes in the pelagic pools of DIN and DIP across most of the Baltic Sea have resulted in a decreasing nitrogen to phosphorus ratio (Figure 4). The period 1993–1999 is characterised by the DIN:DIP ratio less than 16 in the Baltic Proper and the Gulf of Finland, and more than 16 in the Gulf of Bothnia and the Gulf of Riga (Figure 4 a). 
By 2000–2017 the area with the low ratio of DIN:DIP increased as nitrogen limitation spread to the Åland Sea and coastal areas across the entire Baltic (Figure 4 b). It should also be noted that the high DIN:DIP ratio in large estuaries indicates that there is no nitrogen limitation due to constant input of nitrogen, regardless of high PO4 concentrations (Figure 4). 
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Figure 2. Stacked plot of time series of summarised dissolved nutrient pools: NO3 on (a), NH4 on (b), PO4 on (c) in three different layers (surface layer 0–15 m: blue; Intermediate layer 15–80 m: yellow; and Deep layer starting at 80 m and extending to the bottom: red) across the entire Baltic Sea. 
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Figure 3. Mean NO3 (a, b) in the intermediate layer, NH4 (c, d) in the deep layer and PO4 (e, f) pools in the intermediate layer in February during the period 1993–1999 in the left panels (a, c, e) and their relative changes (t - ref)/ ref) *100 for the period 2000–2017 in the right panels (b, d, f) in the Baltic Sea. The left plots show nutrient pools as the amount of nutrient per square metre. The layers are depicted as the intermediate layer (15–80 m) and deep layer (80-bottom). The contour lines on (b), (d) and (f) show relative changes with a 10% step. 
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Figure 4. The mean DIN:DIP ratio (NO3+NH4/PO4) in the 0–15 m layer during the period 1993–1999 (a) and during the period 2000–2017 (b). The black contour corresponds to areas with DIN:DIP ratio of ≥16. 



The variations in nutrient pools should be reflected in the statistics of spring and summer phytoplankton blooms. Over the study period 1998–2017, the spring bloom spatiotemporal coverage has shown a general tendency to increase from 2002 to 
2008–2011, followed by a decrease until 2017 (Figure 5 a). Summer bloom coverage increased from 1998 until 2005, followed by a decreasing tendency until the end of the period, with the subsurface bloom dominating over the surface bloom (Figure 5 b). 
To attribute this decrease to the decrease of nitrate and phosphate pools (Figure 2) could be premature.
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Figure 5. Time series of spring (a) and summer bloom (b) spatiotemporal coverage (day km2) 
(1998–2017) using the method by Hansson and Håkansson (2007).



Starting with 1998, the mean start day of the spring bloom shifted from day 120 to days 60–80 from 2003 onwards (Figure 2.4.1. In Paper III). According to the start day and spatio-temporal coverage, the spring bloom evolution in the Baltic Sea could be described as follows:



1) late onset spring bloom (starting later than day 100) with a small spatio-temporal coverage, characteristic of 1998–2002;

2) medium onset spring bloom (starting at around day 80) with a large spatio-temporal coverage, prevalent in 2003–2011;

3) early onset spring bloom (starting at around day 60) with a relatively medium 
spatio-temporal coverage, prevalent in 2012–2016.



The end day of spring bloom as well as peak day has not shown significant shifts over the study period.



[bookmark: _kvtkonrnsg4e][bookmark: _Toc121989871]3.2 Pools of dissolved oxygen and recent evolution of hypoxia and anoxia in the Baltic Sea

Calculations of the dissolved oxygen  pools of the entire Baltic Sea over the period 
1993–2017 show only a marginal decrease of oxygen content in the deep layer (Figure 6 a). There are 2 distinctive periods of hypoxia evolution in the Baltic Sea: 1993–1999 and 2000–2017 (Figure 6 b–c). During 1993–1999, hypoxic area and volume increased steadily with the rate of 5000 km2 yr–1 and 200 km3 yr–1, respectively (see Table 4 in 
Paper I). There are two lines for hypoxia area and volume in Fig. 6 to cover the two definitions of hypoxia (DO < 2 ml/L and DO < 2 mg/L ). The trends for the anoxic area and volume were smaller, accounting for 1400 km2 yr–1 and 30 km3 yr–1, respectively. 

During the second period 2000–2017, variability of the hypoxic area showed a statistically stationary process. The statistical stationarity tests were conducted to detect whether the hypoxic and anoxic areas were at a stable level or going through a change. The hypoxic area varied between 50,000 and 80,000 km2 and the anoxic area between 10,000 and 50,000 km2. The periodicity of 10 years could be caused by the interplay between MBI-s in 2003 and 2014 (Figure 6 c) and local biogeochemical processes. 
The area of hypoxic water and the area and volume of anoxic water showed a small negative trend (Figure 6; see table 4 in Paper I), whereas the volumes of hypoxic water had weak positive trends. The mismatch between hypoxic and anoxic area and volume estimated from reanalysis and measurements is mainly due to model deficiencies in simulating physical and biogeochemical processes in the deep layers.

To characterise the spatio-temporal evolution of the hypoxic and anoxic areas, 
the probabilities of hypoxia and anoxia occurrence were introduced. The probability of anoxia or hypoxia occurrence is defined as the ratio of the number of days when 
anoxia or hypoxia was present at the grid cell to the total number of days during the period under consideration. The regions with hypoxia and anoxia probability of 0.25 
(3 months of the year) could be considered as proxy for seasonal and episodic hypoxia and anoxia. In addition, these areas could be prone to long-term hypoxia or anoxia in the future.

In 1993–1999 permanent hypoxia developed in the areas deeper than 80 m (Figure 7 a,c). From the hypsographic curve of the Baltic Sea (Figure 7 b), we can say that the 80 m isobath represents the characteristic depth of the upper bound of the hypoxic area. However, in the Bornholm Basin, persistent hypoxia with an episodic increase of oxygen concentrations occurs in the areas shallower than 80 m (Figure 7). An opposite pattern with a persistent hypoxia deeper than 80 m is characteristic of the Gdansk Basin (Figure 7). Seasonal or episodic hypoxia occurs in the transition area between Gdansk and Eastern Gotland basins. Among shallow areas, the Neva River estuary is prone to frequent hypoxia and even anoxia (Figure 7). By 2000–2017, the probability of hypoxia increased in the areas deeper than 80 m (Figure 7 b–d). Geographically, the area with increased hypoxia probability spread southward in the Eastern and Western Gotland basins, and increased at the entrance to the Gulf of Finland and in the western part of the gulf.

There were no permanent anoxic regions in the Baltic Sea in 1993–1999, except for the deepest local areas of the Eastern Gotland Basin and Northern Baltic Proper (Figure 7 e). Anoxic area increased geographically and probability-wise from 1993–1999 to 2000–2017 (Figure 7 e–f). In the southern Baltic Sea, the areas with anoxia probability less than 0.25 during 1993–1999 turned into areas with permanent anoxia during 2000–2017. Rather than indicating seasonal and episodic anoxia, the changes in probability from lower values during the first period to higher values during the second period show gradual development of anoxia. In the Bornholm Basin and Gdansk Basin, the anoxic areas with probability less than 0.25 could indicate seasonal and episodic anoxia. 
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Figure 6. a) Stacked plot of time series of summarised DO in three different layers (surface layer 
0–15 m: blue; Intermediate layer 15–80 m: yellow; and Deep layer starting at 80 m and extending to the bottom: red) across the entire Baltic Sea.

The area (b) and volume (c) of anoxic (black line) and hypoxic (blue lines) water masses in the Baltic Sea domain calculated from the model reanalysis (solid lines) and the measurements (diamonds). Dashed lines show linear trends for two periods. The axis on the right side on (a) shows the depths which correspond to the area in the Baltic Proper (including the Gulf of Finland) that lies below the corresponding depth level, as calculated from the hypsographic curve of the Baltic Proper (including the Gulf of Finland). Volume and timing of the Major Baltic Inflows are marked with the bars (b).



[image: ]									

Figure 7. The probability of hypoxic (DO < 2 ml l−1) on (a)–(b) and anoxic (DO < 0 ml l−1) on (c)–(d) water masses over the period 1993–1999 on (a),(c) and 2000–2017 on (b),(d) in the Baltic Proper(including the Gulf of Finland). The black isoline corresponds to a 0.25 probability. The red contour shows the 80 m isobath on (a)–(d) and 120 m isobath on (a)–(d).

[bookmark: _Toc121989872]3.3 Effect of additional nutrients on the ecosystem

In this thesis, the impact of increased nutrient load on the Baltic Sea ecosystem is evaluated, based on the example of shipborne nutrient input to the Baltic Sea (Paper II), calculated from the STEAM and  COSMO-CLM/CMAQ model systems (Section 2.3). 

The effect of combined nutrient input from shipping-related waste streams and ship emission atmospheric depositions on the overall biogeochemical cycle, primary production, detritus formation and nutrient flows of the Baltic Sea was studied. 
The impact on the biogeochemical processes was assessed by subtracting the fluxes of nitrogen and phosphorus from two model simulations (SHIP, NOSHIP). Total nitrogen in the marine ecosystem can be divided into NO3 (the majority), nitrogen in phytoplankton, dissolved molecular nitrogen, i.e. the result of denitrification, and nitrogen bound to detritus (Figure 8). The nitrogen input consists of NO3 and NH4 deposition from the emissions to the atmosphere and direct discharge to the water due to shipping activity.
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Figure 8. (a) Annual time-series of excess nitrogen pools for the first simulation year between SHIP and NOSHIP simulations. Blue line (N input)  stands for nitrogen input, black line (TN) is total nitrogen, pink line (N_NO3) is nitrate, red line (N_Det) is detritus, green line (N_Dia) is diatoms, yellow line (N_Fla) is dinoflagellates, dark blue line (N_Cya) is cyanobacteria or nitrogen fixation, light blue line ((-)N_NH4 denitrif) is denitrification. 

Five-year time-series of:  (b) nitrogen balance between input and total nitrogen pool in the water, where blue line (N input) is nitrogen input, black line (TN) is total nitrogen, dark blue line ((-)N_NH4 denitrif) is denitrification and light blue line (N_N-fix) is nitrogen fixation.

(c) phosphorus budget, where blue line (P_PO4) is phosphate, red line (P_Det) is phosphorus in detritus, purple line is phosphorus in iron-phosphate, green line (P_Dia) is diatoms, yellow line (P_fla) is dinoflagellates, light blue line (P_cya) is cyanobacteria.

(d) oxygen content (SHIP - NOSHIP)



For the first three months of the year nitrogen that enters the ecosystem remains in the water as pelagic NO3 (Figure 8 a). With the onset of the spring bloom total nitrogen in the water column starts to decrease in relation to the excess nitrogen input due to consumption by diatoms and flagellates. As phytoplankton decomposes, the pool of nitrogen bound to detritus starts to increase. Decomposition also contributes to the NH4 pool, but this does not reflect in the pool size as NH4 is rapidly oxidised into NO3 and molecular N. The nitrogen fluxes during the bioactive period can be summarised as concurrent transformations from phytoplankton-bound nitrogen into detritus, followed by decomposition back to DIN and denitrification to molecular N. As seen in Figure 8 a, the input of additional nitrogen causes cyanobacteria biomass to decrease. With that the amount of dead organic matter (detritus-bound nitrogen) also decreases. The same, although to a lesser extent, applies to nitrogen in diatoms and flagellates, and inorganic nitrogen in the water. From the end of August to November, the pool of inorganic nitrogen remains stable as negative contribution by lessened cyanobacteria bloom decreases, and nitrogen consumption by flagellates balances the decomposition of organic matter. November marks the end of active primary production and with that the consumption of bioavailable nitrogen as detritus nitrogen gains stable positive level and the continuous input enables nitrogen to accumulate in the system. By the end of December the nitrogen added into the system is retained as NO3 in the water and as organic nitrogen in detritus. The low temperatures and decreased amount of dead organic matter at the end of the year slow the rate of denitrification.



To study the long-term effect of the added nutrients in the Baltic Sea ecosystem we extended the simulation to five years, repeating the same annual input and hydrophysical conditions. The results indicate that the total annual NO3 in the water and nitrogen in detritus approach a steady state relatively fast (Figure 8 b). The input of excess nitrogen is largely compensated by decreasing nitrogen fixation and increasing nitrogen removal due to denitrification. PO4 in the water column also decreases, i.e. excess PO4 is negative, accompanied by the increase of phosphorus pool in the sediments (Figure 8 c). Continuous decomposition of organic material results in higher oxygen consumption and a negative trend of the oxygen content which decelerates in time (Figure 8 d).
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[bookmark: _Toc121989873]4 Discussion

[bookmark: _Toc121989874]4.1 Changes in nitrogen pools

The internal DIN pools have a decreasing trend across the Baltic Sea (Figure 2 a–b; Paper IV;  Vahtera et al., 2007; Bonaglia et al., 2016), which agrees with Lønborg and Markager (2021). The difference from Gustafsson et al. (2012) and Savchuk (2018), where the Baltic Sea nitrogen pools were relatively stable during the last decades, accounts for a different time period and estimation method used. The pelagic nitrogen pools depend on the inputs from land, export and release of organic matter from the sediment and net export of nutrients to downstream areas. The negative tendency in the internal nitrogen pools can be attributed to the significant decrease in nitrogen input and increased removal from the system.

Nitrogen has multiple alternative pathways into the sea, e.g. fixation by diazotrophic organisms, atmospheric deposition, rivers and wet discharge from land and ships. Nitrogen removal from the marine system is an interplay between several processes, which include denitrification, anammox and dissimilatory NO3 reduction to NH4  or DNRA. All major nitrogen transformation processes are dependent on oxygen concentrations (Conley et al., 2009b), which is an important feature in Baltic Sea, where oxygen concentrations are extremely variable across time and space. 

Denitrification, the main process to remove nitrogen in the Baltic Sea, is carried out by heterotrophic anaerobic bacteria and reduces NO3 into dinitrogen gas (N2) (Bonaglia et al., 2016). As the availability of NO2 and NO3 is a prerequisite for denitrification, it is assumed to be dependent on nitrification, which in turn is an aerobic process (Dalsgaard et al., 2013). Thus, anaerobic denitrification mostly occurs in transitional conditions: 
in the sediments at the oxic-anoxic boundary or in the water column, directly below the oxic-anoxic interface (Bonaglia et al., 2016). Active denitrification in the water column explains the notable decrease of the NO3 pool in the intermediate and deep layers of the Baltic Sea, where the oxic-anoxic interface often lies higher up in the water column (Figure 2 a). The amount of nitrogen denitrified in the water column per year is still debated, but the magnitude can be comparable to sediment denitrification according to the highest estimate by Dalsgaard (2013).

Anammox, the alternative process to remove nitrogen, is predominant in newly anoxic conditions where sulphides have not yet formed, e.g. the Gotland Deep after an inflow event (Hannig et al., 2007; Dalsgaard et al., 2013). Anammox is not as prevailing as denitrification, but can be important periodically and locally – e.g. anammox in the sediments of the seasonally anoxic Gulf of Finland has been measured to contribute 10−15% to the total N2 production (Hietanen and Lukkari, 2007). Similarly to denitrification, anammox is also dependent on NO2 and NO3  which links the process with nitrification and oxygen. This knowledge, however, does not align well with the overall negative correlation which has been observed in a number of studies between the extent of anoxic area and pelagic nitrogen pool, which suggests accelerated nitrogen removal with increased oxygen deficiency (Conley et al., 2009; Kulinski et al., 2021). This could be explained by the effective transport of NO2 and NO3  from oxic areas, where they are generated, into deep layers, as well as suggesting the existence of an additional nitrogen removal pathway, chemolithoautotrophic denitrification via e.g. sulphur (or methane), which would enable the process to occur in the deep, permanently anoxic bottom layer (Brettar and Rheinheimer, 1991; Conley et al., 2009a; Hietanen et al., 2012). Nitrogen removal of chemolithoautotrophic origin in the Baltic Sea is supported by Dalsgaard 
et al., (2013) and Bonaglia et al. (2016), as they have shown the occurrence of denitrification in the presence of sulphide as an electron donor. Organic carbon and NH4 have also been suggested as electron donors and important drivers of denitrification in the Baltic Sea (Dalsgaard et al., 2013; Bonaglia et al., 2016). 

The accumulation of NH4 at the bottom of the central deep basins of the Baltic Sea (Paper IV; Figure 3 c–d) can be attributed to prevalent nitrogen retaining processes, represented by DNRA, which is strictly anaerobic and has a larger share due to the expanding anoxic bottoms during the last few decades (Figure 6; Jäntti and Hietanen, 2012; Bonaglia et al., 2016).

The results suggest that the tendency of decreasing water column nitrogen pools in the last decades reflects the reduction of inputs, but also increasing nitrogen removal from the system, which occurs regardless of the negative tendency of oxygen concentrations in the Baltic Sea. Indeed, it has been shown that over time denitrification rates in the Baltic Sea have increased due to the elevated amounts of nitrates and organic material in the water (Gustafsson et al., 2012) as well as due to the effects of the changing climate such as the increase in average temperature and stronger stratification (Lønborg and Markager, 2021). The negative correlation between hypoxic water mass and DIN also suggests increased removal with worsening oxygen concentrations in the last decades, although the exact process behind this phenomenon is still debated, 
as already discussed (Hietanen and Lukkari, 2007; Vahtera et al., 2007; Hietanen et al., 2012).

[bookmark: _Toc121989875]4.2 Changes in phosphorus pools

During the last decades, inorganic phosphorus pools have steadily increased across most of the Baltic Sea (Figure 2 c), most notably in the Baltic Proper, the Gulf of Finland and the Gulf of Riga (Paper IV; Gustafsson et al., 2012; Savchuk, 2018). 

Phosphorus transformation pathways in a marine system are fundamentally different from nitrogen. Phosphorus enters the sea mostly from rivers and sewage water and remains a part of the marine system indefinitely (HELCOM, 2018). When we exclude advection, the only natural sink for phosphorus is burial in organic form or as authigenic P-bearing minerals (Kulinski et al., 2021). The speed and efficiency of phosphorus burial is heterogeneous in the Baltic Sea, depending on the sedimentation rates, iron availability and oxygen concentrations (Viktorsson et al., 2013; Kulinski et al., 2021). Three groups of minerals have been identified in the Baltic Sea sediments: calcium 
(Ca)-phosphates (fluorapatite), Mn-Ca carbonates (rhodocrosite) and Fe (II) phosphates (vivianite) (Jilbert and Slomp, 2013; Dijkstra et al., 2016). In addition to burial, sediments also store vast amounts of phosphorus as iron-phosphates (Lehtoranta et al., 2009). Phosphorus cycle in a marine ecosystem is strictly oxygen-dependent (Lukkari et al., 2009; Watson et al., 2017). When the water column turns anoxic, PO4 is released from the iron-oxides and becomes (bio)available again (Conley et al., 2009a; Viktorsson et al., 2013). The PO4 that is released into the deep layer can be carried to the euphotic zone by seasonal erosion of the pycnocline and inflows from the North Sea, which transport the deep and intermediate layer PO4 - laden water masses upstream towards the Gulf of Finland (Stigebrandt, 1985). The increase of phosphorus pools was biggest in the surface and intermediate layers, while the positive tendency at the bottom was modest (Figure 2 c; Paper IV). Indeed, coastal areas bind phosphorus effectively and thereby act as a filter for nutrients deriving from land (Asmala et al., 2017). These areas are especially vulnerable to hypoxia and anoxia, as inorganic phosphorus is released rapidly when oxygen concentrations fall to zero seasonally and episodically, which is very common in many areas of the Baltic Sea, especially the Gulf of Finland (Figure 7). In coastal areas the water column is usually shallower than the mixing depth, which guarantees the active utilisation of PO4 by primary producers, activating a positive feedback mechanism with increased sedimentation of organic matter, the consequent seasonal bottom water oxygen depletion and increased sediment phosphorus release back to the water column, also known as the “vicious circle” (Vahtera et al., 2007). 

The biogeochemical conditions in the Gulf of Bothnia differ from the rest of the Baltic Sea, which also reflects in the ecological status of the area. The limited exchange with the Baltic Proper, weak stratification and small external load of nutrients explain the year-round sufficient oxygen conditions, although the organic carbon load is high (Kuosa et al., 2017). Consequently, the Gulf of Bothnia is known as the only area in the Baltic Sea that stores phosphorus effectively in the sediments as the presence of oxygen allows phosphorus to be stored in the sediments as iron-phosphates. Still, the Bothnian Sea also experiences a positive winter DIP trend in the deep layer (Paper IV), which possibly reflects the intrusion of oxygen-deficient phosphorus-enriched water mass from the Baltic Proper (Rolff and Elfwing, 2015). Simultaneously, the input of phosphorus from the drainage basin could also be increasing (Kuosa et al., 2017). 

The effect of the significantly decreased phosphorus input into the Baltic Sea cannot be seen in the pelagic cycling of phosphorus, which is still on an increasing course, with the internal pool now exceeding loads 11 times (Savchuk, 2018). This suggests that the sediments act as an ineffective phosphorus sink due to recurring or permanent anoxia, which effectively maintains the large internal pool, independent of external inputs 
(Paper I). The increase of phosphorus pools during the last decades across most of the Baltic Sea agrees with previous studies (Paper IV; Gustafsson et al., 2012; Savchuk, 2018). 

[bookmark: _Toc121989876]4.3 DIN:DIP ratio

The decrease of DIN and increase of DIP pools in the Baltic Sea results in a decreasing DIN:DIP ratio, mostly at the expense of coastal areas (Figure 4). Changes in the nutrient ratio play an important role in the eutrophication of a sea and can be a key component in aggravating ecosystem changes (Granéli et al., 1990). Low nitrogen to phosphorus ratio leaves excess phosphorus in the euphotic zone after the spring bloom has terminated (Granéli et al., 1990). The strengthening of nitrogen limitation in the Baltic Sea is driven by the autonomous, self-sustaining “vicious circle”, where nitrogen is removed from the system with increasing rate as oxygen deficient zones increase – which in turn, favours the spread of cyanobacteria, compensating for the “lost” nitrogen (Savchuk, 2018). Simultaneously, phosphorus is released from the sediments in anoxic areas, being the direct result of decreasing dissolved oxygen content in the water (Figure 6–7; Paper IV; Conley et al., 2002; Viktorsson et al., 2013). This cycle is linked with the timing and distribution of phytoplankton blooms: if the spring bloom weakens due to DIN running out, the summer bloom of diazotrophic cyanobacteria is enhanced due to excess DIP in the water (Paper II; Vahtera et al., 2007). The regions of the Baltic Proper with significant changes in the DIN:DIP ratio (Figure 4) overlap with areas of intense cyanobacteria blooms as recorded by Kahru and Elmgren (2014). In the Bothnian Sea, 
the DIN:DIP ratio has also decreased, and the area is also known for emerging cyanobacteria blooms (Kahru and Elmgren, 2014; Olofsson et al., 2020; Olofsson et al., 2021). Consequently, as poor oxygen conditions prevail, or even expand in the Baltic Sea (Paper I), nitrogen will continue to be preferentially removed (Paper IV) and the balance with phosphorus, which now strongly relies on the internal release, will be off in the near future, while long-term predictions are yet uncertain based on the knowledge and data we have (Saraiva et al., 2019; Meier et al., 2021). The shift in the DIN:DIP ratio is an integral link in sustaining the state of Baltic Sea ecosystem, which thus far remains quite resilient to external changes and the prevailing trends in nitrogen and phosphorus pools (Figure 2). The lag in the ecosystem’s response to nutrient changes effectively demonstrates the exceptionally long time scales of the biogeochemical cycles in the Baltic Sea (Gustafsson et al., 2012).

[bookmark: _Toc121989877]4.4 Effect of nutrient pools on phytoplankton blooms

Primary production is an integral link in the biogeochemical cycle of nutrients and earlier studies have shown a positive correlation between nutrient concentrations and primary production biomass (Fleming and Kaitala, 2006; Groetsch et al., 2016; Raateoja et al., 2018). The nutrient base of the Baltic Sea sustains a high biomass of phytoplankton, which in turn creates vast amounts of decaying, oxygen-consuming organic matter – a direct reflection of a severely eutrophicated system (HELCOM, 2003). Nutrient reductions and the consequent decreases in the Baltic Sea nutrient pools should result in a decrease of the large and mostly nitrogen-limited spring blooms (Groetsch, 2016). But, as already mentioned, in a nitrogen-limited system, a fraction of the bioavailable phosphorus is left in the water after the spring bloom has terminated. The characteristic features of Baltic Sea – low salinity together with warm water temperatures and strong stratification in summer – enable the growth of cyanobacteria, which will consume the residue phosphorus and can fix nitrogen from the atmosphere, filling the niche void from the other functional groups (Olofsson et al., 2016; Savchuk, 2018; Kahru et al., 2020). Cyanobacteria are linked to eutrophication due to their ability to utilise N2 from the atmosphere, convert it into bioavailable nitrogen and thereby perform as an additional nutrient source in an already over-fertilized ecosystem (Munkes et al., 2021). Whether this newly imported nitrogen has an effect on the next year’s bloom, depends on the system’s ability to remove it. The Baltic Sea is relatively effective at eliminating nitrogen, which limits the effect of nitrogen introduced by cyanobacteria to one season (Kulinski et al., 2021). This is supported by our results, which do not indicate a correlation between the spring and summer blooms inter-annually (Figure 5).  

The studied time frame (1993–2017) does not reveal a clear pattern for the phytoplankton spatiotemporal coverage in relation to changes in nutrient pools. Both spring and summer bloom have a “broken” trend with an increase until ca. 2005–2008 and a decrease after that (Figure 5). A clear temporal shift of the spring bloom was observed, which indicates that blooms become longer, but less intensive. This can be attributed to nutrients becoming available earlier due to climatic conditions (Groetsch 
et al., 2016) and the existence of other limiting factors, which restrict the intensity of 
the bloom. A similar phenomenon has been observed by others (Fleming and Kaitala; 2006; Kahru et al., 2016; Kulinski et al., 2021). If anything, the summer blooms have in fact decreased in the last 8 years of the study period, despite increasing internal phosphorus pools, indicating other causes aside from nutrients. The matter has been more thoroughly discussed in e.g. Kahru et al. (2018) and Olofsson et al. (2020), who concluded that nutrient concentrations in the water are not the only explanation for the inter-annual dynamics of cyanobacteria blooms, which seem to oscillate short-term 
due to causes yet uncertain. As the controls of cyanobacteria blooms are still not comprehensively understood, the uncertainty of model-based projections in the Baltic Sea is considerable (Munkes et al., 2021; Löptien and Dietze, 2022). Moreover, Carstensen et al. (2011) have discussed the possibility of a shift in the nitrogen – chl-a ratio over time towards a unit of nitrogen supporting a higher yield of phytoplankton biomass, which suggests changes in a variety of other, non system-specific factors which the ratio depends on, e.g. the taxonomic composition of phytoplankton and turnover of nitrogen in the water and sediments. This could also be a part of the explanation why phytoplankton blooms have not changed during the last decades. 

Setting aside model discrepancies, it could be assumed that: a) phytoplankton spatio-temporal coverage (day/km2) does not linearly respond to nutrient pools in the Baltic Sea ecosystem; b) phytoplankton blooms are (co)limited by other factors, which we did not look at; c) the time period is too short to see a clear change.
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Extensive phytoplankton blooms produce vast amounts of detritus, or dead organic matter, most of which sinks to the bottom and is mineralized, as long as oxygen is available. Thus, the extent of hypoxia and anoxia can be used at estimating the eutrophication status of a marine ecosystem (Almroth-Rosell et al., 2021).

Temporal changes of dissolved oxygen concentration in a volume of water are determined by the ratio of cumulative sources and sinks of oxygen (Fennel and Testa, 2019). Atmosphere is the main contributor of oxygen to the sea. Oxygen enters the surface layer via air-sea gas exchange and its penetration depth is determined by the vertical stratification of the water column. Below the active gas exchange layer lateral transport and biogeochemistry control the oxygen concentrations. In the Baltic Sea persistent hypoxia occurs below a permanent halocline, whereas seasonal hypoxia may develop in areas with a seasonal pycnocline (Väli et al., 2013; Liblik et al., 2018). Episodic hypoxia is related to certain circumstances: weak oxygen flux from the air, warm water and oxygen consumption prevailing over oxygen production (Virtanen et al., 2019).

Our results showed a marginal decrease of the calculated oxygen pools in the deep layer of the Baltic Sea (Figure 6 a), which was unexpected, and we assume that it does not reflect the conditions in the problematic areas of the Baltic Sea (BP, GoF). This is due to the pools also taking into account the large volume of deep water (below 80 m) in the well-oxygenated Bothnian Bay, which seemingly reduces the overall poor state of the Baltic Sea. 

A clear shift was revealed in the regime of hypoxic and anoxic areas and volumes over the study period 1993–2017. The temporal evolution of anoxic and hypoxic area and volume has two dynamically different periods (Paper I). The first period (1993–1999) was marked by a steady increase of the areas and volumes of hypoxic and anoxic water masses. The second period (2000–2017) showed indications of stabilising anoxic and hypoxic areas and volumes, with periodic fluctuations. We suggest, based on the stationarity tests conducted on the two periods’ trends, that in the future the loss of stationarity of the time series of oxygen deficient water masses would indicate a regime change of hypoxia development in the Baltic Sea (Paper I). The switch in regimes of anoxic and hypoxic areas and volumes around the turn of the 20th century was also observed by Almroth-Rosell et al. (2021). The time-series were complemented by anoxia and hypoxia probability maps (Figure 7), which revealed a progressive geographical spreading of permanent hypoxia and anoxia into shallower areas, with the most dramatic expansion occurring in the central Baltic Proper. The distribution of oxygen deficient zones was mostly limited by the 80 m and 120 m isobaths in the case of hypoxia and anoxia, respectively. The distribution of anoxia and hypoxia confirm the importance of vertical stratification in affecting oxygen concentrations in the Baltic Sea, with some local variations (Meier et al., 2011; Väli et al., 2013). The Baltic Proper has a persistent and strong density stratification with a pycnocline at the depth around 60–80 m, which largely determines the upper limit of the extent of permanent hypoxia, with moderate deviations of the pycnocline being shallower than 80 m in the Bornholm, and deeper than 80 m in the Gdansk Basin. One remarkable exception to this principle is the eastern Gulf of Finland, including the direct vicinity of the Neva River, where seasonal hypoxia and even anoxia are seen in shallow waters of less than 25 m. This is due to seasonal salt wedge dynamics playing a significant role in determining stratification in the Gulf of Finland (Maljutenko and Raudsepp, 2019). 

The primary factor to determine deep water stratification in the Baltic Sea are MBI-s, which are known to improve oxygen conditions under the halocline (Leppäranta and Myrberg, 2009). Although this is true, the effect remains temporary, as long-term stratification will instead strengthen, reducing the downward mixing of oxygen (Carstensen and Conley, 2019; Krapf et al., 2022). This is backed up by the positive trend in salinity below 70 m depth since the end of the stagnation period in 1993 (Von Schuckmann et al., 2019), as well as the coincidence between regime shifts in the anoxic area extents in the Gotland Basins and increased frequency of MBI-s (Mohrholz, 2018). Thus, the upsurge of MBI-s is expected to increase hypoxic layer thickness. Recent findings, supported by our results, show that oxygen decline and the restoration of anoxia have been rapid after the 2003 and 2014 inflows, despite the latter being the third strongest salt water inflow into the Baltic Sea since 1880 (Neumann et al., 2017, Paper I). This has happened simultaneously with the decreasing DIN and increasing DIP pools, observed in this thesis as well as by Savchuk (2018). This suggests that local biogeochemistry is the other crucial factor in determining dissolved oxygen content below the halocline. The accelerated worsening of oxygen conditions following the 2014 inflow event was explained by increased amount of organic matter transported into the deep layer, which caused the rapid consumption of available oxygen by decomposers (Meier et al., 2018).

While the occurrence of MBI-s and the consequent water column stratification strength are highly unpredictable and unmanageable, the biogeochemical factors at play in the eutrophication process also determine the outcome of nutrient input reductions. Although nutrient load reductions are significant, there has not yet been an improvement in oxygen conditions of the Baltic Sea. We suggest that the stabilisation of the formerly increasing trend of oxygen deficient zones most likely reflects the maximal extent of the halocline-controlled persistent hypoxia and anoxia, but does not provide a reliable forecast for the future evolution of the oxygen content. By now it has been stated in several studies that the expansion of permanent  hypoxia has already reached its maximum extent due to the upper limit resulting from the halocline position and ventilation (Almroth-Rosell et al., 2021; Krapf et al., 2022). The future prospects hold a possible spread of seasonal hypoxia and anoxia in shallow areas due to the decomposition of organic matter, the amount and speed of which is enhanced by climate change, especially elevated water temperatures (Meier et al., 2019). This hampers the efficiency of the coastal filter by altering nutrient removal pathways, as discussed in sections 4.1 and 4.2, and thereby sustaining the “vicious circle”  (Asmala et al., 2017; Kulinski et al., 2021). An improvement in the Baltic Sea oxygen conditions is estimated over the long-term if the current nutrient reduction scheme is continued, as the changing climate will likely not counteract nutrient load reductions, but the time scale of the changes will be measured in decades and will have a high level of uncertainty (Saraiva 
et al., 2019; Meier et al., 2021). 
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In the previous sections we looked at the key ecological indicators of the Baltic Sea eutrophication status from 1993 to 2017. The trends and tendencies observed in nutrient, phytoplankton and oxygen concentrations showed indications of a stability within the system despite ongoing changes in major external eutrophication components. As the results provided a mere description of the ecosystem state, it is difficult to say whether this has to do with nutrient reductions, and what could the possible long-term outlook be. Hence, the question still remains: will decreased nutrient inputs bring about an oligotrophication of the Baltic Sea ecosystem, or, in other words, can the eutrophication process be reversed by controlling just one parameter? 

In order to analyse the response of the system to manipulation with nutrients’ input, a model scenario was simulated, which in its nature is the opposite of the current declining nutrient input situation (Paper II). Three major nutrient loads from ships in 2012 were quantified and the simulation was repeated for 5 years to study possible ecosystem feedback, which was then compared with reference conditions without these nutrient loads. The effect of external nutrient input on the spatial nutrient distribution, as well as sediment pools, and ecosystem in general (phytoplankton, oxygen) was studied. It has to be noted that shipping as a nutrient source, in absolute values ~20 kt of nitrogen per year, is comparable with a big river of the Baltic, e.g. the Neva river (Stålnacke et al., 1999). The advantage of the shipping approach is the possibility to view the effect of nutrients in the nitrogen limited open sea, the scene of major cyanobacteria blooms (Kahru et al., 2007; Kahru and Elmgren, 2014). 

As already discussed, the Baltic Sea countries with HELCOM have been successful in significantly decreasing the nutrient loads to the sea (HELCOM, 2018; HELCOM, 2019). According to various sources nutrient reductions from land are known to decrease nitrogen and phosphorus inventories in the adjacent coastal marine areas, but the response can take more than 2 years to have an effect, and even longer in complex natural systems (Neumann et al., 2002; Duarte et al., 2009; Schindler, 2012; Van Beusekom et al., 2019). Some well-known examples of ecosystems improving to a certain level include the Black Sea shelf area, Tampa Bay, Chesapeake Bay and the Wadden Sea, where dissolved oxygen concentrations and water quality improved with nutrient reduction (Langmead et al., 2009; Greening et al., 2014; Lefcheck et al., 2018; Van Beusekom et al., 2019). It has to be taken into account, however, that coastal ecosystems have complex trajectories to changes in nutrient input, as well as a variety of external factors affecting their functioning, which determines that they seldom return to their previous, oligotrophic state, but rather end up in a new balance (Duarte et al., 2009). This reality is illustrated by the many examples, where nutrient reductions have not necessarily hastened recovery from eutrophication, but rather hindered or even worsened the process in some cases (Duarte et al., 2009 and the references within; Friedland et al., 2019). This can be due to additional, weightier limiting factors of phytoplankton growth (Van Beusekom et al., 2019); changes in the stoichiometric nutrient ratio, which bring about unexpected changes in the food web (Kerimoglu et al., 2018); physical factors governing phytoplankton blooms (Cloern et al., 2007); loss in key species of the ecosystem functioning (Friedland et al., 2019) or the existence of a compensatory mechanism to nutrient reductions, e.g. increased cyanobacteria blooms, which create a self-sustaining cycle, a case also in the Baltic Sea (Schindler, 2012; Savchuk, 2018).

The addition of nutrients into a coastal ecosystem has been studied in parallel with the spread of eutrophication across the world. Although nutrient input is correlated with eutrophication, it is difficult to say what the relative difference with the “default” situation would be. It is known that the addition of nutrients usually increases the biomass of direct consumers, the primary producers, as well as changing the interspecies dynamics of the functional groups of phytoplankton, based on the varying nutrient-acquiring abilities of different species (Stockner and Shortreed, 1988; Heisler et al., 2008). In the Baltic Sea, nitrogen limitation, as discussed earlier, has promoted the growth of cyanobacteria, which is considered an integral part of the self-sustaining “vicious circle” (Savchuk, 2018). In the recent decades, cyanobacteria blooms in the Bothnian Sea have increased to the extent where they introduce more nitrogen into the ecosystem than is imported from external sources (Olofsson et al., 2021; Munkes et al., 2021). Thus, it could be presumed that the addition of the limiting nutrient into the system could potentially turn this relationship around, as is seen in some studies about cyanobacteria blooms being suppressed by additional nitrogen in the ecosystem (Schindler, 2012; Raudsepp 
et al., 2013). Our results (Paper II) indicate that additional nutrients (mostly nitrogen) in the ecosystem first benefit primary producers that constitute the majority of the 
spring bloom – the diatoms and flagellates, which are able to increase their biomass. Cyanobacteria biomass in summer, on the other hand, is reduced, with the biggest change in the areas with usually strong cyanobacteria blooms, including southern and central Baltic and the western part of the Gulf of Finland (Kahru et al., 1994, 2007; Kahru and Elmgren, 2014).  Phosphorus also plays a role as areas with little to no change in cyanobacteria blooms coincide with phosphorus limitation zones, e.g. the Bothnian Bay and big river estuaries. The explanation why cyanobacteria biomass is reduced lies in the competition for nutrients between the functional groups, where N-fixers lose their advantage over diatoms and dinoflagellates. This assures that nutrients play an important role in controlling the biomass of phytoplankton, but the effect depends on the limiting nutrient in the certain area and season, as also stated by Elmgren and Larsson (2001). Similar results with decreasing nitrogen fixers have been obtained by e.g. Schindler (2012) and the studies within as well as Wang and Wang (2009). The contrasting reactions of the spring and summer bloom to nitrogen addition due to functional differences between the groups are part of the explanation why nutrient reductions have and will not bring about a simultaneous, linear decrease of chl-a in the Baltic Sea.

Inorganic nitrogen concentrations in the water closely followed phytoplankton activity with alternating uptake and decomposition during the bioactive season and accumulation in inorganic form in winter (Paper II). Over the 5-year period total nitrogen first increased, but by the 3rd year reached a stable state, which is reflected in the increased denitrification and decreased nitrogen fixation, compensating for the nitrogen inputs (Figure 8). Organic phosphorus accumulated in the sediments over time, while concentrations in the water column decreased, because there were more consumers present – diatoms and dinoflagellates. Our results demonstrate the volatility of nitrogen in the marine system, indicating that the variety of nitrogen transformation processes are able to adapt to nutrient scenarios in order to maintain a stable state. Phosphorus, on the other hand, is mostly permanent in the marine ecosystem, either in the consumption-remineralization cycle, or via burial in the sediments. This ensures that phosphorus has a long response time in the marine system and the concentrations lag significantly behind the efforts to decrease the input. The new “balance”, or “vicious circle” is difficult to break due to several parallel factors at play, e.g. the importance of physical factors in the Baltic Sea, which have a major impact on the oxygen conditions; the volatility of nitrogen and the long residence time of phosphorus and the ability of cyanobacteria to grow in the brackish Baltic Sea water. The situation is further complicated by the fact that the Baltic Sea area experiences above-average rates of climate change, which may offset nutrient reduction plans with increased freshwater runoff, enhanced nutrient remineralization with higher temperatures and strengthening water stratification (Duarte et al., 2009; Reusch et al., 2018). Because the Baltic Sea lies in a densely populated and agricultural area, the societal drivers also have to be taken into account as some studies consider them even more influential than climate change itself (Bartosova et al., 2019; Pihlainen et al., 2020).

Similarly to this work, Saraiva et al. (2019) and Meier et al. (2021) have formulated that the Baltic Sea has large natural variability, meaning that factors at play are multiple, and future projections also include a vast uncertainty, which has not been taken into account when proposing and laying out the plans for nutrient mitigation in the past. 
This is not to say that nutrient reductions have been in vain. As Duarte et al. (2009) have said, reduced nutrient inputs have probably halted further eutrophication in many ecosystems, including the Baltic Sea, and the associated damage and risks related to further eutrophication have hence been avoided, together with improvements in some local ecosystem indicators. Saraiva et al. (2019), Meier et al. (2021) and Friedland et al. (2021) present future projections, where the ecological indicators improved under the BSAP, but also admit that uncertainties and long time scales of the Baltic Sea biogeochemistry challenge the interpretation of the results. The former idea that it is possible to revert ecosystems back into a particular past state is an unlikely outcome in a world of shifting baselines (Duarte et al., 2009; Boesch, 2019). A more realistic target would be to determine and ensure the maintenance of key ecosystem functions which would survive the changing climate and, thereby ensure that the Baltic Sea is a viable ecosystem in the future, and continues to provide valuable services to the society (Choi, 2007; Duarte et al., 2009; Boesch, 2019). 
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The Baltic Sea is a severely eutrophied complex ecosystem. Major factors that shape the biogeochemical functioning and the overall ecological status of the sea are location, topography, specific hydrographic nuances, strong anthropogenic pressure and accelerating climate change. Although recent decades have brought significant decreases in anthropogenic origin nitrogen and phosphorus inputs, improvements in key eutrophication indicators are difficult to see.

In order to study this lack of response, the Baltic Sea ecosystem state was observed long-term, during the post-stagnation period 1993–2017. The results revealed continuous increase of phosphorus pools, which agrees with the tendency of phosphorus to accumulate in the system and be released from the sediments under anoxic conditions. Nitrogen pools decreased, with a few local exceptions, which can be explained by intensifying nitrogen removal processes such as denitrification, and occasionally anammox, under borderline oxygen concentrations prevalent in large areas of the Baltic Sea. This results in the decreasing DIN:DIP ratio, which contributes significantly to the self-sustaining “vicious circle” of the Baltic Sea and makes the system resilient to improvement in terms of eutrophication. Phytoplankton spatial coverage did not change significantly throughout the study, implying that there are other factors at play in addition to nutrients, which determine phytoplankton growth in a eutrophied system, and complicate the response mechanism to changes in nutrient inputs. The earlier start day of the spring bloom and the overall elongation of bloom duration indicate the effect of the changing climate. Anoxic and hypoxic area and volume increased after the stagnation period and reached a stationary state around 2000, which marks the depth of the pycnocline and possibly maximum extent of anoxia in the Baltic Sea, whereas hypoxia can still increase at the expense of seasonally stratified shallow areas.

The dynamics of the Baltic Sea ecosystem were observed in response to nutrient inputs, and compared with reference conditions, which revealed a few principles. Phytoplankton dynamics changed in response to nutrient addition, displaying certain compensation mechanisms. With additional nutrients in the system, N-fixing cyanobacteria were compromised by diatoms and dinoflagellates, which increased their biomass in spring and summer. Phosphorus and dissolved oxygen pools increased, but eventually reached a steady state after 5 years of simulation. The Baltic Sea ecosystem appears to be rather resilient and show various compensation mechanisms to balance change, which could also explain the contradictory situation of nutrient reduction and the lack of immediate, linear response from the system. This falls in line with the theory that ecosystems are not simply reversible to their former oligotrophic states as new steady states emerge and the inertia inside the system is strong. This situation is further complicated by the changing environmental variables and uncertainties in anthropogenic pressure, which shift baselines and thereby the foundations of the entire ecosystem.

We looked at the set of eutrophication indicators and witnessed an unexpected response of the system to nutrient changes, which would deserve a more thorough study with a longer time period. We agree that nutrient reductions, that are already in action, are necessary to curb eutrophication effects in the Baltic Sea ecosystem. However, based on the current ecological status, supported by the results of this thesis, comprehensive knowledge on the mechanism of the Baltic Sea ecosystem is still far from complete. Knowledge gaps include the complexity of the biological interactions between phytoplankton functional groups, the cycling and removal or retaining of nutrients in the sediments, the factors affecting and the role of the DIN:DIP ratio in the eutrophication of the Baltic Sea.

To understand the functioning of the biogeochemical system of the Baltic Sea, historical data should be revised and the data collection should continue. Complex measurements of the set of variables should be performed simultaneously. Research is required to complement current numerical models or to change the modelling concept. A long-term, integrated approach should be taken, which is where the theoretical or modelling approach in combination with machine learning methods could be of use.
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Long-term changes of the eutrophication indicators of the Baltic Sea

Eutrophication has become a major problem in coastal marine areas on a global scale, with unpleasant consequences such as massive algal blooms, oxygen deficient zones and loss in biodiversity. The anthropogenically busy Baltic Sea is one of the first areas where large-scale eutrophication was observed and continues to this day, without much improvement despite significant reductions in nutrient inputs since the 1980’s. 
This review determines the state of major eutrophication indicators in the Baltic in 
1993–2017, in the context of decreasing nutrient inputs. Decreasing pelagic pools of dissolved inorganic nitrogen (DIN) and increasing dissolved inorganic phosphorus (DIP) reflect the system’s response to nutrient reductions, indicating the volatility of nitrogen and the stability of phosphorus in the system, as well as explaining the decreasing DIN:DIP ratio. No clear tendency of spring and summer phytoplankton blooms emerged in the context of declining nutrient input, but a temporal shift in the onset of the spring bloom was observed. A stabilisation of the extent of oxygen deficient zones was observed, implying the importance of physical factors in determining the spread of anoxic and hypoxic waters.

The study is accompanied by a manipulation experiment with an additional load of nitrogen and phosphorus to evaluate the dynamics of the Baltic Sea ecosystem in response to change in nutrients. The results suggest that the Baltic Sea ecosystem is currently in a relatively stable state. The explanation lies in the multi-factor set that determines the ecosystem state and eutrophication course in the Baltic Sea and complicates attempts to change this course with external measures. Physical factors (salt water inflows, stratification), which are unpredictable in their nature, largely determine the extent of the hypoxic zone. Climate change has become the major cause of shifting baselines, which impedes eutrophication improvement and prevents shift to the original state more than a century ago. The Baltic Sea ecosystem’s response to nutrient reductions is to a certain extent contrary to what was expected. In that respect, there still remains a gap in our knowledge and understanding of eutrophication and its reversal in a complex marine ecosystem.
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Läänemere eutrofeerumise indikaatorite pikaajalised muutused

Rannikumere eutrofeerumine on süvenev globaalne probleem, mille väljundiks on intensiivsed vetikaõitsengud, hapnikuvaegus ja pidevalt vähenev liigiline mitmekesisus mereökosüsteemides. Tugevalt inimmõjulises Läänemeres on laiaulatuslik eutrofeerumine olnud probleem juba üle 100 aasta. Toitainete sisselasku Läänemerre on edukalt vähendatud alates 1980’ndatest aastatest, kuid sellest hoolimata pole merekeskkonna seisund siiani oluliselt paranenud.

Käesolev töö hindab peamiste eutrofeerumist kirjeldavate indikaatorite seisundit Läänemeres perioodil 1993–2017, mis katab ka olulise osa toitainete vähendamise perioodist, mil positiivne mõju võiks hakata ilmnema. Vähenev lahustunud lämmastiku ja kasvav lahustunud fosfori varu vees annavad tunnistust süsteemi reaktsioonist välisele toitainevoo vähendamisele. Meie tulemused kinnitavad seaduspära, et lämmastikuringe on kiire ning lämmastiku püsivus süsteemis väike. Fosfor elemendina on veeökosüsteemis stabiilne, sest looduslikke mehhanisme selle ringest välja viimiseks on vähe. Ülaltoodu seletab ka vähenevat lahustunud inorgaanilise lämmastiku ja fosfori suhet Läänemeres. Hoolimata vähendatud toitainete voost ei vähenenud kevadine ega suvine vetikaõitseng oluliselt.  Küll aga ilmnes perioodi jooksul ajaline nihe, mis väljendus kevadõitsengu aina varasemas alguses. Hapnikuvaeste tsoonide laienemine stabiliseerus uurimisperioodi teises pooles, viidates füüsikaliste protsesside olulisusele anoksiliste ja hüpoksiliste alade tekkimisel.

Teine osa tööst käsitleb simulatsioonieksperimenti, mille käigus vähendati lämmastiku ja fosfori voogusid Läänemerre ning vaadeldi mere ökosüsteemi oluliste lülide dünaamikat toitainete muutusega seoses. Tulemustest võib järeldada, et Läänemere ökosüsteem on hetkel suhteliselt stabiilses seisus. Seletus peitub asjaolus, et Läänemere ökosüsteemi ja selle eutrofeerumist kujundavad samaaegselt mitmed faktorid, mis raskendab oluliselt looduslike protsesside mõjutamise püüdeid väljastpoolt. Füüsilised faktorid (soolase vee sissevool, kihistumine), mis oma olemuselt on suures osas ennustamatud, mõjutavad otseselt hüpoksia levikut Läänemeres. Kliimamuutus aga nihutab süsteemi baastingimusi, mis omakorda takistab eutrofeerumise vähendamise püüdlusi ning muudab keerukaks kui mitte võimatuks taastada ökosüsteemi seisund sajanditagusel tasemel. Läänemere vastus toitainete vähendamisele on vastupidine oodatule, mis viitab lünkadele meie teadmistes keeruliste ökosüsteemide eutrofeerumisest ja nende hea seisundi taastamisest. 
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