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Hydromorphological Classification Using
Synchronous Pressure and Inertial Sensing

Asko Ristolainen™, Kaia Kalev, Jeffrey Andrew Tuhtan, Alar Kuusik, and Maarja Kruusmaa

Abstract— Classification of river morphology is often based
on hydromorphological units (HMUs) identified from field mea-
surements. Established survey methods rely on expert judg-
ment or collection of field point measurements. When used for
HMU classification, these methods can suffer from high errors
due to the variations in the sampling environment, causing
low repeatability. In order to expedite field data collection and
increase HMU classification accuracy, we propose a multisensory
device, the hydromast. Each hydromast provides a new source
of data to classify HMUs. The modules are inexpensive and
highly portable, consisting of a synchronous array of commodity
pressure and inertial sensors. Rapid, local changes in the flow
field are recorded with absolute and differential pressure sensors.
At the same time, slower depth-integrated flow signals are
obtained from a small damped cylindrical mast, driven by vortex-
induced vibrations. In contrast to existing passive flow measure-
ment technologies, the hydromast uses fluid—body interactions
to provide flow measurements. This allows for minimal signal
processing and simple feature extraction. An array of three
hydromasts was used to collect ten samples in three river HMUs
with shallow depths and highly turbulent flows with smooth and
rough beds. We investigated classification accuracy using single,
dual, and triple hydromast arrays with pressure, inertial, and
combined features using linear regression, a genetic algorithm,
and a neural network. Although limited in scope, the set of
spot measurements covering three HMUs showed that a single
multimodal sensor could deliver an overall classification accuracy
of 89% of the HMUs, and an increase of up to 99% was achieved
using a multimodal triple hydromast array. These preliminary
results show promise in using hydromasts for rapid and robust
HMU classification, providing a new way to collect and assess
river survey data.

Index Terms—Fluid flow measurements, hydrologic measure-
ments, water.

I. INTRODUCTION

YDROMORPHOLOGICAL units (HMUs) are river
sections broken down into a series of multiscale
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elements, and should ideally include both field and remote
sensing data [1]. The reach scale divides the river longitu-
dinally into a series of subunits, and is the most commonly
investigated type of HMU as it contains salient features of the
ecological-geomorphological interface [2]. Remote sensing
can be used to efficiently collect spatial data and quan-
tify temporal effects [3]. However, HMU classification still
requires in situ measurements to supply ground truth data [4].
Once HMUs are classified, they provide essential geospatial
information for end users including regional planning, flood
control, and biodiversity assessment [5]-[7].

Current river morphological survey methodologies rely
heavily on expert opinion [8]. This sets limits on the automated
classification of HMUs, primarily due to a lack of repeatable
field data collection and assessment methods [9]. In general,
the local variables such as depth, velocity, cover type, and
bed surface condition are used as the primary features to
first classify HMUs, which can then be related to aquatic
habitats [10], [11]. More recently, local variables such as river
surface flow speed have been measured remotely with different
technologies [12]-[16].

Hauer et al. [17] found functional linkages between the
flow velocity, depth, and bottom shear stress, and developed
relations to ecological mesohabitat units using LiDAR bathym-
etry and 2-D hydrodynamic models. A hydromorphological
index of diversity using the coefficient of variation of the
velocity and water depth has also been applied using extensive
field data and hydrodynamic models to evaluate reach-scale
heterogeneity in alpine gravel-bed streams [18]. In addition,
a time-series study of reach-scale units has shown that the
classification boundaries can merge or shift depending on the
river flow rate [19]. Due to the spatial and temporal changes
occurring in rivers, it is, therefore, key that objective and
repeatable field measurement of the local variables serve as
inputs to calibrate and validate HMU classification methods.
This requires the repeated collection of field data correspond-
ing to different flow rates which are caused by seasonal
changes in the runoff.

At the reach scale, data collection of the local variables
is expensive and time consuming. This is because a plu-
rality of separate point measurements (depth, time-averaged
velocity, and sediment samples) must be collected separately
and processed before classification can be performed. The
hydromast, a simple, timesaving, field survey device that
collects local flow information using collocated synchronous
pressure and inertial data, provides a methodology to collect an
ensemble of relevant hydrodynamic data at each measurement
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location. Thus, the time reduced is at least 1/3, and in the case
that classification is implemented in situ, even more time can
be saved.

Increasingly, unmanned aerial systems are beginning to
provide a rapid and inexpensive way to collect imagery with
a ground sample distance of < 0.5 m [20], suitable for
HMU classification and analysis. However, there still exists
a significant gap in available field survey methods capable
of obtaining repeatable validation data for reach-scale HMU
classification. In order to fill this gap, we developed the
hydromast to simultaneously collect an ensemble of relevant
hydrodynamic variables for HMU validation.

II. METHODS

A. Sensor Description

The hydromast was inspired by the multimodal mechanore-
ceptive flow sensing organs of fish. It is an upscaled version
of the biological neuromast, consisting of a vibrating stem
elastically fixed to a pressure sensing cylindrical body (Fig. 1).
The bulk flow velocity drives the stem vibration, as the random
forcing due to turbulence tends to cancel itself out [21].
Furthermore, the stem integrates hydrodynamic interactions
over its height. The stem motion is registered with a custom
design micromechanical inertial measuring unit (IMU) fixed
to its lower end. We have shown that this design can accu-
rately estimate the bulk flow speed under steady flows [22].
A 100-mm-long, 10-mm-diameter rigid POM plastic stem
provided a suitable combination of size and density for flow
sensing in rivers in the range of 0—1 m/s, with a sensitivity
of 0.1 m/s or for flow velocities < 0.5 and 0.05 m/s for
velocities > 0.5 and up to 1 m/s. These sensitivities are
primarily a function of the membrane stiffness and stem’s

FLOW DIRECTION
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(Left) Pressure-inertial hydromast breakdown. (Right) Field setup with triple hydromast array.

properties (mass, length, and diameter) and can be tuned
to different ranges of mean flow velocities. Considering the
flows in lowland rivers typical to Northern Europe, the range
of 0—1 m/s was chosen for the hydromasts investigated in this
paper. The noise introduced by vibrations of the hydromast
body was partially compensated by adding a secondary IMU
to the body.

In addition to the inertial-sensing stem, an absolute
pressure sensor was added to record the water depth
(MPX5100GP, NXP) accompanied by two differential sen-
sors (MPXV5004DP, NXP) to estimate the dynamic pressure
changes at the stagnation point facing into the bulk flow
measured between the center point and side points. This differ-
ential sensor design was chosen as it was proven successful for
rapid flow speed estimation [23]. The complete design of the
pressure-inertial hydromast is shown in Fig. 1. The total cost of
components, assembly, and testing for a three-unit hydromast
array is estimated at e 2000.

B. Sensor Calibration

All pressure sensors were calibrated in a static water tank.
One port of the pressure sensor was connected to a tube, which
was then lowered into the tank for ten different water depths.
The relationship between the observed pressure (Pa) and the
pressure sensor output voltage (mV) was recorded at each
depth 10 times per sensor, and correction equations for the
depth were obtained. The relations were found to be linear
with R? values shown in Table I.

Stem calibration followed the procedure outlined in [22].
The mast reaction to the bulk flow speed was found with the
hydromast fixed in the middle of a flow tunnel with a working
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TABLE I
HYDROMAST PRESSURE CALIBRATION R% VALUES
Left differential pressure Right differential Absolute pressure sensor R?
Hydromast
sensor R? value pressure sensor R? value value
1 0.9826 0.9865 0.9699
2 0.9937 0.9918 0.9838
3 0.9949 0.9987 0.9942
TABLE 11
SITE SAMPLING SUMMARY
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1 59°23'42.8"N 24°17'40.2"E 0.326 (0.066) 0.333 (0.050) 43 4.8 Glide
2 59°23'44 9"N 24°17'40.0"E 0.487 (0.233) 0.299 (0.052) 3.1 4.1 Rapid
3 59°24'05.5"N 24°16'55.2"E 0.306 (0.112) 0.352 (0.077) 1.1 2.5 Riffle

*Classification made based on definitions from Paraciewicz [10]

section of 0.5 m x 0.5 m x 1.5 m. The experiments used flow
speeds up to 0.5 m/s (increments of 0.1 m/s) and the mean
power spectral densities of the stems were related to the flow
speed. Before the field experiments, the IMUs were calibrated
using their internal self-calibration firmware, which requires
only that the devices were kept still before being inserted into
the water.

C. Study Sites

Field experiments were conducted in the Keila River in
Northern Estonia, near the Keila Waterfall (59° 23’ 45.9”N
24° 17" 47.1"E, WGS 84, Fig. 2). A discharge of 1.75 m3/s
(with flow speeds shown in Table II) was recorded at the
Keila River gauging station (59° 18" 31.0"N 24° 26’ 05.0"E)
during the days (October 17, 2016—October 21, 2016) when
the field experiments were conducted. Each of the three sites
corresponds to a different HMU following the classification
structure suggested by Parasiewicz [10]. Ten spot measurement
locations were chosen at each site. Because the three sites
have overlapped range of depths and velocities, they also
represent a case where a collection of point measurements
would be difficult to correctly classify the HMUs. Site 1
was classified as a glide, located directly upstream from the
Keila Waterfall. Here, the riverbed consists predominantly
of a horizontal limestone slab with little aquatic vegetation.
It has a flat water surface with nearly uniform flow. Site 2,
a rapid, was located immediately downstream of the waterfall.

At this site, the riverbed consisted of cobbles, inducing large
turbulent eddies within the water column. Site 3, classified
as a riffle, was close to the mouth of the river and some
measurement locations were observed to have a smooth bed
and water surface similar to Site 1, at other locations with
small stones and cobbles, combined with aquatic vegetation
induced local turbulence similar to that found at Site 2. Surface
and underwater imagery at typical spot measurement locations
for each of the three sites are shown in Fig. 3.

At each site, the ten spot measurement locations were
distributed over the left, center, and right channel sections, all
with similar depth and flow conditions. At Site 2, the chosen
locations were limited by the large cobble substrate, as it was
necessary to find a suitable bed location for the three-sensor
array.

A propeller current meter (MFP126-S, GEOPACKS,
Hatherleigh, U.K.) was used to record ten velocity measure-
ments 50 mm in front of each hydromast’s mast in the array,
at approximately the mid-mast height. The time-averaged
flow velocity from all locations for each site is provided
in Table II. The experiments were conducted within one week
with no rainfall in the area. The water temperature in the area
decreased over time due to the frost at nights.

D. Experimental Setup

The three hydromasts were mounted on a CNC cut plywood
base with an aluminum laptop mount. The center-to-center
distance between the hydromasts was 0.45 m. The hydromasts
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Fig. 2. Overview of the three HMU field sites at the Keila River, Estonia. (a) Map of Europe with Estonia shown in red. (b) Site locations overlaid on an
orthoimage. (c) Site 1, glide. (d) Site 2, rapid. (e) Site 3, riffle. Arrows indicate flow direction, and (c)—(e) are not to scale.

were numbered 1-3, beginning from the leftmost hydromast
perpendicular to the flow. The rig supported a laptop, USB
hub (DUB-H7, D-Link, Taiwan), external power source (Out-
door PowerBank 10.05, Wentronic GmbH Germany), and
GoPro Hero 3 camera (GoPro Inc., USA) to monitor the
stem movements from above. A bubble spirit level was

installed to observe and correct the array during measurement
(Fig. D).

All hydromasts were visually inspected and cleaned of
debris before measurement. The hydromasts were synchro-
nized by simultaneously resetting the timestamp counter in
the microcontrollers. At each spot measurement location,
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Site 1 Site 2
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Fig. 3. (Top) Underwater and (Bottom) elevation view of typical spot measurement locations at each of the three field sites.
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Fig. 4. HMU classification workflow.

measurement data were recorded for 90 s to laptop using
TeraTerm serial port access software. Sampling rates for both
IMUs and pressure sensors were 100 Hz. A short video clip
at each spot measurement location was recorded above the
sensors for 15 s.

E. Data Analysis and Site Classification

The overview of the data analysis and HMU classification
broken down into five steps is summarized in Fig. 4. First,
field data were obtained using the synchronized array. Second,
the signals were preprocessed using a median filter with addi-
tional offsets removed from pressure data and base vibrations

removed from the IMU data. As a third step, features were
calculated for pressure and IMU data. Pearson product moment
coefficients (p) between all possible pressure sensor pairs
were found. Acceleration and angle features were created from
the IMU sensor data. Before classification, feature selection
was performed using stepwise linear regression, a genetic
algorithm, and an artificial neural network (ANN).

It is important to note that because we are using an array of
hydromasts and each unit records a collection of pressure and
inertial data, there exists a very large dimensional space which
can be populated with physical predictors. The “features” that
are used can be combinations of the predictors (as is the case
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using the product moment correlation), as well as particular
statistical metrics of individual predictors (such as the mean
and median). It is for this reason that we have included
step 4, “Feature selection” into the classification workflow.
The feature selection step goes through the large, initial set
of possible features and selects out only those which have
the highest utility. Afterward, the HMU was classified using
an ANN. MATLAB 2015 software was used for the entire
HMU classification process.

F. Data Preprocessing

The IMU and pressure sensor data preprocessed using a
median filter with a window size of 4. In order to reduce the
background noise caused by sensor vibrations, the hydromast
body accelerations recorded by the stationary IMU were sub-
tracted from the stem IMU. Offset correction for each pressure
sensor was performed by setting the differential pressure (DP)
sensor readings to 0 mV under no-flow conditions.

1) Pressure Sensor Data: Data fusion was used to inves-
tigate if the classification performance could be improved
by combining the information from two or more pressure
sensors [25]. The first step in data fusion is to investigate
the similarity between sensor pairs [26]. The Pearson product
moment coefficient (p) [27] was chosen for the pressure
sensors, as it has previously been successfully applied for
pressure-based flow velocity estimation [28]. In this paper,
p values between all pressure sensors were calculated and
saved into the feature vector PS for the later HMU classifica-
tion, where PS1 is the p value between hydromast 1 right DP
and total pressure (TP) sensors and PS36 is p value between
hydromast 3 TP and left DP sensors. A detailed description
of all the features investigated in this paper is provided in the
supplementary material.

2) IMU Data: The linear accelerometer and angle data from
the IMU were found to be highly periodic. Therefore, p-based
sensor fusion was not a suitable option for the IMU data. For
example, two identical sine waves with a phase shift of 90°
would have a p value of 0, even though they are identical.
Therefore, additional features for the hydromast IMU data
were required.

First, the linear accelerometer’s dominant frequency and
its amplitude were calculated. This is the frequency which
carried the maximum energy among all frequencies in the
spectrum [29]. The dominant frequency was determined using
the normalized fast Fourier transform to calculate the ampli-
tude spectrum. The frequency component with the highest
peak was taken as the dominant frequency.

Next, features based on a 1/3 octave band analysis were
generated. This method was chosen because it was more effi-
cient than analyzing the spectrum on frequency-by-frequency
basis and will not lead to ad hoc frequency band selection.
The frequency range was divided into six sets of 1/3 octave
bands with corresponding center frequencies 12.5, 16, 20, 25,
31.5, and 50 Hz, and the power in each frequency range
was calculated [30]. The linear accelerometer data were used
to generate features using the mean, median (more stable
considering outliers than the mean), energy, kurtosis, skew-
ness, entropy, average autocorrelation zero-crossing time Af,
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total power, and stem angle square root [31], [32]. All IMU
data features were then saved into a single feature vector I.
A full description of all features is provided as supplementary
material.

3) Pressure Sensor + IMU Data: Pressure sensor and
IMU features were combined in order to see whether the
mechanically filtered combination of pressure sensor and IMU
signals aided in improving HMU classification.

G. Feature Selection

To reduce the number and size of features based on high-
dimensional data, it was necessary to perform feature selection
before classification. The aim of the feature selection proce-
dure was to find a smaller subset of relevant features with sat-
isfactory classification accuracies to reduce the computational
complexity. Furthermore, feature selection can help to prevent
overfitting [33]. In this paper, three different stepwise feature
selection methods were applied: linear regression, genetic
algorithm, and a backward—forward neural network.

Stepwise linear regression is a widely used systematic
feature selection method, which adds and removes fea-
tures based on their statistical significance (evaluated by the
F-statistic) [37]. The entrance tolerance was set to 0.08, and
the exit tolerance was set to 0.1.

The stepwise genetic algorithm is an optimization technique
inspired by natural selection [38], [39]. We used a mutual
information-based genetic algorithm, following [37]. The ini-
tial population size was set as 200 times the feature count.
Parents for the next generation were selected via tournament
(size 2), and the elite count was set to 1. The stopping criteria
were a maximum number of 100 generations, or until the
change in the fitness value was less than 0.002.

A backward—forward stepwise neural network [25] was
applied taking the HMU classification accuracy as the aver-
age of 100 runs. This was performed initially including all
variables again after eliminating/adding a single variable.
If the classification accuracy increased more than 2% after
eliminating/adding the variable, it was removed/added to the
model.

Once features had been selected, they were classified using
an ANN as described in Section II-H.

H. HMU Classification

ANNSs are nonlinear, data-driven, self-adaptive mathemat-
ical models inspired by biological neurons. In this paper,
a 10-10 backpropagation network with soft max neurons in
each layer and a cross-entropy loss function were used. A soft
max transfer function was selected in both layers to avoid
the vanishing gradient problem. Results of this paper were
obtained by training the network using a scaled conjugate gra-
dient algorithm. The net is maximally trained for 1000 epochs
(the number of times the weights are updated), or until the
performance goal of O is achieved. The ANN was tested
100 times, and the classification accuracy value assessed to
reduce the ANN variability. In each run, a data set was
randomly divided into three groups of training (70%), vali-
dation (15%), and testing (15%) data. A supervised training
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TABLE III
HMU CLASSIFICATION ACCURACIES WITH ONE HYDROMAST (HYDROMAST 1) DATA

Variable reduction Pressure sensor data IMU data Pressure + IMU data
process (accuracy/features) (accuracy/features) (accuracy/features)
65.86% 69.40% 82.93%
Full feature vector
3 (PS1, PS2, PS9) 20 (11-120) 23 (PS1, PS2, PS9, 11-120)
Stepwise linear 59.33% 89.13%
none
model 1 (PSI) 2 (PS9, 16)
81.13%
Stepwise genetic 64.66% 87.46%
6 (I1,12,15,115, 116,
algorithm 2 (PS1, PS2) 5 (PS1, 11, I15, 116, 118)
118)
87.83%
Stepwise neural 66.30% 85.50%

8 (12,13,15,17,18,114, 117,

network 2 (PS1, PS9)*

7 (PS2, 11,12, 15, 17, 117, T19)*
118)*

*Removed features

algorithm was used where every input pattern is related with an
output pattern in order to determine the optimal ANN weights.
Validation data were used to check for overfitting, and the test
data were used to establish model performance [28].

III. RESULTS

The hydromast HMU classification rates were obtained for
one hydromast (1, 2, or 3), a pair (hydromasts 1 and 2,
1 and 3, and 2 and 3), and for the complete array of three
hydromasts. The objective was to determine if HMUs could
be characterized with a single hydromast or if the spatial
diversity of turbulent flows required additional units. Further-
more, pressure sensor and IMU data were used for HMU
classification first separately and then jointly to see if pressure
and inertial hydrodynamic signals work best alone or together.
All features used in the classification are presented in the
supplementary material. The best performing results and their
features compared to the full feature vector of all pressure and
IMU data are presented in Table III.

The best classification accuracy with pressure only data was
66.3% using the stepwise neural network. It was found that for
the three HMU (glide, rapid, and riffle) studied in our work,
pressure-based features had the lowest classification accuracies
and smallest number of features, indicating that pressure-based
hydrodynamic signals may demand a larger number of inputs
to allow accurate discrimination between different locations.
The IMU signals provided better classification accuracies, with
a classification accuracy 88%. Due to the difference in feature
size, the performance difference between pressure and IMU
features could also be explained by the higher number of
features and not alone by the stem’s physical interactions with
the flow.

Overall, it was found that combined features after stepwise
linear feature reduction had the best performance, increasing

the site localization accuracy to 89%. Although our data
set was limited to three HMUSs, these results indicate that
combined pressure and inertial hydrodynamic features can
improve overall classification accuracy. Combined data
set results also depended less on the variable reduction
method than the IMU data. Although our study includes
data from a single river at three test sites, it should be noted
that the combined features performed better with single
hydromasts, pairs of hydromasts, and the three hydromast
array.

In Fig. 5, the mean HMU classification results are presented
for 1, 2, and 3 hydromasts. It can be concluded that increasing
the number of hydromasts improved the HMU classification
accuracy. This was true in all cases expect one—the stepwise
neural network, where the best result was obtained with a
hydromast pair. However, it should be noted that the difference
in classification accuracy was small; the corresponding average
classification accuracy was 95.28% for two hydromasts and
93.33% for three hydromasts.

The relatively large standard deviation obtained with one
hydromast while using linear regression method can be related
to the feature selection criteria. In some cases, only a single
feature was selected. It is possible that increasing the entrance
tolerance in this case, when the feature set is relatively small,
may lead to better results.

Overall, the best performance was obtained using three
hydromasts and the linear regression method for ten features,
with a classification accuracy 93.30%. Out of those ten fea-
tures, six were pressure based (P3, P4, P25, P28, P29, and P32)
and four were from the IMU data (12, 115, 138, and I55).
As shown in Fig. 5, it can be concluded that the choice of
feature selection methods can impact the results, but has the
least impact for an array of three hydromasts. Indeed, con-
sidering the classification performance of single or hydromast
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Fig. 5. Average HMU classification results with one, two, and three hydromasts. Values at the bottom of the bar plot represent the average number of features

found by each method.

pairs, the results were found to depend more on the selected
method than the choice of devices.

An HMU classification confusion plot for the hydromast
array using the stepwise linear regression feature selection
method is presented in Fig. 6. This feature set was selected as
it provided an overall satisfactory classification accuracy when
compared to the other methods, and included a low number
of ten features.

Fig. 6 illustrates that all the locations from Sites 1 and 2
are classified correctly. However, the classification accuracy of
Site 3 was 80%. The lower classification accuracy is caused
by two locations in Site 3 which are incorrectly classified
as Site 1. This may be due to the aforementioned physical
similarity between sites. The HMU classification accuracy
depended on the measurement length using ten features and
is presented in Fig. 7.

It can be seen from Fig. 7 that the measurement time of 90 s
could be increased in future studies, as convergence of the
classification accuracy was not achieved for Sites 2 and 3.
As expected, Site 1, in which flow conditions were the
simplest, converged the fastest. The classification accuracy
evolution of Site 2 was found to be more rapid than that of
Site 3. This can be explained the unique flow patterns in Site 2
compared to other two sites. The classification accuracy of
Site 3 converges more slowly because of its high similarity to
Site 1.

IV. DISCUSSION

Classification of river HMUs and monitoring their changes
can improve our understanding of how rivers change in
time. For example, it has been shown that changes of river
hydromorphology strongly impact fish and macroinver-
tebrates [38]. Monitoring changes of HMUs can aid in
mitigating future risk, and planning improvements to
hydromorphological quality [8], [39]. We believe that the

c
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o
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=

|

3

1 2 3
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Fig. 6. Classification accuracies between all three sites using the stepwise

linear regression feature selection method.

hydromast, a portable and inexpensive device, offers a new
method for simple field-based classification at the reach scale.
Furthermore, long-term installations of hydromast networks
could provide timesaving distributed monitoring currently not
possible using acoustic Doppler devices.

It was shown that correct classification of the three different
HMUs investigated can be achieved using only a vibrating
stem. The IMU features provided a classification accuracy
of 88% with only one hydromast (using stepwise neural net-
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Fig. 7. Evolution of classification accuracies with increasing sampling duration.

work), and when including IMU features from two additional
hydromasts, a classification accuracy of 93% was obtained
(using stepwise neural network).

The accuracy of a single hydromast can be increased by
including pressure sensor features (Table III). The pressure
sensors detect localized, rapid changes in the flow (e.g., detect
the water surface fluctuations and local pressure fluctuations
due to vorticity). The stem picks up slower changes in the
flow because of the vertically integrated forcing and vortex
shedding, and its features can be insufficient to differentiate
between HMUs where the time-averaged velocity and depths
are similar. When combined pressure and IMU features using
a triple hydromast array are used, a classification accuracy
of 99% was reached (using full feature set).

We believe that both the device and the processing
approaches can be implemented by nonexperts who would
only need to be able to place the hydromasts in the river,
collect the data, and run the data processing algorithms in
order to perform HMU classification. It is our ultimate aim to
have a data-driven workflow, which is completely independent
of the operator, and provides unbiased data, which can be
compared for any series of field measurements.

Due to the preliminary nature of the case studies
investigated, a larger number of sites covering broader
range of conditions are required to estimate baseline field
assessment performance. In this paper, the high accuracy of

site classification using IMU features must be considered
as provisional, as the study included only a single set
containing a glide, a rapid, and a riffle. In order to determine
a more definitive understanding of the proposed method, it is
important to investigate additional HMU types in multiple
rivers under a range of flow conditions.

V. CONCLUSION

We developed and field-tested the hydromast, a multimodal
sensor for HMU classification. A total of 30 locations were
classified, ten in each of the three HMU sites. The sites
were chosen due to their difficult classification using stan-
dard point-based methods; they were shallow and had highly
turbulent flows with smooth and rough beds. We showed that
the hydromast could successfully differentiate between three
different river HMUs with a classification accuracy of 89%
(using stepwise linear model). An array of three synchronized
hydromasts provided increased classification accuracy of 93%
after feature optimization (using stepwise linear model). The
fluid—body interactions of the flow and hydromast allowed
real-time mechanical filtering, simple signal processing, and
feature extraction using an ANN. The field study results
indicate that our approach provides a new methodology for
rapid and robust natural flow classification of HMUs in rivers.
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