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Introduction 

Theoretical background 

Density tends to vary from point to point in real fluids. The consequence of this is that 
the pressure variation with depth is "non-linear" also in a fluid in a static situation. In 
dynamic situations, the density can vary vertically between moving layers separated by 
interfaces, and horizontally between columns separated by fronts, as seen in the ocean 
and atmosphere. Air and water, largely immiscible fluids with a very large density 
contrast, is one example of stratified flow in which coupling between moving layers can 
be considered as "weak". An example of stratified flow with "strong" coupling between 
layers is flow with small density differences, such as buoyancy-driven flow in a river 
estuary, with water outflow having a negligible surface slope. 

The buoyancy force allows the fresh water in a river estuary to flow above the saline 
water, and cold air to flow along a mountain slope. For a fluid column to be in 
equilibrium, the buoyancy force (i.e. upward force) must exactly be equal to the force 
due to weight. Therefore, the buoyancy is usually defined as the negative weight per 
unit volume for a fluid parcel (cf. Gill, 1977). However, in the case of a droplet of oil at 
rest in water, which can also be considered to be a submerged fluid parcel, the 
pressure-gradient force due to gravity is different from the weight of the droplet due to 
density differences. The pressure variation over the fluid parcel interface is the cause of 
the buoyancy force. The buoyancy force FB (N) on a fluid parcel can be determined as 
the pressure integrated over the closed interface area. Applying the Gauss theorem, 
the equation for buoyancy force is as follows: 
 
 

 

VS

B dVzpdSnzpF )()(


, (1) 

 
where p(z) is the pressure (Pa) at height z (m), S and V are the interface area (m2) and 
the volume (m3) of the fluid parcel, respectively. The buoyancy in the heterogeneous 
fluid is the product of gravity and varying density, i.e. the submerged fluid parcel that is 
denser than the surrounding fluid will sink; in contrast, a lighter parcel will rise inside 

the denser fluid. The reduced gravity g of a submerged fluid parcel is the negative of 
relative buoyancy b (m s-2): 
 
 

bgg
fluid

fluidparcel








' , (2) 

 
where ρparcel and ρfluid are the density (kg m-3) of the fluid parcel and ambient fluid, 
respectively (Wirth, 2017). Therefore, the buoyancy force is modified in the 
heterogeneous fluid due to the varying density. It follows that the submerged fluid 
parcel in a stratified fluid will settle at the equilibrium depth, where the relative 
buoyancy vanishes. It also follows that the resultant force on the submerged fluid 
parcel due to gravity and density differences is FR = bρfluidV. 

The buoyancy-driven flow is by far a common flow in nature, and it exists obviously 
in the built environment, where usually fluid density changes result from temperature 
variations due to heating. The dynamics of two-layer flows with a small density jump 
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(ρparcel – ρfluid << ρfluid), can be modelled as homogeneous layers of inviscid fluid (Zhu 
and Lawrence, 2000). In the case that the density jump is negligibly small; the 
Boussinesq approximation can be applied. This approximation ignores the density 
difference by assuming that its variation has no effect on the flow field, except where it 
gives rise to a buoyancy force, i.e. appears in terms multiplied by g. The flows with 
hydrostatic pressure distribution are illustrated for i) single-layer and ii) two-layer cases 
in Figure i-1. The main assumption is that the fluids are incompressible, which is a 
reasonable assumption for most of the flows of liquids, and also for gases at low Mach 
numbers (M < 0.3). For inviscid, steady, and incompressible flow, the density remains 
constant within the layer and the sum of pressure, elevation, and velocity heads is 
constant inside the homogeneous fluid layer. In the case of irrotational flow the 
principles of potential flow apply. 
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Figure i-1. Notations: i) single-layer flow and ii) two-layer flow. 

In the case of single-layer flow, the Bernoulli function E1 (Pa), i.e. Bernoulli head B1 = E1 

/ ρ1g (m), yields the Bernoulli constant for any point N1 within the homogeneous fluid 

layer (0  h1i  d1 and z1i = d1 – h1i): 
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where u1 is the horizontal flow velocity (m s-1), p0 is the pressure on top of the layer 
(Pa), ρ1 is the fluid density (kg m-3), and h1i and z1i are the fluid thicknesses (m) above 
and below the point N1 in the fluid layer. The Bernoulli head also represents a reduced 
form of the energy conservation. 

In the case of a heterogeneous fluid, the stratified flow can be approximated by two 
homogeneous fluid layers (1 and 2 representing the upper and lower layers) of 
different densities (Figure i-1ii). The Bernoulli function of both layers relate similarly the 
flow velocity, pressure, and elevation heads as in the single-layer case. The Bernoulli 
function of a particular layer yields the constant for any point N1 within the upper 

homogeneous fluid layer (0  h1i  d1 and z1i = d1 – h1i), and for any point N2 within the 

lower homogeneous fluid layer (0  h2i  d2 and z2i = d2 – h2i). Therefore, per the 
definition above, at the interfacial point N, the Bernoulli functions’ difference (E2 – E1) 
of the layers of different density can be determined. In the study of coupled two-layer 
flows the internal-flow energy function is defined as: 
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where E1 (Pa) and E2 (Pa) are the Bernoulli functions in the upper and lower layer, 
respectively, d2 is the lower-layer thickness (m), and zb is the bottom elevation (m). 
Henceforth, Equation (4) is simplified according to the assumption of a small density 
difference. If shear stresses (i.e. interfacial and boundary stresses) in the two-layer flow 
are considered, then the internal-flow head is not conserved along the channel. 

Stratified flows 
Stratified flows are of practical and scientific importance in fluid mechanics (Kundu et 
al., 2011). The variations in fluid density in stratified flows arise through temperature 
differences, salinity contrasts, the presence of different fluids of different densities, and 
combinations of these situations. The buoyancy-driven flow can be related to the 
coupling between fluid layers of different density. The stratified flows can be classified 
in a number of ways. Herein, the stratified flows are classified separately as flows of 
liquids and gases, both of which share the ability to follow the ideal flow conditions. 
When two fluids with similar properties flow, for instance liquid adjacent to liquid or 
gas adjacent to gas, the coupling between layers in buoyancy-driven flow can be 
considered as "strong", e.g. Kelvin-Helmholtz type instability at the interface between 
two horizontal parallel streams of different velocities and densities (Kundu et al., 2011). 
Thus, the dynamics of an interface that separates layers is strongly dependent on both 
fluids’ behaviours. However, when fluids’ properties vary on a larger scale, for instance 
in simultaneous flows of gas and liquid, the dynamics of the interface (surface) are 
essentially related to the denser fluid (liquid) layer’s behaviour, and therefore, coupling 
can be considered to be "weak", e.g. wave breaking in the sloping bottom (Oldekop and 
Liiv, 2013). It should be noted that the strength of coupling is also associated with the 
stratified fluid layers’ thicknesses. This is apparent in the dense fluid shallow flow, 
which is submerged in the deep fluid body with small density difference. In this case, 
the lower layer buoyancy-driven flow has no significant effect on superimposed fluid 
layer behaviour, i.e. coupling between the layers with small density differences can be 
considered to be "conditionally weak". 

The stratified flows consider the miscibility criterion, according to which two 
different situations should be distinguished: miscible and immiscible fluid flow. When 
two fluids are miscible, when mixed together in any proportion at given conditions they 
form a single homogeneous layer that shares the properties of both fluids. By contrast, 
fluids are immiscible if a significant proportion does not form a homogeneous layer. 
This results in the formation of emulsion, e.g. one fluid disperses in another as droplets. 

In order to simplify the classification of buoyancy-driven flows, the interactions 
between fluids are mapped into four categories in Table i-1, where the coupling 
"strength" and the miscibility criteria are considered. It should be noted that the active 
and passive layers of a buoyancy-driven flow are important for interfacial dynamics in 
the case of small density difference. The active layer represents the fluid layer that has 
significantly different flow behaviour compared to the passive layer, due to the 
different thicknesses of the layers. Therefore, the gravity currents in the ocean and 
atmosphere can be considered to be buoyancy-driven flows with the layers that are 
"conditionally weakly" coupled. Furthermore, in the case of the interaction of 
immiscible fluids, such as air and water, the coupling of fluid layers in the gravity-driven 
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flow can be considered as "weak", e.g. surface currents in rivers and channels without 
wind effects. If the surface flow is driven by wind, herein it is considered as shear-
driven flow, and is not of interest to this study. 

Table i-1. Interaction of fluids in buoyancy-driven flows. 

 Strongly coupled Weakly coupled 

 Miscible  
 Liquid-liquid interaction with two 

active layer flow (e.g. bi-
directional stratified flow in river 
estuary). 

  Gas-gas interaction with two 
active layer flows (e.g. 
bidirectional stratified flow 
through the opening of a 
building). 

Conditionally weakly coupled 

 Liquid-liquid interaction with 
one active layer flow (e.g. uni-
directional submerged gravity 
current in the ocean). 

 Gas-gas interaction with one 
active layer flow (e.g. uni- 
directional submerged gravity 
current in the atmosphere). 

 

 Immiscible   Liquid-liquid interaction with 
two active layer flows (e.g. 
bidirectional oil-spill through the 
opening of a ship). 

 Gas-liquid interaction with one 
active layer flow (e.g. open 
channel gravity-driven flow 
without the wind effect). 

 
The aim of this study is to investigate stratified flows, specifically, in which the 

density jump between layers is small. Some examples of such uni- and bidirectional 
stratified flows in the natural environment (NE) and built environment (BE) are 
described in Table i-2. 

Table i-2. Uni- and bidirectional stratified flows of miscible and immiscible fluids in the natural 
environment (NE) and built environment (BE) for small-density-difference cases. 

 Unidirectional stratified flow Bidirectional stratified flow 

 Miscible  Stratified flow of water in an 
estuary with a dynamically 
blocked upper or lower layer (NE). 

 Pressure-driven air flow through 
the opening of a building  
envelope (BE). 

 Exchange flow of water in a 
strait (NE). 

 Exchange flow of air in a valley 
(NE). 

 Exchange flow of air through the 
opening of a building  envelope 
(BE). 
 

 Immiscible  Pressure-driven oil flow through a 
hole in a damaged tanker (BE). 

 Exchange flow of oil and water 
through a hole in a damaged 
tanker (BE). 

 
The hydrostatic pressure difference between the connected fluids at a submerged 

opening in a built environment determines the surface-slope-driven (pressure-head-
difference-driven) flow conditions. In the natural environment, for instance in a river 
estuary, the unidirectional stratified flow with the interface between saline and fresh 
water layers, can be driven by buoyancy. In the built environment, for instance in the 
submerged opening of an enclosure, the unidirectional stratified flow can be driven by 
the excess hydrostatic pressure. However, in both natural and built environment cases, 
the bidirectional stratified flow can be buoyancy driven. 
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Natural environment 
Stratified flows of miscible fluids are common in the ocean and atmosphere. Flows with 
an abrupt horizontal density front occur, for instance, in estuaries, which are the 
connections between salt- and freshwater sources. Fresh riverine water inflow into the 
sea is a good example of gravity-driven unidirectional flow. However, when river water 
meets seawater in man-made deep river inlets, a bidirectional stratified flow can exist 
(Arita and Jirka, 1987). The near-bottom dense saline water intrudes into the estuary 
beneath the outflowing river water and thus flows against the direction of surface less-
dense water. For instance, the archival field measurements of the Pärnu River estuary 
analysed by Laanearu et al. (2010) reveal the occurrence of such stratified bidirectional 
flows under variable sea-level situations and river-outflow conditions. In Figure i-2 the 
camera image of gravity currents of the saline water intruding beneath the fresh water 
across the submerged trapezoidal sill before flowing down the inclined slope into the 
“river” basin (see PIV image of velocity field of this gravity current in Carr et al., 2015). 

 

 
 

Figure i-2. Gravity current across the submerged sill (Carr et al., 2015). The data source: 
Experimental program, funded under the EU FP7 Hydralab IV Initiative, conducted in the largest 
rotating platform in the world; the LEGI Coriolis Platform II in Grenoble. 

Similar phenomena occur in sea straits, which are naturally-formed narrow 
waterways connecting two larger water bodies. Observations and experiments of the 
two-layer water exchange through the Bosporus Strait, first published in the 1681 book 
by Marsigli (Gill, 1977), show that the less-dense Black Sea water flows along the 
surface over the denser Mediterranean water inflow. 

Air flow between mountain valleys is another stratified flow example in the natural 
environment, which represents miscible fluid flows. The density difference occurs due 
to the solar heating and cooling of mountain slopes, leading to upslope and downslope 
flows. In this situation, a layer of dense air adjacent to the ground is overlain by less-
dense air, and usually the interface between layers is made visible by clouds. 

Built environment 
Stratified flows are common phenomena in built environment systems. Different from 
natural environment settings, i.e. straits and mountain valleys, the stratified flows in 
built environment systems are on a smaller scale and often originate in flows through 
submerged openings connecting two physically separated environments. The excess 
hydrostatic pressure situation is typical for built environment enclosures such as liquid 
storage tanks and rooms inside buildings.  

The built environment comprises several liquid storage systems where stratified 
flows are possible. Oil spills from oil tankers are one example that attracts attention 
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(Figure i-3i), since tanker accidents such as collisions and groundings are one of the 
major types of accidents in maritime transportation leading to significant 
environmental and economic consequences (Ehlers, 2009). When the tanker hull is 
breached, the inner cargo oil is exposed to the outside and can cause pollution of the 
marine environment. The density difference is due to different fluids, here, oil and 
seawater, which represent the stratified flow of two immiscible liquids. The hydrostatic 
pressure difference at the opening relates to the liquid column depths on both sides of 
the hole. If the pressure is hydrostatically unbalanced at hole level, unidirectional 
stratified flow occurs, before the bidirectional stratified flow takes place. According to 
the basic principle of stratified flows where the density is greater in the bottom layer, 
the less-dense oil flows in the upper-layer against the direction of the denser seawater 
in the lower-layer. This process lasts until the system is stable, that is, until the oil in the 
vertically-fixed tank is replaced by the inflowing seawater to the upper lip of the hole. 

 

Damaged tank 

   Collision scenario   Grounding scenario 

   

          

i) ii) Heat influx due to 

 the stormwater 

inflow Heat outflux due to 

the stormwater 

outflow 

Extraction of 

stormwater heat 

Figure i-3. Stratified flows of built environment storage systems. i) Oil spill from a damaged 
tanker. ii) Storage tank of a stormwater collection and domestic-water heating integrated system. 

 
Storage tanks in stormwater and domestic-water heating integrated system is an 

example of stratified flows of miscible liquids, whose density difference arises from 
temperature differences (Figure i - 3ii). Maintaining stable stratification in a storage 
tank allows the maximising of the operation of the collected stormwater imposed for 
external domestic-water heating applications. A displacement flow takes place due to 
buoyancy forces since the warmer stormwater is usually supplied from the upper 
opening and the colder water is extracted near the bottom. The liquid flow through the 
tank may be thought of as generally horizontal due to unidirectional stratified inflow 
and outflow. Liquid and heat cross-flow is possible due to the formation of vertical 
stratification, horizontal flow arrangement, and location of the heat extraction 
connections in the tank. The greater the temperature difference and distance between 
inflow and outflow, the greater the increase in density with depth and the greater the 
vertical gradient. 

Natural ventilation through open windows and doorways is one prevalent example 
of stratified flow of miscible fluids. If a window is opened between a sealed room and 
an open space, the buoyancy sets up an exchange flow through the opening (Figure i-
4i). The density difference is mainly due to a temperature difference between indoor 
and outdoor environments, however, the exchange flow relates to humidity, pollutants, 
and pressure difference as well, which are important in a variety of ventilation 
contexts. Another example is mechanical ventilation in buildings, which can be 
described as a man-made buoyancy-driven exchange flow (Figure i-4ii). The interface 



15 

between fresh and contaminated air layers in a room is intentionally elevated by the 
excess fresh air supply. This results in the excess pressure condition between the indoor 
and outdoor environments, and causes unidirectional outflow of the indoor air through 
the open window. The bidirectional stratified flow follows when the unidirectional 
stratified flow spins down in the balanced situation, which is established at the level of 
the opening. Large temperature gradients and different substance concentrations in 
layers, for instance in hot smoke movement during a building fire, can influence the 
outflow volumes and the durations of uni- and bidirectional stratified flows. 

i) ii) 

Figure i-4. Buoyancy-driven flows of miscible fluids. i) Bidirectional stratified flow through open 
windows. ii) Unidirectional stratified flow in a room with displacement ventilation. 

Internal-flow head 
The internal-flow energy function, Equation (4), has been considered as an inviscid flow 
case. In the study of coupled two-layer flow, the internal-flow energy head (Eint) at a 
section is defined as: 
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In the case of frictional flow, the layers’ energy difference (E2 – E1) is not conserved 
(Figure i-5). According to Cuthbertson et al. (2017), the internal-flow head loss due to 
the dissipative changes of E1 and E2 over a flow section between points 1 and 2 is given 
as: 
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The internal-flow energy head loss is considered to be positively defined i.e. ΔEint > 0, 
when the difference in the layers’ energy is considered to occur along the flow i.e.   
E21 – E22 > 0 and E12 – E11 > 0. 
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Figure i-5. Sketch of two-layer frictional flow with a density jump between layers. The internal-
flow energy head loss ΔEint is positive when the flow in the fluid layers is in opposite directions, as 
in the case of buoyancy-driven flow. 

Sudden changes of topography in a natural environment can be viewed as a source 
of stratified flow disturbances and turbulent energy transfer into the flow domain, 
which causes a series hydrodynamic phenomena and exchange mixing between layers 
(Ravlic and Gjetvaj, 2003). However, in built environment systems, a fluid passing 
through a submerged opening, such as an open window, will experience a drop in 
pressure across the opening, thus for real flows it is important to account for the 
effects of shear stresses. For this purpose, in practical applications, where the 
continuous calculation of uni- and bidirectional flows is performed, the discharge 
coefficient depends on the Reynolds number for an opening. This is a useful parameter 
for determining the irrecoverable losses associated with the "flow resistance" due to 
boundary layers. The overall effect of shear stresses marginally reduces the flowrate 
through openings. The flow resistance in the stratified unidirectional flow is due to flow 
separation in the opening, i.e. boundary stress. However, in the stratified bidirectional 
flow, the flow resistance is due to both boundary stresses and interfacial stresses. 
Shear stresses in the bidirectional stratified flow can also be present due to mixing 
(miscible fluids case) and emulsification (immiscible fluids case) between the counter-
flowing layers. The non-dimensional bulk Richardson number that characterises the 
stability of stratified flows can be useful in determining the amount of mixing in 
hydraulically controlled two-layer exchange flows. The bidirectional stratified flow can 
be considered stable when the depths and velocities of both layers satisfy the condition 
(Armi, 1986): 
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Generally, the discharge coefficients are found from experiments through the ratio of 
actual discharge to the theoretical discharge, and the values range between 0 (blocked 
flow case) and 1 (inviscid flow case).  

In addition to losses associated with the flow separation at hole edges and the 
dynamic interaction of superimposed layers (e.g. mixing), fluids’ physical properties, 
such as density and viscosity, vary when fluids originating from different environments 
at different temperatures meet. It is important to consider the heat-exchange modified 
shear-induced mixing processes in stratified flows. One particular goal of the hydraulic 
modelling presented in this thesis is to investigate the sensitivity of uni- and 
bidirectional stratified flows with different temperature gradients. The effect of heat-
exchange affects both flow cases i.e. uni- and bidirectional stratified flows, and can be 
parametrized by the introduction of the thermal expansion coefficient α (see 
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Publication III). The effect of interfacial mixing between counter-flowing layers, 
however, relates to bidirectional flow only and can be parametrized by the fluid flow-
rate reduction parameter f (see Publication III). Furthermore, in the presence of bottom 
heat sources in the enclosure and due to the heat losses through boundaries, the 
thermal stratification in the enclosure may be unstable. Unstable stratification with 
decreasing density with depth causes intense vertical exchange and mixing inside the 
enclosure. 

State of the art 

The internal-flow theory was initially established for constricted stratified flows with 
interface in natural settings such as straits (Whitehead et al., 1974), which can be 
considered to be "conditionally weakly" coupled flow. The internal-flow energy 
function was introduced by Armi (1986), Armi and Farmer (1986), and Farmer and Armi 
(1986), who presented analytical treatments for "strongly" coupled two-layer flow by 
introducing the composite Froude number and exchange flow solutions. Even though 
the theory was proposed for incompressible fluid layers with constant density and 
negligible vertical velocities, it has been demonstrated that it accurately and 
qualitatively describes the behaviour of stratified fluids in motion (Dalziel, 1988; Dalziel 
and Lane-Serff, 1991; Cuthbertson et al., 2006). 

Dalziel (1988) presented the first attempt to apply the two-layer hydraulic model of 
flow through a rectangular cross-section to the buoyancy-driven exchange flow through 
an opening. He reported that a doorway that opens up into a wide and high room can 
be treated as a rectangular channel with an inverted sill and symmetrical contraction in 
width. This was confirmed in the later paper of Dalziel and Lane-Serff (1991) who 
demonstrated that the main features of doorway exchange flow can be described in 
terms of the two-layer hydraulic theory. This has inspired the employment of internal-
flow hydraulic theory for submerged openings in this thesis. An exchange flow through 
a rectangular doorway or window can be regarded, according to Dalziel (1990), as a 
two-layer flow in a channel with a sharp contraction in height and width, representing a 
"strongly" coupled flow of miscible fluids through a submerged opening. This complies 
also with Armi and Farmer (1986), who pointed out that variations in the channel width 
are felt equally by both layers, whereas variations in the depth (unless such variations 
are symmetric in both top and bottom boundaries, e.g. a window) are felt directly by 
only one of the two layers (e.g. a doorway). 

Dalziel (1991) offered an alternative formulation of the two-layer hydraulic problem 
based on the functional formalism of Gill (1977). He derived a simple relationship 
between the composite Froude number and the hydraulic functional, and applied it to 
the flow through a contraction in width and to flow over a simple sill (Dalziel 1991, 
1992). He outlined that the derivation, features, and solution process may also be 
applied to channels of non-rectangular cross-sections, which supports the derivation of 
hydraulic-theory solutions for circular openings herein. A more generalised approach to 
two-layer exchange flow was proposed by Laanearu and Davies (2007) who extended 
the treatment of a rectangular channel to consider the effects of channel geometry. 
According to their analysis, the effects of channel cross-sectional geometry can be 
quantified satisfactorily in terms of a shape parameter ξ, which represents the ratio of 
the cross-sectional area of the channel in terms of the equivalent rectangular channel 
having the same values of width and depth. Making use of their hydraulics model for 
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exchange flow for the quadratic constrictions makes it possible to determine the 
volumetric flow rates for different non-rectangular openings. 

There exist quite a few hydraulic models for immiscible stratified flows in 
submerged openings. Published models for oil outflow calculations from leaking tanks 
(e.g. Simecek-Beatty et al., 2005; Tavakoli et al., 2008, 2010, 2011) are scarce and 
mostly limited to calculating the final outflow volume, with little or no consideration of 
variations in the outflow dynamics with time. Stratified flows are usually modelled as a 
homogeneous layer with inviscid liquids subjected to a hydrostatic pressure 
distribution. For incompressible, inviscid, and steady flow, the Bernoulli approach is 
widely used. For instance, in the work of Tavakoli et al. (2008, 2010) the Bernoulli 
principle was used in the development of simplified analytic models, which rely on 
basic assumptions introduced by Fannelop (1994). However, in the Bernoulli approach, 
coupling between superimposed layers can be considered "weak", and thus a simplified 
treatment of the internal-flow energy complicates the modelling for two-layer stratified 
flow (Armi, 1986). Researchers have addressed this issue by using numerical modelling 
(e.g. CFD), which is one possible method. The numerical simulation was implemented in 
further work of Tavakoli et al. (2010, 2012) for the verification of proposed simple 
models. The performance of experiments on the current topic is the second method 
that is required in order to validate the hydraulic models. The oil and water 
experiments conducted by Tavakoli et al. (2011) have provided valuable insights into 
the dynamics of immiscible fluid stratified flows. However, the main limitation of 
verifying the performance of their proposed models can be related to the unfortunate 
circumstances due to differences in opening shape. While the experimental results 
were published for circular opening (Tavakoli et al., 2011), the model was developed for 
rectangular and triangular openings (Tavakoli et al., 2012). Thus, an application of the 
internal-flow hydraulic theory, that is somewhat different in approach, is employed in 
the case of stratified flow through submerged circular opening, which can be verified 
according to the published experimental results.  

Several researchers have used theoretical analysis based on the plume theory, 
presented by Morton et al. (1956), that is found to be practical in the field of modelling 
the buoyancy-driven airflows in building ventilation (Linden et al., 1990; Hunt and 
Linden, 1999, 2001; Lin and Linden, 2002). Their approach is useful for investigating the 
evolution of the flow field in the ventilated enclosures driven by a buoyant plume due 
to localised sources of heating or cooling in an enclosure. In this specific field, the 
attention is mostly drawn to investigating the internal conditions, and not so much on 
the dynamics of stratified flows in submerged openings. Small-scale salt-water 
experiments are commonly used among researchers to model the buoyancy-driven 
exchange flows of miscible fluids (e.g. Thomas et al., 2008; Dalziel and Lane-Serff, 1991; 
Linden et al., 1990), and Computational Fluid Dynamics is used for airflow simulations 
and visualisation in buildings (e.g. Fang et al., 2012). 

Motivation and objectives 

One purpose of this thesis is to propose hydraulic-theory solutions for uni- and 
bidirectional stratified flows with small density differences through submerged 
openings of built environment enclosures. It is a topic of interest in decision-making 
processes in a number of stratified flow problems in the built environment (Gualtieri 
and Mihailovic, 2012). This thesis comprises three pilot studies that are associated with 
four practical motivations. 
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Firstly, fast calculations of oil outflow volumes and spill durations are necessary for 
planning and preparing effective response strategies to minimise adverse 
environmental impacts of tanker accidents. Secondly, the growing demand for energy 
in cities, in combination with national renewable energy targets (Directive 2009/28/EC), 
have precipitated the search for solutions for the development of energy from on-site 
low-temperature water sources, the employment of which may increase the energy 
efficiency of buildings. Thirdly, increasing concerns about energy efficiency have led to 
renewed interest in the use of operable windows in buildings. To make significant 
progress toward the integration of operable windows, it is important to be able to 
understand the dynamics of temperature-stratified flows. Fourthly, built environment 
systems require practical solutions for engineering purposes due to the complexity of 
systems and lack of specific experimental investigations. Optimisation of process 
parameters allows the implementation of the theoretical models to deal with real fluid 
flows. Additionally, the optimisation of integrated system parameters makes it possible 
to find optimal dimensions for an efficient design. 

 
The following objectives are proposed: 
1. Develop a methodology for hydraulic formulae of uni- and bidirectional stratified 

flows through the submerged opening using the internal-flow hydraulic theory. 
2. Develop hydraulic-theory solutions for stratified flows through the submerged 

rectangular opening using the internal-flow hydraulic theory. Consider shape factor 
in the analytical formula for the volumetric flow rate of bidirectional stratified flow 
through a non-rectangular opening. 

3. Develop hydraulic-theory solutions for stratified flows through the submerged 
circular opening using the internal-flow hydraulic theory. 

4. Implement GA for determining process parameters such as the discharge 
coefficients and emulsion density for unidirectional stratified flow through 
submerged openings. Develop a single-objective function with three design 
variables. 

5. Determine the discharge coefficients for submerged circular openings from the 
experimental verification of the uni- and bidirectional volumetric flow rate 
solutions. 

6. Modify the uni- and bidirectional volumetric flow rate solutions to account for the 
emulsification and heat-exchange for different temperature gradients. 

7. Employ GA for the optimisation of system parameters, which are related to the 
engineering design. Develop a single-objective function with two design variables. 

Limitations 

This thesis is limited for the following conditions: 
1. The proposed hydraulic models are derived for quasi-stationary conditions, since 

they provide satisfactory results, thus, can be adapted to the changing hydrostatic 
pressure. 

2. The proposed approach is applicable for strongly-coupled stratified flows with small 
density difference, at low velocities, and under small pressure changes. 

3. The hydraulic models are essentially limited for submerged openings. 
4. The temperature changes due to the effect of heat exchange, which causes 

significant changes in the fluids density, may result in flow conditions (foaming, 
freezing) that are not applicable for hydraulically-driven flows. 
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5. For flow through an opening, the discharge coefficients are also dependent on the 
contraction and opening shape, and thus for specific cases experiments or 
numerical solitons should be used to determine the flowrate. 
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Abbreviations 

ADSAM Accidental Damage and Spill Assessment Model 

BONUS 
STORMWINDS 

Strategic and Operational Risk Management for Wintertime 
Maritime Transportation System 

CFD Computational Fluid Dynamics 

GA Genetic Algorithm 

GRST Guided Random Search Technique 

HVAC Heating, Ventilation and Air Conditioning 

MIMIC Minimizing Risks of Maritime Oil Transport by Holistic Safety 
Strategies 

SWMM  LID Storm Water Management Model with Low Impact Development 
controls 
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Symbols 

A area of opening, m2 

Alower lower layer cross-sectional area (denser fluid), m2 

Aupper upper layer cross-sectional area (less-dense fluid), m2 

Blower Bernoulli head of lower layer, m 

Bupper Bernoulli head of upper layer, m 

Cd discharge coefficient, 1 

d0 maximum depth of opening, m 

dlower lower-layer depth (denser fluid), m 

dupper upper-layer depth (less-dense fluid), m 

Eint internal-flow energy head, m 

Elower Bernoulli function of lower layer, Pa 

Eupper Bernoulli function of upper layer, Pa 

f fluid flow-rate reduction parameter, 1 

Frlower lower-layer densimetric Froude number, 1 

Frupper upper-layer densimetric Froude number, 1 

G composite Froude number, 1 

g acceleration due to the gravity, m s-2 

g' reduced gravity, m s-2 

h height of opening lower lip, m 

HI fluid total depth inside enclosure, m 

HO fluid total depth outside enclosure, m 

k head-loss coefficient, 1 

K volume flux parameter, m5 

p0 pressure at opening upper lip, Pa 

pair air pressure at sea surface (atmospheric pressure), Pa 

pgas gas pressure above fluid level inside enclosure, Pa 

pI internal pressure at opening, Pa 

pO external pressure at opening, Pa 

q ratio of upper- and lower-layer flow rates (flow-rates-ratio), 1 

Q0 unidirectional volumetric flow rate, m3 s-1 

Qlower lower-layer volumetric flow rate (denser fluid), m3 s-1 

Qupper upper-layer volumetric flow rate (less-dense fluid), m3 s-1 

r ratio of upper- and lower-layer densities (r = ρupper /ρlower), 1 

S fluid surface area in enclosure (inner fluid), m2 

Tbi bidirectional outflow duration (inner fluid), s 

Ttotal total outflow duration (inner fluid), s 

Tuni unidirectional outflow duration (inner fluid), s 

u0 unidirectional velocity, m s-1 

Vbi bidirectional outflow volume (inner fluid), m3 

Vtotal total outflow volume (inner fluid), m3 
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Vuni unidirectional outflow volume (inner fluid), m3 

ulower lower-layer velocity (denser fluid), m s-1 

uupper upper-layer velocity (less-dense fluid), m s-1 

w0 maximum width of opening, m 

w interfacial width, m 

wlower lower layer width (denser fluid), m 

wupper upper layer width (less-dense fluid), m 

 
Greek symbols 
α thermal expansion coefficient, 1 

Eint internal-flow head loss, m 

I fluid depth above opening upper lip inside enclosure (inner fluid), m 

O fluid depth above opening upper lip outside enclosure (outer fluid), m 

ξ shape factor of opening, 1 

Π sum on the local head-loss coefficients, 1 

ρ1 fluid density inside enclosure (less-dense fluid), kg m-3 

ρ2 fluid density inside enclosure (denser fluid), kg m-3 

ρI fluid density inside enclosure (inner fluid), kg m-3 

ρlower lower-layer fluid density (denser fluid), kg m-3 

ρO fluid density outside enclosure (outer fluid), kg m-3 

ρupper upper-layer fluid density (less-dense), kg m-3 
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1 Theory of internal-flow hydraulics 

1.1 Theoretical framework  

The internal-flow hydraulic theory has been applied to deal with stratified flows 
through submerged openings of built environment enclosures. In natural settings, the 
stratified flows characterised by the presence of a liquid-gas interface (free surface) are 
under atmospheric pressure. The pressure at a free surface can be considered as 
constant and, thus, this is what determines the hydrostatic pressure in open-channel 
flow (Çengel and Cimbala, 2010). There is no such restriction in flows through 
submerged openings since the free surface is absent, or is located above the upper lip 
of the submerged opening. Though the stratified flow of fluids completely fills a 
submerged opening, it is possible to substitute the free surface with the hydrostatic 
pressure difference at the level of the upper lip of an opening. The driving forces for 
free surface flows are the elevation difference and the density gradient. For flows 
through submerged openings, on the other hand, there may be an additional driving 
force due to excess hydrostatic pressure on either side of an opening. In such cases, a 
unidirectional stratified flow takes place until excess pressure reduces to equilibrium. 

When two fluids of slightly different densities are connected at a submerged 
opening, buoyancy-driven flow can take place. Through the opening, two types of 
stratified flows, i.e. unidirectional and bidirectional, are possible, which can be related 
to two "key parameters": the difference between the pressures on both sides of the 
opening and the difference in fluid density. If the excess pressure is present inside of 
the enclosure (as in many practical applications), unidirectional fluid outflow takes 
place until equilibrium is established. If the enclosure has substantially lower pressure 
inside, outside fluid tends to enter the enclosure as long as the highest point of the 
opening is below the hydrostatic balance level. However, under balanced inside and 
outside hydrostatic pressure, the internal flow through a submerged side opening is 
bidirectional, with the upper-layer (less-dense) fluid flowing against the direction of the 
lower-layer (denser) fluid. It should be noted that in the case of excess hydrostatic 
pressure in the bottom opening of an enclosure, unidirectional stratified flow is mainly 
possible. 

In the internal-flow hydraulic theory, two geometrical configurations of submerged 
openings are introduced: rectangular and circular. In rectangular openings, the flow has 
constant width and thickness, while in circular openings the flow width varies with 
depth. The internal-flow hydraulic theory applications to the two-layer exchange flow 
in a quadratic-type channel with maximum width at the surface was developed by 
Laanearu and Davies (2007). 

An opening is considered either in the i) side wall or ii) bottom of built environment 
enclosure. It is expected that the opening is the sole area for fluid exchange between 
the inner and outer environments. The heat exchange between environments is 
neglected and the temperatures of the inner and outer environments are initially 
considered identical. Also, it is assumed that there is no heat transfer by conduction 
through the walls of an enclosure, implying that all the walls, bottom, and ceiling are 
insulated. Mixing of fluids (i.e. emulsification in case of immiscible fluids) between 
counter-flowing layers is also initially ignored, and densities in each layer are assumed 
to be that of the environments from which the fluid originates. The internal-flow 
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hydraulic model is extended to account for the effects of emulsification and heat 
exchange in the pilot study of oil spills in Chapter 2.1. 

The Coriolis force is important in many  geophysical applications of the internal-flow 
hydraulic theory (Laanearu et al., 2000). In this thesis, stratified flows through 
submerged openings of built environment enclosures are dealt with as flows without 
background rotation, therefore, the effects of the Coriolis force are ignored. A small 
aspect ratio corresponding to situations where the horizontal length scale of flow is 
much greater than the vertical length scale, allows usage of shallow-water 
approximation in fluid mechanics. This condition allows the application of the shallow-
water equations, under which the pressure is assumed to be hydrostatic within each 
layer of bidirectional stratified flow in channels (Dalziel, 1991). 

In simple fluid applications, the flow is assumed to be immiscible, steady, inviscid, 
incompressible, and hydrostatic. In a density-stratified fluid, gravity can play a 
significant role without the presence of a free surface (Kundu et al., 2012). In the 
internal-flow hydraulic theory, the stratified flows can be parametrized in terms of the 
densimetric Froude number (Fr) for each layer (Armi, 1986), thus for layer i it is 
expressed as: 
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where ui is the flow velocity (m s-1), and di is the layer thickness (m). For single-layer 
flows the flow is critical when the Fr2 = 1. For two-layer flows the degree of exchange 
between environments containing fluids with different densities is regulated by the two 
fluid layers (Cuthbertson et al., 2006). According to Armi (1986), the appropriate non-
dimensional number for parametrizing two-layer flows with a free surface is a 
composite Froude number that is defined as: 
 

 22222 )1( lowerupperlowerupper FrFrrFrFrG  . (9) 

 
An internal hydraulic control is known to form at a location for which the flow is critical, 
i.e. G2 = 1 (Farmer and Armi, 1986). The critical condition distinguishes the super-critical 
flow from sub-critical flow in an exchange flow (Laanearu and Davies, 2007). 

1.2 Unidirectional flow 

In the case of excess hydrostatic pressure, corresponding to the inside and outside 
pressure-head differences at the submerged opening level, stratified flows through the 
submerged opening are unidirectional (Figure 1-1). Fluid outflow occurs when the 
internal pressure (pI) exceeds the external pressure (pO) at the opening level. Excess 
hydrostatic pressures in liquid-liquid systems can also result from a relatively high inner 
fluid level (∆I) and gas pressure (pgas) in a non-vented enclosure, as compared to the 
fluid level (∆O) and gas pressure (pair) outside. Here, the density of the inner fluid (ρI) is 

considered to be slightly lower than the outer fluid (ρO), i.e.   1 OIO  . 
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Figure 1-1. Sketch of unidirectional stratified flow through the submerged side opening 
with less-dense fluid inside the enclosure and notations. 

The vertical pressure gradient varies according to the fluid density, and the 
hydrostatic balanced pressure point is positioned at a certain depth. The Bernoulli head 
for a unidirectional stratified flow through the submerged opening can be expressed as: 
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where internal-flow head loss is represented by the sum of the local head-loss 
coefficients, the elevation-head difference is related to the depth of the opening in the 
enclosure (inner fluid) and the pressure-head difference is associated with the density 
difference between connected liquids and excess pressure due to gas pressure in 
enclosure. In the presence of enclosure ventilation, i.e. pgas = pair, and excess hydrostatic 
pressure at level of opening, the analytical Torricelli-type formula can be implemented 
in determining the fluid outflow. The analytical formula for volumetric flow rate of 
unidirectional stratified flow through submerged side opening is: 
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When the hydrostatic excess pressure point is positioned at the enclosure bottom, 

then the unidirectional stratified flow takes place through an opening in the enclosure 
bottom. The analytical formula for the volumetric flow rate of unidirectional stratified 
flow through a submerged bottom opening is: 
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It should be noted that, in the case of a bottom opening, the unidirectional stratified 
flow finishes when the hydrostatic balance is attained at the level of the bottom 
opening. 

1.3 Bidirectional flow 

In the case of a hydrostatically-balanced situation at the level of the opening, and small 
density difference between inner (ρI) and outer (ρO) fluids, the stratified flows through 
the submerged side opening are bidirectional. During the buoyancy-driven exchange 
flow, the upper-layer less-dense fluid (ρupper) flows against the direction of the lower-
layer denser fluid (ρlower) through a submerged opening. The bidirectional stratified flow 
results in a changing interface that separates the less-dense (ρ1) and denser (ρ2) fluids 
in an enclosure. If an enclosure is initially filled with less-dense fluid (ρI < ρO), then the 
interface ascends towards the upper lip of the opening due to lower-layer denser fluid 
inflow (Figure 1-2). In the contrary case (ρI > ρO), the interface descends towards the 
lower lip of the opening due to upper-layer less-dense fluid inflow. The bidirectional 
stratified flow lasts until the system is stable, that is, the fluid in the enclosure is 
replaced by the inflowing outer fluid to the corresponding interface level. 
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Figure 1-2. Sketch of bidirectional stratified flow through the submerged side opening with less-
dense fluid inside the enclosure, and notations. 

A barotropic net exchange flow is possible during a transitional stage between the 
unidirectional and following bidirectional stratified flows. However, this transitional 
stage can be essentially ignored in a vertically-fixed enclosure, which is apparent from 
the experimental results by Tavakoli et al. (2011). Apparently, the barotropic-flow 
component will compensate the fluid mass inside the enclosure to maintain the 
difference between inner and outer liquid surfaces that is required for a hydrostatic 
balance at the level of a vertically-moving side opening. That, however, may be 
considered as a topic of a future study, where CFD modelling could be useful for solving 
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the fluid engineering problems of stratified flows through an opening of a vertically-
moving enclosure. 

1.3.1 Rectangular opening 
In Figure 1-3 a flow configuration scheme is presented for buoyancy-driven exchange 
flow through a submerged side opening of rectangular shape, connecting fluids with 
small density difference. 
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Figure 1-3. Sketch of a bidirectional stratified flow through the side opening of rectangular shape 
with less-dense fluid inside the enclosure, and notations. 

Herein, the flow in the upper and lower layers represent the less-dense (ρI = ρupper) 
and denser (ρO = ρlower) fluids, respectively. These layers have corresponding exchange 
flow rates (see Figure 1-2): 
 

 upperupperupper AuQ  , (13) 

 lowerlowerlower AuQ  . (14) 

 
The rectangular opening area (A = w0 d0) is related to the areas of the layered flows as: 
 

 lowerupper AAA  . (15) 

 
The total thickness (d0) for two-layer flow through an opening with changing layer 
thicknesses, dupper and dlower, is: 
 

 lowerupper ddd 0 . (16) 

 
The degree of exchange is regulated by the total thickness of the two fluids 
(Cuthbertson et al., 2006). For changing layers’ thicknesses, the maximum width of 
opening, interfacial width, and upper- and lower-layer widths of the two-layer flow are 
constant in a rectangular opening (w0 = w = wupper = wlower = const.).  
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In the case of the two-layer exchange flows the Bernoulli heads (Bupper and Blower) for 
both layers at the level of the interface (point N in Figure 1-3), are expressed as: 
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The Bernoulli head of particular layer yields the constant for any point N1 within the 

upper homogeneous fluid layer (0  h1i  dupper and z1i = dupper – h1i), and for any point N2 

within the lower homogeneous fluid layer (0  h2i  dlower and z2i = dlower – h2i). The 
hydrostatic pressure of the two layers can be expressed in terms of the layers’ 
thicknesses:  
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where z1i and z2i are the fluid thicknesses (m) below the points N1 and N2 in the 
corresponding fluid layers, respectively, and p1i and p2i are the respective hydrostatic 
pressures (Pa) at these points. The Bernoulli functions for the upper and lower layers, 
respectively, can be expressed as: 
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In the study of strongly-coupled two-layer flows, corresponding to the small density 
difference i.e. (1 – r) << 1 between connected fluids, the internal-flow energy head (Eint) 
for a submerged opening is the Bernoulli sum for layers at the opening, and is defined 
as: 
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where the reduced gravity 'g in the two-layer exchange flow is defined as:  
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Note that in the case of (1 – r) << 1, the internal-flow energy head (Equation 23) 
becomes: 
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The flow velocities of the upper and lower layers are defined as the flow rates per flow 
area of each of the layers: 
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The volume flux parameter K is determined by the flow rate in the lower layer 
accordingly: 
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and the dimensionless flow-rates-ratio parameter, i.e. the ratio between the upper- 
and lower-layers’ discharges, can be expressed as: 
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By implementing Equations (26), (27), (28), and (29), the internal-flow energy head 
(Equation 25) becomes: 
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The non-dimensional form of the internal-flow energy head for the two-layer exchange 
flow through the submerged opening is: 
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where the following quantities made non-dimensional by the total two-layer thickness 
(d0) are used: 
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Functional approach 
For the Bernoulli functions of the upper and lower layer, respectively, the function can 
be written by expressing the velocity in the layers by the flowrate: 
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The Jacobian matrix of all first order partial derivatives of a vector-valued function is 
used. The critical conditions where the matrix is equal to zero make it possible to solve 
the following matrix: 
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Partial derivatives are solved as: 
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and the critical condition becomes: 
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By further manipulation: 
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and by multiplying Equation (40) with '/1 gg and substituting the ratio of upper- and 

lower-layer densities with r, the equation becomes: 
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According to densimetric Froude’ number definitions (cf Armi, 1986) for the upper and 
lower layer, respectively: 
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Equation (41) becomes: 
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In the case of (1 - r) ˂˂1, the critical condition for a submerged bidirectional stratified 
flow is: 
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Maximal flow rate 
An essential consideration in the theoretical analyses of the two-layer internal-flow 
hydraulics is the existence of critical-flow sections. The fully-controlled flow is maximal 
in the sense that it yields the largest exchange flow rate of any possible flow (Dalziel, 
1990). Several sub-maximal flow regimes are made possible by maximising the 
exchange flow through the opening. The critical-flow solutions corresponding to the 
sub-maximal flow can be determined by using the implicit-function differentiation 
theorem, as applied to Equation (31) with respect to the lower-layer depth variable
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The analytical formula for the upper-layer fluid volumetric flow rate maximum of the 
bidirectional stratified flow through a rectangular opening is: 
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Here, the hydraulic-theory solutions are limited to cases of maximal exchange. An 
essential consideration in the analysis of two-layer flow hydraulics is the determination 
of the location of the two sections of the control (Laanearu and Davies, 2007). In 
inviscid internal-flow hydraulic theory, the primary control is denoted at the channel’s 
narrowest section control, and the second control is considered to be virtual (Armi and 
Farmer, 1986). To verify the above-derived equation it is assumed that the position of 
the control section, where the flow is critical, is located in the opening. Critical 
conditions occur at such sections, which are known as hydraulic controls (Dalziel and 
Lane-Serff, 1991). The Equation (45) can be presented for upper and lower layer 
volume fluxes as: 
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By substituting the opening depth in the Equation (48), this equation can be modified 
as: 
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The analytical formula for the lower-layer fluid volumetric flow rate maximum of the 
bidirectional stratified flow can be given by the formula: 
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1.3.2 Circular opening 
In Figure 1-4 a flow configuration scheme is presented for two-layer exchange flow 
through a submerged side opening of circular shape connecting two fluids with a small 
density difference. 
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Figure 1-4. Sketch of a bidirectional stratified flow through the side opening of circular shape 
(orifice) with less-dense fluid inside the enclosure and notations. 

The flows in the upper and lower layers are the less-dense (ρI = ρupper) and denser 
(ρO = ρlower) fluids, respectively. These layers have corresponding exchange flow rates 
Qupper and Qlower according to Equation (13) and (14), respectively. The circular opening 
area (A = πd0

2/4), where the total thickness (d0) for two-layer flow at the opening is the 
sum of the changing layer thicknesses (Equation 16), is related to the areas of the 
layered flows according to Equation (15). Due to the changing depths of the layers, the 
interfacial width (w) of the two-layer exchange flow is not constant at the circular 
opening. The maximum interface width occurs in the middle of the opening (i.e. wmax = 
d0) and the degree of exchange is regulated by the total thickness (d0) of the two fluids. 

The Bernoulli heads (Bupper and Blower) for both layers at the level of the interface 
(point N on Figure 1-4), respectively, can be expressed similarly to those of the 
rectangular opening (see Equations 17 and 18). It should be mentioned that the 
hydrostatic pressure of two layers can be expressed in terms of the layers’ thicknesses, 
dupper and dlower, by Equations (19) and (20), respectively. The Bernoulli functions Eupper 
and Elower can be determined for the upper layer (Equation 21) and lower layer 
(Equation 22), respectively, and in the case of (1 – r) << 1, the internal-flow energy head 
(Eint) for a submerged circular opening can be defined according to Equation (25). 

The flow velocities of the upper and lower layers are defined as the flow rates per 
flow area of each of the layers: 
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By implementing the Equations (51) and (52) for the layers’ flow velocities, Equation 
(28) for the volume flux parameter (K), and Equation (29) for flow-rates-ratio (q), the 
internal-flow energy head for circular openings becomes: 
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Particular attention is given to the circular opening, where its interfacial width (w) is a 
function of the layer depth. The cross-sectional area of a lower layer expressed by the 

dimensionless thickness of the lower layer (
0

* / ddd lowerlower  ), is given by the 

expression (cf. Hou et al., 2014): 
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The dimensionless area of the lower layer is: 
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The interface width of a two-layer flow at the circular opening is: 
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The interface width (w) of the two-layer exchange flow, per the definition, is the lower 
layer’s upper width, which is equal to the lower width of the upper layer. The 
dimensionless lower-layer area is: 
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The non-dimensional form of the internal-flow energy head for the two-layer exchange 
flow through the circular submerged orifice is: 
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where the following quantities, made non-dimensional by the total two-layer thickness 
(d0), are used: 
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Functional approach 
For the Bernoulli functions of the upper and lower layer, respectively, the function can 
be written by expressing the velocity in the layers by the flowrate: 
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The Jacobian matrix of all first order partial derivatives of a vector-valued function is 
used (Equation 34), with the critical conditions where the matrix is equal to zero. Partial 
derivatives are solved as: 
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and the critical condition becomes: 
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By substituting the upper and lower layers flow rates with the flow velocities (Equations 
51 and 52), respectively, the equation becomes: 
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By further manipulation: 
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and by multiplying Equation (67) with '/1 gg and substituting the ratio of upper- and 

lower-layer densities with r, the equation becomes: 
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Generalised densimetric Froude’ numbers for the upper and lower layers, respectively, 
are: 
 

 
upper

upper

upper

upper

upper
d

A

Ag

u
Fr






'
 

2

2 , (69) 

 
lower

lower

lower

lower
lower

d

A

Ag

u
Fr






'

2
2 , (70) 

 
and in the case of (1 - r) ˂˂1, the critical condition for a submerged bidirectional 
stratified flow is: 
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Maximal flow rate 
The maximal flow rate can be derived from the dimensionless internal-flow energy 
head (Equation 58) by applying the implicit function differentiation theorem to the 

dimensionless lower-layer depth ( *

lowerd ):  
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The analytical formula for the less-dense (upper-layer) fluid volumetric flow rate 
maximum of the bidirectional stratified flow through a circular opening is: 
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where the following function applies: 
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The denser (lower layer) fluid volumetric flow rate of bidirectional stratified flow 
through a circular opening can be determined by: 
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Due to flow continuity, the flow rates in the lower and upper layer relate to the flow 
velocities and layer areas: 
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1.4 Hydraulic-modelling solutions 

Analytical formulae of hydraulic-modelling solutions are proposed for fluid outflow 
volume and duration calculation from the submerged side and bottom openings of 
rectangular or circular shapes. The time-dependent unidirectional fluid outflow through 
the side opening results from the reduction of internal pressure due to a descending 
inner fluid surface in the enclosure as compared to the outer fluid level, which is fixed 
(HO = const.). The fluid outflow volume (Vuni) of unidirectional stratified flow is fixed due 
to the difference in the hydrostatic pressure of the less-dense and denser fluid columns 
relative to the level of the opening. The fluid outflow duration (Tuni) of unidirectional 
stratified flow is dependent on the discharge coefficient, and the shortest duration is 
associated with the inviscid case (i.e. Cd = 1). In the case of unidirectional stratified flow 
through the submerged side opening, the fluid outflow volume and duration with 
changing internal pressure can be calculated by analytical formulae: 
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In the case of bidirectional stratified flow through the submerged side opening, the 
upper-layer fluid outflow volume and duration in a balanced internal and external 
pressure situation can be calculated by analytical formulae: 
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where Qupper can be calculated by the analytical formula for the less-dense (upper-layer) 
fluid volumetric flow rate maximum of the bidirectional stratified flow through a 
rectangular opening (Equation 47) or a circular opening (Equation 73). The total outflow 
volume (Vtotal) and duration (Ttotal) from submerged side opening is the sum of uni- and 
bidirectional outflow volumes and durations, respectively, i.e.: 
 

 biunitotal VVV  , (82) 

 biunitotal TTT  . (83) 

 
In the case of a bottom opening, only unidirectional stratified flow is possible, 

resulting in a descending fluid surface in the enclosure due to a high inner hydrostatic 
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pressure-head (ΔI), as compared to the outer hydrostatic pressure-head (ρO / ρI ΔO). The 
inner fluid unidirectional outflow volume Vuni = Vtotal and duration Tuni = Ttotal with 
changing internal pressure can be calculated using the analytical formulae: 
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1.5 Discharge coefficients 

The flow resistance, i.e. the local head-loss coefficient (k), is expressed as a unit-less 
parameter, which is related to the discharge coefficient as: 
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Generally, the discharge coefficients are found from experiments, and the values are 
positive and less than 1. For the inviscid flow case the Cd = 1. By definition, the 
discharge coefficient is the ratio of actual discharge to the theoretical discharge and is 
calculated as: 
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where Qactual is the actual flow rate (m3 s-1) determined by an experiment, and Qtheoretical 
is the calculated theoretical flowrate (m3 s-1) for inviscid fluid flow. For a given opening 
geometry, the discharge coefficient changes as a function of the flow rate passing 
through it. Customarily, this functionality for a circular opening is expressed in terms of 
the Reynolds number for an opening as: 
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where Q is the fluid flow rate (m3 s-1) through an opening, Dh is the opening hydraulic 
diameter (m), and ν is the kinematic viscosity (m2 s-1) of the fluid. For instance, in the 
case of stratified unidirectional outflow through submerged side and bottom openings 
of circular shape, the equations for calculating the Reynolds number are: 
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where d0 = Dh and ν is the inner fluid kinematic viscosity (m2 s-1). It should be noted that 
for submerged side and bottom openings of rectangular shape, the hydraulic diameter 
is: 
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1.6 Shape factors 

The shape factor (ξ) is the cross-sectional shape parameter representing the inverse 
ratio of the cross-sectional flow area of the chosen opening geometry to the equivalent 
rectangular cross-sectional area having identical width and depth maxima (Laanearu 
and Davies, 2007). In general, ξ can take any value greater than unity. Here, the shape 
factor definition for an opening admits symmetrical cross-sections, such as rectangular, 
circular and triangular, with respect to the vertical axial plane passing through the 
depth maximum. According to Laanearu and Davies (2007), the bidirectional stratified 
flow analytical formula for determining the maximal upper-layer fluid volumetric flow 
rate through a quadratic-type opening is the following: 
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In determining the maximal flow rate through different-shaped cross-sections, the 

shape factor ξ should be specified. For instance, in the case of ξ = 1 the open channel 

flow corresponds to the rectangular cross-section, and in the case of ξ = 3/2 and ξ = 2, 

the flow corresponds to parabolic and triangular cross-sections, respectively. In 

Publication I Equation (92) is applied for a submerged opening where the opening 

maximum depth is set equal to the maximum width (i.e. d0 = w). The circular hole is 

approximated by the shape factor ξ = 4 / π.  
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2 Pilot studies 

If the exchange flow is present in an opening, then the volumetric flux of flow through 
this opening can be zero. However, the net mass flux of the flow is not zero for two-
way exchange through the opening in the case of stratified flow. Therefore, the integral 
mass flux of an enclosure is not zero, which results in a density change inside the 
enclosure. For instance, this is possible in the case of bidirectional stratified flow, when 
the exchange of fluids through an opening takes place. 

This chapter presents three pilot studies of internal-flow hydraulics for stratified 
flows through submerged openings in the built environment. Presence of stratified 
flows is shown in two different built environment enclosures: a fluid-storage tank and a 
room of a building. In the following pilot studies, the density difference is related to the 
presence of different liquids and the temperature variation. 

Firstly, liquid-liquid interaction with two active layer flows is demonstrated by oil 
spills from a damaged tanker representing stratified flow of immiscible fluids through a 
hole of circular shape (orifice). The hydraulic-theory solutions are used for determining 
the discharge coefficients from the available experimental results for a single-hull tank 
side and bottom orifice. The dynamical effects due to mixing (emulsification) and heat 
exchange are parametrized for uni- and bidirectional stratified flows, which affect the 
flow rates, outflow volumes, and process durations. 

Secondly, water exchange in a thermally-stratified storage tank, representing a 
miscible liquid-liquid stratified system, is described. The internal-flow hydraulic theory 
is used for dealing with the dynamics of stratified flow through submerged openings, 
which regulate the water exchange in the storage tank. The number of tank fillings is 
introduced, which is important in the design of a tank for integration with on-site end-
users. 

Thirdly, gas-gas interaction with two active layer flows is demonstrated by an 
illustration case of natural ventilation through an open window representing stratified 
flow of miscible fluids through a submerged opening of a building envelope. Indoor and 
outdoor air interaction in cold and hot season conditions is described. 

2.1 Oil spill 

Ship collisions and groundings due to navigation errors at sea are the main reasons for 
large oil spills. In order to assess the amount and duration of a potential oil spill, it is 
important when modelling the oil outflow to consider the tanker configuration, 
hydrostatic pressure situation, location, and extent of the damage. Holes in tanker side 
hulls usually result from ship collisions, whereas tanker grounding can result in bottom 
holes. 

In Publication I, the internal-flow hydraulic theory is employed in the case of 
submerged oil outflow through the rectangular hole in the tank. The hydraulic-
modelling solutions are used to determine the oil-spill duration and outflow volume 
from side and bottom holes with different non-dimensional hole areas in single- and 
double-hull tanks. The circular hole is approximated by the shape factor (ξ = 4 / π) in 
the analytical formula for the volumetric flow rate of bidirectional stratified flow 
(Equation 92) to determine the oil outflow rate for a side hole in a single-hull tank. In 
Publication II, the hydraulic-theory solutions for a circular opening are used to 
determine the discharge coefficients according to the experimental results of Tavakoli 
et al. (2011). 
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Herein, two example scenarios of single-hull tanker accidents are presented: (1) a 
grounding case, with a hole in the bottom hull and (2) a collision case, with a hole in the 
side hull. Table 2-1 presents the experimental results of chosen lab tests by Tavakoli et 
al. (2011). Note that the fluid density in the tank corresponds to the oil density (ρI = ρoil) 
and the fluid density in the environment to water density (ρO = ρwater).  

Table 2-1. Experimental results of lab tests by Tavakoli et al. (2011). 

Test 
no 

Scenario Flow case Orifice HI HO Ttotal Vtotal 

(m) (m) (m) (s) (l) 

N4 Grounding Unidirectional 0.022 0.80 0.47 460 138 

N9 Collision Unidirectional 0.022 0.80 0.40 385 145 

N9* Collision Bidirectional 0.022 0.51 0.40 18600 50 

 
The grounding scenario in Figure 2-1 corresponds to the submerged oil spill from the 
bottom orifice of the single-hull tank in lab test N4 (Table 2-1). 
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Figure 2-1. Sketch of single-hull oil tank with bottom orifice: (i) no damage, (ii) damage with 
excess hydrostatic pressure and oil spill, and (iii) damage without oil spill. 

The unidirectional oil outflow occurs, resulting in a descending oil level (HI → HIB) in 
the tank (Figure 2-1ii) due to a high inner hydrostatic pressure-head (ΔI) as compared to 
the outer hydrostatic pressure-head (ρwater / ρoil ΔO) at the orifice level. It should be 
mentioned that the fluid total depth (HI) in the tank is a dynamical parameter, which 
depends directly on the parameter ΔI(t) during the unidirectional-flow process, 
whereby ΔO is constant due to the fixed lab tank and comparatively large water pool. 
When the hydrostatically-balanced surface level (HIB) in the tank is reached (Figure 2-
1iii) the unidirectional oil outflow ends. 

The analytical formulae for the volumetric flow rate of unidirectional stratified flow 
through a submerged bottom opening (Equation 12) is implemented for oil outflow rate 
calculations through the bottom orifice of a single-hull tank. In Figure 2-2i, the 
unidirectional oil outflow rates are presented for viscous and inviscid stratified flows as 
well as experimental results by Tavakoli et al. (2011). A total of 138 litres of oil leaked 
into the pool over 460 sec. The determined discharge coefficients at different orifice 
Reynolds numbers are presented in Figure 2-2ii. The experimental data indicate that 
the Cd value changes (in the range Cd = 0.55–0.7) during the unidirectional oil outflow, 
as a function of the orifice Reynolds number (Equation 90). The mean discharge 
coefficient Cd = 0.64 and the mean minor head-loss coefficient k1, bottom = 4.94. 
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ii) 

 

i) 

 

 

Figure 2-2. Charts of i) oil flow rates of unidirectional stratified flow through a bottom orifice in 
lab test N4, and ii) experimentally determined discharge coefficients at different orifice Reynolds 
numbers. The curve "experimental" is reproduced according to the results in Tavakoli et al. (2011). 
Curve "viscous" corresponds to the hydraulic solution with mean discharge coefficient. 

The collision scenario in Figure 2-3 corresponds to the submerged oil spill from the 
side orifice of the single-hull tank in lab tests N9 and N9* (Table 2-1). 
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Figure 2-3. Sketch of single-hull oil tank with side orifice: (i) no damage, (ii) damage with excess 
hydrostatic pressure and oil spill, (iii) damage without excess hydrostatic pressure and oil spill, 
and (iv) damage without horizontal density difference and no oil spill. 

The difference between the water level outside and the oil level inside of the tank, 
together with the difference between the liquid densities, determine the oil-leak 
dynamics after the accident. According to the pressure situation at the orifice level, the 
oil outflow can be divided into two stages: 1) unidirectional stratified flow, and 2) 
bidirectional stratified flow. 

In the first stage, the unidirectional oil outflow through the side orifice of single-hull 
tank takes place due to the unbalanced internal and external hydrostatic pressure 
situation at the orifice level (Figure 2-3ii). The unidirectional oil outflow results in a 
descending oil level (HI → HIB) in the tank due to the excess hydrostatic pressure in the 
tank, i.e. (ΔI + d0 / 2) > ρwater (ΔO + d0 / 2) / ρoil. Similar to the case with the bottom 
orifice, the total fluid depth (HI) in the tank with the side orifice is a dynamical 
parameter, which depends directly on the parameter ΔI(t) during the unidirectional-
flow process, whereby ΔO = const. 

The analytical formula for the volumetric flow rate of unidirectional stratified flow 
through a submerged side opening (Equation 11) is implemented for oil outflow rate 
calculations through a side orifice in a single-hull tank. In Figure 2-4i the unidirectional 
oil outflow rates are presented for viscous and inviscid stratified flows as well as the 
experimental results by Tavakoli et al. (2011). The experimental data indicated that 145 
litres of oil leaked into the pool over 385 sec. It was found that the Cd value changed 
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during the unidirectional oil outflow according to the orifice Reynolds number 
(Equation 89). The mean discharge coefficient Cd = 0.50 and the mean minor head-loss 
coefficient k1, side = 4.30. The discharge coefficients determined experimentally at 
different orifice Reynolds numbers are presented in Figure 2-4ii. 
 

 

ii) 

 

i) 

 

 

Figure 2-4. Charts of i) oil flow rates of unidirectional stratified flow through a side orifice in lab 
test N9 and ii) experimentally-determined discharge coefficients at different orifice Reynolds 
numbers. The curve "experimental" is reproduced according to the results in Tavakoli et al. (2011). 
Curve "viscous" corresponds to the hydraulic solution with mean discharge coefficient. 

In the second stage, oil outflow through a side orifice of a single-hull tank continues 
under the balanced hydrostatic pressure situation (ΔI + d0 / 2) = ρwater / ρoil (ΔO + d0 / 2) 
due to the adjusted oil level inside the tank (Figure 2-3iii). The bidirectional stratified 
flow takes place with the ascending oil-water interface in the tank. The total oil outflow 
volume for the bidirectional flow is fixed by the oil-water interface at the orifice level. 
The oil outflow ends when the tank is filled with water up to the upper lip of the orifice 
(Figure 2-3iv).  

The analytical formula for the volumetric flow rate of bidirectional stratified flow 
through a circular opening (Equation 73) is implemented for oil outflow rate 
calculations through a side orifice of a single-hull tank. In Figure 2-5, the bidirectional 
oil outflow rates are presented for viscous and inviscid stratified flows, as well as 
experimental results by Tavakoli et al. (2011). 

 

  

Figure 2-5. Chart of oil outflow rates of bidirectional stratified flow through a side orifice in lab 
test N9*. The curve "experimental" is reproduced according to the results in Tavakoli et al. (2011). 
Curve "viscous" corresponds to the hydraulic solution with mean discharge coefficient. 

In the second stage, 50 litres of oil leaked into the pool over 18,600 sec. In the case 
of the bidirectional flow, the discharge coefficient cannot be determined in a 
straightforward manner. Only by assuming the maximal two-layer exchange flow 
conditions (i.e. the interfacial depth dlower = d0 / 2) can the oil outflow rate be 
determined. Making use of the ascending oil-water interface during the bidirectional 
stratified flow, the discharge coefficient Cd = 0.22. It was found that the discharge 
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coefficient is considerably smaller than the Cd values for the first-stage oil outflow. The 
corresponding mean minor head-loss coefficients are k1, side = 4.30 and k2, side = 16.27. 

In Publication III, the internal-flow hydraulic model is extended to account for the 
effects of emulsification and heat exchange, which is used for a parametric study on the 
influence of winter conditions on oil spill outflow quantities. When modelling oil 
outflow dynamics in winter conditions, when ship navigation is challenging due to the 
presence of ice, in addition to hydrostatic driving pressure and hull-damage 
characteristics, it is essential to include changes of liquids’ physical properties (density 
and viscosity) due to temperature variations. It is important to consider the heat-
exchange-modified shear-induced mixing processes in the hydraulic modelling. In the 
assessment of environmental impacts, oil emulsification plays a significant role in the 
modelling of an oil slick trajectory (see Alves et al., 2015), as emulsion with an 80% 
water content may have a volume that is five times the spilled volume of the parent oil 
(Xie et al., 2007). To assess the sensitivity of uni- and bidirectional stratified flows, the 
two key parameters can be parametrized: i) the seawater inflow-rate reduction 
parameter in the bidirectional stratified flow and ii) the thermal expansion coefficient 
of oil in the uni- and bidirectional stratified flows.  

The analytical formula for the outflow volume of unidirectional stratified flow 
through a side opening (Equation 78) is modified to account for the effect of heat 
exchange. The unidirectional oil spill volume Vuni(TO) (m3) due to the density difference 
between oil at the inner temperature (TI) and water at the outer temperature (TO), and 
the spilt oil cooling outside can be determined as: 
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where ρO(TO) is water density (kg m-3) at the outside temperature, ρI(TO) is oil density 
(kg m-3) at the outside temperature, and ρI(TI) is oil density (kg m-3) at the inside 
temperature. The analytical formula for the outflow duration of unidirectional stratified 
flow through a side opening (Equation 79) is modified to account for the oil spill volume 
Vuni(TO) accordingly: 
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It is assumed that the flow separation occurs at the external orifice edges, and this 

process can be parametrized by the discharge coefficient. The flow separation of oil 
results in the formation of emulsions due to the mixing promoted by turbulence. 

In Figure 2-6, heavy-fuel unidirectional oil spill volumes and durations are presented 
for summer and winter conditions. Oil at an inner temperature of 60°C is reduced in 
volume by 3% and outflow duration by 1% between summer (18°C) and winter (-1°C) 
conditions. It can be recognised that with small temperature gradients the oil outflow 
duration is longer, compared to the situation with large temperature gradients. In the 
presence of ice, the oil may be frozen and captured in growing ice or spread below an 
ice sheet. In addition, the effects due to the cooling of oil below the pour point 
temperature may be associated with the blockage of outflow in the winter. 
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 oil at 60oC: 924 kg m-3 
 Summer conditions 

-outer temperature: 18oC 
-seawater density: 1004 kg m-3 

 Winter conditions 
-outer temperature: -1oC 
-seawater density: 1006 kg m-3 
 

 

Figure 2-6. Unidirectional oil spill in summer and winter conditions with the effect of heat 
exchange. 

For the bidirectional stratified oil outflow, the effects of emulsification and heat 
exchange can be considered by modifying the flow-rates-ratio parameter (q) in the 
hydraulic calculations. To consider the effect of emulsification, the non-dimensional 
parameter ƒ = 1 - ΔQ / Qlower is introduced, where ΔQ is the added volume (m3 s-1) due to 
mixing in the orifice. To consider the effect of heat exchange, the lost volume due to 
the cooling of oil during the outflow can be considered as a relative change of the 
upper layer volume: 
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where δQupper is the lost volume (m3 s-1) due to the cooling of the oil, and αoil is the 
thermal expansion coefficient (1) of oil. Thus, the flow-rates-ratio parameter in the 
analytical formula for the volumetric flow rate of bidirectional stratified flow through a 
circular opening (Equation 73) is modified as: 
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where q is the standard flow-rates-ratio parameter determined by Equation (29). 

According to the bidirectional stratified flow hydraulic analysis in Figure 2-7, the oil 
outflow volumes and durations increase for larger temperature gradients, i.e. in winter 
conditions. However, the oil spills in winter conditions can reveal different outflow 
characteristics compared to spill situations with smaller temperature gradients, 
corresponding to the summer conditions. It is still not known how the emulsification 
and heat exchange are related, however, it is evident that temperature affects them 
both. For this purpose, experimental investigation or CFD modelling may be useful, 
which is considered as a topic for a future study. The real values due to the cooling of 
oil may be considered to be located on the dotted lines in Figure 2-7 of the bidirectional 
oil spill. As the temperature of outflowing oil decreases, its physical properties change; 
the oil becomes denser and more viscous, thus the emulsification rate decreases. 
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Figure 2-7. The oil outflow rate and flow-rates-ratio parameter variation of heavy crude oil (at 
inner temperature 60oC and 30oC) at different emulsification rates ƒ=1…0.50 for summer (18oC) 
and winter (-1oC) conditions. 

2.2 Water exchange 

Rainwater harvesting in urban catchments and stormwater storage in tanks have 
become essential components of water management systems within cities and other 
densely-populated urban areas. The rain falling over a watershed in the urban 
environment becomes almost entirely runoff. This occurs because urban areas are 
characterised by widespread impervious areas and man-made water courses. 
Precipitation is normally drained into the environment or into the city drainage system, 
which can sometimes cause widespread flooding during intense rain events in the city 
(Yan et al., 2011). Finding alternatives for urban flood risk management has become an 
important issue in dealing with urban runoff (Evers et al., 2012). Storage tanks offer 
several possibilities to exploit natural water in more diverse ways.  

Publication IV presents the developed integrated-system model of stormwater 
collection and domestic-water heating that is used to analyse the possibility of low-
temperature water usage for domestic hot-water production in a public building. In 
Publication V, the integrated-system modified model of stormwater collection and 
domestic-water heating is applied for different types of buildings (residential, public, 
and commercial). To assess the possibilities for the integration of this low-temperature 
water with on-site end-users, it is essential to understand the dynamics of water 
exchange in temperature-stratified storage tanks. The internal-flow hydraulic theory 
can be useful in dealing with the dynamics of stratified flow through submerged 
openings, which regulate the water exchange in the stormwater storage tank. 

In Figure 2-8, a stormwater storage tank is illustrated to explain the water exchange 
in a storage tank. The thermal stratification takes place due to the temperature 
variation between stagnant water and collected stormwater in the storage tank. The 
collected stormwater can be considered to be relatively warm, since rainfall events 
occurring in urban areas not only have an air cooling effect, but also have the possibility 
of cooling impermeable urban surfaces by absorbing excessive heat within catchments 
(Janke et al., 2013). In heterogeneous fluid, the buoyancy is the product of gravity and 
varying density. Therefore, the layer of collected warm stormwater (less-dense) will 
settle at the top, and the layer of colder stormwater (denser) at the bottom of the tank.  
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Figure 2-8. Sketch of stormwater storage tank (filling n = 1) with influx and outflux and notations. 
Thermal stratification with a descending interface is due to warm influx. 

To maintain the stratification in the storage tank (as required in several practical 
applications), i.e. keep the upper layer from mixing with the lower layer, the warm 
(less-dense) stormwater is charged into the high-temperature region (Tupper) and colder 
(denser) stormwater is discharged from the low-temperature region (Tlower) of the 
storage tank. A density jump occurs at the interface due to the temperature gradient 
separating the warmer and colder fluid layers in the storage tank. The increase in water 
temperature in the storage tank is due to the random rain events. During the 
stormwater inflow into the storage tank, the warm upper-layer thickness hupper (m) 
increases and the interface descends towards the discharge opening, where the colder 
lower-layer water is discharged. When the tank is filled with less-dense water 
ρupper(Tupper) to a maximal upper layer thickness (hupper = HI - h) and denser water 
ρlower(Tlower) is discharged to its minimum thickness (hlower = h), steady state stratification 
is achieved. It should be noted that, when the storage tank is left idle, the temperature 
difference between layers decays over time due to heat transfer across the interface, 
approaching a thermal equilibrium in the tank. Thus, the above described condition 
refers to a tank filling n = 1 that corresponds to the one-time water exchange in the 
storage tank. The number of tank fillings, however, can be important in the design of a 
tank for the integration of this low-temperature water with on-site end-users. For 
instance, in terms of stormwater thermal heat usage for heating applications, further 
stormwater outflow from the storage tank can be associated with a loss of potential 
heat available for heat extraction. 

Generally, the water exchange through the stormwater storage tank can be related 
to the stormwater in- and outfluxes of the tank. The water influx is due to the 
stormwater inflow (Qin) into the tank, which can be characterised by the temperature 
and volume of rainwater that is precipitated on the catchment. The water outflux, on 
the other hand, is due to the stormwater outflow (Qout) from the tank, which can be 
characterised by the temperature and volume of stormwater in the storage tank. 
Stormwater system parameters determined by SWMM LID may be used to determine 
the stormwater inflow quantities (see Publication IV). The unidirectional stratified 
outflow from the submerged discharge opening is essentially due to the excess 
hydrostatic pressure in the storage tank. 

In the presence of stratification in the storage tank, the outflow rate (Qout) varies 
due to the interface lift in the storage tank. Specifically, the unidirectional water 
outflow velocity (uout) is time dependent, due to the gradually reducing internal 
pressure (due to the descent of the interface inside the tank) until the steady state 
stratification is achieved. The outflow velocity can be determined from the Bernoulli 
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equation. The Bernoulli head for a unidirectional stratified flow through the submerged 
discharge opening of a thermally-stratified stormwater storage tank can be expressed 
as: 
 

     














g

p

g

p
zz

g

u

lower

air

lower

out


1

21

2

1
2

, (97) 

 
where (z1 – z2) is the elevation-head difference (m) between the discharge opening and 
the interface (see Figure 2-8), p1 is the hydrostatic pressure (Pa) at the interface, and 
ρlower is the water density (kg m-3) in the lower layer. The hydrostatic pressure at the 
interface in the storage tank is: p1 = pgas + (z0 – z1) ρupperg; where pgas is the gas pressure 
(Pa) in the tank, (z0 – z1) is the elevation difference (m) between the surface and the 
interface in the tank, i.e. the upper-layer thickness (hupper), and ρupper is the water 
density (kg m-3) in the upper layer. In the presence of tank ventilation, the pressures of 
gas and air are equal, i.e. pgas = pair. 

According to Publications IV and V, the low-temperature stormwater can be 
considered as a carrier of thermal energy in the urban environment, because it is 
temporarily freely available in large quantities and is relatively warm. Therefore, the 
integration of a stormwater storage tank into the existing heating system of a building 
allows it to meet the requirements of expanded heating capacities. In addition, the 
proposed solution increases multi-functionality in the urban infrastructure that is 
essentially used to mitigate impacts from extreme climate events. It should be noted 
that the heat extraction from collected stormwater in the storage tank is dependent on 
water exchange through the tank. Thus, the determination of integrated system 
parameters, such as stormwater volume in the storage tank for heat extraction and the 
number of tank fillings due to harvested rainwater from the catchment area, require 
optimisation in order to utilise the locally-available resources. For this purpose, GA can 
be employed (see Chapter 3) for searching the dimensions of integrated-system design 
parameters, which are defined in the model as variables. 

2.3 Ventilation 

A primary purpose of windows is to provide natural light and ventilation. Natural 
ventilation harnesses the wind, and also the buoyancy forces associated with 
temperature differences between the indoor and outdoor environments, to drive air 
flow through a building (Hunt and Linden, 2004). Airtight and insulated building 
envelopes, where air movement through the building fabric (walls, ceilings, etc.) is 
significantly reduced, are equipped with mechanical ventilation to fulfil the comfort and 
energy efficiency benchmarks (Kalamees et al., 2016). According to Mayer and 
Antretter (2013), windows are opened to control indoor temperature and inhabitants’ 
well-being by providing a fresh air inflow. The user behaviour of opening windows can 
be associated with several factors, for instance personal feeling, availability of 
mechanical ventilation, indoor thermal comfort and air quality (e.g. CO2 concentration). 
Thus, the indoor environment of buildings requires a good understanding of the 
interaction of airflows through windows with HVAC systems. 

Two distinctive cases, cold and hot seasons, are explained to demonstrate the 
evolution of stratification in a single room with mechanical ventilation. The stratified 
flows in buildings occur due to heating in cold seasons, where the outdoor air 
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temperature TO is less than the indoor air temperature TI, and cooling in hot seasons, 
where TO > TI. The density difference is mainly due to temperature differences between 
indoor and outdoor environments, thus, the air exchange through open windows is 
strongly dependent on the prevalent climate conditions. For instance, in office and 
public buildings, the ambient indoor temperature set-points for heating in cold seasons 
and cooling in hot seasons are typically considered to be 21°C and 25°C, respectively. 
Maintaining the indoor temperature in this range complies with the ventilation and 
ambient temperature requirements established for the minimum requirements for 
energy performance regulations (Riigi Teataja, 2012). The mixing-type ventilation, in 
which the fresh air supply is tempered by mixing with the indoor air, is largely 
implemented in cool and temperate climates (Hunt and Linden, 2004). Therefore, it is 
also considered in the pilot study herein. It should be noted that vertical thermal 
stratification in a room with a closed window is considered absent, and thus simplified 
to the initially well-mixed (homogeneous) condition. However, the buoyancy-driven 
flows between two adjacent building zones with vertical thermal stratification 
connected by top and bottom vents can be found in Nabi and Flynn (2015). 

By opening a window, the unidirectional stratified flow through window may take 
place, driven by the excess pressure due to mechanical ventilation. Indoor air outflow 
occurs when the indoor pressure (pI) exceeds the outdoor pressure (pO) at window 
level. It should be noted that the balance between indoor and outdoor pressures may 
be achieved almost instantly during the opening of a window (ventilation switched off). 
In the case of continuously operating mechanical ventilation, the bidirectional stratified 
flow through a window may take place with a net baratropic flow component. This is 
possible due to the comparatively small excess pressure ((pI – pair) / pI << 1) for living-
room in buildings and the large opening area of windows. Therefore, the attention is 
focused on the bidirectional stratified flow driven by the buoyancy that dominates the 
air exchange through open windows in cold and hot seasons.  

Figure 2-9 illustrates the bidirectional stratified flow through an open window of a 
single room in the cold season. Due to the buoyancy forces associated with 
temperature differences between indoor and outdoor environments, the warm indoor 
air (less-dense) exits through the upper part of the window, and the cold outdoor air 
(denser) enters into the room through the lower part of the window. The intruding cold 
outdoor air forms a gravity current that propagates along the floor towards the internal 
walls (Figure 2-9i). When incoming flow strikes the wall, the cold air will first surge 
vertically upwards, known as "sloshing", due to which mixing between the ambient air 
and the current may take place. Accumulation of cold air against the wall results in the 
transmission of a reflected wave back to the window (Figure 2-9ii) that, however, may 
temporarily alter the stable inflow conditions by reducing the cold air inflow rate 
(Qlower). For relatively high windows, the effect of backflow only induces mixing in a 
room and modifies the ambient air, although stratified flow conditions in an opening 
remain more-or-less steady. Due to the temperature gradient, stratification develops in 
the room over time, including two distinct layers with a density jump at the interface. It 
can be seen from (Figure 2-9iii) that a horizontal interface separates the upper layer, 
which is composed of air having the initial density of the indoor air (ρI), from the lower 
layer, composed of cold outdoor air (ρO > ρI). During the bidirectional stratified flow, 
the interface elevation in a room changes, i.e. ascends towards the upper lip of the 
window, and the two-layer exchange flow culminates when the balanced interface is 
reached (Figure 2-9iv). 
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Figure 2-9. Bidirectional stratified flow through an open window of a single room in the cold 
season. i) Exchange flow with excess pressure due to ventilation and ii), iii), iv) buoyancy-driven 
exchange flow (ventilation switched off). 

Figure 2-10 illustrates the bidirectional stratified flow in a hot season, where the 
cool indoor air (denser) exits from the lower part and the warm outdoor air (less-dense) 
enters from the upper part of the window. A warm gravity current forms along the 
ceiling (Figure 2-10i). However, due to mechanical ventilation connections in the 
ceiling, the upper layer warm air may mix with the cool supply and partially extract 
from the top if the ventilation is switched on. Internal walls bound the propagating 
current, and thus the warm air surges vertically downwards when striking the walls and 
reflects back towards the window (Figure 2-10ii). Contrary to the cold season case, the 
horizontal interface in the room descends towards the lower lip of the window, and the 
bidirectional stratified flow culminates when the balanced interface is reached. 
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Figure 2-10. Bidirectional stratified flow through an open window of a single room in the hot 
season. i) Exchange flow with excess pressure due to ventilation and ii), iii), iv) buoyancy-driven 
exchange flow (ventilation switched off). 

In the case of an open window and simultaneously operating mechanical ventilation 
(Figure 2-9i and 2-10i), the bidirectional stratified flow through a window may take 
place with a net flow with a barotropic component. This is due to the conditions when 
the ventilation supply and extraction flow rates are uneven. For instance, in a room 
that is pressurised relative to the outdoor conditions, i.e. more fresh air is supplied into 
a room than extracted (Qsupply > Qextract). In this case, the bidirectional stratified flow is 
not only driven by the buoyancy due to the density difference, but also by the pressure 
due to the continuous excess fresh air supply (Qsupply - Qextract). The excess fresh air 
supply magnifies the indoor air outflow rate through the window that, in the cold 
season, corresponds to the upper layer outflow rate (Qupper) and in the hot season to 
the lower layer outflow rate (Qlower). The effect of mechanical ventilation can be 
accounted for in the analytical formulae for the volumetric flow rate of bidirectional 
stratified flow through a rectangular opening (Equations 47 and 50) through the 
dimensionless flow-rates-ratio parameter (q). Thus, the ratio between the upper and 
lower layers’ discharges (Equation 29) is q > 1 in a cold season, and q < 1 in a hot 
season. The upper layer (indoor air) outflow rate and the lower layer (outdoor air) 
inflow rate through an open window can be determined using Equations (47) and (50), 
respectively. However, the process parameters of stratified flow, such as hydraulic-flow 
coefficients and mixing quantities, should be determined in combination with the 
experimental or numerical results.  

If the mechanical ventilation is switched off, the bidirectional stratified flow takes 
place as zero net flow through an open window, driven only by the buoyancy. In this 
case, the upper and lower layers’ discharges are equal (Qupper = Qlower) and the flow-
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rates-ratio parameter in Equations (47) and (50) is q = 1. However, the interface level in 
the opening varies; it ascends in the cold season, i.e. lifts from the upper lip of the 
window to the lower lip of the window, and descends in the hot season, i.e. lifts from 
the lower lip of the window to the upper lip of the window. The lifting of the interface 
during the bidirectional stratified flow in the cold season, as well as in hot season, is 
associated with the variation of the upper and lower layers’ flow rates. The location of 
the interface in the centre of the window cross-section corresponds to the maximum 
exchange flow rate and sub-maximal flow conditions.  
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3 Optimisation method 

3.1 Search techniques 

Search techniques can be broadly classified into three classes (Figure 3-1): calculus-
based techniques, enumerative techniques and guided random search techniques. 
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Figure 3-1. Scheme of search techniques. 

The success of the optimisation is affected by the properties of the problem, 
formulation of the objective function, and the selection of an appropriate optimisation 
algorithm (Palonen, et al., 2009). Obtaining a valid, accurate model of the design 
problem is the most important step in optimisation (Parkinson et al., 2013). This may 
be, for instance, a scientific model (process modelling) or an engineering model (system 
modelling). 
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Figure 3-2. Fitness landscape with global and local optima of a two-dimensional function (Weise, 
2009). Examples of simple hill-climbing finding the best local maximum and GA finding the global 
maximum. 

Fitness landscapes (Figure 3-2) are often used to help visualise the search space of 
optimisation problems and to describe the possible pitfalls of the search techniques. 
Search landscapes can be considered as a range of mountains, where the fitness value 
of each design determines the height for each point. Fitness peaks (e.g. local or global 
maxima) represent points from which all paths downhill lead to designs with lower 
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fitness, and fitness valleys (e.g. local or global minima) represent regions from which 
paths lead uphill to designs with higher fitness. 

Calculus-based methods tend to seek local extreme points (local maxima or 
minima), either by searching for points with slopes of zero in all directions (indirect 
methods), or by moving along a function in a direction with the steepest gradient, i.e. 
simple hill-climbing (direct methods) in Figure 3-2 (Goldberg, 1989). Direct methods 
seek extremes in the function space and move in a direction related to the local 
gradient, which finds the best local solution by climbing the steepest permissible 
gradient. However, indirect methods seek solutions by solving a set of equations 
resulting from setting the gradient of the objective function to zero. The problem with 
calculus based techniques is that they rely on the existence of derivatives in a function 
and tend to find local extremes, rather than the absolute extreme. These techniques 
can be used only on a restricted set of "well behaved" functions which, therefore, limits 
their use to very narrow problem fields. However, within their limitations, calculus-
based methods can be quite effective in a small class of unimodal problems. However, 
their outcome may easily be just a local optimum, while the actual best solution would 
be a global optimum. 

Enumerative techniques involve evaluating all of the possible function values of the 
search space one by one, in order to arrive at the optimal solution (Goldberg, 1989). 
Dynamic programming is a well-known example of enumerative search. Although these 
techniques can be useful for very small problem sizes and are simple to implement, 
their biggest drawback is inefficiency, since they require significant computation. Most 
search spaces (of even moderate size) are too large, thus it may become simply 
impossible to search all the points in the space.  

A large number of optimisation problems are solved using a GRST (Arora, 2015). 
GRST are based on enumerative methods, but they use additional information about 
the search space to guide the search to potential regions of the search space (Goldberg, 
1989). The GRSTs are useful in problems where the search space is huge, multimodal, 
and discontinuous, and where a near-optimal solution is acceptable.  

One example of GRST is simulated annealing, which uses a thermodynamic 
evolution process to search for minimum energy states (Bogdanović, 2011). This 
method is essentially a modified version of simple hill climbing. Optimisation of a 
solution involves evaluating the neighbours of a state of the problem, which are new 
states produced through conservatively changing a given state (Bogdanović, 2011).  

The Hill-Climbing with Random Restarts method is a second example devised by 
combining simple hill-climbing and random methods. This method aims to ascend to a 
peak by repeatedly moving to an adjacent state with higher fitness. The process is 
repeated again at another randomly-selected location until: 1) the solution is found or 
2) the parameter determining the maximal number of moves between restarts is 
fulfilled. This method is useful for local optimum searches, since it cannot guarantee to 
lead to any of the existing better solutions in the search space, which limits its use for 
global optimum problems. However, it can arrive at optimal solutions within 
polynomial time for most problem spaces, when the probability theory and local 
sampling is implemented to direct the restarting of hill-climbing algorithms (Cohen et 
al., 1994). 

The Tabu search is a third example, and is a heuristic method originally proposed by 
Glover in 1986 to allow local search methods to overcome local optima. Heuristics, i.e. 
approximate solution techniques, have been used since the beginnings of operations 
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research to solve difficult combinatorial problems (Gendreau and Potvin, 2005). One of 
the main components of the Tabu search is the adaptive memory (Tabu list), which 
creates a more flexible search behaviour. The main problem with the Tabu search is 
associated with a large search space and particularly high dimensionality, due to which 
it is easy to stay around in the same neighbourhood even with a very large Tabu list. An 
extensive description of the Tabu search methodology can be found in Glover and 
Laguna (1997). 

Evolutionary algorithms are a fourth example; these are stochastic search and 
optimisation heuristics derived from classic evolution theory (Streichert, 2007). 
Evolutionary algorithms employ specific approaches based on principles of evolution 
found in nature, and use mechanisms such as reproduction, mutation, recombination, 
natural selection, and survival of the fittest. Evolutionary algorithms often perform well 
in approximating solutions to all types of problems, since they ideally do not make any 
assumption about the underlying fitness landscape (Joshi and Vakaskar, 2011). The 
greatest advantage of evolutionary algorithms comes from the ability to address 
problems that are outside of current human comprehension (Joshi and Vakaskar, 2011). 
Evolutionary algorithms can be applied to complex problems with discontinuous, non-
differentiable, and possibly noisy target functions (Eiben and Smith, 2003). They are 
also robust, easy to use, and applicable to different optimisation problems.  

GA is one of the most popular evolutionary algorithm that attempts to explore the 
entire search space in order to locate the global optimum (Goldberg, 1989). It uses 
biological concepts to solve optimisation problems through imitating evolutionary 
processes, based on the Darwinian theory of natural selection (Fang, 2007). However, 
there is no guarantee that such a point will be found, since there is no such criterion 
which can demonstrate that a global optimum has been reached. This shortcoming is 
also present for all other alternative search techniques. However, the GA produces not 
only a single optimised solution but a population of feasible and improved solutions, 
which enables the decision-maker to judge on the final solution choices. The main 
reasons to use a GA are due to its simple concept and wide range of uses (single- and 
multi-objective problems, hybrid and parallel applications), applicability to noisy and 
multiple local optima environments, and the possibility to use a large number of 
parameters. GAs were first introduced in 1962 by the work of John Holland on adaptive 
systems. His book, Adaptation in Natural and Artificial Systems (Holland, 1975), 
introduced the concept of using the mutation, selection, and crossover, simulating 
processes of biological evolution as a problem-solving strategy. According to Haupt and 
Haupt (1998), evolutionary computation is a thriving field, and GAs are used today for 
"solving problems of everyday interest". It is a powerful problem-solving technique of 
immense power and nearly unlimited application (Marczyk, 2004). 

3.2 Genetic Algorithm 

A GA is used for solving the optimisation problems in Publications II, IV, and V. An 
optimisation problem addressed by a GA is to find the best solution from all feasible 
solutions. An optimisation model consists of: 1) a set of design variables, 2) a set of 
constraints, and 3) an objective function. 

Design variables represent changeable design parameters, which need to be 
determined in order to explore the search space (Parkinson et al., 2013). The GA 
adjusts the design variables in order to satisfy the objective function and constraints. 
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Design variables can be either continuous, i.e. take any value in the range between 
the lower and upper limit, or discrete variables, i.e. take predefined specified values 
(e.g. from a list of standard sizes). Additionally, variables may be related, i.e. once some 
of the design values are determined (e.g. type of material) other variables related to 
properties (density, strength, etc.) can be determined straightforwardly. Therefore, 
during the process of choosing the set of variables, it is useful to lay out the model 
equations and determine the order in which equations will be calculated (Parkinson et 
al., 2013). 

Constraints representing limits within the solution must stay. In the case of equality 
constraints, target values must be satisfied (Parkinson et al., 2013). GA optimisation 
problems may have one or more constraints including inequality, equality, and/or 
variable bounds to be satisfied. Also, in real engineering applications, usually more than 
one constraint is involved in the problem (Amouzgar, 2012). Solutions that satisfy all 
the constraints (inequality and equality) and variable bounds are denoted as feasible 
solutions. On the contrary, infeasible solutions are solutions that do not satisfy all 
constraints and variable bounds. 

The objective function is being optimised, and this function measures the 
effectiveness of the design. Most optimisation problems have a single objective 
function however, there are cases when optimisation problems have no objective 
function or multiple objective functions. For a single-objective optimisation problem, 
the optimality is the minimum, maximum, or targeted objective function. In the case of 
there being no particular objective to optimise, the aim of the problem is to find values 
for the variables that satisfy the constraints. For multi-objective optimisation problems, 
the criterion can be defined as Pareto optimality, since such problems involve several 
criteria that sometimes conflict. 

In Figure 3-3 a simple flow chart of GA is presented to explain the sequence of GA 
steps in the optimisation process. 
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Figure 3-3. Flow chart of basic steps in GA. 

In biology, genes are defined as a sequence of DNA that represents certain features 
of individuals. In GA, binary coding may be used, by which the design containing certain 
information codes as a chromosome. In most cases, GA follows the typical iteration 
steps by using binary or floating genes to represent design variables with fixed length 
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(Parkinson et al., 2013). In binary representation, the 1 and 0 sequence in the GA gene 
represents a unique solution. Each binary number is thought of as one chromosome of 
the gene, as in biology. Another possibility, and also the simplest representation, is that 
the value representation where the chromosome consists of the values of the design 
variables placed side by side. Chromosome codes may also be permutations of 
elements, lists of rules, program elements (genetic programming), or any data 
structure. 

The search for solutions begins with the creation of an initial population where each 
individual represents a point in a search space. The GA creates a random set of designs, 
which can be spread evenly across the search space, allowing the entire range of 
possible solutions. The population size (N) specified by the designer is the number of 
designs in each generation. For instance, a population of 20 to 100 designs often works 
well (Parkinson et al., 2013). 

Evaluation is the link between the GA and the optimisation problem it is solving, 
which encodes the chromosome and assigns its fitness. In nature, the competition 
among individuals results in the fittest individuals dominating over the weaker ones. GA 
shares the same strategy by simulating the survival of the fittest designs. Fitness, i.e. a 
predefined numerical measure for the problem, evaluates the designs (coded as 
chromosomes) in the population (Figure 3-4). Each design is analysed to evaluate the 
objective function (minimised, maximised, or targeted value) of the optimisation 
problem and constraints. In the case of no assigned constraints, the fitness is simply the 
value of the objective. In the contrary case, the objective and constraint values are 
combined into a single fitness value (Parkinson et al., 2013). The fitness can also be 
defined through the penalty approach and segregation approach. 
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Figure 3-4. Sketch of evaluating the goodness of designs bounded by the constraints A and B. 

The selection operator determines the mating pool from individuals of the current 
population, according to the given measure of fitness, for producing the next 
generation of designs. Two types of selection methods are generally used: elite and 
non-elite (Fang, 2007). Elite selection methods ensure that the best individuals of the 
current population always go to the next population. Elitism favours individuals with 
the best fitness and uses them to produce more designs. Two of the non-elite selection 
methods are roulette wheel selection and tournament selection (see Parkinson et al., 
2013), which are based on the survival-of-the-fittest strategy. There are also many 
other methods that can be applied to select the best designs; for instance, rank 
selection, generational selection, fitness-proportionate selection, and steady state 
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selection. Note that there is no one selection method that is best for all optimisation 
problems, because some methods result in fast convergence, others will tend to 
produce a more thorough exploration of the search space (Dyer, 2008). 

The crossover operator exchanges the genes of two selected individuals from the 
mating pool to create new offspring. The crossover can be performed at either a single 
point, i.e. one-point crossover, or multiple points, e.g. two-point crossover. Figure 3-5 
explains a single-point crossover for swapping the genetic material between two 
parents with the gene length being five and with the crossover position after the 
second gene of the chromosome. 

The mutation operator makes random gene modifications in some of the offspring’s 
chromosomes, i.e. introduces new points in the search space that help the GA to 
escape from a local optimum (Rajan, 2013). The predefined mutation probability is 
compared with a randomly-generated number between zero and one. If the random 
number is greater than the mutation probability, the gene at a randomly-selected 
location in a chromosome is flipped to another value. For example, in Figure 3-5, the 
binary bit is flipped (0 with 1) at a certain position (the first gene of the second 
offspring). 
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Figure 3-5. Creation of offspring with one-point crossover and point mutation (bit strings 
representation). 

Evolution happens to a population, i.e. a new generation of individuals is created 
with a different set of chromosomes. In nature, individuals of the next population are 
much more adapted to their environment compared to their predecessors (at least 
most of them). The least fit members are not strong enough to survive and mate in the 
reproduction process. The process of selecting the most fit individuals (carrying 
advantageous genes) into the next generation is done by the replacement operator. 
There are two main types of replacement strategies: generational replacement and 
steady state replacement. In the case of generational replacement, the entire 
population is replaced by newly-generated offspring (Fogel and Fogel, 1995). In the 
case of steady state replacement, most fit individuals are passed directly to the next 
generation, while the rest of the individuals go through the selection process to fill the 
remaining places in the population. 

The population generation process repeats until a termination condition is reached. 
Common terminating conditions (stopping criteria) are: 
 the maximum number of generations is reached; 
 predefined computation time is reached; 
 the highest-level solution's fitness is reached, or further successive generations no 

longer produce better results; 
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 a solution is found that satisfies objective criteria; 
 manual inspection; 
 combinations of the above. 

3.3 Process optimisation 

In Publication II, a GA is used for searching the values of combined process parameters, 
which are defined in the hydraulic-flow optimisation model as variables. There are 
many unknown empirical parameters involved in the hydraulic modelling of real fluid 
flows, and it is usually necessary to perform experiments to verify the equations. The 
determination of unknown fluid parameters, such as discharge coefficients and 
emulsion density, for unidirectional stratified flow through a submerged side hole of a 
double-hull tank, is a challenging task. GA is one possible method that can be used for 
solving complex fluid flow problems. There are multiple methods for both quantitative 
and qualitative visualisation of fluid flows that can also be implemented to investigate 
the unknown process parameters, for instance CFD. 

3.3.1 Physical modelling 
Data from the Sintef Sealab experimental test N12 (see Tavakoli et al., 2011) is used for 
unidirectional oil outflow modelling from a submerged side orifice of a double-hull tank 
(Table 3-1). 

Table 3-1. Design data for unidirectional oil spill from double-hull tank (test N12). 

Main tank geometry (width, depth, height) 1.0 x 0.5 x 1.0 (m) 

Ballast tank geometry (width, depth, height) 1.0 x 0.1 x 1.0 (m) 

Pool geometry (width, depth, height) 5.0 x 12.0 x 3.0 (m) 

Initial oil depth in main tank HI = 0.89 (m) 

Initial emulsion depth in ballast tank HB = 0.0 (m) 

Emulsion depth in ballast tank (balanced surface) HBB = 0.31 (m) 

Initial water depth in pool HO = 0.41 (m) 

Height of orifice lower lip h = 0.1 (m) 

Unidirectional oil spill duration t = 590 (s) 

Inner and outer orifice diameters dI = dO = 0.022 (m) 

Inner and outer orifice shapes Circular 

Density of oil (olive oil) ρoil = 920 (kg m-3) 

Density of water at 20°C ρwater = 988 (kg m-3) 

 
The test started by simultaneous opening of inner and outer orifices. No oil outflow 

occurred during the side ballast tank filling with oil-water mixture (emulsion) down to 
the orifice level. The overall duration of the unidirectional flow was 590 seconds and 
222 litres of oil left the main tank, from which 180 litres of oil spilled into the pool and 
42 litres were retained in the ballast tank.  

3.3.2 Hydraulic-flow problem 
During the unidirectional oil spill from a double-hull tank, oil and water inflow into the 
ballast tank, i.e. space between the inner and outer walls of a tank, take place from the 
inner cargo tank and the pool, respectively. This results in the formation of emulsion in 
the ballast tank, which alters the dynamics of the unidirectional oil outflow through 
both orifices due to the changing emulsion density and surface lift in the ballast tank. 
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Therefore, the determination of discharge coefficients for the inner and outer orifices, 
according to the experimental results of Tavakoli et al. (2011), cannot be done in a 
straightforward manner. However, in combination with experimental results, this 
provides some quantitative information on the behaviour of: 1) oil outflow from the 
main tank, 2) oil capture in the ballast tank, and 3) oil spill into the pool (Figure 3-6). GA 
can be used for searching the values of the combined process parameters, which are 
defined in the optimisation model as variables. The hydraulic-flow problem involves 
determining the emulsion volumetric flow rate in the ballast tank that is related to the 
oil influxes and outfluxes of the ballast tank. The derived analytical formula for the 
volumetric flow rate of the unidirectional stratified flow through a submerged side 
opening, which makes use of the GA-found discharge coefficients and emulsion density, 
is used to determine the oil outflow rates for the inner (I) and outer (O) orifices in the 
optimisation model. 
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Figure 3-6. Schematic illustration of hydraulic-flow optimisation problem. 

3.3.3 Setup and run of process optimisation  
The optimisation is performed as an attempt to reach the target value, i.e. the emulsion 
flow rate into the ballast tank. The objective function of the single-objective hydraulic-
flow problem is determined as: 
 

 312
),,( QQCCQ

emulsiondOdI
 , (98) 

 
where Q1 is the unidirectional oil outflow rate (m3 s-1) from the main tank, Q2 is the 
emulsion flow rate (m3 s-1) in the ballast tank, and Q3 is the unidirectional oil spill flow 
rate (m3 s-1) into the pool. The GA determines the three following design variables: 
 

 value of the discharge coefficient CdI for the inner orifice, (1); 
 value of the discharge coefficient CdO for the outer orifice, (1); 

 emulsion density ρemulsion in the ballast tank, (kg m-3). 
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The optimisation problem has three constraints (variable bounds) to be satisfied: 
 

 0 ≤ CdI ≤ 1; 
 0 ≤ CdO ≤ 1; 
 920 ≤ ρemulsion ≤ 988. 

 

Notations used in the hydraulic-flow optimisation model are explained in Figure 3-7. 
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Figure 3-7. Notations of unidirectional oil spill from double-hull tank side orifice. 

Equations applied in the hydraulic-flow optimisation model are listed in Table 3-2. 

Table 3-2. Hydraulic-flow optimisation model equations and explanations. 

Equation Explanation 
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Note that the unidirectional stratified oil outflow lasted 590 seconds. The fluid 

depths H1 and H2 in the main tank and in the ballast tank, respectively, and optimisation 
target, emulsion flow rate Q2, are calculated for each time step Δt = 25 seconds (see 
Figure 3-8). The emulsion flow rate values are related to the captured oil volume in the 
ballast tank (cf Tavakoli et al., 2011). According to the experimental data, it took 
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approximately 25 seconds to fill the bottom part of the initially-empty ballast tank with 
emulsion up to the orifice level, i.e. attaining the submerged condition for the inner and 
outer orifices. The GA is implemented for each time step, separately inserting the 
values mentioned above manually. 
 

 

Figure 3-8. Experimental results of oil and emulsion level in the main tank and in the ballast tank, 
respectively, and the emulsion flow rate in the ballast tank. Curves are reproduced according to 
the results in Tavakoli et al. (2011). 

The GA run settings for process optimisation are listed in Table 3-3. 

Table 3-3. GA settings for process optimisation. 

Number of chromosomes in population 12 

Cross-over probability 0.8 

Cross-over type One-point 

Mutation probability 0.01 

Random selection probability 0.1 

Constraint penalty 1e12 

Absolute constraints tolerance 0 

Max. number of generations 100 

Convergence tolerance 0.00001 

Numeric precision (digits) 6 

Number of preliminary runs 4 

Max. number of generations per preliminary run 10 

 
The order of the process parameters optimisation by the GA is shown in Table 3-4. 

Table 3-4. Process optimisation order. 

1. Set values for GA (see Table 3-3). 

2. Insert constraints for CdI, CdO, ρemulsion. 

3. Set values from experimental data (see Table 3-1). 

4. Calculate inner and outer orifice areas AI and AO. 

5. Calculate water depth (H3) in the pool. 

6. Insert oil level (HI) in the main tank from Figure 3-8 
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7. Insert emulsion level (HB) in the ballast tank from Figure 3-8. 

8. Calculate fluid depth (H1) in the main tank. 

9. Calculate emulsion depth (H2) in the ballast tank. 

10. Insert the emulsion flowrate (target) from Figure 3-8. 

11. Get values of design variables from optimiser: CdI, CdO, ρemulsion. 

12. Calculate the unidirectional oil outflow rate from the main tank. 

13. Calculate the unidirectional oil outflow rate into the pool. 

14. Calculate the emulsion flow rate in the ballast tank. 

15. Store results. 

16. Continue above procedures (6–15) for each time step. 

3.3.4 Results of process optimisation 
At the beginning of the oil spill, the discharge coefficients were CdI = 0.24 and CdO = 
0.06, and during the test oil outflow decreased to CdI = 0.01 and CdO = 0.01 for the inner 
and outer orifice, respectively. The average minor head-loss coefficients for the inner 
orifice were k1, side = 4.30 and k2, side = 203 and for the outer orifice k1, side = 4.30 and k2, side 

= 2499. Both the determined discharge coefficients and the emulsion density in the 
ballast tank during the oil spill are presented in Figure 3-9. It should be noted that in 
the case of the side orifice of a double-hull tank, the discharge coefficients were 
relatively small compared to the results of a side orifice of the single-hull tank (mean 
discharge coefficient Cd = 0.50). Apparently, strong internal mixing is a reason for the 
emulsion in the ballast tank having varying density (Figure 3-9ii). 
 

 

i) ii) 

 

Figure 3-9. Results of GA-determined i) discharge coefficients at the inner and outer orifices and ii) 
emulsion density change in the ballast tank (see Publication II). 

3.4 System optimisation 

Complex integrated systems require guidelines for engineering design and everyday 
usage to meet up-to-date requirements of energy demands and safety. Finding 
solutions for an efficient design of built-environment integrated systems is a 
challenging task, and is of practical interest in the decision-making process. Often, 
integrated system optimisation is done implicitly, by using a combination of experience, 
modelling, judgement, etc.—hoping to achieve an optimal design and operation 
(Parkinson et al., 2013). In reality, numerous variables in the optimisation problem, and 
complex interactions between processes, make experience-based decision-making 
inefficient in terms of identifying the optimum solution. GA performs well in finding an 
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optimal design (or set of optimal designs) among many feasible solutions to a problem. 
The ability to deliver good-enough solutions for complex problems in a fast-enough 
computation time makes GA an attractive method for system optimisation. It should be 
noted that the final design essentially depends on economic conditions and the 
decision-maker’s preference. However, the inclusion of the cumulative expenses of the 
optimal solutions found by GA are important for management decision analysis.  

3.4.1 Engineering modelling 
An apartment building, i.e. a representative of residential buildings in Publication V, is 
chosen to demonstrate the employment of GA for searching for the dimensions of 
integrated-system design parameters, such as the stormwater storage tank volume and 
the catchment area. On-site stormwater collection for domestic-water heating depends 
essentially on 1) prevalent climate conditions, 2) hot water consumption of the 
building, and 3) the availability of free space. 
 

 

Figure 3-10. Daily mean i) rainfall-depth and ii) rainwater temperature for years 2004 to 2011. i) 
Calculated mean rainfall-depth over a period of one week, ii) mean rainwater temperature 
averaged over a period of one week. 

The prevalent climate conditions exert a strong influence on local meteorological 
characteristics, such as rainfall intensity and temperature, that define the thermal 
energy of stormwater available for usage. In Publication V the rainfall data for eight 
years (2004–2011) measured by the Tallinn-Harku Meteorology Station (EMHI) is used 
to estimate the short-term mean values of the temperature and rainfall depth 
(integrated-system model input parameters) according to the building’s functionality. 
The rainfall depth is calculated over the period of one week (dotted curve) using data of 
the daily mean rainfall depth for eight years (full curve) in Figure 3-10i. The stormwater 
temperatures are determined for an apartment building’s duty cycle of one week 
(dotted curve) using the mean temperature over the eight years for each day (full 
curve) during the rainy season in Figure 3-10ii. 

Hot water consumption depends on the functionality of the building. In an 
apartment building (Table 3-5), usage of hot water includes cooking, cleaning, 
showering, bathing, and hand washing. The daily consumption of volumetric flow rate 
is determined according to the hot water demand given in Kõiv and Toode (2010) 
where data is based on extensive experimental measurements and real hot water 
demands in Tallinn city. An average weekly consumption of chosen apartment building 
is 0.1 l s-1 (62.3 m3 in one week) and it is considered that a one-week duty cycle 
represents the building inhabitants’ hot water usage trends. 
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Table 3-5. Apartment building characteristics. 

 Apartment building 

Number of flats 90 

Sinks 180 

Showers 90 

Weekly hot water consumption (qHW), l s-1 0.1 

Duty cycle 1 week 

 
The availability of free space sets limits for the dimensions of integrated-system 

design parameters (catchment area and stormwater storage tank volume). Three 
options are available for rainwater collection for apartment building: the building’s 
roof, parking lot area, and nearby catchments, e.g. roads and roofs (Table 3-6). Usually, 
apartment buildings have a flat roof, thus the roof area is determined according to the 
building’s dimensions. The size of the parking lot area depends on the requirements for 
providing the parking space according to the number of flats in the apartment building. 
Herein, the minimum parking lot area is considered, which is 45 parking places with 
measurements of 2.5 x 5 (m) for 90 apartments in the existing block, i.e. 0.5 parking lots 
per apartment (EVS 843:2003). It is also possible to use rainwater from roads and from 
neighbourhood roofs, in the case of infrastructure availability. 

Table 3-6. Available catchment areas for an apartment building. 

Roof area, ha 0.1 

Minimum parking lot area, ha 0.12 

Roads and other impervious surfaces, ha Depending on need 

 
The stormwater storage tank volume depends on the possibility of installing an 

underground tank. For apartment buildings, the maximal stormwater storage tank 
volume is considered to be 100 m3, which is within the limits of free space for tank 
installation (minimum parking lot area 20.0 x 5.0 m). 

3.4.2 Integrated-system model problem 
The integrated-system model of stormwater collection and domestic-water heating is 
developed in Publication IV, and the modified model is applied for different types of 
buildings (residential, public, and commercial) in Publication V. The integrated system 
consists of 1) the rainwater harvesting area, 2) the stormwater storage tank, and 3) the 
hot water production system (Figure 3-11). 

The aim is to find an optimal solution for constant domestic hot water production 
for an apartment building during a building’s duty cycle of one week. It is considered 
that the hot water consumption of a building determines the required heat load while 
the rainfall intensity over an urban catchment and air temperature define the thermal 
energy of stormwater available for usage. The integrated-system model, taking use of 
the stormwater heat extraction equation and domestic water heat load formula, is 
used to determine the hot water production days (see Publication V). However, it is 
currently unknown how large an urban catchment area is required to harvest the 
necessary rainwater and how large a storage tank should be used to satisfy the 
apartment building demands for domestic hot water production. GA is employed to 
find the integrated system parameters, such as stormwater volume in storage tank for 



67 

heat extraction and number of tank fillings due to harvested rainwater from catchment 
area, which are defined in the optimisation model as variables. 
 

 

Figure 3-11. Schematic illustration of stormwater collection and domestic-water heating 
integrated system and notations. 

3.4.3 Setup and run of system optimisation  
The optimisation is performed as an attempt to reach the target value, i.e. the hot 
water usage days (duty cycle) during rainy season months using local meteorological 
characteristics, such as rainfall intensity and temperature. The objective function of the 
single-objective integrated-system problem is determined as: 
 

 
HW

SW
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, (99) 

 
where QSW is the energy (kWh) available from the stormwater storage tank per duty 
cycle, QHW is the energy (kWh) required to warm up the domestic water from the initial 
temperature of 5°C to 55°C per day. GA determines the two following design variables: 
 

 the number of tank fillings n (1); 
 the stormwater volume in the storage tank Vtank (m3). 

 
The optimisation problem has two constraints to be satisfied: 
 

 10 ≤ Vtank ≤ 100; 
 1 ≤ n ≤ 10. 

 
The number of stormwater tank fillings required during an apartment building’s 

duty cycle expresses virtually the ratio of time scales of stormwater heat extraction 
from the storage tank and the rainfall return period. It is considered that the heat 
extraction from stormwater results in the stratified flow through the storage tank that 
regulates the number of storage tank fillings. The minimal value n = 1 corresponds to 
the stormwater storage tank filling once a week, and the maximal value n = 10 
corresponds to ten fillings per week. Higher values for n will expand the catchment area 
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vastly, which in the case of an apartment building is not feasible. For instance, in May, 
when the rainwater temperature and rainfall depth are rather low, the required 
rainwater volume at catchment to satisfy the building’s needs with the maximal storage 
tank size of 100 m3 results in a catchment of the size of a district. Therefore, it is 
reasonable to limit the number of tank fillings to keep the values real.  

Equations applied in the integrated-system optimisation model are listed in Table 3-
7. 

Table 3-7. Integrated-system optimisation model equations and explanations. 

Equation Explanation 

 
1000

HWDWDWHW
ΔTcq

Φ
HEAT




  

The heat flux (kW) needed to warm up 
the domestic water, where ρDW = 1000 
(kg m-3) is the domestic water density, 
and cDW = 4.19 (kJ/kgˑK) is the domestic 
water specific heat. 

DWHWHW
TTΔT   

Domestic water temperature rise ΔTHW ≤ 
50 (K), where THW and TDW are the hot 
and cold domestic water temperatures 
(°C), respectively. 

hourΦQ
HEATHW

24  Energy need (kWh) per day for hot water 
production. 

31028.0 
tankSWSWtankSW

ΔTcVnQ   

The energy (kWh) available from the 
storage tank, where ρSW = 1000 (kg m-3) 
is stormwater density, cSW = 4.19 
(kJ/kgˑK) is stormwater specific heat. 

cooldownSWtank
TTΔT   

The excess temperature (K) available for 
the heat-exchange process, where TSW is 
stormwater temperature (°C) and 
Tcooldown = 4°C is the minimum return 
temperature. 

1000



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Required catchment area (m2), where 
INT is rainfall depth (mm). 

b

S

a

V
f catch tank

ce
 

Cumulative expenses (1), where  
a = 1.0 m3 is the stormwater-volume 
unit, and b = 0.1 ha is the catchment-
area unit. 

 
GA run settings for system optimisation are listed in Table 3-8. 

Table 3-8. GA settings for system optimisation. 

Number of chromosomes in population 8 

Cross-over probability 0.8 

Cross-over type One-point 

Mutation probability 0.01 

Random selection probability 0.1 

Constraint penalty 1e12 

Absolute constraints tolerance 0 

Max. number of generations 100 
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Convergence tolerance 0.00001 

Numeric precision (digits) 6 

Number of preliminary runs 4 

Max. number of generations per preliminary run 10 

 
The order of the integrated-system model parameters optimisation by GA is shown in 
Table 3-9. 

Table 3-9. System optimisation order. 

1. Set values for GA (Table 3-8). 

2. Insert constraints for Vtank, n. 

3. Insert the usage days (target). 

4. Set values for the apartment building (Table 3-5). 

5. Insert cold domestic water temperature, TDW. 

6. Calculate domestic water temperature rise, ΔTHW. 

7. Calculate heat flux needed to warm up the domestic water, ΦHEAT. 

8. Calculate energy needed per day for hot water production, QHW. 

9. Insert averaged rainfall depth INT for a specific week from Figure 3-10i. 

10. Insert averaged temperature TSW for a specific week from Figure 3-10ii. 

11. Calculate excess temperature available for the heat-exchange process, ΔTtank. 

12. Get values of design variables from optimiser: Vtank, n. 

13. Calculate the required catchment area, Scatch. 

14. Calculate the cumulative expenses for the integrated system, fce. 

15. Store results. 

16. Continue above procedures (9–15) for each week during the rainy season. 

3.4.4 Results of system optimisation 
 

 

Figure 3-12. Apartment building optimal tank volume, temperature, mean rainfall-depth and 
expenses on dates: 5th, 10th, 15th, 20th, 25th, and 30th of the rainy months. 

The GA results in Figure 3-12 confirm that the stormwater volume in the storage tank 
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18°C, and one-week’s rainfall depth is 19 mm) and 100 m3 (in late October, when the 
temperature is under 7°C, and the rainfall depth is 16 mm), during the rainy season for 
the apartment building. Note that the cumulative expenses in Figure 3-12 almost 
correspond to the storage expenses during the summer months. Peaks in the 
stormwater volume during several summer months in Figure 3-12 correspond to the 
storage tank, which is seldom filled (n = 2–3) during a week and, thus, represents a 
comparatively expensive solution. It was found that the average number of storage 
tank fillings is in the range of two to six during a week. Frequent filling of the storage 
tanks enables rapid replacement of stormwater, guaranteeing continuous hot water 
production. However, it is not possible to continuously charge the storage tanks during 
the rainfall period from May to October. 
 

 

Figure 3-13. Apartment building optimal catchment area, temperature, mean rainfall-depth and 
expenses on dates: 5th, 10th, 15th, 20th, 25th, and 30th of rainy months. 

The GA results in Figure 3-13 confirm that the catchment area varies between 0.47 
ha (in early August, when the rainwater mean temperature is over 17°C, and one 
week’s rainfall depth is 46 mm) and 24.56 ha (in early May, when the temperature is 
8°C, and the rainfall depth is 5 mm). It is found that the catchment area mainly stays in 
the range of 0.48 ha to 3.50 ha. It was found that the building’s roof and parking area 
catchments are not sufficient to supply the needed rainwater volume for the integrated 
system. The integrated system is cost effective during the period between the end of 
May and the beginning of October. 

Inclusion of the cumulative expenses parameter of the optimal solutions found by 
the GA is important for management. The cumulative expenses parameter, which 
corresponds to the sum of two control factors: 1) stormwater storage expenses and 2) 
stormwater harvesting expenses, is introduced in Publication V. It is important to note 
that the rainwater from the area in question originating from the roof, parking lot area, 
and nearby catchments may differ considerably in quality. The less-polluted rainwater 
is preferred for collection for heat extraction, since the use of more contaminated 
rainwater increases the stormwater treatment expenses. The results in Figure 3-14 
indicate that the optimal solutions are most expensive in May and October, when the 
rainwater temperature is low and a large number of tank fillings is required. This 
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confirms that, during the cold rainfall period months, a large amount of stormwater is 
needed to provide the building with the necessary thermal energy. The cost effective 
optimal solutions are apparent for June, July, and August, when the storage tank is 
seldom filled. 

 

Figure 3-14. Estimated cumulative expenses parameter (fce) for a number of tank fillings (n) for 
the apartment building during specific rainfall periods. 
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4 Practical challenges 

The hydraulic-theory solutions are useful in solving a number of fluid engineering 
problems in built environment enclosures, including: 1) risk assessment of oil spills, 2) 
making use of renewables e.g. employment of low-temperature water sources, and 3) 
energy efficiency of buildings. 

In risk assessments of built environment enclosures it is important to consider risks 
associated with stratified flows that may have a significant environmental, financial, or 
health impact. Possible accidental outflows, such as leakage of hazardous fluids from 
damaged enclosures, may cause serious environmental consequences, the prevention 
of which require fast calculation tools for planning and prepairing effective response 
strategies. Large leaks from built environment enclosures can also result in economic 
loss, e.g. oil lost from a damaged tanker during an accident, or preheated indoor air 
outflow from a building. Small unintentional leaks are mainly associated with energy 
losses, e.g. air leaks from airtight and insulated buildings. In order to assess the 
potential environmental or financial risks posed, it is essential to predict the amount 
and duration of fluid leakage for different enclosure configurations and leak points. 
Furthermore, the growing demand for energy in urban areas makes the use of local 
energy sources (e.g. low-temperature fluid) more attractive and economically more 
competitive than other renewables (Directive 2009/28/EC). For instance, heat 
extraction from thermally-stratified fluids in built environment enclosures, e.g. from 
stormwater in storage tanks or indoor air in buildings, can be seen as a potential heat 
source for on-site end-users. Employment of low-temperature fluids in heating systems 
may contribute to an increase in the energy efficiency of buildings, and increase the 
multi-functionality in urban infrastructure. 

4.1 Risk assessment 

The derived hydraulic-theory solutions are used in the oil-spill model that has been 
developed for oil-leak calculations from damaged tankers. The fast-operating model 
contributes to the project MIMIC. Publication I presents the oil-spill model that can be 
applied quite generally to predict the oil spill for different tank filling levels. The 
practical outcome of the model is the estimation of the spilled oil volume and duration 
for different tanker configurations and cargo oils. Publication II extends the oil-spill 
model for an exchange flow through a circular hole, and presents the experimentally-
determined discharge coefficients that can be implemented in hydraulic models with 
similar opening geometry. It is demonstrated that for oil spills from complex tank 
configurations (e.g. double-hull tank), the process parameters of stratified flows, such 
as discharge coefficients and emulsion density, can be determined by implementing 
GA. 

The oil-spill model is combined with the damage assessment model by Tabri et al. 
(2015) to form the ADSAM. ADSAM is a web-based tool that allows the convenient 
definition of an accidental scenario, and provides a report including the damage 
description, and the amount and duration of the oil spill. It should be noted that 
ADSAM is a part of a larger simulation environment that integrates: 1) statistical 
analysis to evaluate the relevant accidental scenarios, 2) ADSAM, and 3) Smart-
Response Web-based environment consequence evaluation. In the case of real 
accidents, the simulation environment can be used as a tool that provides response-
related awareness, i.e. presents an accidental outcome that includes the amount and 
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duration of oil spill, spill movement according to the actual weather conditions, and the 
environmental impact. The performance of this integrated simulation environment is 
demonstrated by simulating a number of grounding accidents close to the Port of 
Muuga in the Gulf of Finland (see Tabri et al., 2015). The simulation environment can 
be used for risk analysis studies in order to develop the measures and regulations to 
improve safety at sea (Heinvee, 2016). The developed integrated tool is already used by 
Estonian oil spill response authorities for contingency planning, training, and in 
emergency situations (Haapasaari et al., 2014). 

Publication III presents the enhanced oil-spill model, which is used for a parametric 
study on the influence of winter conditions on oil outflow quantities. The dynamical 
effects due to mixing (emulsification) and heat exchange are parametrized for the 
exchange flow through a submerged opening, which affects the flow rates, outflow 
volumes, and process durations. The water-ice-oil mixture near the ship’s hull affects 
the oil outflow conditions, resulting in changes of outflow duration and volume. The oil 
spill model extended to winter conditions contributes to the project BONUS 
STORMWINDS. The project has an overall objective to enhance the safety of maritime 
transportation in the Baltic Sea through science-based decision support and 
technological developments. The web-based simulation tool for estimating the volume 
of oil spilled in a collision or grounding accident is extended for winter conditions. 
According to the simulation tool results for accidental oil spill, accident location, oil 
properties and actual weather conditions, the Seatrack Web simulates the oil spill 
spreading in the sea area and the sizes of the polluted areas. 

4.2 Renewables 

In Publications IV and V, the low-temperature stormwater is considered to be a carrier 
of thermal energy in the urban environment, because it is temporarily freely available 
in large quantities and is relatively warm. Stormwater has a large heat capacity and, 
therefore, city-sized catchment volumes of collected stormwater represent a 
considerable potential source of thermal energy. Although the theoretically-available 
heat in the urban water sources is comparatively large, the practical heat recovery 
potential may be limited (Laanearu et al., 2017). Generally, heat extraction from low-
temperature fluids is considered challenging due to the available heat extraction 
technology and limitations of available end-users. However, newly-developing 
technologies, for instance heat pumps, can provide significant opportunities for low-
temperature water usage for potential end-users, such as domestic water heating and 
space heating in buildings, that require a heat load at a temperature slightly higher 
than the source. 

Publication IV presents the approach of integrating the stormwater and a public 
building water-heating system to analyse the possibility of thermal heat usage from 
collected stormwater for domestic hot-water production. For productive low-
temperature stormwater integration, three essential components are required: 1) an 
accessible catchment for stormwater harvesting, 2) a stormwater storage tank for heat 
extraction, and 3) the hot water production system for end-use. Publication V extends 
the approach for the optimal collection of stormwater through maximising the water-
absorbed heat usage in relation to hot water consumption in different types of 
buildings (residential, public, and commercial). Finding solutions for an efficient design 
of built-environment integrated systems is a challenging task, and the determination of 
integrated system parameters (e.g. stormwater volume in the storage tank for heat 
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extraction, the number of tank fillings due to harvested rainwater from the catchment 
area) require energy-based optimisation. In order to utilise the locally-available 
resources, GA is consistently employed in Publication V for searching the dimensions of 
integrated-system design parameters. Within many possible solutions, dimensions for 
the stormwater storage tank and rainwater catchment area are determined for 
estimating the availability of stormwater thermal energy for domestic hot-water 
consumers. 

The developed integrated model can be used as a resource assessment tool that 
enables energy project leaders and decision-makers to evaluate the opportunities for 
the employment of this low-temperature water source with end-users. One practical 
outcome of this assessment tool is the possibility of guiding building development in 
assessing whether a new building has the necessary catchment area (e.g. roof, parking 
area, etc.) to harvest the rainwater to support a future installation of this integrated 
system. Another outcome is the possibility of determining the amount of thermal 
energy in an existing stormwater storage tank installed to mitigate impacts from 
extreme climate events. Integration of nearby stormwater tanks, for instance 
stormwater retention tanks for flooding control, with local end-users allows the 
increase of multi-functionality in the urban infrastructure.  

In the integrated-system model, it is considered that the hot water consumption of 
a building determines the required heat load, while the rainfall intensity over an urban 
catchment, as well as the air temperature, defines the thermal energy of stormwater 
available for use. In order to determine the hot water consumption of a building that 
defines the required heat load for heat extraction, it is important to fix a building’s duty 
cycle for calculations. In the design of a thermal energy storage tank, it is important to 
determine tank fillings (n), which depends on the heat extraction for heating 
applications and available stormwater volume in the catchment. 

A building’s duty cycle is the portion of time during which the building’s stormwater 
tank is operated according to the building functionality. Residential, public, and 
commercial buildings are the buildings which are mostly used in urban areas, and are 
most appropriate for on-site stormwater collection for the purpose of domestic water 
heating in terms of technological solutions and infrastructure availability. Until now, 
there have been no specific criteria for the selection of the building’s duty cycle; 
however, an approximate method can be considered to define a building’s duty cycle, 
including mains water usage trends in the building. Publication V relates the building’s 
duty cycle to the period during which the building’s hot-water consumption has 
periodicity. For instance, in the case of a residential building, the domestic hot water 
consumption varies daily, i.e. there is a distinct difference in consumption during 
business days and during the weekend, but the hot water usage-profile remains 
constant for different weeks throughout the rainy period. Therefore, the duty cycle of a 
residential building is considered to be one week, representing in Publication V a 
reference period that is considerably shorter than the rainfall period. According to the 
available data from Kõiv and Toode (2010), domestic hot water usage in public and 
commercial buildings is more smoothly distributed than that in residential buildings. 
Also, buildings with large catchment areas allow the harvesting of more rainwater for 
longer-term usage. Thus, one-week precision-determined duty cycles are used for 
calculations according to the importance of hot water production and the functionality 
of the building that includes the size and availability of catchments. In Publication V the 
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duty cycle of the public building is two weeks (two reference periods), and for 
commercial building three weeks.  

While hot water consumption depends on a building usage profile, rainwater input 
into the stormwater system has a more random character. Prevalent climate conditions 
have a strong influence on thermal energy collection due to variation in rainfall 
intensity, temperature, and rain return period from a specific catchment. Whereas 
stormwater storage in tanks permits the collection of this excess thermal energy for 
later use in built environment applications, it is difficult to determine how many times 
the storage tank should be filled with stormwater to enable the necessary water 
exchange in a tank for heat extraction to satisfy individual building demands for 
domestic hot water production. CFD modelling can be useful in simulating the 
temperature-stratified flow in a storage tank where the heat transfer and fluid 
exchange takes place simultaneously. However, in Publication V, a search technique 
such as GA is used for finding the values of the combined process parameters. For this 
purpose, the rainwater harvesting period is related to a building’s duty cycle, which 
corresponds to energy consumption for hot water production. In this sense, the ratio of 
time scales of stormwater heat extraction from a tank and the rainfall return period can 
be expressed virtually by the number of stormwater tank fillings required during a 
building’s duty cycle. The GA finds a number of storage tank fillings corresponding to 
rainfall statistics and the hot water consumption of buildings. According to the results 
in Publication V, the maximum stormwater volume in the storage tank and frequent 
tank fillings are generally obtained for colder and less intense rain periods. However, 
smaller storage tank sizes and less tank fillings are obtained for the months when the 
rain temperature is high and the rain intensity is comparatively high, such as June, July, 
and August. 

In Publication V, the complex problem of the heat-transfer process between the 
atmosphere and the domestic hot water system is explained by introducing the 
combined energy parameter Π, which is the series representation of the enthalpy 
change and the volume of a rain events that are available for the heat-exchange 
process during a rainwater harvesting period, corresponding to a building’s duty cycle. 
The efficiency of thermal energy transfer between the atmosphere and a heating 
system can be represented by the parameter η, which determines rainwater thermal 
energy available for hot water production. In a lossless system, the efficiency 
parameter is considered to be one (η = 1). However, in a real situation, this assumption 
cannot be used for several reasons: rainwater loss in an urban catchment, i.e. the 
runoff coefficient is less than one, the stormwater system is not thermally isolated, the 
rain return period varies, i.e. some heat can be taken out from the tank by outflow, and 
due to the heat pump efficiency.  

4.3 Energy efficiency 

According to an established EU target (Directive 2010/31/EU), all new residential 
buildings to be built between 2021–2030 must comply with the nearly zero-energy 
performance requirements. Ensuring a proper indoor environment to avoid 
deterioration of indoor air quality, comfort, and health, is one official recommendation 
published by the European Commission (EU 2016/1318) for reaching the nearly zero-
energy buildings (NZEB) by 2020. The ventilation strategy, proper system, and its use 
are the main factors influencing the building’s indoor environment and its users 
comfort. Finding solutions for the right balance between indoor environmental quality 
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and energy use in buildings is, however, a challenging task. The buildings energy 
efficiency relates to many factors, for instance: air leaks in building envelope, 
ventilation strategy, and occupant behaviour. 

Sealing the building thermal envelope enables the minimisation of air leaks and 
heat losses from the building. Air tightness is among the key preconditions for energy 
efficient constructions, which may reduce the energy performance of the buildings 
(Kraus and Kubekova, 2013). Typical air leakage places are at the junctions of building 
walls, around and through windows and doors, and penetrations through the air barrier 
systems (Kalamees, 2007). In heating-dominated climates, cold outdoor air infiltration 
and the warm indoor air exfiltration may have a significant effect on the energy 
consumption of the building. For instance, infiltration causes about 15–30% of the 
energy use of space heating, including ventilation in typical Finnish detached houses 
(Jokisalu et al., 2008).  

Air leaks can be considered as unidirectional stratified flows through the building 
envelope, driven by excess pressure caused by wind, stack effect, or mechanical 
equipment in the building. Windows, on other hand, may be seen as relatively large air 
leaks in the building envelope, whereby uni- and bidirectional stratified flows are 
possible driven by excess pressure and buoyancy. Opening windows is a manual way to 
control the fresh air supply associated with building users’ behaviour, indoor 
environment, and outdoor weather conditions. The user behaviour of opening windows 
is one of many energy-related occupant actions that influence the building’s expected 
energy consumption. The hydraulic-theory solutions proposed in this thesis, in 
combination with knowledge acquired from Post-Occupancy Evaluation, may be used 
to improve the energy performance models for buildings where windows can be 
opened. According to Menezes et al. (2012) in-use performance of occupied buildings 
differ in energy use from the predicted performance. This is found to be due to 
unrealistic input parameters regarding occupancy behaviour and facilities management 
in building energy models. 

Usage of operable windows for building ventilation attracts interest due to growing 
concerns about energy efficiency. For instance, during interim periods such as autumn 
and spring, when the building’s heating and cooling is adjusted, opening windows can 
provide comfort indoors due to seasonally mild outdoor temperatures. However, 
operable window systems require careful integration with other building systems, such 
as ventilation, heating, and cooling systems to be effective and to provide the required 
levels of thermal comfort (Wang, 2014). The hydraulic-theory solutions may be useful 
in developing a fast-operating simulation model of air change calculations from 
operable windows, which can bind different variables, such as window location, 
opening shape, excess pressure due to mechanical ventilation, and indoor-outdoor 
environmental conditions, into one model. Determination of large air leaks, i.e. the 
outdoor air inflow rate and indoor air outflow rate through an open window, may be 
included in the ventilation calculations to avoid energy-wasting conflicts between 
operable windows and HVAC systems. Also, it makes it possible to determine heat 
losses associated with warm indoor air outflow and cold air inflow during the cold 
season, and enables the assessment of the cooling potential in the hot season.   

Opening windows can provide a useful cooling effect to prevent overheating in hot 
seasons. Recent studies on summer thermal comfort in Nordic country apartment 
buildings (Simson et al., 2017; Maivel et al., 2014) has shown that overheating is an 
ongoing problem, specifically in modern newly-built buildings (built after the year 
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2000). This is mostly due to increased air tightness and better thermal insulation of 
building envelopes, usage of large windows (higher window-to-floor ratio compared to 
old buildings), and a growing trend of using glass as a structural element (glass-façade 
design). While active cooling systems can be used to avoid overheating in buildings, 
they increase the building’s energy use and are relatively expensive (Maivel et al., 
2014). The feasibility study by Gross and Hu (2011) shows that open windows may 
lower the risk of overheating in buildings. Operable windows, controlled by a simple 
temperature-based algorithm, were able to provide sufficient natural ventilation during 
98.4% of the summer time (June to September), and reduced the average overheated 
degree hours for the entire building of an existing university dormitory in a marine west 
coastal climate. 

The "standard use" of the building is considered in the input parameters of the 
energy performance calculations to verify the compliance of a building with the 
minimum requirements (Riigi Teataja, 2013). This, however, assumes closed windows 
for non-residential buildings, i.e. the cooling of rooms during the hot season by air 
change through open windows is not taken into account. For residential buildings, only 
the airing position of open windows is considered for calculating the hot season indoor 
temperature and energy need for space cooling (note that when the heating set-point 
is reached, the windows are closed). It should be underlined that comfort and energy 
efficiency benchmarks cannot be reached by using only natural ventilation for airtight 
and well-insulated buildings throughout the year. However, by a balanced combination 
of mechanical ventilation and automated design, savings in buildings’ energy 
consumption can be revealed (Wang, 2014). Further research is needed before 
implementing the hydraulic-theory solutions for estimating the feasibility of the 
integration of operable windows, because this practical challenge is new and 
introduced for the first time in this thesis. 
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Summary of findings 

Stratified flows are encountered in a diverse range of both natural and built 
environment systems. They thus have a significant influence on the physical world 
around us. Nevertheless, the theory of internal-flow hydraulics has not been widely 
applied in dealing with stratified flow engineering-problems in built environments. In 
this thesis, three pilot studies are introduced to demonstrate the application usefulness 
of the internal-flow hydraulic theory. Essentially, the strongly-coupled stratified flow 
cases are the focus of the pilot studies. It should be noted that the stratification of 
fluids in natural environments results mostly from thermal heating in the atmosphere 
and oceans, and salinity variations due to different water sources. In built 
environments, where natural and human-made environments interact, the 
stratification of fluids is essentially present due to temperature variations. It is 
demonstrated that the internal-flow hydraulic theory is also useful for connected 
immiscible fluids with small density differences e.g. in the case of an oil spill from built 
environment enclosure. 

Two types of stratified flows through submerged openings are examined: uni- and 
bidirectional stratified flows. Whereby, unidirectional stratified flow is related to the 
difference between the hydrostatic pressures, and bidirectional stratified flow is 
related to density differences at the opening. Many built environment systems operate 
under a small overpressure condition, and unidirectional flow through an opening takes 
place firstly due to the excess pressure, and bidirectional flow follows. 

The theory of internal-flow hydraulics is employed for deriving the hydraulic-theory 
solutions for submerged openings in built environment enclosures. The hydraulic 
formulae are proposed for uni- and bidirectional stratified flows through rectangular 
and circular openings with different orientations (side and bottom openings). The 
hydraulic-modelling solutions can be used to determine the fluid outflow volumes and 
durations of uni- and bidirectional stratified flows. The internal-flow hydraulic theory 
application possibilities are demonstrated in three pilot studies 1) oil spills from 
damaged tankers (immiscible liquid-liquid interaction with two active layer flows), 2) 
water exchange in a storage tank (miscible liquid-liquid stratified fluid), 3) ventilation 
through an open window (illustration case of miscible gas-gas interaction with two 
active layer flows).  

It is found that in the application of developed hydraulic formulae, the process 
parameters need to be determined. The process parameters of stratified flows, such as 
discharge coefficients and mixing quantities, can be determined in combination with 
the experimental or numerical-modelling results. The hydraulic-theory solutions are 
used for determining the discharge coefficients from the available experimental results 
for the pilot study of oil spills. GA is used for searching the values of combined process 
parameters, such as discharge coefficients and mixture (emulsion) density, for the 
complex oil spill case (double-hull tanker). It is demonstrated that the hydraulic 
formulae are easy to implement and they allow different scenarios to be dealt with 
(flows through side and bottom openings). The oil spill pilot study demonstrates that 
the dynamical effects due to mixing (emulsification in the case of immiscible liquids) 
and heat exchange can be parametrized for uni- and bidirectional stratified flows, 
which affect the flow rates, outflow volumes, and process durations. 

In addition to the process parameters, the system parameters are also required, 
which are related to the engineering design. As a pilot study, this thesis proposed a 



79 

novel approach for the integration of built environment systems that require solutions 
to meet the current requirements of the energy demands and safety. In the pilot study, 
it is considered that stormwater is the low-temperature water in urban areas, and 
presents a potential on-site thermal-energy source for the hot-water production in 
different types of buildings. It is demonstrated that a developed model of integrated 
systems, taking into account the stormwater heat extraction equation and domestic 
water heat load formula, makes it possible to determine the design parameters. The GA 
is consistently employed to search for the integrated-system design parameters, such 
as stormwater volume in the storage tank and the number of tank fillings, which are 
defined in the model as variables. 

Practical challenges for pilot studies that make use of the hydraulic-theory solutions 
in solving a number of fluid engineering problems in built environment enclosures focus 
on 1) risk assessment of oil spills, 2) making use of renewables, and 3) energy efficiency 
of buildings. Apart from the pilot studies in this thesis, there are a number of stratified 
flow problems in the built environment for which the internal-flow hydraulic theory 
may prove useful. 

The built environment systems require practical solutions for engineering purposes. 
The application of hydraulic formulae in the pilot studies are based essentially on 
decision-making processes, which depend on available information about the built 
environment enclosure. However, due to the complexity of built environments, and the 
lack of specific experimental results, advanced numerical models (e.g. CFD) may be 
used in future work for analysing specific cases of stratified flows through submerged 
openings (e.g. transition phase between uni- and bidirectional stratified flows in mobile 
enclosures). Also, CFD may be employed to gain useful information in determining 
mixing parameters that depend on temperature (e.g. outflow volume of emulsion in oil 
spills). 
 
Conclusions 
1. The hydraulic formulae based on the internal-flow hydraulic theory can be used to 

determine stratified flow quantities in submerged openings connecting miscible or 
immiscible fluids with small density differences. 

2. The developed hydraulic-theory solutions can be implemented for the 
determination of flow rates of uni- and bidirectional flows through submerged 
rectangular openings. The analytical formula, including a shape factor, for the 
volumetric flow rate of bidirectional stratified flow makes it possible to consider the 
opening geometry in the determination of the flow rate. 

3. The developed hydraulic-theory solutions can be implemented for the 
determination of flow rates of uni- and bidirectional flows through submerged 
circular openings. 

4. The GA makes it possible to determine the process parameters such as discharge 
coefficients and emulsion density, which are defined as three design variables in a 
single-objective function for bidirectional flow through a submerged opening. 

5. Experimentally-determined discharge coefficients for circular openings can be 
implemented in uni- and bidirectional volumetric flow rate solutions with similar 
opening geometry. 

6. The dynamical effects due to mixing (emulsification in the case of immiscible liquids) 
and heat exchange can be parametrized for uni- and bidirectional stratified flows, 
which affect the flow rates, outflow volumes, and process durations. 
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7. The GA makes it possible to determine the system parameters, such as storage tank 
volume and catchment area, for different types of buildings, that determine the 
thermal heat usage possibilities by optimising a single-objective function with two 
design variables (number of tank fillings and stormwater volume in a storage tank). 

8. It can be considered that infiltration through a building envelope corresponds to 
unidirectional stratified flow, and that large leaks through a building envelope 
correspond to bidirectional stratified flow. 
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Lühikokkuvõte 
Ühe- ja kahesuunaline stratifitseeritud voolamine 
konstruktsioonipiirde uputatud avades 

Stratifitseeritud voolamine (st tiheduse järgi kihistunud voolamine) mõjutab oluliselt 
tehiskeskkonna kasutamise tingimusi. Mitmed vedeliku voolamisega seotud 
insenertehnilised probleemid on motiveerinud arendama nii ühe- kui ka kahesuunalise 
stratifitseeritud voolamise matemaatiliselt lihtsaid mudeleid ehitiste ja laevade jaoks. 
Arvutuslikud probleemid on seotud peamiselt mitte-homogeense vedeliku (või gaasi) 
voolamise määramisega süsteemides, mis koosnevad keerulistest geomeetrilistest 
elementidest, ning mille mõõtmed võivad varieeruda. Uputatud konstruktsioonipiirde 
avade, mille kaudu erineva tihedusega vedelikud (või gaasid) voolavad, orientatsioon, 
kuju ja suurus võib olla erinev, ning need määravad tingimused dünaamilistele 
protsessidele. Stratifitseeritud voolamine uputatud avas võib sõltuda nii vedelike 
pinnakõrguste erinevusega määratud hüdrostaatilise rõhu erinevusest avas (st 
veepinnast tingitud voolamine) kui ka tiheduse erinevusest avas (st ujuvusest tingitud 
voolamine). Lisaks võib tehiskeskkonna süsteemi asend olla nii vertikaalselt fikseeritud 
(nt ruum hoones või maa-alune sademeveemahuti) kui ka vertikaalselt fikseerimata (nt 
õlitank lekkivas tankeris). Näiteks vigastatud õlitankeri vertikaalne liikumine, mis on 
seotud kargovedeliku lekkega ülevalpool hüdrostaatilise rõhu tasakaalu punkti 
laevakeres, vähendab süvist, ja mis on seotud laeva ujuvuse kaoga, suurendab süvist. 
Stratifitseeritud voolamise dünaamikat võib oluliselt mõjutada ka erineva tihedusega 
vedelike kokkupuutekihi kiirusnihetest sõltuv segunemine. Ühe näitena võib tuua ruumi 
loomuliku ventilatsiooni, mis toimib koos mehaanilise ventilatsiooniga, ning mille jaoks 
õhuvahetusel läbi avatud akna võib esineda hõõrdepingega kaasnev mitmesuunaline 
voolamine. Teise näitena võib esitada õlilekke tankerist, mille jaoks õli voolamine läbi 
uputatud ava on seotud emulsiooni tekkimisega (e „lahustumatute“ vedelike 
segunemine voolamisel). 

Praktiliste rakenduste jaoks võib ühe- ja kahesuunalise stratifitseeritud voolamise 
vooluhulkade arvutamiseks uputatud avas kasutada väikeses tiheduse erinevuse järgi 
lihtsustatud voolamise hüdraulika valemeid, mis võtavad arvesse vooluhulgategureid. 
Seejuures, stratifitseeritud voolamise protsessiparameetrid, nagu näiteks 
voolutakistuse ja segunemise tegurid, tuleb määrata eksperimentaalsete andmete 
põhjal või kasutades numbrilisi arvutustulemusi. Selle jaoks võib kasutada 
otsimismeetodit nagu näiteks Geneetiline Algoritm. Geneetiline Algoritm võimaldab 
otsida väärtusi kombineeritud protsessiparameetritele, mis voolamise hüdraulika 
valemites on defineeritud kui muutujad. Piirikihi dünaamilised efektid ühe- ja 
kahesuunalise voolamise jaoks läbi uputatud ava erinevad oluliselt. Kui ühesuunalisel 
stratifitseeritud voolamisel sõltub vooluhulgategur peamiselt voolamise ahenemisest 
avas ja voolamise eraldumisest ava servadel, siis kahesuunalisel stratifitseeritud 
voolamisel sõltub vooluhulgategur hõõrdepingetest nii voolamise piirikihis kui ka 
vedelike kokkupuutekihis. Mitmetes praktilistes rakendustes sõltub voolamise 
dünaamika ka soojusvahetusest, mille määrab temperatuuri muutus. Näitena võib tuua 
eelsoojendatud vedeliku jahtumise uputatud avas kokkupuutel väliskeskkonnaga, mis 
omakorda võib suurendada takistust väljavoolule või isegi põhjustada ummistumise. 

Kaasaegsete insenerlahenduste otsimine integreeritud tehiskeskkonna süsteemidele 
on kompleksne ülesanne ning pakub praktilist huvi otsustusprotsessis. Kaasaegsete 
energiatõhususnõuetele vastamine on üks peamistest põhjustest, miks uute 
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rakendusvõimaluste otsimiseks hoonetele võtta kasutusele alternatiivsed energia 
ressursid (nt madalatemperatuurilise vee soojusenergia). Lokaalselt kättesaadava 
energia ressursi tarvitamiseks on vajalik rakendada otsimismeetodeid integreeritud 
süsteemide parameetrite määramiseks (nagu nt. sademevee ja hoone tarbevee 
süsteemi jaoks on vajalik arvutada sademevee kogus, mahuti täitmiste arv soojuse 
eraldamiseks, jne). Selleks, et otsida disainiparameetrite väärtusi, mis on integreeritud 
süsteemi mudelis defineeritud kui muutujad, võib järjepidevalt rakendada Geneetilist 
Algoritmi. Seejuures, soojuse eraldamine mahutist, milles on olemas nii soojem kui ka 
külmem vesi, sõltub oluliselt temperatuuri järgi stratifitseeritud voolamisest. Hoonete 
soojusjuhtivus võib oluliselt sõltuda vedelike (või gaaside) voolamisega seotud 
konvektsioonist. Seetõttu, on tehiskeskkonnas oluline modelleerida temperatuuri järgi 
stratifitseeritud voolamist. Stratifitseeritud voolamise dünaamikaga seotud 
probleemide lahendamiseks uputatud avades, mis kontrollivad massi ja energia 
vahetust tehiskeskkonnas, võib rakendada sisevoolamise hüdraulika teooriat. 

Käesoleva töö uudsus seisneb stratifitseeritud voolamise tingimustega seotud 
insenertehniliste probleemide lahendamises erinevate tehiskeskkondade jaoks. 
Voolamise hüdraulika valemid on tuletatud nii ühe- kui ka kahesuunalise 
stratifitseeritud voolamise jaoks uputatud avas. Ideaalvedeliku voolamise analüütilisi 
valemeid on rakendatud protsessiparameetrite arvutamiseks teadusajakirjanduses 
avaldatud eksperimentaalsete tulemuste alusel. Vedelike (või gaaside) segunemisest 
(ka emulsiooni moodustumine „lahustumatute“ vedelike voolamise koostoimel) ja 
soojusvahetusest sõltuvat stratifitseeritud voolamise dünaamilisi efekte on kasutatud 
voolamise hüdraulika valemite eriparameetrite määramiseks, mis täpsustavad uputatud 
ava arvutustes vooluhulkasid, väljavoolu koguseid ja protsessi aega. Süsteemi 
disainiparameetrite väärtuseid on kasutatud integreeritud süsteemi kasutusvõimaluste 
selgitamiseks. 

Esiteks, on näidatud, et kvaasistatsionaarse voolamise modelleerimise meetodit võib 
rakendada ajast sõltuvate suuruste määramiseks voolamise jaoks uputatud avades. 
Voolamise hüdraulika valemid on tuletatud vedelike (või gaaside) väikese tiheduse 
erinevuse lähenduses nii ühe- kui ka kahesuunalise stratifitseeritud voolamise jaoks 
uputatud avades, mis võivad olla nii nelinurkse kui ka ümara kujuga. Publitseeritud 
mudelbasseini õlilekke katsetulemusi on kasutatud uputatud avade vooluhulgategurite 
arvutamiseks. Geneetilist Algoritmi on rakendatud takistustegurite ja  vee-õlisegu 
(emulsiooni) tiheduse arvutamiseks voolamisel läbi uputatud ava. On näidatud, et 
voolamise hüdraulika mudeleid on lihtne kasutada ning rakendada erinevate 
laevaõnnetuste stsenaariumite jaoks. 

Teiseks on välja arendatud tehiskeskkonna süsteemide (linna sademevee ja hoone 
tarbevee süsteemi) integreeritud mudel, mis kasutab veesoojuse eraldamise valemit ja 
tarbevee soojuskoormuse valemit, et määrata süsteemi disainiparameeterid. 
Geneetilist Algoritmi on kasutatud sademevee mahuti suuruse ja linnavalgala pindala 
otsimiseks paljude võimalike lahendite hulgast. Sademevett on vaadeldud kui 
madalatemperatuurilist vett linnaalal, mis esindab kohapeal olemasolevat 
soojusenergia allikat sooja tarbevee tootmiseks erinevat tüüpi hoonetes (korterelamu, 
büroohoone ja kaubanduskeskus). Välja on pakutud sademevee ja tarbevee 
integreeritud süsteemi toimimise optimaalsed lahendused, mis võimaldavad 
soojusenergiat eraldada sademevee mahutist tarbevee kütteks Läänemere piirkonnas 
vihmaperioodil. 
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Tehiskeskkonna süsteemide kasutamiseks on vajalikud lahendused, mis vastavad 
kaasaegsetele energiatõhususe ja ohutuse nõuetele. Stratifitseeritud voolamise 
dünaamika tehiskeskkonnas sõltub oluliselt temperatuuri muutustest ja erinevate 
vedelike (või gaaside) koostoimest voolamisel. Tänapäevani piirab sisevoolamise 
hüdraulika valemite kasutamist tehiskeskkonnas stratifitseeritud voolamise 
eksperimentaalsete andmete puudulikus. Voolukiiruse ja rõhu andmed on vajalikud 
ühe- ja kahesuunalise stratifitseeritud voolamise modelleerimise jaoks uputatud 
avades. Seetõttu on vajalikud uued eksperimentaalsed tulemused ja samuti arvutusliku 
vedelikudünaamika (CFD) modelleerimise tulemused. See võimaldaks universaalsemalt 
kasutada käesolevas töös välja arendatud stratifitseeritud voolamise hüdraulika 
mudeleid hoonetes ja laevades. 
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Abstract 
Uni- and Bidirectional Stratified Flows in Submerged 
Openings of Built Environment 

Stratified flows are common phenomena in the built environment. A number of fluid 
engineering problems have motivated the modelling of uni- and bidirectional stratified 
flows in buildings and ships. This encompasses the flow of heterogeneous fluid in a 
complex geometric system involving a wide range of length scales. Distinctive 
characteristics of the submerged openings, connecting two fluids with different density, 
are due to the orientation, shape, and size, which determine stratified-flow dynamics 
under variable conditions. Stratified flows through submerged openings are essentially 
due to excess hydrostatic pressure (i.e. surface-slope driven) and density difference (i.e. 
buoyancy driven). In addition, the built environment systems can be either vertically 
fixed (e.g. a room in a building or underground stormwater tank), or vertically unfixed 
(e.g. the oil tank of a damaged ship). For instance, the vertical motion of a damaged 
tanker may be due to weight loss (upward motion) and buoyancy loss (downward 
motion). The stratified flow dynamics can be also dependent on shear-produced mixing 
between interacting fluids. As an example, natural ventilation of a room with 
mechanical ventilation may include exchange flow through an open window that 
experience entrainment of counter-flowing miscible fluids. Another example is an oil 
spill from a damaged tanker that represents immiscible fluid flow through the hole of a 
breached hull, which may result in the formation of emulsion. 

In practical applications, the flow rates of uni- and bidirectional stratified flows 
through submerged openings can be calculated using the hydraulic-theory solutions 
that use the discharge coefficients. However, the process parameters of stratified flow, 
such as hydraulic-flow coefficients and mixing quantities, should be determined in 
combination with the experimental or numerical results. For this purpose, a genetic 
algorithm can be used for searching the values of the combined process parameters, 
which are defined in the hydraulic-theory solutions as variables. The dynamical effects 
due to the presence of boundary layers can differ significantly in the uni- and 
bidirectional stratified flows through submerged opening. As the discharge coefficient 
in unidirectional stratified flow is essentially related to flow contraction and separation 
at the opening edges, then this coefficient in bidirectional flow is related to both 
boundary and interfacial stresses. Also, the temperature variations due to heat transfer 
can affect the stratified flow dynamics. For instance, the fluid cooling during outflow 
from the pre-heated built environment enclosure can result in flow conditions 
associated with a restricted outflow or even blockage of the flow. 

Moreover, finding solutions for an efficient design of the built environment 
integrated systems is a challenging task, and is of practical interest in decision-making 
processes. Energy efficiency benchmarking is the key reason to seek alternative on-site 
resources (e.g. thermal energy of low-temperature water) for buildings. The 
determination of integrated system parameters (e.g. stormwater volume in a tank for 
heat extraction, the number of tank fillings due to harvested rainwater from a 
catchment area, etc.) requires optimisation in order to utilise the locally-available 
resources. For this purpose, GA can be consistently employed for searching the 
integrated-system design parameters, which are defined in the model as variables. 
However, the heat extraction is dependent on stratification in a storage tank, where 
warmer and colder fluid is present due to temperature variations. The heat transfer 
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and fluid exchange in the built environment system may be altered by the convective 
flows. Therefore, it is essential to understand the fluid dynamics of temperature-
stratified flow. The internal-flow hydraulics theory is useful in dealing with the 
dynamics of stratified flow through submerged openings, which regulate the mass and 
energy changes in the built environment enclosure. 

The novelties of this thesis correspond to the different aspects of fluid engineering 
problems in built environments. The hydraulic formulae for submerged openings are 
developed for the cases of uni- and bidirectional stratified flows. These analytical 
formulae are used to determine the discharge coefficients from the available 
experimental results. The dynamical effects due to mixing (formation of emulsion in the 
case of immiscible liquids) and heat exchange are parametrized for the exchange flow 
through submerged openings, which affect the flow rates, outflow volumes, and 
process durations. Optimal solutions for design parameters are used for an efficient 
design of integrated systems. 

Firstly, the quasi-steady modelling approach is used to determine the time-
dependent quantities of flows through submerged openings. For this purpose, the 
hydraulic-theory solutions in the approximation of small density differences are derived 
for uni- and bidirectional stratified flows through submerged openings of rectangular or 
circular shape. A GA is used for searching the values of combined process parameters 
such as flow-resistance factors and water-oil mixture (i.e. emulsion) density in the oil 
spill. It is demonstrated that the hydraulic-flow models are easy to implement and that 
they are able to deal with different scenarios. 

Secondly, it is demonstrated that a developed model of integrated systems, making 
use of the stormwater heat extraction equation and domestic water heat load formula, 
makes it possible to determine the design parameters. A GA is used for searching the 
dimensions of integrated systems design parameters such as the stormwater storage 
tank volume and the catchment area. It is considered that stormwater is the low-
temperature water in urban area, and presents a potential on-site thermal-energy 
source for hot-water production in different types of buildings. Therefore, an optimal 
solution of the stormwater and domestic-water integrated system is proposed to 
investigate the heat extraction from stormwater storage tanks for domestic water 
production during the rainy season of the Baltic Sea region. 

The built environment systems require the solutions to meet the current 
requirements for energy demands and safety. The dynamics of stratified flows in built 
environment enclosures are essentially dependent on temperature variations and the 
presence of different fluids. At present, the lack of stratified-flow experimental results 
restricts the usage of the hydraulic formulae for the modelling of uni- and bidirectional 
stratified flows through submerged openings in built environments. However, the data 
of velocity and pressure distributions are important for stratified flow modelling in 
submerged openings. Therefore, the new experimental results, as well as 
Computational Fluid Dynamics (CFD) modelling, are necessary for future work. This 
makes it possible to more universally apply the herein-developed stratified flow 
hydraulic-modelling solutions in solving fluid engineering problems in buildings and 
ships. 
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Appendix 1 

PUBLICATION I 

Sergejeva, M., Laanearu, J., Tabri, K. (2013). Hydraulic modelling of submerged oil spill 
including tanker hydrostatic overpressure. – Proceedings of 4th International 
Conference on Marine Structures, MARSTRUCT 2013, 25–27 March 2013, Espoo, 
Finland. Taylor & Francis, 209−217. 
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Kollo, M., Laanearu, J., Tabri, K. (2017). Hydraulic modelling of oil spill through 
submerged orifices in damaged ship hulls. – Ocean Engineering, 130, 385−397. doi: 
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�*������	��0�*d�e()*�	+��
,�*�����
/	���
��f
����g�����
[������/,
[h�9\[�9()*�	+��
,�*���-�����i	�*�e�i�	)��d�e�	��
�,����*��*�j���������.����
��	����-���	�2��	

�*����k_�+�����.���,�*��
�������	��+��*��*����,������i��	2l+	�����������m����
	���k_�
�����
	���	��
���0�*�)
�,.	��������/��	���	���)���+����-9	
	2�����	�knopqqrk�������
	����.�������*	�	*�,�����	�����-�/�,�*������	..��	
/*�
���.�*/���k]��/�/)*�	+��
,�*������4��e	�-�+�*�/	�	*��
��*�������+�-	
����/���	2����	�2)���*�	+��*���
����	�d�e4e/���	�	�
��*������ie	��������-	
��/�e�	��*���
����	�d�ek����.���
��+,��	�**+�	�����
��0�,�/	�����+�d�e*�.��*��������)��d�e��.	�	����	�*,�m���	��/��+�,����*���0
��k[�	
�����	�)�-�/��e��24*��
/	���
��f
�����	��*����,���*-��,�/��m.���,���	�
���0
	�����-�/�/)*�	+��
,�*���k[��.��,��	����	������/,e	��,.��)�*��*����,����/�/�	*�������-	���	��0�*d�e�/��+�/�/�*�+���i/+���	�2/���kstuvwxyz{|w}yv�/�.
���������	�*���+�*����	��,	8��	

�*����).����,	�i���,���	��.���	����n�1�[4opqp4opq~rk��.��*������/��/�.�).�	�*�m�����-*	,	��4�+
/	

�*����
	����+����/+,	�
	+�	������4	*
������
����,���	��j�
��	�*���0�	�
�	�����k������
2���j�/����������4�+
/	��/�g+�-�-1�m�
�4�/����	���-��
��)4�/�h	���
	�*�/�1�*�����	��	���	4
	���
�	�
�,.��
	��**)�	,�
�k�+����/�*���	�
�����/��/���e/���
�
��.����
������	,�	�*
��	�i+.�l+�.,���	����
	��*4����.����	��*�f
+����,	�	��n�+

���	�k4opqo����,�����	�k4opq~�1��	2+��	�k4opq�rk[

��*�����[�
����	�knopq�r4������
2,�
�,������/��	�����1�*�����	��	���	���������)	j�
��*�)�	�/),����
4,����������
	�4�
�	����	./�
4	�*���,��./�����
	�
��*������k[

�*������
��
�������	�2���
	����+����	*
������
����,���	��j�
���-���+
�+�	�*	,	�����/��/�./+���

+��	��+
/	��
	�����/	�
�,.	��,����
���	��������	�����	
/�*4��	*����������0
	���.����n���,�����	�k4opqp4opq~�[�
����	�k4opq~4opq�4opq��̂ �\�]�����8�
�rk9/+�4��	�����.������	���
����,���	����2�4�����������	���+�*����	�*.�������
����l+��
���-	

�*���	����	
/�����	�2��/+���k_+��/��,���4��	**��������/��).�
	���	8�
�������-������
2,�
�,���������
���	�)����	�����.��*�
��/�	,�+���-.������	�����.���-��*�j�����/+��
��0�+�	�����	�*���	
/.�����k9/�����.���,�*��.�������*/�����	.	���-�/�	

�*���	�*	,	��	�*�.���	�����,���,�*��n[��[1r4e/�
/e	�*�
���*������,	���	.�*����.����
��	����-��/+��
���������

	�*���+�*���*	,	��k9/�[��[1,�*��.��*�
�����+
�+�	�*	,	��	�*�
	�+	����/��.���
��+,�	�**+�	���������+	�����e/������)��,���**	�		��	
	��	���-���/�.���
��
�*��,	����,�	

�*����k]��/�����	�*4�/�[��[1 ,�*����e����+���*-��	���2	�	�)���	..��	
/e/����)�	����+,�����-�
��	����
	���	�	�)��*+������,���*	
	��	���*	�	k[�������	��*,�*���-�/��2��*��.��.���*��9	�����	�knopq�rk�/��,�*���������i�+�d�e*)�	,�
�-��, 	��	2����	�24�����������	���+��������/	�	��
	.	����-,�*������d�e��*�����)
	��	�����4/)*����	��
*��
���.����+��4
��
����)	�*,�m���	�*/+��i*	,	��
/	�	
�������
�n�k�k4���0
���
	����4����	�*�/	.�rk����,+���0
	����.�	)�	�����0
	��������,�*������������
2��	8�
���)n[�
����	�k4opq�r4	��,+�����e��/�p�e	���
������,	)��*+.e��/	
��+,��/	���0
�i��,���/��.����*
��+,��-.	�������n�����	�k4opp�rk]��/�-��,	�����-�,+���������+�����-��,�/�./)��
	�,�m���.��,���*�)�+��+���
�	��/���	�+�-	
�4�/�*�����)	�*
��
����)�-	��l+�*��
����	���)
/	�����k̂ �
���/�����4�+
/��
��i���	������-����+�d�e�-��,��	2����	�2�n�k�k4��,�
�2ih���)��	�k4opp��9	
	2�����	�k4opqqr	���
	�
�k�+����/�*,�*���	����,���*��
	�
+�	�����/�0�	��+�d�en�k�k4����.���r
��+,�4e��/����������
����*��	�����-
	��	��������/��+�d�e*)�	,�
�e��/��,�k[������������,�*�����������	��* �� �/�������	�id�e /)*�	+��
-��,+�	�n�����8�
	��	�k4opq�r
	���	..���*��*����,�������i��	��*.	�	,�����������.����
��	����k(�e�
��4	��,.+�	����	�_�+�*�)�	,�
�n�_�r����-���	.�*	�����,����-����.���	

�*����/��.���*mk*��k����qpkqpq��8k�
�	����kopq�kqqkp�o\�
��
�*q���
�,���opq��\�
��
�*����
���*-��,op �̂
�,���opq��[

�.��*oq �̂
�,���opq�5������.��*���	+�/��kF�Y;D>;bbJINNINc,���2	k2�������+k��n1k3����r48	��2k�		��	�+���+k��n6k7		��	�+r42����8	�k�	����,�
k��n3k9	���rk

������������������������������� ¡�¢�

£¤��¥�¦¥��§�¥�������̈���©¦������ª���¢«����¬�­����ª��¥®�¤����̄°±²�£¥¥����³°®���®��¤�±²





























 

123 

Appendix 3 

 
 
 
 
 
 
 
 
 
 
 
 
PUBLICATION III 

 
 
Sergejeva, M., Laanearu, J., Tabri, K. (2017). On parameterization of emulsification and 
heat exchange in the hydraulic modelling of oil spill from a damaged tanker in winter 
conditions. – Proceedings of 6th International Conference on Marine Structures, 
MARSTRUCT 2017, 8 – 10 May 2017, Lisbon Portugal. doi: 10.1201/9781315157368-7 
 





��

��������	
�	�
�	������
�	���	���
��	��	���
��	����������	�	������	������	�	��������	���� !	"#$%	&�����	�	'����
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