TALLINN UNIVERSITY OF TECHNOLOGY
DOCTORAL THESIS
3/2018

Uni- and Bidirectional Stratified Flows in
Submerged Openings of Built
Environment

MONIKA KOLLO

i | TU
i

| PRESS



TALLINN UNIVERSITY OF TECHNOLOGY

School of Engineering

Department of Civil Engineering and Architecture

This dissertation was accepted for the defence of the degree 15/11/2017

Supervisor: Associate Professor Janek Laanearu
Department of Civil Engineering and Architecture
School of Engineering
Tallinn University of Technology
Tallinn, Estonia

Opponents: Professor Paul Linden
Department of Applied Mathematics and Theoretical
Physics
University of Cambridge
Cambridge, United Kingdom

Associate Professor Claudia Adduce
Department of Engineering
University Roma Tre

Rome, Italy

Defence of the thesis: 16/01/2018, Tallinn

Declaration:

Hereby | declare that this doctoral thesis, my original investigation and achievement,
submitted for the doctoral degree at Tallinn University of Technology has not been
submitted for doctoral or equivalent academic degree.

Monika Kollo

signature

* X %
* *
* *
* *

* 5k

European Union
European Social Fund Investing in your future

Copyright: Monika Kollo, 2018

ISSN 2585-6898 (publication)

ISBN 978-9949-83-195-1 (publication)
ISSN 2585-6901 (PDF)

ISBN 978-9949-83-196-8 (PDF)



TALLINNA TEHNIKAULIKOOL
DOKTORITOO
3/2018

Uhe- ja kahesuunaline stratifitseeritud
voolamine konstruktsioonipiirde uputatud
avades

MONIKA KOLLO






Contents

[ o) U] o] [ ot} 4o o I3 PRSPPSO 7
Author’s Contribution to the PUBIICAtioNS .......covviiiiiiiiiiiecicceee e 8
[[a oo [Tt o o PP RUPPPPUPO 9
Theoretical background ..........ooiiiiiiiiii e 9
SErAtIfIEd FIOWS 1ot s e e e bae e e naaee 11
NATUFAl ENVIFONMENT...ciiiiie ittt e e eee e sbae e e s sabe e e ssaeaeeeseneeeens 13
BUIIE ENVIFONMENT c..eiiiiieiie ettt ettt sbe e st esbe e e st e e nbae e sateenanes 13
INtErNAl-FIOW A .. .iiiieeie e e e s 15
StAtE OF thE AT i et st s s 17
Motivation and ODJECHIVES .......ueeieiiic e et ae e e s aree e 18
[ oY1 2= 4 o] o |- 19
FA o] o] ¢ YV = d o] o OO PP 21
SYMBDOIS ..ttt ettt sttt st e et st e st esreeeanee s 22
1 Theory of internal-flow hydraulics.........ccccveeeeiiiiiiiie e 24
1.1 Theoretical framEWOIK......c.cocviiiiiiniierieesie e sbe e sibe e s ae e 24
1.2 UNidir€Ctional FIOW ....ccuieiieiniierieeste ettt 25
1.3 Bidirectional FIOW ....ceeeuiiiiiieiieceee e e 27
1.3.1 ReCtanguUIAr OPENING ...ccuveerieiiiieeet ettt ettt et s re et e s neenaees 28
1.3.2 CirCUlar OPENING ..ceeuiieiieeiite ettt ettt e sbe e e st e bt e s b e s be e e s aeeennees 33
1.4 Hydraulic-modelling SOIUtIONS. .....cccuiiiiiiiiiiieee e 38
1.5 Discharge COEfiCIENTS ....cc.uiieieiie et et e e et e e e aae e e e eareeeens 39
SR T o=l - [t (o] TSSO 40
2 PHlOt SEUTIES ...eeiteeiieeeeeee ettt sttt st e e st e bt e s bt e s b e e beeeneeeaee 41
0 R 1115 o 11| SRS 41
P VAT 1 =Y =) ol o -1 V-SSR 47
2.3 VENTHATION ettt st e e e e st e s eaneeas 49
3 Optimisation MELNOM .......coviiiiiee e e e e s e e e e e aneeas 54
P YT Y ol T =Yl o o1 To 18 =SSR 54
P A CT=T a1l A ol Y=o T o o Vo SRR 56
3.3 ProcCess OPtiMISATION ....uuviiieiiiiiiiiieee ettt et e e s s e r e e e e s s s ssaabreeeeeeessnnnnnees 60
3.3.1 PhysSical MOAEIING......uviiieeiieieeeeee e e e e e e e e e e e e e anaeaes 60
3.3.2 Hydraulic-flow problem ... 60
3.3.3 Setup and run of process optimisation .........cccoccciiiiiiiiieiiiiiiiee s 61
3.3.4 Results of process optimisation .........ccccviiiiiiirieiiiiiiieee e e 64
3.4 SysStem OPtiMISAION .. .uuiiiiiii it e e s e e e e e e s aaarees 64
3.4.1 Engineering MOdEelliNG .......coeeiiiiiiiiee et 65
3.4.2 Integrated-system model problem .......cceeeiiii e 66
3.4.3 Setup and run of system optimisation .........ccccoecciiiiiii e 67
3.4.4 Results of system optimisation ........ccoccuiiiiiiiii e 69
O Yo a ot | el o =1 F=T o =TSSR 72
4.1 RiSK @SSESSIMEBNT ..eveieiieiiieiiitesiiee sttt ettt ettt e e st e e st e e sabe e sabeesabeesabeesateesareesareess 72
4.2 RENEWADIES ...ttt st st st sbaesaree s 73
4.3 ENErgY effiCIBNCY woeiei it e e e anraes 75
SUMMArY Of FINAINGS co.evieee et e e e e s e e e rae e e eanes 78



LISt OF FIGUIES ..ottt ettt ettt et b et e st e bt e s bb e e sae e e saneenneas 81

LISt OF TADIES ..ttt 83
RETEIENCES ..ttt st e sat e e b et e s bb e e bt e e s b e e sate e saneenneis 84
LUNTKOKKUVBTE ...ttt st 91
ADSEIACT ..ottt e e e e e nees 94
YT o1=T o Yo [ R SS 97
7Y o] o1<T o Vo [ AR 107
APPENAIX 3 ittt ettt b e e bt b e e b e s bt e e bt e s beeenee et 123
Y o] o T<T o Yo [ SRS 133
APPENAIX 5 ettt ettt e bt st e et s b e et e s bt e bt e s beeenaee s beeeneenane 145
CUPTICUIUM VITAE ittt sttt ettt st ebe e sbe e b e b eneas 159
EIUIOOKIFIEIAUS ...ttt st e e eaee 161



List of Publications

The list of author’s publications, on the basis of which the thesis has been prepared:

Sergejeva, M., Laanearu, J., Tabri, K. (2013). Hydraulic modelling of submerged oil
spill including tanker hydrostatic overpressure. — Proceedings of 4th International
Conference on Marine Structures, MARSTRUCT 2013, 25-27 March 2013, Espoo,
Finland. Taylor & Francis, 209-217.

Kollo, M., Laanearu, J., Tabri, K. (2017). Hydraulic modelling of oil spill through
submerged orifices in damaged ship hulls. — Ocean Engineering, 130, 385-397. doi:
10.1016/j.oceaneng.2016.11.032

Sergejeva, M., Laanearu, J., Tabri, K. (2017). On parameterization of emulsification
and heat exchange in the hydraulic modelling of oil spill from a damaged tanker in
winter conditions. — Proceedings of 6th International Conference on Marine
Structures, MARSTRUCT 2017, 8 — 10 May 2017, Lisbon, Portugal.

Sergejeva, M., Laanearu, J. (2013). Optimal utilization of rain-water heat in
domestic water system of public building. — Proceedings of 11th REHVA World
Congress and the 8th International Conference on Indoor Air Quality, Ventilation
and Energy Conservation in Buildings, CLIMA 2013, 16 — 19 June 2013, Prague,
Czech Republic. Elsevier, 1-10.

Kollo, M., Laanearu, J. (2017). An optimal solution of thermal energy usage in the
integrated system of stormwater collection and domestic-water heating. — Urban
Water Journal, 14 (2), 212-222. doi: 10.1080/1573062X.2015.1086006
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Contribution to the papers in this thesis are:

The author proposed the hydraulic theory solutions in the case of oil outflow
through the submerged rectangular hole in the tank. The hydraulic formulae were
applied in the case of unbalanced and balanced hydrostatic-pressure situations at
the level of the hole. The hydraulic modelling solutions were used to determine the
oil-spill duration and outflow volume from the side and bottom holes of single- and
double-hull tankers. The effect of a shape factor in the analytical formula for
volumetric flow rate of bidirectional stratified flow through the side hole of the
tank was discussed.

The author derived the analytical formula for volumetric flow rate using the
internal-flow hydraulic theory in the case of oil outflow through the submerged
circular hole in the tank . The uni- and bidirectional stratified flows were analysed
for different oil-spill scenarios of tanker accidents. Four oil-spill model versions
were proposed to determine the oil-leak quantities in six test cases. Five test cases
were used to determine the discharge coefficients according to the experimental
results by Tavakoli et al. (2011). One test case for bidirectional stratified flow
through a side hole in a double-hulled tank was presented as a demonstration of
the modelling approach developed. GA was implemented to find the process
parameters, such as discharge coefficients and emulsion density.

The author extended the internal-flow hydraulic model to account for the effects
of emulsification and heat exchange. The emulsification was associated with an
interfacial mixing between the counter-flowing layers. The effect of heat-exchange
was considered in both cases i.e. uni- and bidirectional stratified flows. Two key
parameters: i) the seawater inflow-rate reduction parameter and ii) the thermal
expansion coefficient, were introduced in hydraulic-theory solutions to modify the
formulae for the volumetric flow rate of uni- and bidirectional stratified flows
developed in Publication Il. The extended hydraulic model was tested to consider
the outside temperature variations between summer and winter conditions.

The author proposed the model of integrated system of stormwater collection and
domestic-water heating. It was considered that the heat extraction from
stormwater results in the stratified flow through the storage tank. Six months of
rain in the north-eastern Baltic Sea region was examined to analyse a possibility of
low-temperature water usage for domestic hot-water production. GA was
employed for searching the dimensions of the integrated-system design
parameters (rainwater storage amount and catchment area size) of public building.

The author applied a modified model of an integrated system of stormwater
collection and domestic-water heating for different types of buildings (residential,
public, and commercial). GA was employed to find the integrated system
parameters, such as the number of storage tank fillings and the stormwater
volume in storage tank. In the developed model the stratified flow due to heat
extraction regulates the number of storage tank fillings. The system’s cumulative
expenses related to the stormwater storage and the rainwater harvesting expenses
were discussed.



Introduction

Theoretical background

Density tends to vary from point to point in real fluids. The consequence of this is that
the pressure variation with depth is "non-linear" also in a fluid in a static situation. In
dynamic situations, the density can vary vertically between moving layers separated by
interfaces, and horizontally between columns separated by fronts, as seen in the ocean
and atmosphere. Air and water, largely immiscible fluids with a very large density
contrast, is one example of stratified flow in which coupling between moving layers can
be considered as "weak". An example of stratified flow with "strong" coupling between
layers is flow with small density differences, such as buoyancy-driven flow in a river
estuary, with water outflow having a negligible surface slope.

The buoyancy force allows the fresh water in a river estuary to flow above the saline
water, and cold air to flow along a mountain slope. For a fluid column to be in
equilibrium, the buoyancy force (i.e. upward force) must exactly be equal to the force
due to weight. Therefore, the buoyancy is usually defined as the negative weight per
unit volume for a fluid parcel (cf. Gill, 1977). However, in the case of a droplet of oil at
rest in water, which can also be considered to be a submerged fluid parcel, the
pressure-gradient force due to gravity is different from the weight of the droplet due to
density differences. The pressure variation over the fluid parcel interface is the cause of
the buoyancy force. The buoyancy force Fs (N) on a fluid parcel can be determined as
the pressure integrated over the closed interface area. Applying the Gauss theorem,
the equation for buoyancy force is as follows:

F, = —i p(2)iids = - j vp(2)dv, &

where p(z) is the pressure (Pa) at height z (m), S and V are the interface area (m?) and
the volume (m3) of the fluid parcel, respectively. The buoyancy in the heterogeneous
fluid is the product of gravity and varying density, i.e. the submerged fluid parcel that is
denser than the surrounding fluid will sink; in contrast, a lighter parcel will rise inside
the denser fluid. The reduced gravity g’ of a submerged fluid parcel is the negative of
relative buoyancy b (m s2):

g|: g pparcel ~ Pivid :_b, (2)
P fuid

where pparcel and psuid are the density (kg m3) of the fluid parcel and ambient fluid,
respectively (Wirth, 2017). Therefore, the buoyancy force is modified in the
heterogeneous fluid due to the varying density. It follows that the submerged fluid
parcel in a stratified fluid will settle at the equilibrium depth, where the relative
buoyancy vanishes. It also follows that the resultant force on the submerged fluid
parcel due to gravity and density differences is Fr = bpsuidV.

The buoyancy-driven flow is by far a common flow in nature, and it exists obviously
in the built environment, where usually fluid density changes result from temperature
variations due to heating. The dynamics of two-layer flows with a small density jump



(Oparcet — pfuia << psuid), can be modelled as homogeneous layers of inviscid fluid (Zhu
and Lawrence, 2000). In the case that the density jump is negligibly small; the
Boussinesq approximation can be applied. This approximation ignores the density
difference by assuming that its variation has no effect on the flow field, except where it
gives rise to a buoyancy force, i.e. appears in terms multiplied by g. The flows with
hydrostatic pressure distribution are illustrated for i) single-layer and ii) two-layer cases
in Figure i-1. The main assumption is that the fluids are incompressible, which is a
reasonable assumption for most of the flows of liquids, and also for gases at low Mach
numbers (M < 0.3). For inviscid, steady, and incompressible flow, the density remains
constant within the layer and the sum of pressure, elevation, and velocity heads is
constant inside the homogeneous fluid layer. In the case of irrotational flow the
principles of potential flow apply.

i) 2

Figure i-1. Notations: i) single-layer flow and ii) two-layer flow.

In the case of single-layer flow, the Bernoulli function E1 (Pa), i.e. Bernoulli head B1 = E1
/ p1g (m), yields the Bernoulli constant for any point N1 within the homogeneous fluid
layer (0 < hyi < diand zii = d1 — hy):

2
u
E = 10121 + P+ o9y +2; +2,), (3)

where u1 is the horizontal flow velocity (m s), po is the pressure on top of the layer
(Pa), p1 is the fluid density (kg m3), and h1 and zi; are the fluid thicknesses (m) above
and below the point N1 in the fluid layer. The Bernoulli head also represents a reduced
form of the energy conservation.

In the case of a heterogeneous fluid, the stratified flow can be approximated by two
homogeneous fluid layers (1 and 2 representing the upper and lower layers) of
different densities (Figure i-1ii). The Bernoulli function of both layers relate similarly the
flow velocity, pressure, and elevation heads as in the single-layer case. The Bernoulli
function of a particular layer yields the constant for any point N:1 within the upper
homogeneous fluid layer (0 < h1; < d1 and z1; = d1 — hii), and for any point N2 within the
lower homogeneous fluid layer (0 < h2i < d2 and z2i = d2 — h2i). Therefore, per the
definition above, at the interfacial point N, the Bernoulli functions’ difference (E2 — E1)
of the layers of different density can be determined. In the study of coupled two-layer
flows the internal-flow energy function is defined as:
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2 2
E, —B _|W AU’ +g'(d, +2z,), (4)
P 2 p 2

where E1 (Pa) and E: (Pa) are the Bernoulli functions in the upper and lower layer,
respectively, d: is the lower-layer thickness (m), and z» is the bottom elevation (m).
Henceforth, Equation (4) is simplified according to the assumption of a small density
difference. If shear stresses (i.e. interfacial and boundary stresses) in the two-layer flow
are considered, then the internal-flow head is not conserved along the channel.

Stratified flows

Stratified flows are of practical and scientific importance in fluid mechanics (Kundu et
al., 2011). The variations in fluid density in stratified flows arise through temperature
differences, salinity contrasts, the presence of different fluids of different densities, and
combinations of these situations. The buoyancy-driven flow can be related to the
coupling between fluid layers of different density. The stratified flows can be classified
in @ number of ways. Herein, the stratified flows are classified separately as flows of
liquids and gases, both of which share the ability to follow the ideal flow conditions.
When two fluids with similar properties flow, for instance liquid adjacent to liquid or
gas adjacent to gas, the coupling between layers in buoyancy-driven flow can be
considered as "strong", e.g. Kelvin-Helmholtz type instability at the interface between
two horizontal parallel streams of different velocities and densities (Kundu et al., 2011).
Thus, the dynamics of an interface that separates layers is strongly dependent on both
fluids’ behaviours. However, when fluids’ properties vary on a larger scale, for instance
in simultaneous flows of gas and liquid, the dynamics of the interface (surface) are
essentially related to the denser fluid (liquid) layer’s behaviour, and therefore, coupling
can be considered to be "weak", e.g. wave breaking in the sloping bottom (Oldekop and
Liiv, 2013). It should be noted that the strength of coupling is also associated with the
stratified fluid layers’ thicknesses. This is apparent in the dense fluid shallow flow,
which is submerged in the deep fluid body with small density difference. In this case,
the lower layer buoyancy-driven flow has no significant effect on superimposed fluid
layer behaviour, i.e. coupling between the layers with small density differences can be
considered to be "conditionally weak".

The stratified flows consider the miscibility criterion, according to which two
different situations should be distinguished: miscible and immiscible fluid flow. When
two fluids are miscible, when mixed together in any proportion at given conditions they
form a single homogeneous layer that shares the properties of both fluids. By contrast,
fluids are immiscible if a significant proportion does not form a homogeneous layer.
This results in the formation of emulsion, e.g. one fluid disperses in another as droplets.

In order to simplify the classification of buoyancy-driven flows, the interactions
between fluids are mapped into four categories in Table i-1, where the coupling
"strength" and the miscibility criteria are considered. It should be noted that the active
and passive layers of a buoyancy-driven flow are important for interfacial dynamics in
the case of small density difference. The active layer represents the fluid layer that has
significantly different flow behaviour compared to the passive layer, due to the
different thicknesses of the layers. Therefore, the gravity currents in the ocean and
atmosphere can be considered to be buoyancy-driven flows with the layers that are
"conditionally weakly" coupled. Furthermore, in the case of the interaction of
immiscible fluids, such as air and water, the coupling of fluid layers in the gravity-driven
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flow can be considered as "weak", e.g. surface currents in rivers and channels without
wind effects. If the surface flow is driven by wind, herein it is considered as shear-
driven flow, and is not of interest to this study.

Table i-1. Interaction of fluids in buoyancy-driven flows.

Strongly coupled Weakly coupled

Miscible Conditionally weakly coupled

= Liquid-liquid interaction with two | = Liquid-liquid interaction with
active layer flow (e.g. bi- one active layer flow (e.g. uni-
directional stratified flow in river directional submerged gravity
estuary). current in the ocean).

= Gas-gas interaction with two = Gas-gas interaction with one
active layer flows (e.g. active layer flow (e.g. uni-
bidirectional stratified flow directional submerged gravity
through the opening of a current in the atmosphere).
building).

Immiscible | = Liquid-liquid interaction with = Gas-liquid interaction with one
two active layer flows (e.g. active layer flow (e.g. open
bidirectional oil-spill through the channel gravity-driven flow
opening of a ship). without the wind effect).

The aim of this study is to investigate stratified flows, specifically, in which the
density jump between layers is small. Some examples of such uni- and bidirectional
stratified flows in the natural environment (NE) and built environment (BE) are
described in Table i-2.

Table i-2. Uni- and bidirectional stratified flows of miscible and immiscible fluids in the natural
environment (NE) and built environment (BE) for small-density-difference cases.

Unidirectional stratified flow Bidirectional stratified flow
Miscible = Stratified flow of water in an = Exchange flow of water in a
estuary with a dynamically strait (NE).
blocked upper or lower layer (NE).| = Exchange flow of air in a valley
= Pressure-driven air flow through (NE).
the opening of a building = Exchange flow of air through the
envelope (BE). opening of a building envelope
(BE).
Immiscible | = Pressure-driven oil flow through a | = Exchange flow of oil and water
hole in a damaged tanker (BE). through a hole in a damaged
tanker (BE).

The hydrostatic pressure difference between the connected fluids at a submerged
opening in a built environment determines the surface-slope-driven (pressure-head-
difference-driven) flow conditions. In the natural environment, for instance in a river
estuary, the unidirectional stratified flow with the interface between saline and fresh
water layers, can be driven by buoyancy. In the built environment, for instance in the
submerged opening of an enclosure, the unidirectional stratified flow can be driven by
the excess hydrostatic pressure. However, in both natural and built environment cases,
the bidirectional stratified flow can be buoyancy driven.

12



Natural environment

Stratified flows of miscible fluids are common in the ocean and atmosphere. Flows with
an abrupt horizontal density front occur, for instance, in estuaries, which are the
connections between salt- and freshwater sources. Fresh riverine water inflow into the
sea is a good example of gravity-driven unidirectional flow. However, when river water
meets seawater in man-made deep river inlets, a bidirectional stratified flow can exist
(Arita and lJirka, 1987). The near-bottom dense saline water intrudes into the estuary
beneath the outflowing river water and thus flows against the direction of surface less-
dense water. For instance, the archival field measurements of the Parnu River estuary
analysed by Laanearu et al. (2010) reveal the occurrence of such stratified bidirectional
flows under variable sea-level situations and river-outflow conditions. In Figure i-2 the
camera image of gravity currents of the saline water intruding beneath the fresh water
across the submerged trapezoidal sill before flowing down the inclined slope into the
“river” basin (see PIV image of velocity field of this gravity current in Carr et al., 2015).

t=236.8

-100 80 50 -40 20 0 20 40
(cm)

Figure i-2. Gravity current across the submerged sill (Carr et al, 2015). The data source:
Experimental program, funded under the EU FP7 Hydralab IV Initiative, conducted in the largest
rotating platform in the world; the LEGI Coriolis Platform Il in Grenoble.

Similar phenomena occur in sea straits, which are naturally-formed narrow
waterways connecting two larger water bodies. Observations and experiments of the
two-layer water exchange through the Bosporus Strait, first published in the 1681 book
by Marsigli (Gill, 1977), show that the less-dense Black Sea water flows along the
surface over the denser Mediterranean water inflow.

Air flow between mountain valleys is another stratified flow example in the natural
environment, which represents miscible fluid flows. The density difference occurs due
to the solar heating and cooling of mountain slopes, leading to upslope and downslope
flows. In this situation, a layer of dense air adjacent to the ground is overlain by less-
dense air, and usually the interface between layers is made visible by clouds.

Built environment
Stratified flows are common phenomena in built environment systems. Different from
natural environment settings, i.e. straits and mountain valleys, the stratified flows in
built environment systems are on a smaller scale and often originate in flows through
submerged openings connecting two physically separated environments. The excess
hydrostatic pressure situation is typical for built environment enclosures such as liquid
storage tanks and rooms inside buildings.

The built environment comprises several liquid storage systems where stratified
flows are possible. Qil spills from oil tankers are one example that attracts attention
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(Figure i-3i), since tanker accidents such as collisions and groundings are one of the
major types of accidents in maritime transportation leading to significant
environmental and economic consequences (Ehlers, 2009). When the tanker hull is
breached, the inner cargo oil is exposed to the outside and can cause pollution of the
marine environment. The density difference is due to different fluids, here, oil and
seawater, which represent the stratified flow of two immiscible liquids. The hydrostatic
pressure difference at the opening relates to the liquid column depths on both sides of
the hole. If the pressure is hydrostatically unbalanced at hole level, unidirectional
stratified flow occurs, before the bidirectional stratified flow takes place. According to
the basic principle of stratified flows where the density is greater in the bottom layer,
the less-dense oil flows in the upper-layer against the direction of the denser seawater
in the lower-layer. This process lasts until the system is stable, that is, until the oil in the
vertically-fixed tank is replaced by the inflowing seawater to the upper lip of the hole.

) Damaged tank i) Extraction of Heat influx due to
- _g\ stormwater heat the stormwater
| )

‘ \‘. Heat outflux due to inflow

\ ; j the stormwater ‘ t -«
/\_,& outflow
/

Collision scenario Grounding scenario

Figure i-3. Stratified flows of built environment storage systems. i) Oil spill from a damaged
tanker. ii) Storage tank of a stormwater collection and domestic-water heating integrated system.

Storage tanks in stormwater and domestic-water heating integrated system is an
example of stratified flows of miscible liquids, whose density difference arises from
temperature differences (Figure i - 3ii). Maintaining stable stratification in a storage
tank allows the maximising of the operation of the collected stormwater imposed for
external domestic-water heating applications. A displacement flow takes place due to
buoyancy forces since the warmer stormwater is usually supplied from the upper
opening and the colder water is extracted near the bottom. The liquid flow through the
tank may be thought of as generally horizontal due to unidirectional stratified inflow
and outflow. Liquid and heat cross-flow is possible due to the formation of vertical
stratification, horizontal flow arrangement, and location of the heat extraction
connections in the tank. The greater the temperature difference and distance between
inflow and outflow, the greater the increase in density with depth and the greater the
vertical gradient.

Natural ventilation through open windows and doorways is one prevalent example
of stratified flow of miscible fluids. If a window is opened between a sealed room and
an open space, the buoyancy sets up an exchange flow through the opening (Figure i-
4i). The density difference is mainly due to a temperature difference between indoor
and outdoor environments, however, the exchange flow relates to humidity, pollutants,
and pressure difference as well, which are important in a variety of ventilation
contexts. Another example is mechanical ventilation in buildings, which can be
described as a man-made buoyancy-driven exchange flow (Figure i-4ii). The interface
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between fresh and contaminated air layers in a room is intentionally elevated by the
excess fresh air supply. This results in the excess pressure condition between the indoor
and outdoor environments, and causes unidirectional outflow of the indoor air through
the open window. The bidirectional stratified flow follows when the unidirectional
stratified flow spins down in the balanced situation, which is established at the level of
the opening. Large temperature gradients and different substance concentrations in
layers, for instance in hot smoke movement during a building fire, can influence the
outflow volumes and the durations of uni- and bidirectional stratified flows.

i) i)
-,
O
iz N_—
~—7
\ [J~——7

Figure i-4. Buoyancy-driven flows of miscible fluids. i) Bidirectional stratified flow through open
windows. ii) Unidirectional stratified flow in a room with displacement ventilation.

Internal-flow head

The internal-flow energy function, Equation (4), has been considered as an inviscid flow
case. In the study of coupled two-layer flow, the internal-flow energy head (Ein:) at a
section is defined as:

B == (5)

In the case of frictional flow, the layers’ energy difference (E2 — E1) is not conserved
(Figure i-5). According to Cuthbertson et al. (2017), the internal-flow head loss due to
the dissipative changes of E1 and E2 over a flow section between points 1 and 2 is given

as:
AE,, = Ex _EnJ_ E, _Elzjz(EZl_EzzJ_'—[Elz_EMJ' (6)
" P29’ P29’ P29’ P29’

The internal-flow energy head loss is considered to be positively defined i.e. AEint > 0,
when the difference in the layers’ energy is considered to occur along the flow i.e.
Ex1—E» >0and Exo—E11 > 0.
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Ei En<Ep

Ez Ez1 > Ex

Figure i-5. Sketch of two-layer frictional flow with a density jump between layers. The internal-
flow energy head loss AEin: is positive when the flow in the fluid layers is in opposite directions, as
in the case of buoyancy-driven flow.

Sudden changes of topography in a natural environment can be viewed as a source
of stratified flow disturbances and turbulent energy transfer into the flow domain,
which causes a series hydrodynamic phenomena and exchange mixing between layers
(Ravlic and Gjetvaj, 2003). However, in built environment systems, a fluid passing
through a submerged opening, such as an open window, will experience a drop in
pressure across the opening, thus for real flows it is important to account for the
effects of shear stresses. For this purpose, in practical applications, where the
continuous calculation of uni- and bidirectional flows is performed, the discharge
coefficient depends on the Reynolds number for an opening. This is a useful parameter
for determining the irrecoverable losses associated with the "flow resistance" due to
boundary layers. The overall effect of shear stresses marginally reduces the flowrate
through openings. The flow resistance in the stratified unidirectional flow is due to flow
separation in the opening, i.e. boundary stress. However, in the stratified bidirectional
flow, the flow resistance is due to both boundary stresses and interfacial stresses.
Shear stresses in the bidirectional stratified flow can also be present due to mixing
(miscible fluids case) and emulsification (immiscible fluids case) between the counter-
flowing layers. The non-dimensional bulk Richardson number that characterises the
stability of stratified flows can be useful in determining the amount of mixing in
hydraulically controlled two-layer exchange flows. The bidirectional stratified flow can
be considered stable when the depths and velocities of both layers satisfy the condition
(Armi, 1986):

(uupper ~ Ujower )2

<1l.

g'(dupper + dlower) (7)
Generally, the discharge coefficients are found from experiments through the ratio of
actual discharge to the theoretical discharge, and the values range between 0 (blocked
flow case) and 1 (inviscid flow case).

In addition to losses associated with the flow separation at hole edges and the
dynamic interaction of superimposed layers (e.g. mixing), fluids’ physical properties,
such as density and viscosity, vary when fluids originating from different environments
at different temperatures meet. It is important to consider the heat-exchange modified
shear-induced mixing processes in stratified flows. One particular goal of the hydraulic
modelling presented in this thesis is to investigate the sensitivity of uni- and
bidirectional stratified flows with different temperature gradients. The effect of heat-
exchange affects both flow cases i.e. uni- and bidirectional stratified flows, and can be
parametrized by the introduction of the thermal expansion coefficient a (see
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Publication IIl). The effect of interfacial mixing between counter-flowing layers,
however, relates to bidirectional flow only and can be parametrized by the fluid flow-
rate reduction parameter f (see Publication Ill). Furthermore, in the presence of bottom
heat sources in the enclosure and due to the heat losses through boundaries, the
thermal stratification in the enclosure may be unstable. Unstable stratification with
decreasing density with depth causes intense vertical exchange and mixing inside the
enclosure.

State of the art

The internal-flow theory was initially established for constricted stratified flows with
interface in natural settings such as straits (Whitehead et al., 1974), which can be
considered to be "conditionally weakly" coupled flow. The internal-flow energy
function was introduced by Armi (1986), Armi and Farmer (1986), and Farmer and Armi
(1986), who presented analytical treatments for "strongly" coupled two-layer flow by
introducing the composite Froude number and exchange flow solutions. Even though
the theory was proposed for incompressible fluid layers with constant density and
negligible vertical velocities, it has been demonstrated that it accurately and
qualitatively describes the behaviour of stratified fluids in motion (Dalziel, 1988; Dalziel
and Lane-Serff, 1991; Cuthbertson et al., 2006).

Dalziel (1988) presented the first attempt to apply the two-layer hydraulic model of
flow through a rectangular cross-section to the buoyancy-driven exchange flow through
an opening. He reported that a doorway that opens up into a wide and high room can
be treated as a rectangular channel with an inverted sill and symmetrical contraction in
width. This was confirmed in the later paper of Dalziel and Lane-Serff (1991) who
demonstrated that the main features of doorway exchange flow can be described in
terms of the two-layer hydraulic theory. This has inspired the employment of internal-
flow hydraulic theory for submerged openings in this thesis. An exchange flow through
a rectangular doorway or window can be regarded, according to Dalziel (1990), as a
two-layer flow in a channel with a sharp contraction in height and width, representing a
"strongly" coupled flow of miscible fluids through a submerged opening. This complies
also with Armi and Farmer (1986), who pointed out that variations in the channel width
are felt equally by both layers, whereas variations in the depth (unless such variations
are symmetric in both top and bottom boundaries, e.g. a window) are felt directly by
only one of the two layers (e.g. a doorway).

Dalziel (1991) offered an alternative formulation of the two-layer hydraulic problem
based on the functional formalism of Gill (1977). He derived a simple relationship
between the composite Froude number and the hydraulic functional, and applied it to
the flow through a contraction in width and to flow over a simple sill (Dalziel 1991,
1992). He outlined that the derivation, features, and solution process may also be
applied to channels of non-rectangular cross-sections, which supports the derivation of
hydraulic-theory solutions for circular openings herein. A more generalised approach to
two-layer exchange flow was proposed by Laanearu and Davies (2007) who extended
the treatment of a rectangular channel to consider the effects of channel geometry.
According to their analysis, the effects of channel cross-sectional geometry can be
quantified satisfactorily in terms of a shape parameter &, which represents the ratio of
the cross-sectional area of the channel in terms of the equivalent rectangular channel
having the same values of width and depth. Making use of their hydraulics model for
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exchange flow for the quadratic constrictions makes it possible to determine the
volumetric flow rates for different non-rectangular openings.

There exist quite a few hydraulic models for immiscible stratified flows in
submerged openings. Published models for oil outflow calculations from leaking tanks
(e.g. Simecek-Beatty et al., 2005; Tavakoli et al., 2008, 2010, 2011) are scarce and
mostly limited to calculating the final outflow volume, with little or no consideration of
variations in the outflow dynamics with time. Stratified flows are usually modelled as a
homogeneous layer with inviscid liquids subjected to a hydrostatic pressure
distribution. For incompressible, inviscid, and steady flow, the Bernoulli approach is
widely used. For instance, in the work of Tavakoli et al. (2008, 2010) the Bernoulli
principle was used in the development of simplified analytic models, which rely on
basic assumptions introduced by Fannelop (1994). However, in the Bernoulli approach,
coupling between superimposed layers can be considered "weak", and thus a simplified
treatment of the internal-flow energy complicates the modelling for two-layer stratified
flow (Armi, 1986). Researchers have addressed this issue by using numerical modelling
(e.g. CFD), which is one possible method. The numerical simulation was implemented in
further work of Tavakoli et al. (2010, 2012) for the verification of proposed simple
models. The performance of experiments on the current topic is the second method
that is required in order to validate the hydraulic models. The oil and water
experiments conducted by Tavakoli et al. (2011) have provided valuable insights into
the dynamics of immiscible fluid stratified flows. However, the main limitation of
verifying the performance of their proposed models can be related to the unfortunate
circumstances due to differences in opening shape. While the experimental results
were published for circular opening (Tavakoli et al., 2011), the model was developed for
rectangular and triangular openings (Tavakoli et al., 2012). Thus, an application of the
internal-flow hydraulic theory, that is somewhat different in approach, is employed in
the case of stratified flow through submerged circular opening, which can be verified
according to the published experimental results.

Several researchers have used theoretical analysis based on the plume theory,
presented by Morton et al. (1956), that is found to be practical in the field of modelling
the buoyancy-driven airflows in building ventilation (Linden et al., 1990; Hunt and
Linden, 1999, 2001; Lin and Linden, 2002). Their approach is useful for investigating the
evolution of the flow field in the ventilated enclosures driven by a buoyant plume due
to localised sources of heating or cooling in an enclosure. In this specific field, the
attention is mostly drawn to investigating the internal conditions, and not so much on
the dynamics of stratified flows in submerged openings. Small-scale salt-water
experiments are commonly used among researchers to model the buoyancy-driven
exchange flows of miscible fluids (e.g. Thomas et al., 2008; Dalziel and Lane-Serff, 1991;
Linden et al., 1990), and Computational Fluid Dynamics is used for airflow simulations
and visualisation in buildings (e.g. Fang et al., 2012).

Motivation and objectives

One purpose of this thesis is to propose hydraulic-theory solutions for uni- and
bidirectional stratified flows with small density differences through submerged
openings of built environment enclosures. It is a topic of interest in decision-making
processes in a number of stratified flow problems in the built environment (Gualtieri
and Mihailovic, 2012). This thesis comprises three pilot studies that are associated with
four practical motivations.
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Firstly, fast calculations of oil outflow volumes and spill durations are necessary for
planning and preparing effective response strategies to minimise adverse
environmental impacts of tanker accidents. Secondly, the growing demand for energy
in cities, in combination with national renewable energy targets (Directive 2009/28/EC),
have precipitated the search for solutions for the development of energy from on-site
low-temperature water sources, the employment of which may increase the energy
efficiency of buildings. Thirdly, increasing concerns about energy efficiency have led to
renewed interest in the use of operable windows in buildings. To make significant
progress toward the integration of operable windows, it is important to be able to
understand the dynamics of temperature-stratified flows. Fourthly, built environment
systems require practical solutions for engineering purposes due to the complexity of
systems and lack of specific experimental investigations. Optimisation of process
parameters allows the implementation of the theoretical models to deal with real fluid
flows. Additionally, the optimisation of integrated system parameters makes it possible
to find optimal dimensions for an efficient design.

The following objectives are proposed:

1. Develop a methodology for hydraulic formulae of uni- and bidirectional stratified
flows through the submerged opening using the internal-flow hydraulic theory.

2. Develop hydraulic-theory solutions for stratified flows through the submerged
rectangular opening using the internal-flow hydraulic theory. Consider shape factor
in the analytical formula for the volumetric flow rate of bidirectional stratified flow
through a non-rectangular opening.

3. Develop hydraulic-theory solutions for stratified flows through the submerged
circular opening using the internal-flow hydraulic theory.

4. Implement GA for determining process parameters such as the discharge
coefficients and emulsion density for unidirectional stratified flow through
submerged openings. Develop a single-objective function with three design
variables.

5. Determine the discharge coefficients for submerged circular openings from the
experimental verification of the uni- and bidirectional volumetric flow rate
solutions.

6. Modify the uni- and bidirectional volumetric flow rate solutions to account for the
emulsification and heat-exchange for different temperature gradients.

7. Employ GA for the optimisation of system parameters, which are related to the
engineering design. Develop a single-objective function with two design variables.

Limitations

This thesis is limited for the following conditions:

1. The proposed hydraulic models are derived for quasi-stationary conditions, since
they provide satisfactory results, thus, can be adapted to the changing hydrostatic
pressure.

2. The proposed approach is applicable for strongly-coupled stratified flows with small
density difference, at low velocities, and under small pressure changes.

3. The hydraulic models are essentially limited for submerged openings.

4. The temperature changes due to the effect of heat exchange, which causes
significant changes in the fluids density, may result in flow conditions (foaming,
freezing) that are not applicable for hydraulically-driven flows.
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5. For flow through an opening, the discharge coefficients are also dependent on the
contraction and opening shape, and thus for specific cases experiments or
numerical solitons should be used to determine the flowrate.
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Abbreviations

ADSAM

BONUS
STORMWINDS
CFD

GA
GRST
HVAC
MIMIC

SWMM LID

Accidental Damage and Spill Assessment Model

Strategic and Operational Risk Management for Wintertime
Maritime Transportation System
Computational Fluid Dynamics

Genetic Algorithm
Guided Random Search Technique
Heating, Ventilation and Air Conditioning

Minimizing Risks of Maritime QOil Transport by Holistic Safety
Strategies

Storm Water Management Model with Low Impact Development
controls
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Symbols
A

Alower
Aupper
Biower
B upper
Cd

do

d lower
d upper
E int
Elower
E upper
f
Friower

Frupper

Pair
Pgas
pi

po

q

Qo
Qiower
Qupper
r

S

Thi
Ttotal
Tuni
Uo

Vbi

Viotal

area of opening, m?

lower layer cross-sectional area (denser fluid), m?
upper layer cross-sectional area (less-dense fluid), m?
Bernoulli head of lower layer, m

Bernoulli head of upper layer, m

discharge coefficient, 1

maximum depth of opening, m

lower-layer depth (denser fluid), m

upper-layer depth (less-dense fluid), m

internal-flow energy head, m

Bernoulli function of lower layer, Pa

Bernoulli function of upper layer, Pa

fluid flow-rate reduction parameter, 1

lower-layer densimetric Froude number, 1

upper-layer densimetric Froude number, 1

composite Froude number, 1

acceleration due to the gravity, ms

reduced gravity, ms?

height of opening lower lip, m

fluid total depth inside enclosure, m

fluid total depth outside enclosure, m

head-loss coefficient, 1

volume flux parameter, m°

pressure at opening upper lip, Pa

air pressure at sea surface (atmospheric pressure), Pa
gas pressure above fluid level inside enclosure, Pa
internal pressure at opening, Pa

external pressure at opening, Pa

ratio of upper- and lower-layer flow rates (flow-rates-ratio), 1
unidirectional volumetric flow rate, m®s?
lower-layer volumetric flow rate (denser fluid), m3s?
upper-layer volumetric flow rate (less-dense fluid), m3s?
ratio of upper- and lower-layer densities (r = pupper /Piower), 1
fluid surface area in enclosure (inner fluid), m?
bidirectional outflow duration (inner fluid), s

total outflow duration (inner fluid), s

unidirectional outflow duration (inner fluid), s
unidirectional velocity, ms™

bidirectional outflow volume (inner fluid), m3

total outflow volume (inner fluid), m3
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Vuni unidirectional outflow volume (inner fluid), m3

Ulower lower-layer velocity (denser fluid), ms*
Uupper upper-layer velocity (less-dense fluid), ms™?
Wo maximum width of opening, m

w interfacial width, m

Wiower lower layer width (denser fluid), m

Wupper upper layer width (less-dense fluid), m

Greek symbols

o thermal expansion coefficient, 1

AEint internal-flow head loss, m

A fluid depth above opening upper lip inside enclosure (inner fluid), m
Ao fluid depth above opening upper lip outside enclosure (outer fluid), m
3 shape factor of opening, 1

n sum on the local head-loss coefficients, 1

p1 fluid density inside enclosure (less-dense fluid), kg m™3

p2 fluid density inside enclosure (denser fluid), kgm

pi fluid density inside enclosure (inner fluid), kgm

Plower lower-layer fluid density (denser fluid), kgm

po fluid density outside enclosure (outer fluid), kg m

Pupper upper-layer fluid density (less-dense), kg m™
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1 Theory of internal-flow hydraulics

1.1 Theoretical framework

The internal-flow hydraulic theory has been applied to deal with stratified flows
through submerged openings of built environment enclosures. In natural settings, the
stratified flows characterised by the presence of a liquid-gas interface (free surface) are
under atmospheric pressure. The pressure at a free surface can be considered as
constant and, thus, this is what determines the hydrostatic pressure in open-channel
flow (Cengel and Cimbala, 2010). There is no such restriction in flows through
submerged openings since the free surface is absent, or is located above the upper lip
of the submerged opening. Though the stratified flow of fluids completely fills a
submerged opening, it is possible to substitute the free surface with the hydrostatic
pressure difference at the level of the upper lip of an opening. The driving forces for
free surface flows are the elevation difference and the density gradient. For flows
through submerged openings, on the other hand, there may be an additional driving
force due to excess hydrostatic pressure on either side of an opening. In such cases, a
unidirectional stratified flow takes place until excess pressure reduces to equilibrium.

When two fluids of slightly different densities are connected at a submerged
opening, buoyancy-driven flow can take place. Through the opening, two types of
stratified flows, i.e. unidirectional and bidirectional, are possible, which can be related
to two "key parameters": the difference between the pressures on both sides of the
opening and the difference in fluid density. If the excess pressure is present inside of
the enclosure (as in many practical applications), unidirectional fluid outflow takes
place until equilibrium is established. If the enclosure has substantially lower pressure
inside, outside fluid tends to enter the enclosure as long as the highest point of the
opening is below the hydrostatic balance level. However, under balanced inside and
outside hydrostatic pressure, the internal flow through a submerged side opening is
bidirectional, with the upper-layer (less-dense) fluid flowing against the direction of the
lower-layer (denser) fluid. It should be noted that in the case of excess hydrostatic
pressure in the bottom opening of an enclosure, unidirectional stratified flow is mainly
possible.

In the internal-flow hydraulic theory, two geometrical configurations of submerged
openings are introduced: rectangular and circular. In rectangular openings, the flow has
constant width and thickness, while in circular openings the flow width varies with
depth. The internal-flow hydraulic theory applications to the two-layer exchange flow
in a quadratic-type channel with maximum width at the surface was developed by
Laanearu and Davies (2007).

An opening is considered either in the i) side wall or ii) bottom of built environment
enclosure. It is expected that the opening is the sole area for fluid exchange between
the inner and outer environments. The heat exchange between environments is
neglected and the temperatures of the inner and outer environments are initially
considered identical. Also, it is assumed that there is no heat transfer by conduction
through the walls of an enclosure, implying that all the walls, bottom, and ceiling are
insulated. Mixing of fluids (i.e. emulsification in case of immiscible fluids) between
counter-flowing layers is also initially ignored, and densities in each layer are assumed
to be that of the environments from which the fluid originates. The internal-flow
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hydraulic model is extended to account for the effects of emulsification and heat
exchange in the pilot study of oil spills in Chapter 2.1.

The Coriolis force is important in many geophysical applications of the internal-flow
hydraulic theory (Laanearu et al., 2000). In this thesis, stratified flows through
submerged openings of built environment enclosures are dealt with as flows without
background rotation, therefore, the effects of the Coriolis force are ignored. A small
aspect ratio corresponding to situations where the horizontal length scale of flow is
much greater than the vertical length scale, allows usage of shallow-water
approximation in fluid mechanics. This condition allows the application of the shallow-
water equations, under which the pressure is assumed to be hydrostatic within each
layer of bidirectional stratified flow in channels (Dalziel, 1991).

In simple fluid applications, the flow is assumed to be immiscible, steady, inviscid,
incompressible, and hydrostatic. In a density-stratified fluid, gravity can play a
significant role without the presence of a free surface (Kundu et al., 2012). In the
internal-flow hydraulic theory, the stratified flows can be parametrized in terms of the
densimetric Froude number (Fr) for each layer (Armi, 1986), thus for layer i it is
expressed as:

o (8)

where u; is the flow velocity (m s?), and di is the layer thickness (m). For single-layer
flows the flow is critical when the Fr? = 1. For two-layer flows the degree of exchange
between environments containing fluids with different densities is regulated by the two
fluid layers (Cuthbertson et al., 2006). According to Armi (1986), the appropriate non-
dimensional number for parametrizing two-layer flows with a free surface is a
composite Froude number that is defined as:

G’ =Fr}

upper + I:rlgwer - (1_ r) FruiperFrlgwer . (9)
An internal hydraulic control is known to form at a location for which the flow is critical,
i.e. G2 =1 (Farmer and Armi, 1986). The critical condition distinguishes the super-critical
flow from sub-critical flow in an exchange flow (Laanearu and Davies, 2007).

1.2 Unidirectional flow

In the case of excess hydrostatic pressure, corresponding to the inside and outside
pressure-head differences at the submerged opening level, stratified flows through the
submerged opening are unidirectional (Figure 1-1). Fluid outflow occurs when the
internal pressure (p/) exceeds the external pressure (po) at the opening level. Excess
hydrostatic pressures in liquid-liquid systems can also result from a relatively high inner
fluid level (4/) and gas pressure (pges) in @ non-vented enclosure, as compared to the
fluid level (Ao) and gas pressure (pair) outside. Here, the density of the inner fluid (o)) is
considered to be slightly lower than the outer fluid (po), i.e. (po -p )/,oO << 1.
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Figure 1-1. Sketch of unidirectional stratified flow through the submerged side opening
with less-dense fluid inside the enclosure and notations.

The vertical pressure gradient varies according to the fluid density, and the
hydrostatic balanced pressure point is positioned at a certain depth. The Bernoulli head
for a unidirectional stratified flow through the submerged opening can be expressed as:

2

Yo (s _ Poas P
)= zl)+(plg png&po<p,, (10)

where internal-flow head loss is represented by the sum of the local head-loss
coefficients, the elevation-head difference is related to the depth of the opening in the
enclosure (inner fluid) and the pressure-head difference is associated with the density
difference between connected liquids and excess pressure due to gas pressure in
enclosure. In the presence of enclosure ventilation, i.e. pgss = pair, and excess hydrostatic
pressure at level of opening, the analytical Torricelli-type formula can be implemented
in determining the fluid outflow. The analytical formula for volumetric flow rate of
unidirectional stratified flow through submerged side opening is:

Q, :CdA\/Zg((A, +d?°]—%(go+d—;j]. (11)

When the hydrostatic excess pressure point is positioned at the enclosure bottom,
then the unidirectional stratified flow takes place through an opening in the enclosure
bottom. The analytical formula for the volumetric flow rate of unidirectional stratified
flow through a submerged bottom opening is:

Q=G4 Aﬂzg["' _%AOJ . (12)
I
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It should be noted that, in the case of a bottom opening, the unidirectional stratified
flow finishes when the hydrostatic balance is attained at the level of the bottom
opening.

1.3 Bidirectional flow

In the case of a hydrostatically-balanced situation at the level of the opening, and small
density difference between inner (p:) and outer (po) fluids, the stratified flows through
the submerged side opening are bidirectional. During the buoyancy-driven exchange
flow, the upper-layer less-dense fluid (pupper) flows against the direction of the lower-
layer denser fluid (pwer) through a submerged opening. The bidirectional stratified flow
results in a changing interface that separates the less-dense (p1) and denser (p2) fluids
in an enclosure. If an enclosure is initially filled with less-dense fluid (o; < po), then the
interface ascends towards the upper lip of the opening due to lower-layer denser fluid
inflow (Figure 1-2). In the contrary case (pr > po), the interface descends towards the
lower lip of the opening due to upper-layer less-dense fluid inflow. The bidirectional
stratified flow lasts until the system is stable, that is, the fluid in the enclosure is
replaced by the inflowing outer fluid to the corresponding interface level.

Outside enclosure Inside enclosure .
(Outer) (Inner)
o/l A
p
_ 9 i Hydrostatically | _ 2
Par | T R~ = 7\"balarced Surace
N A. -
Po \l/ o (=p1)
4— Qupper dupper
Ho [do =S R )y H, -1-2(2=0)
Diower Qiower >
BN
v v 7 |

Figure 1-2. Sketch of bidirectional stratified flow through the submerged side opening with less-
dense fluid inside the enclosure, and notations.

A barotropic net exchange flow is possible during a transitional stage between the
unidirectional and following bidirectional stratified flows. However, this transitional
stage can be essentially ignored in a vertically-fixed enclosure, which is apparent from
the experimental results by Tavakoli et al. (2011). Apparently, the barotropic-flow
component will compensate the fluid mass inside the enclosure to maintain the
difference between inner and outer liquid surfaces that is required for a hydrostatic
balance at the level of a vertically-moving side opening. That, however, may be
considered as a topic of a future study, where CFD modelling could be useful for solving
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the fluid engineering problems of stratified flows through an opening of a vertically-
moving enclosure.

1.3.1 Rectangular opening

In Figure 1-3 a flow configuration scheme is presented for buoyancy-driven exchange
flow through a submerged side opening of rectangular shape, connecting fluids with
small density difference.

Z A
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upper fluid i
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interface N Z1i d
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hyi
lower fluid N2 @~ | iower
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LA |
i ower WO i h
! i
Tz=0

Figure 1-3. Sketch of a bidirectional stratified flow through the side opening of rectangular shape
with less-dense fluid inside the enclosure, and notations.

Herein, the flow in the upper and lower layers represent the less-dense (p/ = pupper)
and denser (po = piower) fluids, respectively. These layers have corresponding exchange
flow rates (see Figure 1-2):

Qupper = uupperAupper ’ (13)
Qlower = uIower A10wer : (14)

The rectangular opening area (A = wodo) is related to the areas of the layered flows as:
A = Ajpper + Aower . (15)

The total thickness (do) for two-layer flow through an opening with changing layer
thicknesses, dupper and diower, is:

dO = dupper + dlower . (16)
The degree of exchange is regulated by the total thickness of the two fluids
(Cuthbertson et al., 2006). For changing layers’ thicknesses, the maximum width of

opening, interfacial width, and upper- and lower-layer widths of the two-layer flow are
constant in a rectangular opening (Wo = W = Wupper = Wiower = CONSt.).
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In the case of the two-layer exchange flows the Bernoulli heads (Bupper and Biower) for
both layers at the level of the interface (point N in Figure 1-3), are expressed as:

2
_ uupper 4 Po puppergdupper

B, .= +d +h, 17
upper 2g pupperg lower ( )
| _ ul?)wer + Po +puppergdupper I dl +h. (18)
29 Prower 9 o

The Bernoulli head of particular layer yields the constant for any point N: within the
upper homogeneous fluid layer (0 < h1; < dupper and z1i = dupper — h1i), and for any point N2
within the lower homogeneous fluid layer (0 < h2i < diower and z2i = diower — h2i). The
hydrostatic pressure of the two layers can be expressed in terms of the layers’
thicknesses:

Pai

dypper= 23 +hy =7 + , 19
pper 4 ! pupperg (19)
Pai
ioner= Zpi + Ny = 25 +—2—, (20)
plowerg

where z1; and zz are the fluid thicknesses (m) below the points N1 and N2 in the
corresponding fluid layers, respectively, and p1i and p2; are the respective hydrostatic
pressures (Pa) at these points. The Bernoulli functions for the upper and lower layers,
respectively, can be expressed as:

1
Eupper: Epupperujpper + pO + pupperg(dupper + dlower + h)' (21)
1
Elower: Eploweruliwer + pO + puppergdupper + plowerg(dlower + h) . (22)

In the study of strongly-coupled two-layer flows, corresponding to the small density
difference i.e. (1 —r) << 1 between connected fluids, the internal-flow energy head (Eint)
for a submerged opening is the Bernoulli sum for layers at the opening, and is defined
as:

E ouer—E 2 u?
Eint = o U?Per - u|0W9IT - p”pper uppe.r +(dlower + h)' (23)
plowerg 2g plower Zg

where the reduced gravity g' in the two-layer exchange flow is defined as:

g'=g(l-r)= 9(1—%]- (24)
lower
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Note that in the case of (1 — r) << 1, the internal-flow energy head (Equation 23)
becomes:

E = uIf)wer ul?pPEf +d +h 25
int Zg. Zg. lower 4 ( )

The flow velocities of the upper and lower layers are defined as the flow rates per flow
area of each of the layers:

Qlower
u =—,
lower dlowerw (26)

_ Qupper _ Qupper
WY w (dy—d

upper

u

: (27)
Iower)W
The volume flux parameter K is determined by the flow rate in the lower layer
accordingly:

2
K = Qlower , (28)
29’
and the dimensionless flow-rates-ratio parameter, i.e. the ratio between the upper-
and lower-layers’ discharges, can be expressed as:

2
q° = Q"—"z : (29)
Qlower

By implementing Equations (26), (27), (28), and (29), the internal-flow energy head
(Equation 25) becomes:

E < L 9’ d h
int = 5 - + +n.
int W 2 d 2 (do _d|owe,—)2 lower (30)

lower

The non-dimensional form of the internal-flow energy head for the two-layer exchange
flow through the submerged opening is:

. K 2 . .
Eint = *:l- - q* 2 +dlower +h ’ (31)
w dIower (1_dlower)

where the following quantities made non-dimensional by the total two-layer thickness
(do) are used:

EX — Sint . K*_ Qliwer . W*_ W d* :dlower ; h*:—.

SR v KA
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Functional approach
For the Bernoulli functions of the upper and lower layer, respectively, the function can
be written by expressing the velocity in the layers by the flowrate:

Quzpper Po
=~ 27 +du erd + dower+h _Eower ’ 32
1 2duzpperW2 rer oer 3+ (0 )9 — Eiuer 9 (32)
2
Qlower + pO + pUPPeT d g + (dlower + h)g - Elowerg . (33)

2 2 2 upper
2dIowerW plower plower

The Jacobian matrix of all first order partial derivatives of a vector-valued function is

used. The critical conditions where the matrix is equal to zero make it possible to solve

the following matrix:

8, &,

Odyggey e |03, 03, 9, 3 )

6J2 a‘]z adupper adlower adupper adlower
adupper ad lower
Partial derivatives are solved as:
2 2
a\]l __ 2?upper2 + g __ uuppel’ + g , (35)
adupper 2dupperW dupper
g (36)
adlower '
oJ P
=g, (37)
adupper plower
an 2Qliwer ulf)wer
== +g=- +0, 38
adIower 2dl:)c,>werwZ g dlower g ( )

and the critical condition becomes:

2
_M_Fg(_ui’ﬂ_}_gJ_gM.g:O, (39)
dupper dIower plower
By further manipulation:

2

2
Uupper g+ Ujouer g- Uspper Uer _ gz(l— pupper]: 9-q, (40)

d d d d plower

upper lower upper ' lower
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and by multiplying Equation (40) with 1/gQ'and substituting the ratio of upper- and
lower-layer densities with r, the equation becomes:

2 LI2 U2 uz
upper lower upper lower (l— r) =1. (41)

gl dupper gl dIower g‘ dupper gl dIower

u

According to densimetric Froude’ number definitions (cf Armi, 1986) for the upper and
lower layer, respectively:

u
Fr2 —=—20 | (42)
et g dupper
u 2
I:rlozwer = et ’ (43)
dIower
Equation (41) becomes:
I:ruzpper + I:rlgwer - I:ruzpper : Frlgwer (1_ r) =1. (44)

In the case of (1 - r) <<1, the critical condition for a submerged bidirectional stratified
flow is:

2 u 2
upper + lower =1. (45)
g‘ dupper g'dlower

u

Maximal flow rate

An essential consideration in the theoretical analyses of the two-layer internal-flow
hydraulics is the existence of critical-flow sections. The fully-controlled flow is maximal
in the sense that it yields the largest exchange flow rate of any possible flow (Dalziel,
1990). Several sub-maximal flow regimes are made possible by maximising the
exchange flow through the opening. The critical-flow solutions corresponding to the
sub-maximal flow can be determined by using the implicit-function differentiation
theorem, as applied to Equation (31) with respect to the lower-layer depth variable
a4

lower *

*

aE*int — O
adIower
K(__2 29D
—| - + - +1=0
W ? ( dI’:nger (1_ dlower)3 (46)

Qliwer _ 2 + 2q2 =1
w?2g'ds | dS.  (1-d..))
g 0 lower lower
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The analytical formula for the upper-layer fluid volumetric flow rate maximum of the
bidirectional stratified flow through a rectangular opening is:

1/2

-1

—| g'wd3a? 1 q’ 47

Qupper_ g w Oq d*g +(1—d* )3 . ( )
lower

lower

Here, the hydraulic-theory solutions are limited to cases of maximal exchange. An
essential consideration in the analysis of two-layer flow hydraulics is the determination
of the location of the two sections of the control (Laanearu and Davies, 2007). In
inviscid internal-flow hydraulic theory, the primary control is denoted at the channel’s
narrowest section control, and the second control is considered to be virtual (Armi and
Farmer, 1986). To verify the above-derived equation it is assumed that the position of
the control section, where the flow is critical, is located in the opening. Critical
conditions occur at such sections, which are known as hydraulic controls (Dalziel and
Lane-Serff, 1991). The Equation (45) can be presented for upper and lower layer
volume fluxes as:

QUZPPEV + Qliwer _ 1
gl d 3 WZ gl d 3 WZ B

upper lower

(48)

By substituting the opening depth in the Equation (48), this equation can be modified
as:

QUZPPGT + Qliwer —
g'(do _dlower)3W2 gldliwerw2 ’
) (49)
Qlf)wer Qupper 1 + 1 =1
g'Wz Qliwer (dO _dlower)3 dliwer ‘

The analytical formula for the lower-layer fluid volumetric flow rate maximum of the
bidirectional stratified flow can be given by the formula:

1/2

o 1 AN o 1 ¢ )
_ . —| g'wid _ 50
Qlower w-g (d;f)wer + (dO _dlower)gJ gw O(dSwer " (1_dlower)3J ( )

1.3.2 Circular opening

In Figure 1-4 a flow configuration scheme is presented for two-layer exchange flow
through a submerged side opening of circular shape connecting two fluids with a small
density difference.
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Figure 1-4. Sketch of a bidirectional stratified flow through the side opening of circular shape
(orifice) with less-dense fluid inside the enclosure and notations.

The flows in the upper and lower layers are the less-dense (p/ = pupper) and denser
(0o = piower) fluids, respectively. These layers have corresponding exchange flow rates
Qupper and Quower according to Equation (13) and (14), respectively. The circular opening
area (A = mdo?/4), where the total thickness (do) for two-layer flow at the opening is the
sum of the changing layer thicknesses (Equation 16), is related to the areas of the
layered flows according to Equation (15). Due to the changing depths of the layers, the
interfacial width (w) of the two-layer exchange flow is not constant at the circular
opening. The maximum interface width occurs in the middle of the opening (i.e. Wmax =
do) and the degree of exchange is regulated by the total thickness (do) of the two fluids.

The Bernoulli heads (Bupper and Biower) for both layers at the level of the interface
(point N on Figure 1-4), respectively, can be expressed similarly to those of the
rectangular opening (see Equations 17 and 18). It should be mentioned that the
hydrostatic pressure of two layers can be expressed in terms of the layers’ thicknesses,
dupper and diower, by Equations (19) and (20), respectively. The Bernoulli functions Eupper
and Eower can be determined for the upper layer (Equation 21) and lower layer
(Equation 22), respectively, and in the case of (1 — r) << 1, the internal-flow energy head
(Eint) for a submerged circular opening can be defined according to Equation (25).

The flow velocities of the upper and lower layers are defined as the flow rates per
flow area of each of the layers:

Qlower
Uower =5~ (51)
e A\ower

Qupper Qupper

u = =

e Alpper (A - A!ower ) .

(52)

By implementing the Equations (51) and (52) for the layers’ flow velocities, Equation
(28) for the volume flux parameter (K), and Equation (29) for flow-rates-ratio (g), the
internal-flow energy head for circular openings becomes:
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1 q’
Eint =K A12 - (A—A| )z +dlower +h ’ (53)

Particular attention is given to the circular opening, where its interfacial width (w) is a
function of the layer depth. The cross-sectional area of a lower layer expressed by the

dimensionless thickness of the lower layer (d =0er /dy ), is given by the

*
lower lower

expression (cf. Hou et al., 2014):

* 1 2 . * 4 . - p
A10wer (dlower) = §7Zd()2 |:1+ ;asm (Zdlower _1)+ ;<2dlower -1 dIower - dlo%/ver :| : (54)

The dimensionless area of the lower layer is:

—— M - M

The interface width of a two-layer flow at the circular opening is:

W(d;)wer) = 2d0 v d;)wer - d;)%NEI' : (56)

The interface width (w) of the two-layer exchange flow, per the definition, is the lower
layer’s upper width, which is equal to the lower width of the upper layer. The
dimensionless lower-layer area is:

* * *

A1t>wer = |:% + l aSin(Zdlovver _1)+ % (Zdlower -1 dIower - d;%ver :l . (57)

T

The non-dimensional form of the internal-flow energy head for the two-layer exchange
flow through the circular submerged orifice is:

. 16 . 1 2 . .
Eint :_zK [ *2 _(1_ 2‘* )2J+dlower+h ’ (58)

T ower

where the following quantities, made non-dimensional by the total two-layer thickness
(do), are used:

2
E" = int ; K* — Qlower ; * — A10wer . d*
do 29'd§ A10wer A

Functional approach
For the Bernoulli functions of the upper and lower layer, respectively, the function can
be written by expressing the velocity in the layers by the flowrate:
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QZ
upper p
PP 0

- 2
2Aupper pupper

2
JZ — Q|O;NET + pO + pupper
2AIowt-zr plower plower

+dupperg +(dlower +h)g_EIowerg ’ (59)

1

dupperg + (dlower + h)g - EIowerg . (60)

The Jacobian matrix of all first order partial derivatives of a vector-valued function is
used (Equation 34), with the critical conditions where the matrix is equal to zero. Partial
derivatives are solved as:

631 __Quzpper a'A\Jpper +

- g ’ (61)
adupper A.?pper adupper
o,
adlowt-zr - g ' (62)
oJ Plupper
_Z¥2 _ Tupper g, (63)

ad upper Plover

a‘]2 — _ Qlf)wer 6A|0wer +g (64)
adIower Aliwer adIower

and the critical condition becomes:

2 a 2
— Ql;ppe" AJPPST +9 (_ Ql:t")wer a'Aﬁower + g\J —-g pUPPEF g= 0. (65)
Ajpper adupper Alower adlower

lower

By substituting the upper and lower layers flow rates with the flow velocities (Equations
51 and 52), respectively, the equation becomes:

uz . o 2
__ __upper Ajpper +g (_ Uiower a'Aﬁower + gJ_ g Pupper -g= 0. (66)
Ajpper 8dupper A10wer 6dIower

lower

By further manipulation:

2 2 2 2
Uspper OPpper g+ Uipwer OPvower -, Yupper O\ pper Uiower Aover _ gz[l— Pupper

=9-9" (67)
A,lpper adupper A10wer adlower Aupper adupper Aﬁower adlower J

lower

and by multiplying Equation (67) with 1/¢Q'and substituting the ratio of upper- and
lower-layer densities with r, the equation becomes:

2

ujppef aAJPPef + uIf)wer aAIower _ uUPPef aAJPPEF . uIf)wer aA1ower (1_ r) =1
gIAJpper 6dupper glAwwer adlower g'AJpper 8dupper gIAmwer adIower

(68)
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Generalised densimetric Froude’ numbers for the upper and lower layers, respectively,
are:

E 2 _ ujpper aA\.lpper
rupper - 6d ’ (69)
g AJpper upper
Uoyer O
Fr|2 _ lower Alower (70)

orer glAlower adIower I

and in the case of (1 - r) <<1, the critical condition for a submerged bidirectional
stratified flow is:

2

Uspper  OPupper + Uiner  Poer
gIAJpper adupper glAlower adlower

=1. (71)

Maximal flow rate
The maximal flow rate can be derived from the dimensionless internal-flow energy
head (Equation 58) by applying the implicit function differentiation theorem to the

dimensionless lower-layer depth (d,,., ):

*

aE*int — 0
ad

lower
*

OEn _16 2 Moo 2 8A12wJ+1_0

(72)
adl’;wer - 7[2 [_ AI?wer ad;mr (l_ 'A‘;;wer)3 adltmer

The analytical formula for the less-dense (upper-layer) fluid volumetric flow rate
maximum of the bidirectional stratified flow through a circular opening is:

1/2

* * -1
Q _ g'ﬂ'zdng 2 6'Aﬁower_i_ 2q2 a'Aﬁower (73)
weer g AS adr . (1-AL)° od ’
ower lower ower lower

where the following function applies:

*

Aoer _ 2 1 4 1 (205, -1) .
e =+ — \[Uiower — Diower T — (1 - 2d gy ) -
Olower 7 1_(2d;)wer _1)2 7V lowe tower = ;Wer — ,:)‘ZNer ( lover ) (74)

The denser (lower layer) fluid volumetric flow rate of bidirectional stratified flow
through a circular opening can be determined by:

Qupper

Qlower =
q

(75)
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Due to flow continuity, the flow rates in the lower and upper layer relate to the flow
velocities and layer areas:

Qlower = uIower Aower (76)
Qupper = uupperA.lpper = uupper(A - Alower) . (77)

1.4 Hydraulic-modelling solutions

Analytical formulae of hydraulic-modelling solutions are proposed for fluid outflow
volume and duration calculation from the submerged side and bottom openings of
rectangular or circular shapes. The time-dependent unidirectional fluid outflow through
the side opening results from the reduction of internal pressure due to a descending
inner fluid surface in the enclosure as compared to the outer fluid level, which is fixed
(Ho = const.). The fluid outflow volume (Vuni) of unidirectional stratified flow is fixed due
to the difference in the hydrostatic pressure of the less-dense and denser fluid columns
relative to the level of the opening. The fluid outflow duration (Tus) of unidirectional
stratified flow is dependent on the discharge coefficient, and the shortest duration is
associated with the inviscid case (i.e. Cs = 1). In the case of unidirectional stratified flow
through the submerged side opening, the fluid outflow volume and duration with
changing internal pressure can be calculated by analytical formulae:

Vi =[(A, +$j—p—°(do +$DS , (78)
2) p 2

I VP 2o

uni A‘\/Z Cd S . ( )

In the case of bidirectional stratified flow through the submerged side opening, the
upper-layer fluid outflow volume and duration in a balanced internal and external
pressure situation can be calculated by analytical formulae:

V,, =(d, +h)S, (80)
Q
T = upper ,
bi Vbi (81)

where Qupper can be calculated by the analytical formula for the less-dense (upper-layer)
fluid volumetric flow rate maximum of the bidirectional stratified flow through a
rectangular opening (Equation 47) or a circular opening (Equation 73). The total outflow
volume (Viotar) and duration (Tiotar) from submerged side opening is the sum of uni- and
bidirectional outflow volumes and durations, respectively, i.e.:

V,

total

Tiowr = Tuni + Ty - (83)

=Vini +Vii s (82)

In the case of a bottom opening, only unidirectional stratified flow is possible,
resulting in a descending fluid surface in the enclosure due to a high inner hydrostatic
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pressure-head (4/), as compared to the outer hydrostatic pressure-head (po / pr Ao). The
inner fluid unidirectional outflow volume Vuni = Viotar and duration Tuni = Ttotar With
changing internal pressure can be calculated using the analytical formulae:

Vuni =[AI _&AO]S ’ (84)

I
2S 1 |V,
Tui:—_ uni 85
n A'_Zng‘/S (85)

1.5 Discharge coefficients

The flow resistance, i.e. the local head-loss coefficient (k), is expressed as a unit-less
parameter, which is related to the discharge coefficient as:

oL

>k (86)

Generally, the discharge coefficients are found from experiments, and the values are
positive and less than 1. For the inviscid flow case the Cs = 1. By definition, the
discharge coefficient is the ratio of actual discharge to the theoretical discharge and is
calculated as:

Cd_ Qactual , (87)

Qmeoretical

where Quctuar is the actual flow rate (m3s?) determined by an experiment, and Qtheoretical
is the calculated theoretical flowrate (m*s?) for inviscid fluid flow. For a given opening
geometry, the discharge coefficient changes as a function of the flow rate passing
through it. Customarily, this functionality for a circular opening is expressed in terms of
the Reynolds number for an opening as:

QD,

Re opening — F ’ (88)

where Q is the fluid flow rate (m?s) through an opening, D is the opening hydraulic
diameter (m), and v is the kinematic viscosity (m? s?) of the fluid. For instance, in the
case of stratified unidirectional outflow through submerged side and bottom openings
of circular shape, the equations for calculating the Reynolds number are:

B \/29((A| +dy/2) = po ! py (45 +d,/2))d,

Re side — ’ (89)
14
29((A, — po I pA) d
Rebottom = \/ g(( I ﬁo pl O) 0 ’ (90)
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where do = D and v is the inner fluid kinematic viscosity (m?s?). It should be noted that
for submerged side and bottom openings of rectangular shape, the hydraulic diameter
is:

_2w,d,

D, .
w, +d,

(91)

1.6 Shape factors

The shape factor () is the cross-sectional shape parameter representing the inverse
ratio of the cross-sectional flow area of the chosen opening geometry to the equivalent
rectangular cross-sectional area having identical width and depth maxima (Laanearu
and Davies, 2007). In general, £ can take any value greater than unity. Here, the shape
factor definition for an opening admits symmetrical cross-sections, such as rectangular,
circular and triangular, with respect to the vertical axial plane passing through the
depth maximum. According to Laanearu and Davies (2007), the bidirectional stratified
flow analytical formula for determining the maximal upper-layer fluid volumetric flow
rate through a quadratic-type opening is the following:

U2
gIW2d03q2 [ do J2§+1 _ q 2(dlower /do)(é_l)
53 d 1_(dlower /dO)§

Qupper = (92)

lower

In determining the maximal flow rate through different-shaped cross-sections, the
shape factor £ should be specified. For instance, in the case of £ = 1 the open channel
flow corresponds to the rectangular cross-section, and in the case of § =3/2 and £ =2,
the flow corresponds to parabolic and triangular cross-sections, respectively. In
Publication | Equation (92) is applied for a submerged opening where the opening
maximum depth is set equal to the maximum width (i.e. do = w). The circular hole is
approximated by the shape factor é=4 /.
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2 Pilot studies

If the exchange flow is present in an opening, then the volumetric flux of flow through
this opening can be zero. However, the net mass flux of the flow is not zero for two-
way exchange through the opening in the case of stratified flow. Therefore, the integral
mass flux of an enclosure is not zero, which results in a density change inside the
enclosure. For instance, this is possible in the case of bidirectional stratified flow, when
the exchange of fluids through an opening takes place.

This chapter presents three pilot studies of internal-flow hydraulics for stratified
flows through submerged openings in the built environment. Presence of stratified
flows is shown in two different built environment enclosures: a fluid-storage tank and a
room of a building. In the following pilot studies, the density difference is related to the
presence of different liquids and the temperature variation.

Firstly, liquid-liquid interaction with two active layer flows is demonstrated by oil
spills from a damaged tanker representing stratified flow of immiscible fluids through a
hole of circular shape (orifice). The hydraulic-theory solutions are used for determining
the discharge coefficients from the available experimental results for a single-hull tank
side and bottom orifice. The dynamical effects due to mixing (emulsification) and heat
exchange are parametrized for uni- and bidirectional stratified flows, which affect the
flow rates, outflow volumes, and process durations.

Secondly, water exchange in a thermally-stratified storage tank, representing a
miscible liquid-liquid stratified system, is described. The internal-flow hydraulic theory
is used for dealing with the dynamics of stratified flow through submerged openings,
which regulate the water exchange in the storage tank. The number of tank fillings is
introduced, which is important in the design of a tank for integration with on-site end-
users.

Thirdly, gas-gas interaction with two active layer flows is demonstrated by an
illustration case of natural ventilation through an open window representing stratified
flow of miscible fluids through a submerged opening of a building envelope. Indoor and
outdoor air interaction in cold and hot season conditions is described.

2.1 Oil spill

Ship collisions and groundings due to navigation errors at sea are the main reasons for
large oil spills. In order to assess the amount and duration of a potential oil spill, it is
important when modelling the oil outflow to consider the tanker configuration,
hydrostatic pressure situation, location, and extent of the damage. Holes in tanker side
hulls usually result from ship collisions, whereas tanker grounding can result in bottom
holes.

In Publication |, the internal-flow hydraulic theory is employed in the case of
submerged oil outflow through the rectangular hole in the tank. The hydraulic-
modelling solutions are used to determine the oil-spill duration and outflow volume
from side and bottom holes with different non-dimensional hole areas in single- and
double-hull tanks. The circular hole is approximated by the shape factor (§ =4 / ) in
the analytical formula for the volumetric flow rate of bidirectional stratified flow
(Equation 92) to determine the oil outflow rate for a side hole in a single-hull tank. In
Publication II, the hydraulic-theory solutions for a circular opening are used to
determine the discharge coefficients according to the experimental results of Tavakoli
et al. (2011).
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Herein, two example scenarios of single-hull tanker accidents are presented: (1) a
grounding case, with a hole in the bottom hull and (2) a collision case, with a hole in the
side hull. Table 2-1 presents the experimental results of chosen lab tests by Tavakoli et
al. (2011). Note that the fluid density in the tank corresponds to the oil density (p/ = poir)
and the fluid density in the environment to water density (po = pwater).

Table 2-1. Experimental results of lab tests by Tavakoli et al. (2011).

Test Scenario Flow case Orifice H Ho Ttotal Viotal
no (m) (m) (m) (s) (1)
N4 Grounding | Unidirectional 0.022 0.80 0.47 460 138
N9 Collision Unidirectional 0.022 0.80 0.40 385 145
NO* Collision Bidirectional 0.022 0.51 0.40 | 18600 50

The grounding scenario in Figure 2-1 corresponds to the submerged oil spill from the
bottom orifice of the single-hull tank in lab test N4 (Table 2-1).

i i iii
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Figure 2-1. Sketch of single-hull oil tank with bottom orifice: (i) no damage, (ii) damage with
excess hydrostatic pressure and oil spill, and (iii) damage without oil spill.

The unidirectional oil outflow occurs, resulting in a descending oil level (Hi = His) in
the tank (Figure 2-1ii) due to a high inner hydrostatic pressure-head (4/) as compared to
the outer hydrostatic pressure-head (pwater / poit Ao) at the orifice level. It should be
mentioned that the fluid total depth (H) in the tank is a dynamical parameter, which
depends directly on the parameter A/t) during the unidirectional-flow process,
whereby Ao is constant due to the fixed lab tank and comparatively large water pool.
When the hydrostatically-balanced surface level (His) in the tank is reached (Figure 2-
1iii) the unidirectional oil outflow ends.

The analytical formulae for the volumetric flow rate of unidirectional stratified flow
through a submerged bottom opening (Equation 12) is implemented for oil outflow rate
calculations through the bottom orifice of a single-hull tank. In Figure 2-2i, the
unidirectional oil outflow rates are presented for viscous and inviscid stratified flows as
well as experimental results by Tavakoli et al. (2011). A total of 138 litres of oil leaked
into the pool over 460 sec. The determined discharge coefficients at different orifice
Reynolds numbers are presented in Figure 2-2ii. The experimental data indicate that
the Cq value changes (in the range C¢ = 0.55-0.7) during the unidirectional oil outflow,
as a function of the orifice Reynolds number (Equation 90). The mean discharge
coefficient C4 = 0.64 and the mean minor head-loss coefficient k1, bottom = 4.94.
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Figure 2-2. Charts of i) oil flow rates of unidirectional stratified flow through a bottom orifice in
lab test N4, and ii) experimentally determined discharge coefficients at different orifice Reynolds
numbers. The curve "experimental” is reproduced according to the results in Tavakoli et al. (2011).
Curve "viscous" corresponds to the hydraulic solution with mean discharge coefficient.

The collision scenario in Figure 2-3 corresponds to the submerged oil spill from the
side orifice of the single-hull tank in lab tests N9 and N9* (Table 2-1).
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Figure 2-3. Sketch of single-hull oil tank with side orifice: (i) no damage, (ii) damage with excess
hydrostatic pressure and oil spill, (iii) damage without excess hydrostatic pressure and oil spill,
and (iv) damage without horizontal density difference and no oil spill.

The difference between the water level outside and the oil level inside of the tank,
together with the difference between the liquid densities, determine the oil-leak
dynamics after the accident. According to the pressure situation at the orifice level, the
oil outflow can be divided into two stages: 1) unidirectional stratified flow, and 2)
bidirectional stratified flow.

In the first stage, the unidirectional oil outflow through the side orifice of single-hull
tank takes place due to the unbalanced internal and external hydrostatic pressure
situation at the orifice level (Figure 2-3ii). The unidirectional oil outflow results in a
descending oil level (Hi = Hig) in the tank due to the excess hydrostatic pressure in the
tank, i.e. (Ar + do/ 2) > pwater (Ao + do/ 2) / poi. Similar to the case with the bottom
orifice, the total fluid depth (H/) in the tank with the side orifice is a dynamical
parameter, which depends directly on the parameter A/(t) during the unidirectional-
flow process, whereby Ao = const.

The analytical formula for the volumetric flow rate of unidirectional stratified flow
through a submerged side opening (Equation 11) is implemented for oil outflow rate
calculations through a side orifice in a single-hull tank. In Figure 2-4i the unidirectional
oil outflow rates are presented for viscous and inviscid stratified flows as well as the
experimental results by Tavakoli et al. (2011). The experimental data indicated that 145
litres of oil leaked into the pool over 385 sec. It was found that the Cy value changed
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during the unidirectional oil outflow according to the orifice Reynolds number
(Equation 89). The mean discharge coefficient Cs = 0.50 and the mean minor head-loss
coefficient ki, siee = 4.30. The discharge coefficients determined experimentally at
different orifice Reynolds numbers are presented in Figure 2-4ii.
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Figure 2-4. Charts of i) oil flow rates of unidirectional stratified flow through a side orifice in lab
test N9 and ii) experimentally-determined discharge coefficients at different orifice Reynolds
numbers. The curve "experimental” is reproduced according to the results in Tavakoli et al. (2011).
Curve "viscous" corresponds to the hydraulic solution with mean discharge coefficient.

In the second stage, oil outflow through a side orifice of a single-hull tank continues
under the balanced hydrostatic pressure situation (4: + do/ 2) = pwater / poit (Ao + do/ 2)
due to the adjusted oil level inside the tank (Figure 2-3iii). The bidirectional stratified
flow takes place with the ascending oil-water interface in the tank. The total oil outflow
volume for the bidirectional flow is fixed by the oil-water interface at the orifice level.
The oil outflow ends when the tank is filled with water up to the upper lip of the orifice
(Figure 2-3iv).

The analytical formula for the volumetric flow rate of bidirectional stratified flow
through a circular opening (Equation 73) is implemented for oil outflow rate
calculations through a side orifice of a single-hull tank. In Figure 2-5, the bidirectional
oil outflow rates are presented for viscous and inviscid stratified flows, as well as
experimental results by Tavakoli et al. (2011).
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Figure 2-5. Chart of oil outflow rates of bidirectional stratified flow through a side orifice in lab
test N9*. The curve "experimental” is reproduced according to the results in Tavakoli et al. (2011).
Curve "viscous" corresponds to the hydraulic solution with mean discharge coefficient.

In the second stage, 50 litres of oil leaked into the pool over 18,600 sec. In the case
of the bidirectional flow, the discharge coefficient cannot be determined in a
straightforward manner. Only by assuming the maximal two-layer exchange flow
conditions (i.e. the interfacial depth diower = do / 2) can the oil outflow rate be
determined. Making use of the ascending oil-water interface during the bidirectional
stratified flow, the discharge coefficient Cs = 0.22. It was found that the discharge
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coefficient is considerably smaller than the Cq values for the first-stage oil outflow. The
corresponding mean minor head-loss coefficients are ki, sice = 4.30 and k2, size = 16.27.

In Publication I, the internal-flow hydraulic model is extended to account for the
effects of emulsification and heat exchange, which is used for a parametric study on the
influence of winter conditions on oil spill outflow quantities. When modelling oil
outflow dynamics in winter conditions, when ship navigation is challenging due to the
presence of ice, in addition to hydrostatic driving pressure and hull-damage
characteristics, it is essential to include changes of liquids’ physical properties (density
and viscosity) due to temperature variations. It is important to consider the heat-
exchange-modified shear-induced mixing processes in the hydraulic modelling. In the
assessment of environmental impacts, oil emulsification plays a significant role in the
modelling of an oil slick trajectory (see Alves et al., 2015), as emulsion with an 80%
water content may have a volume that is five times the spilled volume of the parent oil
(Xie et al., 2007). To assess the sensitivity of uni- and bidirectional stratified flows, the
two key parameters can be parametrized: i) the seawater inflow-rate reduction
parameter in the bidirectional stratified flow and ii) the thermal expansion coefficient
of ail in the uni- and bidirectional stratified flows.

The analytical formula for the outflow volume of unidirectional stratified flow
through a side opening (Equation 78) is modified to account for the effect of heat
exchange. The unidirectional oil spill volume Vuni(To) (m3) due to the density difference
between oil at the inner temperature (T)) and water at the outer temperature (7o), and
the spilt oil cooling outside can be determined as:

_ dy Po o)( don o1 (T)
V. (To) =] A, +=2 |-l A, + 2 | |s 202,
. ) (( " ZJ P Ul) " 2 P (T|) 53]

where po(To) is water density (kg m3) at the outside temperature, p/(To) is oil density
(kg m3) at the outside temperature, and p/(T) is oil density (kg m3) at the inside
temperature. The analytical formula for the outflow duration of unidirectional stratified
flow through a side opening (Equation 79) is modified to account for the oil spill volume

Vuni(To) accordingly:
2S 1 |V,
T, (o) = — a(To) (94)
A 29 C, S

It is assumed that the flow separation occurs at the external orifice edges, and this
process can be parametrized by the discharge coefficient. The flow separation of oil
results in the formation of emulsions due to the mixing promoted by turbulence.

In Figure 2-6, heavy-fuel unidirectional oil spill volumes and durations are presented
for summer and winter conditions. Qil at an inner temperature of 60°C is reduced in
volume by 3% and outflow duration by 1% between summer (18°C) and winter (-1°C)
conditions. It can be recognised that with small temperature gradients the oil outflow
duration is longer, compared to the situation with large temperature gradients. In the
presence of ice, the oil may be frozen and captured in growing ice or spread below an
ice sheet. In addition, the effects due to the cooling of oil below the pour point
temperature may be associated with the blockage of outflow in the winter.
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Figure 2-6. Unidirectional oil spill in summer and winter conditions with the effect of heat
exchange.

For the bidirectional stratified oil outflow, the effects of emulsification and heat
exchange can be considered by modifying the flow-rates-ratio parameter (q) in the
hydraulic calculations. To consider the effect of emulsification, the non-dimensional
parameter f=1 - AQ / Qower is introduced, where AQ is the added volume (m3s?) due to
mixing in the orifice. To consider the effect of heat exchange, the lost volume due to
the cooling of oil during the outflow can be considered as a relative change of the
upper layer volume:

Ripper Ny M) -p (1) _ _ %l (T| _To)' (95)

Qlower Po(To) Po(To)
where 8Qupper is the lost volume (m3 s?) due to the cooling of the oil, and aoi is the
thermal expansion coefficient (1) of oil. Thus, the flow-rates-ratio parameter in the
analytical formula for the volumetric flow rate of bidirectional stratified flow through a
circular opening (Equation 73) is modified as:

0 =q+(-f)-—2o (T _T.), 96
o ( ) Po(ro)(l o) (96)

where g is the standard flow-rates-ratio parameter determined by Equation (29).

According to the bidirectional stratified flow hydraulic analysis in Figure 2-7, the oil
outflow volumes and durations increase for larger temperature gradients, i.e. in winter
conditions. However, the oil spills in winter conditions can reveal different outflow
characteristics compared to spill situations with smaller temperature gradients,
corresponding to the summer conditions. It is still not known how the emulsification
and heat exchange are related, however, it is evident that temperature affects them
both. For this purpose, experimental investigation or CFD modelling may be useful,
which is considered as a topic for a future study. The real values due to the cooling of
oil may be considered to be located on the dotted lines in Figure 2-7 of the bidirectional
oil spill. As the temperature of outflowing oil decreases, its physical properties change;
the oil becomes denser and more viscous, thus the emulsification rate decreases.
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Figure 2-7. The oil outflow rate and flow-rates-ratio parameter variation of heavy crude oil (at
inner temperature 60°C and 30°C) at different emulsification rates f=1...0.50 for summer (18°C)
and winter (-1°C) conditions.

2.2 Water exchange

Rainwater harvesting in urban catchments and stormwater storage in tanks have
become essential components of water management systems within cities and other
densely-populated urban areas. The rain falling over a watershed in the urban
environment becomes almost entirely runoff. This occurs because urban areas are
characterised by widespread impervious areas and man-made water courses.
Precipitation is normally drained into the environment or into the city drainage system,
which can sometimes cause widespread flooding during intense rain events in the city
(Yan et al., 2011). Finding alternatives for urban flood risk management has become an
important issue in dealing with urban runoff (Evers et al., 2012). Storage tanks offer
several possibilities to exploit natural water in more diverse ways.

Publication IV presents the developed integrated-system model of stormwater
collection and domestic-water heating that is used to analyse the possibility of low-
temperature water usage for domestic hot-water production in a public building. In
Publication V, the integrated-system modified model of stormwater collection and
domestic-water heating is applied for different types of buildings (residential, public,
and commercial). To assess the possibilities for the integration of this low-temperature
water with on-site end-users, it is essential to understand the dynamics of water
exchange in temperature-stratified storage tanks. The internal-flow hydraulic theory
can be useful in dealing with the dynamics of stratified flow through submerged
openings, which regulate the water exchange in the stormwater storage tank.

In Figure 2-8, a stormwater storage tank is illustrated to explain the water exchange
in a storage tank. The thermal stratification takes place due to the temperature
variation between stagnant water and collected stormwater in the storage tank. The
collected stormwater can be considered to be relatively warm, since rainfall events
occurring in urban areas not only have an air cooling effect, but also have the possibility
of cooling impermeable urban surfaces by absorbing excessive heat within catchments
(Janke et al., 2013). In heterogeneous fluid, the buoyancy is the product of gravity and
varying density. Therefore, the layer of collected warm stormwater (less-dense) will
settle at the top, and the layer of colder stormwater (denser) at the bottom of the tank.
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Figure 2-8. Sketch of stormwater storage tank (filling n = 1) with influx and outflux and notations.
Thermal stratification with a descending interface is due to warm influx.

To maintain the stratification in the storage tank (as required in several practical
applications), i.e. keep the upper layer from mixing with the lower layer, the warm
(less-dense) stormwater is charged into the high-temperature region (Tupper) and colder
(denser) stormwater is discharged from the low-temperature region (Tiower) oOf the
storage tank. A density jump occurs at the interface due to the temperature gradient
separating the warmer and colder fluid layers in the storage tank. The increase in water
temperature in the storage tank is due to the random rain events. During the
stormwater inflow into the storage tank, the warm upper-layer thickness hupper (M)
increases and the interface descends towards the discharge opening, where the colder
lower-layer water is discharged. When the tank is filled with less-dense water
Pupper(Tupper) to @ maximal upper layer thickness (hupper = Hi - h) and denser water
Prower(Tiower) is discharged to its minimum thickness (hiower = h), steady state stratification
is achieved. It should be noted that, when the storage tank is left idle, the temperature
difference between layers decays over time due to heat transfer across the interface,
approaching a thermal equilibrium in the tank. Thus, the above described condition
refers to a tank filling n = 1 that corresponds to the one-time water exchange in the
storage tank. The number of tank fillings, however, can be important in the design of a
tank for the integration of this low-temperature water with on-site end-users. For
instance, in terms of stormwater thermal heat usage for heating applications, further
stormwater outflow from the storage tank can be associated with a loss of potential
heat available for heat extraction.

Generally, the water exchange through the stormwater storage tank can be related
to the stormwater in- and outfluxes of the tank. The water influx is due to the
stormwater inflow (Qin) into the tank, which can be characterised by the temperature
and volume of rainwater that is precipitated on the catchment. The water outflux, on
the other hand, is due to the stormwater outflow (Qout) from the tank, which can be
characterised by the temperature and volume of stormwater in the storage tank.
Stormwater system parameters determined by SWMM LID may be used to determine
the stormwater inflow quantities (see Publication IV). The unidirectional stratified
outflow from the submerged discharge opening is essentially due to the excess
hydrostatic pressure in the storage tank.

In the presence of stratification in the storage tank, the outflow rate (Qout) varies
due to the interface lift in the storage tank. Specifically, the unidirectional water
outflow velocity (uout) is time dependent, due to the gradually reducing internal
pressure (due to the descent of the interface inside the tank) until the steady state
stratification is achieved. The outflow velocity can be determined from the Bernoulli
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equation. The Bernoulli head for a unidirectional stratified flow through the submerged
discharge opening of a thermally-stratified stormwater storage tank can be expressed
as:

Ugy Py Pai j
L 1+0)=(z, -2, )+| —————2— |, 97
Zg ( ) (1 2) (plowerg plowerg ( )

where (21 — 22) is the elevation-head difference (m) between the discharge opening and
the interface (see Figure 2-8), p1 is the hydrostatic pressure (Pa) at the interface, and
Plower is the water density (kg m3) in the lower layer. The hydrostatic pressure at the
interface in the storage tank is: p1 = pgas + (2o — 21) Pupperg; Where pgas is the gas pressure
(Pa) in the tank, (zo — z1) is the elevation difference (m) between the surface and the
interface in the tank, i.e. the upper-layer thickness (hupper), and pupper is the water
density (kg m3) in the upper layer. In the presence of tank ventilation, the pressures of
gas and air are equal, i.e. pgas = Pair.

According to Publications IV and V, the low-temperature stormwater can be
considered as a carrier of thermal energy in the urban environment, because it is
temporarily freely available in large quantities and is relatively warm. Therefore, the
integration of a stormwater storage tank into the existing heating system of a building
allows it to meet the requirements of expanded heating capacities. In addition, the
proposed solution increases multi-functionality in the urban infrastructure that is
essentially used to mitigate impacts from extreme climate events. It should be noted
that the heat extraction from collected stormwater in the storage tank is dependent on
water exchange through the tank. Thus, the determination of integrated system
parameters, such as stormwater volume in the storage tank for heat extraction and the
number of tank fillings due to harvested rainwater from the catchment area, require
optimisation in order to utilise the locally-available resources. For this purpose, GA can
be employed (see Chapter 3) for searching the dimensions of integrated-system design
parameters, which are defined in the model as variables.

2.3 Ventilation

A primary purpose of windows is to provide natural light and ventilation. Natural
ventilation harnesses the wind, and also the buoyancy forces associated with
temperature differences between the indoor and outdoor environments, to drive air
flow through a building (Hunt and Linden, 2004). Airtight and insulated building
envelopes, where air movement through the building fabric (walls, ceilings, etc.) is
significantly reduced, are equipped with mechanical ventilation to fulfil the comfort and
energy efficiency benchmarks (Kalamees et al.,, 2016). According to Mayer and
Antretter (2013), windows are opened to control indoor temperature and inhabitants’
well-being by providing a fresh air inflow. The user behaviour of opening windows can
be associated with several factors, for instance personal feeling, availability of
mechanical ventilation, indoor thermal comfort and air quality (e.g. CO2 concentration).
Thus, the indoor environment of buildings requires a good understanding of the
interaction of airflows through windows with HVAC systems.

Two distinctive cases, cold and hot seasons, are explained to demonstrate the
evolution of stratification in a single room with mechanical ventilation. The stratified
flows in buildings occur due to heating in cold seasons, where the outdoor air
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temperature To is less than the indoor air temperature T, and cooling in hot seasons,
where To > Ti. The density difference is mainly due to temperature differences between
indoor and outdoor environments, thus, the air exchange through open windows is
strongly dependent on the prevalent climate conditions. For instance, in office and
public buildings, the ambient indoor temperature set-points for heating in cold seasons
and cooling in hot seasons are typically considered to be 21°C and 25°C, respectively.
Maintaining the indoor temperature in this range complies with the ventilation and
ambient temperature requirements established for the minimum requirements for
energy performance regulations (Riigi Teataja, 2012). The mixing-type ventilation, in
which the fresh air supply is tempered by mixing with the indoor air, is largely
implemented in cool and temperate climates (Hunt and Linden, 2004). Therefore, it is
also considered in the pilot study herein. It should be noted that vertical thermal
stratification in a room with a closed window is considered absent, and thus simplified
to the initially well-mixed (homogeneous) condition. However, the buoyancy-driven
flows between two adjacent building zones with vertical thermal stratification
connected by top and bottom vents can be found in Nabi and Flynn (2015).

By opening a window, the unidirectional stratified flow through window may take
place, driven by the excess pressure due to mechanical ventilation. Indoor air outflow
occurs when the indoor pressure (p/) exceeds the outdoor pressure (po) at window
level. It should be noted that the balance between indoor and outdoor pressures may
be achieved almost instantly during the opening of a window (ventilation switched off).
In the case of continuously operating mechanical ventilation, the bidirectional stratified
flow through a window may take place with a net baratropic flow component. This is
possible due to the comparatively small excess pressure ((p/ — pair) / pr << 1) for living-
room in buildings and the large opening area of windows. Therefore, the attention is
focused on the bidirectional stratified flow driven by the buoyancy that dominates the
air exchange through open windows in cold and hot seasons.

Figure 2-9 illustrates the bidirectional stratified flow through an open window of a
single room in the cold season. Due to the buoyancy forces associated with
temperature differences between indoor and outdoor environments, the warm indoor
air (less-dense) exits through the upper part of the window, and the cold outdoor air
(denser) enters into the room through the lower part of the window. The intruding cold
outdoor air forms a gravity current that propagates along the floor towards the internal
walls (Figure 2-9i). When incoming flow strikes the wall, the cold air will first surge
vertically upwards, known as "sloshing", due to which mixing between the ambient air
and the current may take place. Accumulation of cold air against the wall results in the
transmission of a reflected wave back to the window (Figure 2-9ii) that, however, may
temporarily alter the stable inflow conditions by reducing the cold air inflow rate
(Qrower). For relatively high windows, the effect of backflow only induces mixing in a
room and modifies the ambient air, although stratified flow conditions in an opening
remain more-or-less steady. Due to the temperature gradient, stratification develops in
the room over time, including two distinct layers with a density jump at the interface. It
can be seen from (Figure 2-9iii) that a horizontal interface separates the upper layer,
which is composed of air having the initial density of the indoor air (o)), from the lower
layer, composed of cold outdoor air (po > pi). During the bidirectional stratified flow,
the interface elevation in a room changes, i.e. ascends towards the upper lip of the
window, and the two-layer exchange flow culminates when the balanced interface is
reached (Figure 2-9iv).
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Figure 2-9. Bidirectional stratified flow through an open window of a single room in the cold
season. i) Exchange flow with excess pressure due to ventilation and ii), iii), iv) buoyancy-driven
exchange flow (ventilation switched off).

Figure 2-10 illustrates the bidirectional stratified flow in a hot season, where the
cool indoor air (denser) exits from the lower part and the warm outdoor air (less-dense)
enters from the upper part of the window. A warm gravity current forms along the
ceiling (Figure 2-10i). However, due to mechanical ventilation connections in the
ceiling, the upper layer warm air may mix with the cool supply and partially extract
from the top if the ventilation is switched on. Internal walls bound the propagating
current, and thus the warm air surges vertically downwards when striking the walls and
reflects back towards the window (Figure 2-10ii). Contrary to the cold season case, the
horizontal interface in the room descends towards the lower lip of the window, and the
bidirectional stratified flow culminates when the balanced interface is reached.
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Figure 2-10. Bidirectional stratified flow through an open window of a single room in the hot
season. i) Exchange flow with excess pressure due to ventilation and ii), iii), iv) buoyancy-driven
exchange flow (ventilation switched off).

In the case of an open window and simultaneously operating mechanical ventilation
(Figure 2-9i and 2-10i), the bidirectional stratified flow through a window may take
place with a net flow with a barotropic component. This is due to the conditions when
the ventilation supply and extraction flow rates are uneven. For instance, in a room
that is pressurised relative to the outdoor conditions, i.e. more fresh air is supplied into
a room than extracted (Qsuppy > Qextract). In this case, the bidirectional stratified flow is
not only driven by the buoyancy due to the density difference, but also by the pressure
due to the continuous excess fresh air supply (Qsupply - Qextract). The excess fresh air
supply magnifies the indoor air outflow rate through the window that, in the cold
season, corresponds to the upper layer outflow rate (Qupper) and in the hot season to
the lower layer outflow rate (Quwer). The effect of mechanical ventilation can be
accounted for in the analytical formulae for the volumetric flow rate of bidirectional
stratified flow through a rectangular opening (Equations 47 and 50) through the
dimensionless flow-rates-ratio parameter (qg). Thus, the ratio between the upper and
lower layers’ discharges (Equation 29) is g > 1 in a cold season, and g < 1 in a hot
season. The upper layer (indoor air) outflow rate and the lower layer (outdoor air)
inflow rate through an open window can be determined using Equations (47) and (50),
respectively. However, the process parameters of stratified flow, such as hydraulic-flow
coefficients and mixing quantities, should be determined in combination with the
experimental or numerical results.

If the mechanical ventilation is switched off, the bidirectional stratified flow takes
place as zero net flow through an open window, driven only by the buoyancy. In this
case, the upper and lower layers’ discharges are equal (Qupper = Qiower) and the flow-
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rates-ratio parameter in Equations (47) and (50) is g = 1. However, the interface level in
the opening varies; it ascends in the cold season, i.e. lifts from the upper lip of the
window to the lower lip of the window, and descends in the hot season, i.e. lifts from
the lower lip of the window to the upper lip of the window. The lifting of the interface
during the bidirectional stratified flow in the cold season, as well as in hot season, is
associated with the variation of the upper and lower layers’ flow rates. The location of
the interface in the centre of the window cross-section corresponds to the maximum
exchange flow rate and sub-maximal flow conditions.
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3 Optimisation method

3.1 Search techniques

Search techniques can be broadly classified into three classes (Figure 3-1): calculus-
based techniques, enumerative techniques and guided random search techniques.

Search techniques

Calculus based Guided random Enumerative
techniques search techniques techniques
I
I I I |
Simulated Hill climbing Tabu search Evolutionary
annealing algorithm

I
Genetic algorithm

Figure 3-1. Scheme of search techniques.

The success of the optimisation is affected by the properties of the problem,
formulation of the objective function, and the selection of an appropriate optimisation
algorithm (Palonen, et al., 2009). Obtaining a valid, accurate model of the design
problem is the most important step in optimisation (Parkinson et al., 2013). This may
be, for instance, a scientific model (process modelling) or an engineering model (system
modelling).

LOCAL GLOBAL MAXIMUM
Simple hill-climbing \M:X'MUM ’ Genetic Algorithm

fitness

X2

Figure 3-2. Fitness landscape with global and local optima of a two-dimensional function (Weise,
2009). Examples of simple hill-climbing finding the best local maximum and GA finding the global
maximum.

Fitness landscapes (Figure 3-2) are often used to help visualise the search space of
optimisation problems and to describe the possible pitfalls of the search techniques.
Search landscapes can be considered as a range of mountains, where the fitness value
of each design determines the height for each point. Fitness peaks (e.g. local or global
maxima) represent points from which all paths downhill lead to designs with lower
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fitness, and fitness valleys (e.g. local or global minima) represent regions from which
paths lead uphill to designs with higher fitness.

Calculus-based methods tend to seek local extreme points (local maxima or
minima), either by searching for points with slopes of zero in all directions (indirect
methods), or by moving along a function in a direction with the steepest gradient, i.e.
simple hill-climbing (direct methods) in Figure 3-2 (Goldberg, 1989). Direct methods
seek extremes in the function space and move in a direction related to the local
gradient, which finds the best local solution by climbing the steepest permissible
gradient. However, indirect methods seek solutions by solving a set of equations
resulting from setting the gradient of the objective function to zero. The problem with
calculus based techniques is that they rely on the existence of derivatives in a function
and tend to find local extremes, rather than the absolute extreme. These techniques
can be used only on a restricted set of "well behaved" functions which, therefore, limits
their use to very narrow problem fields. However, within their limitations, calculus-
based methods can be quite effective in a small class of unimodal problems. However,
their outcome may easily be just a local optimum, while the actual best solution would
be a global optimum.

Enumerative techniques involve evaluating all of the possible function values of the
search space one by one, in order to arrive at the optimal solution (Goldberg, 1989).
Dynamic programming is a well-known example of enumerative search. Although these
techniques can be useful for very small problem sizes and are simple to implement,
their biggest drawback is inefficiency, since they require significant computation. Most
search spaces (of even moderate size) are too large, thus it may become simply
impossible to search all the points in the space.

A large number of optimisation problems are solved using a GRST (Arora, 2015).
GRST are based on enumerative methods, but they use additional information about
the search space to guide the search to potential regions of the search space (Goldberg,
1989). The GRSTs are useful in problems where the search space is huge, multimodal,
and discontinuous, and where a near-optimal solution is acceptable.

One example of GRST is simulated annealing, which uses a thermodynamic
evolution process to search for minimum energy states (Bogdanovi¢, 2011). This
method is essentially a modified version of simple hill climbing. Optimisation of a
solution involves evaluating the neighbours of a state of the problem, which are new
states produced through conservatively changing a given state (Bogdanovi¢, 2011).

The Hill-Climbing with Random Restarts method is a second example devised by
combining simple hill-climbing and random methods. This method aims to ascend to a
peak by repeatedly moving to an adjacent state with higher fitness. The process is
repeated again at another randomly-selected location until: 1) the solution is found or
2) the parameter determining the maximal number of moves between restarts is
fulfilled. This method is useful for local optimum searches, since it cannot guarantee to
lead to any of the existing better solutions in the search space, which limits its use for
global optimum problems. However, it can arrive at optimal solutions within
polynomial time for most problem spaces, when the probability theory and local
sampling is implemented to direct the restarting of hill-climbing algorithms (Cohen et
al., 1994).

The Tabu search is a third example, and is a heuristic method originally proposed by
Glover in 1986 to allow local search methods to overcome local optima. Heuristics, i.e.
approximate solution techniques, have been used since the beginnings of operations
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research to solve difficult combinatorial problems (Gendreau and Potvin, 2005). One of
the main components of the Tabu search is the adaptive memory (Tabu list), which
creates a more flexible search behaviour. The main problem with the Tabu search is
associated with a large search space and particularly high dimensionality, due to which
it is easy to stay around in the same neighbourhood even with a very large Tabu list. An
extensive description of the Tabu search methodology can be found in Glover and
Laguna (1997).

Evolutionary algorithms are a fourth example; these are stochastic search and
optimisation heuristics derived from classic evolution theory (Streichert, 2007).
Evolutionary algorithms employ specific approaches based on principles of evolution
found in nature, and use mechanisms such as reproduction, mutation, recombination,
natural selection, and survival of the fittest. Evolutionary algorithms often perform well
in approximating solutions to all types of problems, since they ideally do not make any
assumption about the underlying fitness landscape (Joshi and Vakaskar, 2011). The
greatest advantage of evolutionary algorithms comes from the ability to address
problems that are outside of current human comprehension (Joshi and Vakaskar, 2011).
Evolutionary algorithms can be applied to complex problems with discontinuous, non-
differentiable, and possibly noisy target functions (Eiben and Smith, 2003). They are
also robust, easy to use, and applicable to different optimisation problems.

GA is one of the most popular evolutionary algorithm that attempts to explore the
entire search space in order to locate the global optimum (Goldberg, 1989). It uses
biological concepts to solve optimisation problems through imitating evolutionary
processes, based on the Darwinian theory of natural selection (Fang, 2007). However,
there is no guarantee that such a point will be found, since there is no such criterion
which can demonstrate that a global optimum has been reached. This shortcoming is
also present for all other alternative search techniques. However, the GA produces not
only a single optimised solution but a population of feasible and improved solutions,
which enables the decision-maker to judge on the final solution choices. The main
reasons to use a GA are due to its simple concept and wide range of uses (single- and
multi-objective problems, hybrid and parallel applications), applicability to noisy and
multiple local optima environments, and the possibility to use a large number of
parameters. GAs were first introduced in 1962 by the work of John Holland on adaptive
systems. His book, Adaptation in Natural and Artificial Systems (Holland, 1975),
introduced the concept of using the mutation, selection, and crossover, simulating
processes of biological evolution as a problem-solving strategy. According to Haupt and
Haupt (1998), evolutionary computation is a thriving field, and GAs are used today for
"solving problems of everyday interest". It is a powerful problem-solving technique of
immense power and nearly unlimited application (Marczyk, 2004).

3.2 Genetic Algorithm

A GA is used for solving the optimisation problems in Publications I, IV, and V. An
optimisation problem addressed by a GA is to find the best solution from all feasible
solutions. An optimisation model consists of: 1) a set of design variables, 2) a set of
constraints, and 3) an objective function.

Design variables represent changeable design parameters, which need to be
determined in order to explore the search space (Parkinson et al., 2013). The GA
adjusts the design variables in order to satisfy the objective function and constraints.
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Design variables can be either continuous, i.e. take any value in the range between
the lower and upper limit, or discrete variables, i.e. take predefined specified values
(e.g. from a list of standard sizes). Additionally, variables may be related, i.e. once some
of the design values are determined (e.g. type of material) other variables related to
properties (density, strength, etc.) can be determined straightforwardly. Therefore,
during the process of choosing the set of variables, it is useful to lay out the model
equations and determine the order in which equations will be calculated (Parkinson et
al., 2013).

Constraints representing limits within the solution must stay. In the case of equality
constraints, target values must be satisfied (Parkinson et al., 2013). GA optimisation
problems may have one or more constraints including inequality, equality, and/or
variable bounds to be satisfied. Also, in real engineering applications, usually more than
one constraint is involved in the problem (Amouzgar, 2012). Solutions that satisfy all
the constraints (inequality and equality) and variable bounds are denoted as feasible
solutions. On the contrary, infeasible solutions are solutions that do not satisfy all
constraints and variable bounds.

The objective function is being optimised, and this function measures the
effectiveness of the design. Most optimisation problems have a single objective
function however, there are cases when optimisation problems have no objective
function or multiple objective functions. For a single-objective optimisation problem,
the optimality is the minimum, maximum, or targeted objective function. In the case of
there being no particular objective to optimise, the aim of the problem is to find values
for the variables that satisfy the constraints. For multi-objective optimisation problems,
the criterion can be defined as Pareto optimality, since such problems involve several
criteria that sometimes conflict.

In Figure 3-3 a simple flow chart of GA is presented to explain the sequence of GA
steps in the optimisation process.

Coding YES
initi i Optimisation
START S Create |n_|t|al Fltnes_s p _ END
population evaluation criteria met?
Problem
specification Reproduction \l, NO
Selection Population

Mating pool

Crossover

Mutation
Offspring P/-

chromosomes I
Replacement > New population >%

The best chromosomes ~ To fitness evaluation

Figure 3-3. Flow chart of basic steps in GA.

In biology, genes are defined as a sequence of DNA that represents certain features
of individuals. In GA, binary coding may be used, by which the design containing certain
information codes as a chromosome. In most cases, GA follows the typical iteration
steps by using binary or floating genes to represent design variables with fixed length
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(Parkinson et al., 2013). In binary representation, the 1 and 0 sequence in the GA gene
represents a unique solution. Each binary number is thought of as one chromosome of
the gene, as in biology. Another possibility, and also the simplest representation, is that
the value representation where the chromosome consists of the values of the design
variables placed side by side. Chromosome codes may also be permutations of
elements, lists of rules, program elements (genetic programming), or any data
structure.

The search for solutions begins with the creation of an initial population where each
individual represents a point in a search space. The GA creates a random set of designs,
which can be spread evenly across the search space, allowing the entire range of
possible solutions. The population size (N) specified by the designer is the number of
designs in each generation. For instance, a population of 20 to 100 designs often works
well (Parkinson et al., 2013).

Evaluation is the link between the GA and the optimisation problem it is solving,
which encodes the chromosome and assigns its fitness. In nature, the competition
among individuals results in the fittest individuals dominating over the weaker ones. GA
shares the same strategy by simulating the survival of the fittest designs. Fitness, i.e. a
predefined numerical measure for the problem, evaluates the designs (coded as
chromosomes) in the population (Figure 3-4). Each design is analysed to evaluate the
objective function (minimised, maximised, or targeted value) of the optimisation
problem and constraints. In the case of no assigned constraints, the fitness is simply the
value of the objective. In the contrary case, the objective and constraint values are
combined into a single fitness value (Parkinson et al., 2013). The fitness can also be
defined through the penalty approach and segregation approach.

A Fitness

Fitness 4 | - - o _____
Fitness 3 ———————————————/~\/
Fitness2 |-----------

Fitness1 [~~~ 77

Chromosome 2

Chromosome 1
Chromosome 3
Chromosome 4

. Designs

T »

]
A Design1l Design2 Design3 Design4 B

Figure 3-4. Sketch of evaluating the goodness of designs bounded by the constraints A and B.

The selection operator determines the mating pool from individuals of the current
population, according to the given measure of fitness, for producing the next
generation of designs. Two types of selection methods are generally used: elite and
non-elite (Fang, 2007). Elite selection methods ensure that the best individuals of the
current population always go to the next population. Elitism favours individuals with
the best fitness and uses them to produce more designs. Two of the non-elite selection
methods are roulette wheel selection and tournament selection (see Parkinson et al.,
2013), which are based on the survival-of-the-fittest strategy. There are also many
other methods that can be applied to select the best designs; for instance, rank
selection, generational selection, fitness-proportionate selection, and steady state
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selection. Note that there is no one selection method that is best for all optimisation
problems, because some methods result in fast convergence, others will tend to
produce a more thorough exploration of the search space (Dyer, 2008).

The crossover operator exchanges the genes of two selected individuals from the
mating pool to create new offspring. The crossover can be performed at either a single
point, i.e. one-point crossover, or multiple points, e.g. two-point crossover. Figure 3-5
explains a single-point crossover for swapping the genetic material between two
parents with the gene length being five and with the crossover position after the
second gene of the chromosome.

The mutation operator makes random gene modifications in some of the offspring’s
chromosomes, i.e. introduces new points in the search space that help the GA to
escape from a local optimum (Rajan, 2013). The predefined mutation probability is
compared with a randomly-generated number between zero and one. If the random
number is greater than the mutation probability, the gene at a randomly-selected
location in a chromosome is flipped to another value. For example, in Figure 3-5, the
binary bit is flipped (0 with 1) at a certain position (the first gene of the second
offspring).

Chromosome  One-point crossover Gene

PARENT 1 @@@] [@@@ PARENT 2
|

! :
orssrrne (1 o] 1|+ ) [(llo o)1 )[o]) oresemmc
1 % _J
/
Figure 3-5. Creation of offspring with one-point crossover and point mutation (bit strings
representation).

— 1

Point mutation

Evolution happens to a population, i.e. a new generation of individuals is created
with a different set of chromosomes. In nature, individuals of the next population are
much more adapted to their environment compared to their predecessors (at least
most of them). The least fit members are not strong enough to survive and mate in the
reproduction process. The process of selecting the most fit individuals (carrying
advantageous genes) into the next generation is done by the replacement operator.
There are two main types of replacement strategies: generational replacement and
steady state replacement. In the case of generational replacement, the entire
population is replaced by newly-generated offspring (Fogel and Fogel, 1995). In the
case of steady state replacement, most fit individuals are passed directly to the next
generation, while the rest of the individuals go through the selection process to fill the
remaining places in the population.

The population generation process repeats until a termination condition is reached.
Common terminating conditions (stopping criteria) are:
= the maximum number of generations is reached;
= predefined computation time is reached;
= the highest-level solution's fitness is reached, or further successive generations no

longer produce better results;
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= asolution is found that satisfies objective criteria;
= manual inspection;
= combinations of the above.

3.3 Process optimisation

In Publication Il, a GA is used for searching the values of combined process parameters,
which are defined in the hydraulic-flow optimisation model as variables. There are
many unknown empirical parameters involved in the hydraulic modelling of real fluid
flows, and it is usually necessary to perform experiments to verify the equations. The
determination of unknown fluid parameters, such as discharge coefficients and
emulsion density, for unidirectional stratified flow through a submerged side hole of a
double-hull tank, is a challenging task. GA is one possible method that can be used for
solving complex fluid flow problems. There are multiple methods for both quantitative
and qualitative visualisation of fluid flows that can also be implemented to investigate
the unknown process parameters, for instance CFD.

3.3.1 Physical modelling

Data from the Sintef Sealab experimental test N12 (see Tavakoli et al., 2011) is used for
unidirectional oil outflow modelling from a submerged side orifice of a double-hull tank
(Table 3-1).

Table 3-1. Design data for unidirectional oil spill from double-hull tank (test N12).

Main tank geometry (width, depth, height) 1.0x0.5x1.0 (m)
Ballast tank geometry (width, depth, height) 1.0x0.1x1.0(m)
Pool geometry (width, depth, height) 5.0x12.0x3.0(m)
Initial oil depth in main tank H;=0.89 (m)

Initial emulsion depth in ballast tank Hg=0.0 (m)
Emulsion depth in ballast tank (balanced surface) Hss =0.31 (m)
Initial water depth in pool Ho=0.41 (m)
Height of orifice lower lip h=0.1(m)
Unidirectional oil spill duration t =590 (s)

Inner and outer orifice diameters di=do=0.022 (m)
Inner and outer orifice shapes Circular

Density of oil (olive oil) Poil =920 (kg m3)
Density of water at 20°C Pwater = 988 (kg m™3)

The test started by simultaneous opening of inner and outer orifices. No oil outflow
occurred during the side ballast tank filling with oil-water mixture (emulsion) down to
the orifice level. The overall duration of the unidirectional flow was 590 seconds and
222 litres of oil left the main tank, from which 180 litres of oil spilled into the pool and
42 litres were retained in the ballast tank.

3.3.2 Hydraulic-flow problem

During the unidirectional oil spill from a double-hull tank, oil and water inflow into the
ballast tank, i.e. space between the inner and outer walls of a tank, take place from the
inner cargo tank and the pool, respectively. This results in the formation of emulsion in
the ballast tank, which alters the dynamics of the unidirectional oil outflow through
both orifices due to the changing emulsion density and surface lift in the ballast tank.
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Therefore, the determination of discharge coefficients for the inner and outer orifices,
according to the experimental results of Tavakoli et al. (2011), cannot be done in a
straightforward manner. However, in combination with experimental results, this
provides some quantitative information on the behaviour of: 1) oil outflow from the
main tank, 2) oil capture in the ballast tank, and 3) oil spill into the pool (Figure 3-6). GA
can be used for searching the values of the combined process parameters, which are
defined in the optimisation model as variables. The hydraulic-flow problem involves
determining the emulsion volumetric flow rate in the ballast tank that is related to the
oil influxes and outfluxes of the ballast tank. The derived analytical formula for the
volumetric flow rate of the unidirectional stratified flow through a submerged side
opening, which makes use of the GA-found discharge coefficients and emulsion density,
is used to determine the oil outflow rates for the inner (/) and outer (O) orifices in the
optimisation model.

Oilspillintothe O il capturein | Oil outflow from
water pool the ballast tank the main tank

Q:

Ao Pemulsion =

WATER POOL BALLAST TANK MAIN TANK

Figure 3-6. Schematic illustration of hydraulic-flow optimisation problem.

3.3.3 Setup and run of process optimisation

The optimisation is performed as an attempt to reach the target value, i.e. the emulsion
flow rate into the ballast tank. The objective function of the single-objective hydraulic-
flow problem is determined as:

Qz (Cdl ’Cdo ' pemulsion) = Q1 - Qs ’ (98)

where Qi is the unidirectional oil outflow rate (m3 s) from the main tank, Q. is the
emulsion flow rate (m3s?) in the ballast tank, and Qs is the unidirectional oil spill flow
rate (m3s?) into the pool. The GA determines the three following design variables:

= value of the discharge coefficient Cy for the inner orifice, (1);

= value of the discharge coefficient Cso for the outer orifice, (1);
= emulsion density pemussion in the ballast tank, (kg m=3).
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The optimisation problem has three constraints (variable bounds) to be satisfied:

= 0<Cau<l;
= 0<Cw<l
- 920 < Pemuision < 988.

Notations used in the hydraulic-flow optimisation model are explained in Figure 3-7.
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Figure 3-7. Notations of unidirectional oil spill from double-hull tank side orifice.

Equations applied in the hydraulic-flow optimisation model are listed in Table 3-2.

Table 3-2. Hydraulic-flow optimisation model equations and explanations.

Equation

Explanation

a7 d?

A =z—1=7-2-00004 (Mm?)
4 4

Inner and outer orifice areas.

H, = H, hYo Fluid depth above the orifice axes in the
2 pool.

H, = H, T Fluid depth above the orifice axes in the
2 main tank.

H, = H, _pode Emulsion depth above the orifice axes in the
2 ballast tank.

Hyp =29 H, =0.33(m)

pwater

Fluid depth above the orifice axes in the
main tank, representing balanced surface
end of unidirectional flow.

— +7’n
, =1000C,, A |2g| H, + Lemusion 1y,
Pil

)

Unidirectional oil outflow rate from the
main tank.

Q3—1OOOCdOA\/2g{H2+pW3‘” H

)

Unidirectional oil outflow rate into the pool.

Pemulsion
Qz = Q1 - Q3

Emulsion flow rate in the ballast tank.

Note that the unidirectional stratified oil outflow lasted 590 seconds. The fluid
depths Hi1 and Hz in the main tank and in the ballast tank, respectively, and optimisation
target, emulsion flow rate Q, are calculated for each time step At = 25 seconds (see
Figure 3-8). The emulsion flow rate values are related to the captured oil volume in the
ballast tank (cf Tavakoli et al.,, 2011). According to the experimental data, it took
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approximately 25 seconds to fill the bottom part of the initially-empty ballast tank with
emulsion up to the orifice level, i.e. attaining the submerged condition for the inner and
outer orifices. The GA is implemented for each time step, separately inserting the
values mentioned above manually.

—e—Emulsion flow rate  —e—OQOil level —a—Emulsion level

Filling the bottom part of the ballast tank

1,0 1,0
@ 0,8 0,8 3
g o8 M o8 E
(_% 0,4 0,4 E
. 02 1t Ay Orifice level | 0.2 .
0,0 —p——r—e —————— 0,0

50 100 150 200 250 300 350 400 450 500 550 600
Time, s

0

Figure 3-8. Experimental results of oil and emulsion level in the main tank and in the ballast tank,
respectively, and the emulsion flow rate in the ballast tank. Curves are reproduced according to

the results in Tavakoli et al. (2011).
The GA run settings for process optimisation are listed in Table 3-3.

Table 3-3. GA settings for process optimisation.

Number of chromosomes in population 12
Cross-over probability 0.8
Cross-over type One-point
Mutation probability 0.01
Random selection probability 0.1
Constraint penalty lel2
Absolute constraints tolerance 0

Max. number of generations 100
Convergence tolerance 0.00001
Numeric precision (digits) 6
Number of preliminary runs 4

Max. number of generations per preliminary run 10

The order of the process parameters optimisation by the GA is shown in Table 3-4.

Table 3-4. Process optimisation order.

1. Set values for GA (see Table 3-3).

Insert constraints for Cai, Cao, Pemuision.

Set values from experimental data (see Table 3-1).

Calculate inner and outer orifice areas A; and Ao.

Calculate water depth (Hs) in the pool.

S A Eal Eal

Insert oil level (H)) in the main tank from Figure 3-8
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7. Insert emulsion level (Hs) in the ballast tank from Figure 3-8.

8. Calculate fluid depth (H1) in the main tank.

9. Calculate emulsion depth (H2) in the ballast tank.

10. Insert the emulsion flowrate (target) from Figure 3-8.

11. Get values of design variables from optimiser: Cai, Cdao, Pemuision.
12. Calculate the unidirectional oil outflow rate from the main tank.
13. Calculate the unidirectional oil outflow rate into the pool.

14. Calculate the emulsion flow rate in the ballast tank.

15. Store results.

16. Continue above procedures (6—15) for each time step.

3.3.4 Results of process optimisation

At the beginning of the oil spill, the discharge coefficients were Ca = 0.24 and Cuo =
0.06, and during the test oil outflow decreased to Ca = 0.01 and Cao = 0.01 for the inner
and outer orifice, respectively. The average minor head-loss coefficients for the inner
orifice were ki, site = 4.30 and ka, sice = 203 and for the outer orifice k1, sive = 4.30 and k2, side
= 2499. Both the determined discharge coefficients and the emulsion density in the
ballast tank during the oil spill are presented in Figure 3-9. It should be noted that in
the case of the side orifice of a double-hull tank, the discharge coefficients were
relatively small compared to the results of a side orifice of the single-hull tank (mean
discharge coefficient Cs = 0.50). Apparently, strong internal mixing is a reason for the
emulsion in the ballast tank having varying density (Figure 3-9ii).
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Figure 3-9. Results of GA-determined i) discharge coefficients at the inner and outer orifices and ii)
emulsion density change in the ballast tank (see Publication I1).

3.4 System optimisation

Complex integrated systems require guidelines for engineering design and everyday
usage to meet up-to-date requirements of energy demands and safety. Finding
solutions for an efficient design of built-environment integrated systems is a
challenging task, and is of practical interest in the decision-making process. Often,
integrated system optimisation is done implicitly, by using a combination of experience,
modelling, judgement, etc.—hoping to achieve an optimal design and operation
(Parkinson et al., 2013). In reality, numerous variables in the optimisation problem, and
complex interactions between processes, make experience-based decision-making
inefficient in terms of identifying the optimum solution. GA performs well in finding an
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optimal design (or set of optimal designs) among many feasible solutions to a problem.
The ability to deliver good-enough solutions for complex problems in a fast-enough
computation time makes GA an attractive method for system optimisation. It should be
noted that the final design essentially depends on economic conditions and the
decision-maker’s preference. However, the inclusion of the cumulative expenses of the
optimal solutions found by GA are important for management decision analysis.

3.4.1 Engineering modelling

An apartment building, i.e. a representative of residential buildings in Publication V, is
chosen to demonstrate the employment of GA for searching for the dimensions of
integrated-system design parameters, such as the stormwater storage tank volume and
the catchment area. On-site stormwater collection for domestic-water heating depends
essentially on 1) prevalent climate conditions, 2) hot water consumption of the
building, and 3) the availability of free space.
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Figure 3-10. Daily mean i) rainfall-depth and ii) rainwater temperature for years 2004 to 2011. i)
Calculated mean rainfall-depth over a period of one week, ii) mean rainwater temperature
averaged over a period of one week.

The prevalent climate conditions exert a strong influence on local meteorological
characteristics, such as rainfall intensity and temperature, that define the thermal
energy of stormwater available for usage. In Publication V the rainfall data for eight
years (2004-2011) measured by the Tallinn-Harku Meteorology Station (EMHI) is used
to estimate the short-term mean values of the temperature and rainfall depth
(integrated-system model input parameters) according to the building’s functionality.
The rainfall depth is calculated over the period of one week (dotted curve) using data of
the daily mean rainfall depth for eight years (full curve) in Figure 3-10i. The stormwater
temperatures are determined for an apartment building’s duty cycle of one week
(dotted curve) using the mean temperature over the eight years for each day (full
curve) during the rainy season in Figure 3-10ii.

Hot water consumption depends on the functionality of the building. In an
apartment building (Table 3-5), usage of hot water includes cooking, cleaning,
showering, bathing, and hand washing. The daily consumption of volumetric flow rate
is determined according to the hot water demand given in Kdiv and Toode (2010)
where data is based on extensive experimental measurements and real hot water
demands in Tallinn city. An average weekly consumption of chosen apartment building
is 0.1 | s* (62.3 m3 in one week) and it is considered that a one-week duty cycle
represents the building inhabitants’ hot water usage trends.
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Table 3-5. Apartment building characteristics.

Apartment building
Number of flats 90
Sinks 180
Showers 90
Weekly hot water consumption (guw), | s1 0.1
Duty cycle 1 week

The availability of free space sets limits for the dimensions of integrated-system
design parameters (catchment area and stormwater storage tank volume). Three
options are available for rainwater collection for apartment building: the building’s
roof, parking lot area, and nearby catchments, e.g. roads and roofs (Table 3-6). Usually,
apartment buildings have a flat roof, thus the roof area is determined according to the
building’s dimensions. The size of the parking lot area depends on the requirements for
providing the parking space according to the number of flats in the apartment building.
Herein, the minimum parking lot area is considered, which is 45 parking places with
measurements of 2.5 x 5 (m) for 90 apartments in the existing block, i.e. 0.5 parking lots
per apartment (EVS 843:2003). It is also possible to use rainwater from roads and from
neighbourhood roofs, in the case of infrastructure availability.

Table 3-6. Available catchment areas for an apartment building.

Roof area, ha 0.1
Minimum parking lot area, ha 0.12
Roads and other impervious surfaces, ha Depending on need

The stormwater storage tank volume depends on the possibility of installing an
underground tank. For apartment buildings, the maximal stormwater storage tank
volume is considered to be 100 m3, which is within the limits of free space for tank
installation (minimum parking lot area 20.0 x 5.0 m).

3.4.2 Integrated-system model problem

The integrated-system model of stormwater collection and domestic-water heating is
developed in Publication IV, and the modified model is applied for different types of
buildings (residential, public, and commercial) in Publication V. The integrated system
consists of 1) the rainwater harvesting area, 2) the stormwater storage tank, and 3) the
hot water production system (Figure 3-11).

The aim is to find an optimal solution for constant domestic hot water production
for an apartment building during a building’s duty cycle of one week. It is considered
that the hot water consumption of a building determines the required heat load while
the rainfall intensity over an urban catchment and air temperature define the thermal
energy of stormwater available for usage. The integrated-system model, taking use of
the stormwater heat extraction equation and domestic water heat load formula, is
used to determine the hot water production days (see Publication V). However, it is
currently unknown how large an urban catchment area is required to harvest the
necessary rainwater and how large a storage tank should be used to satisfy the
apartment building demands for domestic hot water production. GA is employed to
find the integrated system parameters, such as stormwater volume in storage tank for
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heat extraction and number of tank fillings due to harvested rainwater from catchment
area, which are defined in the optimisation model as variables.
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Figure 3-11. Schematic illustration of stormwater collection and domestic-water heating
integrated system and notations.

3.4.3 Setup and run of system optimisation

The optimisation is performed as an attempt to reach the target value, i.e. the hot
water usage days (duty cycle) during rainy season months using local meteorological
characteristics, such as rainfall intensity and temperature. The objective function of the
single-objective integrated-system problem is determined as:

days (n,V,,) = gsw , (99)

HW

where Qsw is the energy (kWh) available from the stormwater storage tank per duty
cycle, Qnw is the energy (kWh) required to warm up the domestic water from the initial
temperature of 5°C to 55°C per day. GA determines the two following design variables:

=  the number of tank fillings n (1);
= the stormwater volume in the storage tank Viank (m3).

The optimisation problem has two constraints to be satisfied:

u 10 < Viank < 100;
= 1<n<10.

The number of stormwater tank fillings required during an apartment building’s
duty cycle expresses virtually the ratio of time scales of stormwater heat extraction
from the storage tank and the rainfall return period. It is considered that the heat
extraction from stormwater results in the stratified flow through the storage tank that
regulates the number of storage tank fillings. The minimal value n = 1 corresponds to
the stormwater storage tank filling once a week, and the maximal value n = 10
corresponds to ten fillings per week. Higher values for n will expand the catchment area
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vastly, which in the case of an apartment building is not feasible. For instance, in May,
when the rainwater temperature and rainfall depth are rather low, the required
rainwater volume at catchment to satisfy the building’s needs with the maximal storage
tank size of 100 m?3 results in a catchment of the size of a district. Therefore, it is
reasonable to limit the number of tank fillings to keep the values real.

Equations applied in the integrated-system optimisation model are listed in Table 3-
7.

Table 3-7. Integrated-system optimisation model equations and explanations.

Equation Explanation

The heat flux (kW) needed to warm up
the domestic water, where pow = 1000
(kg m3) is the domestic water density,

& _qHW'pr'CDW'ATHW

HEAT —
1000 and cow = 4.19 (kl/kg-K) is the domestic
water specific heat.
Domestic water temperature rise ATuw <
AT =T —T 50 (K), where Tuwand Tpw are the hot

and cold domestic water temperatures
(°C), respectively.

Energy need (kWh) per day for hot water
production.

The energy (kWh) available from the
storage tank, where psw = 1000 (kg m3)

Quw = Dyear - 24ho0ur

-3
Qo =0.28-1 Vo - Pow *Cow * Ao 10 is stormwater density, csw = 4.19
(kJ/kg-K) is stormwater specific heat.
The excess temperature (K) available for
the heat-exchange process, where Tswis
AT =Tow = Toooionn stormwater temperature (°C) and
Teooldown = 4°C is the minimum return
temperature.
V.. N Required catchment area (m?), where
Scaen = m INT is rainfall depth (mm).
Cumulative expenses (1), where
Vi Scaen a = 1.0 m?is the stormwater-volume
==+ == . .
o a b unit, and b = 0.1 ha is the catchment-

area unit.

GA run settings for system optimisation are listed in Table 3-8.

Table 3-8. GA settings for system optimisation.

Number of chromosomes in population 8
Cross-over probability 0.8
Cross-over type One-point
Mutation probability 0.01
Random selection probability 0.1
Constraint penalty lel2
Absolute constraints tolerance 0

Max. number of generations 100
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Convergence tolerance 0.00001
Numeric precision (digits) 6
Number of preliminary runs 4

Max. number of generations per preliminary run 10

The order of the integrated-system model parameters optimisation by GA is shown in
Table 3-9.

Table 3-9. System optimisation order.

1. Setvalues for GA (Table 3-8).

2. Insert constraints for Viank, N.

3. Insert the usage days (target).

4. Setvalues for the apartment building (Table 3-5).

5. Insert cold domestic water temperature, Tow.

6. Calculate domestic water temperature rise, AThw.

7. Calculate heat flux needed to warm up the domestic water, @xear.

8. Calculate energy needed per day for hot water production, Qxw.

9. Insert averaged rainfall depth INT for a specific week from Figure 3-10i.
10. Insert averaged temperature Tsw for a specific week from Figure 3-10ii.
11. Calculate excess temperature available for the heat-exchange process, A Ttank.
12. Get values of design variables from optimiser: Viank, n.

13. Calculate the required catchment area, Scatch.

14. Calculate the cumulative expenses for the integrated system, fee.

15. Store results.

16. Continue above procedures (9—15) for each week during the rainy season.

3.4.4 Results of system optimisation
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Figure 3-12. Apartment building optimal tank volume, temperature, mean rainfall-depth and
expenses on dates: 5th, 10th, 15th, 20th, 25, and 30th of the rainy months.

The GA results in Figure 3-12 confirm that the stormwater volume in the storage tank
varies between 21 m3 (in mid-August, when the rainwater mean temperature is over
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18°C, and one-week’s rainfall depth is 19 mm) and 100 m3 (in late October, when the
temperature is under 7°C, and the rainfall depth is 16 mm), during the rainy season for
the apartment building. Note that the cumulative expenses in Figure 3-12 almost
correspond to the storage expenses during the summer months. Peaks in the
stormwater volume during several summer months in Figure 3-12 correspond to the
storage tank, which is seldom filled (n = 2-3) during a week and, thus, represents a
comparatively expensive solution. It was found that the average number of storage
tank fillings is in the range of two to six during a week. Frequent filling of the storage
tanks enables rapid replacement of stormwater, guaranteeing continuous hot water
production. However, it is not possible to continuously charge the storage tanks during
the rainfall period from May to October.
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Figure 3-13. Apartment building optimal catchment area, temperature, mean rainfall-depth and
expenses on dates: 5th, 10th, 15th, 20th, 25, and 30th of rainy months.

The GA results in Figure 3-13 confirm that the catchment area varies between 0.47
ha (in early August, when the rainwater mean temperature is over 17°C, and one
week’s rainfall depth is 46 mm) and 24.56 ha (in early May, when the temperature is
8°C, and the rainfall depth is 5 mm). It is found that the catchment area mainly stays in
the range of 0.48 ha to 3.50 ha. It was found that the building’s roof and parking area
catchments are not sufficient to supply the needed rainwater volume for the integrated
system. The integrated system is cost effective during the period between the end of
May and the beginning of October.

Inclusion of the cumulative expenses parameter of the optimal solutions found by
the GA is important for management. The cumulative expenses parameter, which
corresponds to the sum of two control factors: 1) stormwater storage expenses and 2)
stormwater harvesting expenses, is introduced in Publication V. It is important to note
that the rainwater from the area in question originating from the roof, parking lot area,
and nearby catchments may differ considerably in quality. The less-polluted rainwater
is preferred for collection for heat extraction, since the use of more contaminated
rainwater increases the stormwater treatment expenses. The results in Figure 3-14
indicate that the optimal solutions are most expensive in May and October, when the
rainwater temperature is low and a large number of tank fillings is required. This
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confirms that, during the cold rainfall period months, a large amount of stormwater is
needed to provide the building with the necessary thermal energy. The cost effective
optimal solutions are apparent for June, July, and August, when the storage tank is
seldom filled.
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Figure 3-14. Estimated cumulative expenses parameter (fc.) for a number of tank fillings (n) for
the apartment building during specific rainfall periods.
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4 Practical challenges

The hydraulic-theory solutions are useful in solving a number of fluid engineering
problems in built environment enclosures, including: 1) risk assessment of oil spills, 2)
making use of renewables e.g. employment of low-temperature water sources, and 3)
energy efficiency of buildings.

In risk assessments of built environment enclosures it is important to consider risks
associated with stratified flows that may have a significant environmental, financial, or
health impact. Possible accidental outflows, such as leakage of hazardous fluids from
damaged enclosures, may cause serious environmental consequences, the prevention
of which require fast calculation tools for planning and prepairing effective response
strategies. Large leaks from built environment enclosures can also result in economic
loss, e.g. oil lost from a damaged tanker during an accident, or preheated indoor air
outflow from a building. Small unintentional leaks are mainly associated with energy
losses, e.g. air leaks from airtight and insulated buildings. In order to assess the
potential environmental or financial risks posed, it is essential to predict the amount
and duration of fluid leakage for different enclosure configurations and leak points.
Furthermore, the growing demand for energy in urban areas makes the use of local
energy sources (e.g. low-temperature fluid) more attractive and economically more
competitive than other renewables (Directive 2009/28/EC). For instance, heat
extraction from thermally-stratified fluids in built environment enclosures, e.g. from
stormwater in storage tanks or indoor air in buildings, can be seen as a potential heat
source for on-site end-users. Employment of low-temperature fluids in heating systems
may contribute to an increase in the energy efficiency of buildings, and increase the
multi-functionality in urban infrastructure.

4.1 Risk assessment

The derived hydraulic-theory solutions are used in the oil-spill model that has been
developed for oil-leak calculations from damaged tankers. The fast-operating model
contributes to the project MIMIC. Publication | presents the oil-spill model that can be
applied quite generally to predict the oil spill for different tank filling levels. The
practical outcome of the model is the estimation of the spilled oil volume and duration
for different tanker configurations and cargo oils. Publication Il extends the oil-spill
model for an exchange flow through a circular hole, and presents the experimentally-
determined discharge coefficients that can be implemented in hydraulic models with
similar opening geometry. It is demonstrated that for oil spills from complex tank
configurations (e.g. double-hull tank), the process parameters of stratified flows, such
as discharge coefficients and emulsion density, can be determined by implementing
GA.

The oil-spill model is combined with the damage assessment model by Tabri et al.
(2015) to form the ADSAM. ADSAM is a web-based tool that allows the convenient
definition of an accidental scenario, and provides a report including the damage
description, and the amount and duration of the oil spill. It should be noted that
ADSAM is a part of a larger simulation environment that integrates: 1) statistical
analysis to evaluate the relevant accidental scenarios, 2) ADSAM, and 3) Smart-
Response Web-based environment consequence evaluation. In the case of real
accidents, the simulation environment can be used as a tool that provides response-
related awareness, i.e. presents an accidental outcome that includes the amount and
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duration of oil spill, spill movement according to the actual weather conditions, and the
environmental impact. The performance of this integrated simulation environment is
demonstrated by simulating a number of grounding accidents close to the Port of
Muuga in the Gulf of Finland (see Tabri et al., 2015). The simulation environment can
be used for risk analysis studies in order to develop the measures and regulations to
improve safety at sea (Heinvee, 2016). The developed integrated tool is already used by
Estonian oil spill response authorities for contingency planning, training, and in
emergency situations (Haapasaari et al., 2014).

Publication Ill presents the enhanced oil-spill model, which is used for a parametric
study on the influence of winter conditions on oil outflow quantities. The dynamical
effects due to mixing (emulsification) and heat exchange are parametrized for the
exchange flow through a submerged opening, which affects the flow rates, outflow
volumes, and process durations. The water-ice-oil mixture near the ship’s hull affects
the oil outflow conditions, resulting in changes of outflow duration and volume. The oil
spill model extended to winter conditions contributes to the project BONUS
STORMWINDS. The project has an overall objective to enhance the safety of maritime
transportation in the Baltic Sea through science-based decision support and
technological developments. The web-based simulation tool for estimating the volume
of oil spilled in a collision or grounding accident is extended for winter conditions.
According to the simulation tool results for accidental oil spill, accident location, oil
properties and actual weather conditions, the Seatrack Web simulates the oil spill
spreading in the sea area and the sizes of the polluted areas.

4.2 Renewables

In Publications IV and V, the low-temperature stormwater is considered to be a carrier
of thermal energy in the urban environment, because it is temporarily freely available
in large quantities and is relatively warm. Stormwater has a large heat capacity and,
therefore, city-sized catchment volumes of collected stormwater represent a
considerable potential source of thermal energy. Although the theoretically-available
heat in the urban water sources is comparatively large, the practical heat recovery
potential may be limited (Laanearu et al., 2017). Generally, heat extraction from low-
temperature fluids is considered challenging due to the available heat extraction
technology and limitations of available end-users. However, newly-developing
technologies, for instance heat pumps, can provide significant opportunities for low-
temperature water usage for potential end-users, such as domestic water heating and
space heating in buildings, that require a heat load at a temperature slightly higher
than the source.

Publication IV presents the approach of integrating the stormwater and a public
building water-heating system to analyse the possibility of thermal heat usage from
collected stormwater for domestic hot-water production. For productive low-
temperature stormwater integration, three essential components are required: 1) an
accessible catchment for stormwater harvesting, 2) a stormwater storage tank for heat
extraction, and 3) the hot water production system for end-use. Publication V extends
the approach for the optimal collection of stormwater through maximising the water-
absorbed heat usage in relation to hot water consumption in different types of
buildings (residential, public, and commercial). Finding solutions for an efficient design
of built-environment integrated systems is a challenging task, and the determination of
integrated system parameters (e.g. stormwater volume in the storage tank for heat
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extraction, the number of tank fillings due to harvested rainwater from the catchment
area) require energy-based optimisation. In order to utilise the locally-available
resources, GA is consistently employed in Publication V for searching the dimensions of
integrated-system design parameters. Within many possible solutions, dimensions for
the stormwater storage tank and rainwater catchment area are determined for
estimating the availability of stormwater thermal energy for domestic hot-water
consumers.

The developed integrated model can be used as a resource assessment tool that
enables energy project leaders and decision-makers to evaluate the opportunities for
the employment of this low-temperature water source with end-users. One practical
outcome of this assessment tool is the possibility of guiding building development in
assessing whether a new building has the necessary catchment area (e.g. roof, parking
area, etc.) to harvest the rainwater to support a future installation of this integrated
system. Another outcome is the possibility of determining the amount of thermal
energy in an existing stormwater storage tank installed to mitigate impacts from
extreme climate events. Integration of nearby stormwater tanks, for instance
stormwater retention tanks for flooding control, with local end-users allows the
increase of multi-functionality in the urban infrastructure.

In the integrated-system model, it is considered that the hot water consumption of
a building determines the required heat load, while the rainfall intensity over an urban
catchment, as well as the air temperature, defines the thermal energy of stormwater
available for use. In order to determine the hot water consumption of a building that
defines the required heat load for heat extraction, it is important to fix a building’s duty
cycle for calculations. In the design of a thermal energy storage tank, it is important to
determine tank fillings (n), which depends on the heat extraction for heating
applications and available stormwater volume in the catchment.

A building’s duty cycle is the portion of time during which the building’s stormwater
tank is operated according to the building functionality. Residential, public, and
commercial buildings are the buildings which are mostly used in urban areas, and are
most appropriate for on-site stormwater collection for the purpose of domestic water
heating in terms of technological solutions and infrastructure availability. Until now,
there have been no specific criteria for the selection of the building’s duty cycle;
however, an approximate method can be considered to define a building’s duty cycle,
including mains water usage trends in the building. Publication V relates the building’s
duty cycle to the period during which the building’s hot-water consumption has
periodicity. For instance, in the case of a residential building, the domestic hot water
consumption varies daily, i.e. there is a distinct difference in consumption during
business days and during the weekend, but the hot water usage-profile remains
constant for different weeks throughout the rainy period. Therefore, the duty cycle of a
residential building is considered to be one week, representing in Publication V a
reference period that is considerably shorter than the rainfall period. According to the
available data from Kdiv and Toode (2010), domestic hot water usage in public and
commercial buildings is more smoothly distributed than that in residential buildings.
Also, buildings with large catchment areas allow the harvesting of more rainwater for
longer-term usage. Thus, one-week precision-determined duty cycles are used for
calculations according to the importance of hot water production and the functionality
of the building that includes the size and availability of catchments. In Publication V the
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duty cycle of the public building is two weeks (two reference periods), and for
commercial building three weeks.

While hot water consumption depends on a building usage profile, rainwater input
into the stormwater system has a more random character. Prevalent climate conditions
have a strong influence on thermal energy collection due to variation in rainfall
intensity, temperature, and rain return period from a specific catchment. Whereas
stormwater storage in tanks permits the collection of this excess thermal energy for
later use in built environment applications, it is difficult to determine how many times
the storage tank should be filled with stormwater to enable the necessary water
exchange in a tank for heat extraction to satisfy individual building demands for
domestic hot water production. CFD modelling can be useful in simulating the
temperature-stratified flow in a storage tank where the heat transfer and fluid
exchange takes place simultaneously. However, in Publication V, a search technique
such as GA is used for finding the values of the combined process parameters. For this
purpose, the rainwater harvesting period is related to a building’s duty cycle, which
corresponds to energy consumption for hot water production. In this sense, the ratio of
time scales of stormwater heat extraction from a tank and the rainfall return period can
be expressed virtually by the number of stormwater tank fillings required during a
building’s duty cycle. The GA finds a number of storage tank fillings corresponding to
rainfall statistics and the hot water consumption of buildings. According to the results
in Publication V, the maximum stormwater volume in the storage tank and frequent
tank fillings are generally obtained for colder and less intense rain periods. However,
smaller storage tank sizes and less tank fillings are obtained for the months when the
rain temperature is high and the rain intensity is comparatively high, such as June, July,
and August.

In Publication V, the complex problem of the heat-transfer process between the
atmosphere and the domestic hot water system is explained by introducing the
combined energy parameter M, which is the series representation of the enthalpy
change and the volume of a rain events that are available for the heat-exchange
process during a rainwater harvesting period, corresponding to a building’s duty cycle.
The efficiency of thermal energy transfer between the atmosphere and a heating
system can be represented by the parameter n, which determines rainwater thermal
energy available for hot water production. In a lossless system, the efficiency
parameter is considered to be one (n = 1). However, in a real situation, this assumption
cannot be used for several reasons: rainwater loss in an urban catchment, i.e. the
runoff coefficient is less than one, the stormwater system is not thermally isolated, the
rain return period varies, i.e. some heat can be taken out from the tank by outflow, and
due to the heat pump efficiency.

4.3 Energy efficiency

According to an established EU target (Directive 2010/31/EU), all new residential
buildings to be built between 2021-2030 must comply with the nearly zero-energy
performance requirements. Ensuring a proper indoor environment to avoid
deterioration of indoor air quality, comfort, and health, is one official recommendation
published by the European Commission (EU 2016/1318) for reaching the nearly zero-
energy buildings (NZEB) by 2020. The ventilation strategy, proper system, and its use
are the main factors influencing the building’s indoor environment and its users
comfort. Finding solutions for the right balance between indoor environmental quality
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and energy use in buildings is, however, a challenging task. The buildings energy
efficiency relates to many factors, for instance: air leaks in building envelope,
ventilation strategy, and occupant behaviour.

Sealing the building thermal envelope enables the minimisation of air leaks and
heat losses from the building. Air tightness is among the key preconditions for energy
efficient constructions, which may reduce the energy performance of the buildings
(Kraus and Kubekova, 2013). Typical air leakage places are at the junctions of building
walls, around and through windows and doors, and penetrations through the air barrier
systems (Kalamees, 2007). In heating-dominated climates, cold outdoor air infiltration
and the warm indoor air exfiltration may have a significant effect on the energy
consumption of the building. For instance, infiltration causes about 15-30% of the
energy use of space heating, including ventilation in typical Finnish detached houses
(Jokisalu et al., 2008).

Air leaks can be considered as unidirectional stratified flows through the building
envelope, driven by excess pressure caused by wind, stack effect, or mechanical
equipment in the building. Windows, on other hand, may be seen as relatively large air
leaks in the building envelope, whereby uni- and bidirectional stratified flows are
possible driven by excess pressure and buoyancy. Opening windows is a manual way to
control the fresh air supply associated with building users’ behaviour, indoor
environment, and outdoor weather conditions. The user behaviour of opening windows
is one of many energy-related occupant actions that influence the building’s expected
energy consumption. The hydraulic-theory solutions proposed in this thesis, in
combination with knowledge acquired from Post-Occupancy Evaluation, may be used
to improve the energy performance models for buildings where windows can be
opened. According to Menezes et al. (2012) in-use performance of occupied buildings
differ in energy use from the predicted performance. This is found to be due to
unrealistic input parameters regarding occupancy behaviour and facilities management
in building energy models.

Usage of operable windows for building ventilation attracts interest due to growing
concerns about energy efficiency. For instance, during interim periods such as autumn
and spring, when the building’s heating and cooling is adjusted, opening windows can
provide comfort indoors due to seasonally mild outdoor temperatures. However,
operable window systems require careful integration with other building systems, such
as ventilation, heating, and cooling systems to be effective and to provide the required
levels of thermal comfort (Wang, 2014). The hydraulic-theory solutions may be useful
in developing a fast-operating simulation model of air change calculations from
operable windows, which can bind different variables, such as window location,
opening shape, excess pressure due to mechanical ventilation, and indoor-outdoor
environmental conditions, into one model. Determination of large air leaks, i.e. the
outdoor air inflow rate and indoor air outflow rate through an open window, may be
included in the ventilation calculations to avoid energy-wasting conflicts between
operable windows and HVAC systems. Also, it makes it possible to determine heat
losses associated with warm indoor air outflow and cold air inflow during the cold
season, and enables the assessment of the cooling potential in the hot season.

Opening windows can provide a useful cooling effect to prevent overheating in hot
seasons. Recent studies on summer thermal comfort in Nordic country apartment
buildings (Simson et al., 2017; Maivel et al., 2014) has shown that overheating is an
ongoing problem, specifically in modern newly-built buildings (built after the year
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2000). This is mostly due to increased air tightness and better thermal insulation of
building envelopes, usage of large windows (higher window-to-floor ratio compared to
old buildings), and a growing trend of using glass as a structural element (glass-facade
design). While active cooling systems can be used to avoid overheating in buildings,
they increase the building’s energy use and are relatively expensive (Maivel et al.,
2014). The feasibility study by Gross and Hu (2011) shows that open windows may
lower the risk of overheating in buildings. Operable windows, controlled by a simple
temperature-based algorithm, were able to provide sufficient natural ventilation during
98.4% of the summer time (June to September), and reduced the average overheated
degree hours for the entire building of an existing university dormitory in a marine west
coastal climate.

The "standard use" of the building is considered in the input parameters of the
energy performance calculations to verify the compliance of a building with the
minimum requirements (Riigi Teataja, 2013). This, however, assumes closed windows
for non-residential buildings, i.e. the cooling of rooms during the hot season by air
change through open windows is not taken into account. For residential buildings, only
the airing position of open windows is considered for calculating the hot season indoor
temperature and energy need for space cooling (note that when the heating set-point
is reached, the windows are closed). It should be underlined that comfort and energy
efficiency benchmarks cannot be reached by using only natural ventilation for airtight
and well-insulated buildings throughout the year. However, by a balanced combination
of mechanical ventilation and automated design, savings in buildings’ energy
consumption can be revealed (Wang, 2014). Further research is needed before
implementing the hydraulic-theory solutions for estimating the feasibility of the
integration of operable windows, because this practical challenge is new and
introduced for the first time in this thesis.
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Summary of findings

Stratified flows are encountered in a diverse range of both natural and built
environment systems. They thus have a significant influence on the physical world
around us. Nevertheless, the theory of internal-flow hydraulics has not been widely
applied in dealing with stratified flow engineering-problems in built environments. In
this thesis, three pilot studies are introduced to demonstrate the application usefulness
of the internal-flow hydraulic theory. Essentially, the strongly-coupled stratified flow
cases are the focus of the pilot studies. It should be noted that the stratification of
fluids in natural environments results mostly from thermal heating in the atmosphere
and oceans, and salinity variations due to different water sources. In built
environments, where natural and human-made environments interact, the
stratification of fluids is essentially present due to temperature variations. It is
demonstrated that the internal-flow hydraulic theory is also useful for connected
immiscible fluids with small density differences e.g. in the case of an oil spill from built
environment enclosure.

Two types of stratified flows through submerged openings are examined: uni- and
bidirectional stratified flows. Whereby, unidirectional stratified flow is related to the
difference between the hydrostatic pressures, and bidirectional stratified flow is
related to density differences at the opening. Many built environment systems operate
under a small overpressure condition, and unidirectional flow through an opening takes
place firstly due to the excess pressure, and bidirectional flow follows.

The theory of internal-flow hydraulics is employed for deriving the hydraulic-theory
solutions for submerged openings in built environment enclosures. The hydraulic
formulae are proposed for uni- and bidirectional stratified flows through rectangular
and circular openings with different orientations (side and bottom openings). The
hydraulic-modelling solutions can be used to determine the fluid outflow volumes and
durations of uni- and bidirectional stratified flows. The internal-flow hydraulic theory
application possibilities are demonstrated in three pilot studies 1) oil spills from
damaged tankers (immiscible liquid-liquid interaction with two active layer flows), 2)
water exchange in a storage tank (miscible liquid-liquid stratified fluid), 3) ventilation
through an open window (illustration case of miscible gas-gas interaction with two
active layer flows).

It is found that in the application of developed hydraulic formulae, the process
parameters need to be determined. The process parameters of stratified flows, such as
discharge coefficients and mixing quantities, can be determined in combination with
the experimental or numerical-modelling results. The hydraulic-theory solutions are
used for determining the discharge coefficients from the available experimental results
for the pilot study of oil spills. GA is used for searching the values of combined process
parameters, such as discharge coefficients and mixture (emulsion) density, for the
complex oil spill case (double-hull tanker). It is demonstrated that the hydraulic
formulae are easy to implement and they allow different scenarios to be dealt with
(flows through side and bottom openings). The oil spill pilot study demonstrates that
the dynamical effects due to mixing (emulsification in the case of immiscible liquids)
and heat exchange can be parametrized for uni- and bidirectional stratified flows,
which affect the flow rates, outflow volumes, and process durations.

In addition to the process parameters, the system parameters are also required,
which are related to the engineering design. As a pilot study, this thesis proposed a
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novel approach for the integration of built environment systems that require solutions
to meet the current requirements of the energy demands and safety. In the pilot study,
it is considered that stormwater is the low-temperature water in urban areas, and
presents a potential on-site thermal-energy source for the hot-water production in
different types of buildings. It is demonstrated that a developed model of integrated
systems, taking into account the stormwater heat extraction equation and domestic
water heat load formula, makes it possible to determine the design parameters. The GA
is consistently employed to search for the integrated-system design parameters, such
as stormwater volume in the storage tank and the number of tank fillings, which are
defined in the model as variables.

Practical challenges for pilot studies that make use of the hydraulic-theory solutions
in solving a number of fluid engineering problems in built environment enclosures focus
on 1) risk assessment of oil spills, 2) making use of renewables, and 3) energy efficiency
of buildings. Apart from the pilot studies in this thesis, there are a number of stratified
flow problems in the built environment for which the internal-flow hydraulic theory
may prove useful.

The built environment systems require practical solutions for engineering purposes.
The application of hydraulic formulae in the pilot studies are based essentially on
decision-making processes, which depend on available information about the built
environment enclosure. However, due to the complexity of built environments, and the
lack of specific experimental results, advanced numerical models (e.g. CFD) may be
used in future work for analysing specific cases of stratified flows through submerged
openings (e.g. transition phase between uni- and bidirectional stratified flows in mobile
enclosures). Also, CFD may be employed to gain useful information in determining
mixing parameters that depend on temperature (e.g. outflow volume of emulsion in oil
spills).

Conclusions

1. The hydraulic formulae based on the internal-flow hydraulic theory can be used to
determine stratified flow quantities in submerged openings connecting miscible or
immiscible fluids with small density differences.

2. The developed hydraulic-theory solutions can be implemented for the
determination of flow rates of uni- and bidirectional flows through submerged
rectangular openings. The analytical formula, including a shape factor, for the
volumetric flow rate of bidirectional stratified flow makes it possible to consider the
opening geometry in the determination of the flow rate.

3. The developed hydraulic-theory solutions can be implemented for the
determination of flow rates of uni- and bidirectional flows through submerged
circular openings.

4. The GA makes it possible to determine the process parameters such as discharge
coefficients and emulsion density, which are defined as three design variables in a
single-objective function for bidirectional flow through a submerged opening.

5. Experimentally-determined discharge coefficients for circular openings can be
implemented in uni- and bidirectional volumetric flow rate solutions with similar
opening geometry.

6. The dynamical effects due to mixing (emulsification in the case of immiscible liquids)
and heat exchange can be parametrized for uni- and bidirectional stratified flows,
which affect the flow rates, outflow volumes, and process durations.
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7. The GA makes it possible to determine the system parameters, such as storage tank
volume and catchment area, for different types of buildings, that determine the
thermal heat usage possibilities by optimising a single-objective function with two
design variables (number of tank fillings and stormwater volume in a storage tank).

8. It can be considered that infiltration through a building envelope corresponds to
unidirectional stratified flow, and that large leaks through a building envelope
correspond to bidirectional stratified flow.
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Luhikokkuvote
Uhe- ja kahesuunaline stratifitseeritud voolamine
konstruktsioonipiirde uputatud avades

Stratifitseeritud voolamine (st tiheduse jargi kihistunud voolamine) mdjutab oluliselt
tehiskeskkonna kasutamise tingimusi. Mitmed vedeliku voolamisega seotud
insenertehnilised probleemid on motiveerinud arendama nii ihe- kui ka kahesuunalise
stratifitseeritud voolamise matemaatiliselt lihtsaid mudeleid ehitiste ja laevade jaoks.
Arvutuslikud probleemid on seotud peamiselt mitte-homogeense vedeliku (v&i gaasi)
voolamise madramisega sisteemides, mis koosnevad keerulistest geomeetrilistest
elementidest, ning mille m&dtmed vdivad varieeruda. Uputatud konstruktsioonipiirde
avade, mille kaudu erineva tihedusega vedelikud (voi gaasid) voolavad, orientatsioon,
kuju ja suurus voib olla erinev, ning need méaaravad tingimused dinaamilistele
protsessidele. Stratifitseeritud voolamine uputatud avas voib séltuda nii vedelike
pinnakorguste erinevusega madratud hidrostaatilise réhu erinevusest avas (st
veepinnast tingitud voolamine) kui ka tiheduse erinevusest avas (st ujuvusest tingitud
voolamine). Lisaks vdib tehiskeskkonna slisteemi asend olla nii vertikaalselt fikseeritud
(nt ruum hoones v8i maa-alune sademeveemahuti) kui ka vertikaalselt fikseerimata (nt
Olitank lekkivas tankeris). Naiteks vigastatud olitankeri vertikaalne liikumine, mis on
seotud kargovedeliku lekkega dlevalpool hidrostaatilise rohu tasakaalu punkti
laevakeres, vahendab siivist, ja mis on seotud laeva ujuvuse kaoga, suurendab sivist.
Stratifitseeritud voolamise dinaamikat voib oluliselt m&jutada ka erineva tihedusega
vedelike kokkupuutekihi kiirusnihetest s&ltuv segunemine. Uhe néitena vdib tuua ruumi
loomuliku ventilatsiooni, mis toimib koos mehaanilise ventilatsiooniga, ning mille jaoks
O6huvahetusel |&bi avatud akna vdib esineda hddrdepingega kaasnev mitmesuunaline
voolamine. Teise nditena vdib esitada dlilekke tankerist, mille jaoks dli voolamine |&bi
uputatud ava on seotud emulsiooni tekkimisega (e ,lahustumatute” vedelike
segunemine voolamisel).

Praktiliste rakenduste jaoks vGib Uhe- ja kahesuunalise stratifitseeritud voolamise
vooluhulkade arvutamiseks uputatud avas kasutada vdikeses tiheduse erinevuse jargi
lihtsustatud voolamise hiidraulika valemeid, mis vGtavad arvesse vooluhulgategureid.
Seejuures,  stratifitseeritud  voolamise  protsessiparameetrid, nagu naiteks
voolutakistuse ja segunemise tegurid, tuleb madrata eksperimentaalsete andmete
pohjal vGi kasutades numbrilisi arvutustulemusi. Selle jaoks vGib kasutada
otsimismeetodit nagu naiteks Geneetiline Algoritm. Geneetiline Algoritm vdimaldab
otsida vaartusi kombineeritud protsessiparameetritele, mis voolamise hiidraulika
valemites on defineeritud kui muutujad. Piirikihi dinaamilised efektid Uhe- ja
kahesuunalise voolamise jaoks labi uputatud ava erinevad oluliselt. Kui Ghesuunalisel
stratifitseeritud voolamisel sdltub vooluhulgategur peamiselt voolamise ahenemisest
avas ja voolamise eraldumisest ava servadel, siis kahesuunalisel stratifitseeritud
voolamisel soltub vooluhulgategur hddrdepingetest nii voolamise piirikihis kui ka
vedelike kokkupuutekihis. Mitmetes praktilistes rakendustes soOltub voolamise
diinaamika ka soojusvahetusest, mille maarab temperatuuri muutus. Naitena vdib tuua
eelsoojendatud vedeliku jahtumise uputatud avas kokkupuutel valiskeskkonnaga, mis
omakorda voib suurendada takistust valjavoolule vGi isegi pohjustada ummistumise.

Kaasaegsete insenerlahenduste otsimine integreeritud tehiskeskkonna siisteemidele
on kompleksne ilesanne ning pakub praktilist huvi otsustusprotsessis. Kaasaegsete
energiatbhususnduetele vastamine on (ks peamistest pohjustest, miks uute
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rakendusvGimaluste otsimiseks hoonetele vGtta kasutusele alternatiivsed energia
ressursid (nt madalatemperatuurilise vee soojusenergia). Lokaalselt kattesaadava
energia ressursi tarvitamiseks on vajalik rakendada otsimismeetodeid integreeritud
siisteemide parameetrite madramiseks (nagu nt. sademevee ja hoone tarbevee
siisteemi jaoks on vajalik arvutada sademevee kogus, mahuti taitmiste arv soojuse
eraldamiseks, jne). Selleks, et otsida disainiparameetrite vaartusi, mis on integreeritud
siisteemi mudelis defineeritud kui muutujad, vGib jarjepidevalt rakendada Geneetilist
Algoritmi. Seejuures, soojuse eraldamine mahutist, milles on olemas nii soojem kui ka
kiilmem vesi, sdltub oluliselt temperatuuri jargi stratifitseeritud voolamisest. Hoonete
soojusjuhtivus voib oluliselt sdltuda vedelike (voi gaaside) voolamisega seotud
konvektsioonist. Seetdttu, on tehiskeskkonnas oluline modelleerida temperatuuri jargi
stratifitseeritud  voolamist.  Stratifitseeritud voolamise diinaamikaga seotud
probleemide lahendamiseks uputatud avades, mis kontrollivad massi ja energia
vahetust tehiskeskkonnas, voib rakendada sisevoolamise hiidraulika teooriat.

Kdesoleva t06 uudsus seisneb stratifitseeritud voolamise tingimustega seotud
insenertehniliste probleemide lahendamises erinevate tehiskeskkondade jaoks.
Voolamise hidraulika valemid on tuletatud nii Uhe- kui ka kahesuunalise
stratifitseeritud voolamise jaoks uputatud avas. Ideaalvedeliku voolamise analttilisi
valemeid on rakendatud protsessiparameetrite arvutamiseks teadusajakirjanduses
avaldatud eksperimentaalsete tulemuste alusel. Vedelike (vGi gaaside) segunemisest
(ka emulsiooni moodustumine ,lahustumatute” vedelike voolamise koostoimel) ja
soojusvahetusest soltuvat stratifitseeritud voolamise diinaamilisi efekte on kasutatud
voolamise hiidraulika valemite eriparameetrite maaramiseks, mis tapsustavad uputatud
ava arvutustes vooluhulkasid, valjavoolu koguseid ja protsessi aega. Sisteemi
disainiparameetrite vadrtuseid on kasutatud integreeritud siisteemi kasutusvdimaluste
selgitamiseks.

Esiteks, on ndidatud, et kvaasistatsionaarse voolamise modelleerimise meetodit voib
rakendada ajast sbltuvate suuruste maaramiseks voolamise jaoks uputatud avades.
Voolamise hiidraulika valemid on tuletatud vedelike (voi gaaside) viaikese tiheduse
erinevuse ldahenduses nii Uhe- kui ka kahesuunalise stratifitseeritud voolamise jaoks
uputatud avades, mis voivad olla nii nelinurkse kui ka Umara kujuga. Publitseeritud
mudelbasseini Glilekke katsetulemusi on kasutatud uputatud avade vooluhulgategurite
arvutamiseks. Geneetilist Algoritmi on rakendatud takistustegurite ja vee-Olisegu
(emulsiooni) tiheduse arvutamiseks voolamisel l&bi uputatud ava. On naidatud, et
voolamise hiidraulika mudeleid on lihtne kasutada ning rakendada erinevate
laevadnnetuste stsenaariumite jaoks.

Teiseks on vilja arendatud tehiskeskkonna siisteemide (linna sademevee ja hoone
tarbevee siisteemi) integreeritud mudel, mis kasutab veesoojuse eraldamise valemit ja
tarbevee soojuskoormuse valemit, et ma&arata slsteemi disainiparameeterid.
Geneetilist Algoritmi on kasutatud sademevee mahuti suuruse ja linnavalgala pindala
otsimiseks paljude vdimalike lahendite hulgast. Sademevett on vaadeldud kui
madalatemperatuurilist vett linnaalal, mis esindab kohapeal olemasolevat
soojusenergia allikat sooja tarbevee tootmiseks erinevat tulpi hoonetes (korterelamu,
bliroohoone ja kaubanduskeskus). Védlja on pakutud sademevee ja tarbevee
integreeritud slsteemi toimimise optimaalsed lahendused, mis vdimaldavad
soojusenergiat eraldada sademevee mahutist tarbevee kiitteks Lédnemere piirkonnas
vihmaperioodil.
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Tehiskeskkonna slisteemide kasutamiseks on vajalikud lahendused, mis vastavad
kaasaegsetele energiatdhususe ja ohutuse nduetele. Stratifitseeritud voolamise
diinaamika tehiskeskkonnas s6ltub oluliselt temperatuuri muutustest ja erinevate
vedelike (vOi gaaside) koostoimest voolamisel. Tdnapdevani piirab sisevoolamise
hidraulika valemite kasutamist tehiskeskkonnas stratifitseeritud voolamise
eksperimentaalsete andmete puudulikus. Voolukiiruse ja réhu andmed on vajalikud
Ghe- ja kahesuunalise stratifitseeritud voolamise modelleerimise jaoks uputatud
avades. Seetdttu on vajalikud uued eksperimentaalsed tulemused ja samuti arvutusliku
vedelikudiinaamika (CFD) modelleerimise tulemused. See vdimaldaks universaalsemalt
kasutada kaesolevas t060s valja arendatud stratifitseeritud voolamise hiidraulika
mudeleid hoonetes ja laevades.
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Abstract
Uni- and Bidirectional Stratified Flows in Submerged
Openings of Built Environment

Stratified flows are common phenomena in the built environment. A number of fluid
engineering problems have motivated the modelling of uni- and bidirectional stratified
flows in buildings and ships. This encompasses the flow of heterogeneous fluid in a
complex geometric system involving a wide range of length scales. Distinctive
characteristics of the submerged openings, connecting two fluids with different density,
are due to the orientation, shape, and size, which determine stratified-flow dynamics
under variable conditions. Stratified flows through submerged openings are essentially
due to excess hydrostatic pressure (i.e. surface-slope driven) and density difference (i.e.
buoyancy driven). In addition, the built environment systems can be either vertically
fixed (e.g. a room in a building or underground stormwater tank), or vertically unfixed
(e.g. the oil tank of a damaged ship). For instance, the vertical motion of a damaged
tanker may be due to weight loss (upward motion) and buoyancy loss (downward
motion). The stratified flow dynamics can be also dependent on shear-produced mixing
between interacting fluids. As an example, natural ventilation of a room with
mechanical ventilation may include exchange flow through an open window that
experience entrainment of counter-flowing miscible fluids. Another example is an oil
spill from a damaged tanker that represents immiscible fluid flow through the hole of a
breached hull, which may result in the formation of emulsion.

In practical applications, the flow rates of uni- and bidirectional stratified flows
through submerged openings can be calculated using the hydraulic-theory solutions
that use the discharge coefficients. However, the process parameters of stratified flow,
such as hydraulic-flow coefficients and mixing quantities, should be determined in
combination with the experimental or numerical results. For this purpose, a genetic
algorithm can be used for searching the values of the combined process parameters,
which are defined in the hydraulic-theory solutions as variables. The dynamical effects
due to the presence of boundary layers can differ significantly in the uni- and
bidirectional stratified flows through submerged opening. As the discharge coefficient
in unidirectional stratified flow is essentially related to flow contraction and separation
at the opening edges, then this coefficient in bidirectional flow is related to both
boundary and interfacial stresses. Also, the temperature variations due to heat transfer
can affect the stratified flow dynamics. For instance, the fluid cooling during outflow
from the pre-heated built environment enclosure can result in flow conditions
associated with a restricted outflow or even blockage of the flow.

Moreover, finding solutions for an efficient design of the built environment
integrated systems is a challenging task, and is of practical interest in decision-making
processes. Energy efficiency benchmarking is the key reason to seek alternative on-site
resources (e.g. thermal energy of low-temperature water) for buildings. The
determination of integrated system parameters (e.g. stormwater volume in a tank for
heat extraction, the number of tank fillings due to harvested rainwater from a
catchment area, etc.) requires optimisation in order to utilise the locally-available
resources. For this purpose, GA can be consistently employed for searching the
integrated-system design parameters, which are defined in the model as variables.
However, the heat extraction is dependent on stratification in a storage tank, where
warmer and colder fluid is present due to temperature variations. The heat transfer
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and fluid exchange in the built environment system may be altered by the convective
flows. Therefore, it is essential to understand the fluid dynamics of temperature-
stratified flow. The internal-flow hydraulics theory is useful in dealing with the
dynamics of stratified flow through submerged openings, which regulate the mass and
energy changes in the built environment enclosure.

The novelties of this thesis correspond to the different aspects of fluid engineering
problems in built environments. The hydraulic formulae for submerged openings are
developed for the cases of uni- and bidirectional stratified flows. These analytical
formulae are used to determine the discharge coefficients from the available
experimental results. The dynamical effects due to mixing (formation of emulsion in the
case of immiscible liquids) and heat exchange are parametrized for the exchange flow
through submerged openings, which affect the flow rates, outflow volumes, and
process durations. Optimal solutions for design parameters are used for an efficient
design of integrated systems.

Firstly, the quasi-steady modelling approach is used to determine the time-
dependent quantities of flows through submerged openings. For this purpose, the
hydraulic-theory solutions in the approximation of small density differences are derived
for uni- and bidirectional stratified flows through submerged openings of rectangular or
circular shape. A GA is used for searching the values of combined process parameters
such as flow-resistance factors and water-oil mixture (i.e. emulsion) density in the oil
spill. It is demonstrated that the hydraulic-flow models are easy to implement and that
they are able to deal with different scenarios.

Secondly, it is demonstrated that a developed model of integrated systems, making
use of the stormwater heat extraction equation and domestic water heat load formula,
makes it possible to determine the design parameters. A GA is used for searching the
dimensions of integrated systems design parameters such as the stormwater storage
tank volume and the catchment area. It is considered that stormwater is the low-
temperature water in urban area, and presents a potential on-site thermal-energy
source for hot-water production in different types of buildings. Therefore, an optimal
solution of the stormwater and domestic-water integrated system is proposed to
investigate the heat extraction from stormwater storage tanks for domestic water
production during the rainy season of the Baltic Sea region.

The built environment systems require the solutions to meet the current
requirements for energy demands and safety. The dynamics of stratified flows in built
environment enclosures are essentially dependent on temperature variations and the
presence of different fluids. At present, the lack of stratified-flow experimental results
restricts the usage of the hydraulic formulae for the modelling of uni- and bidirectional
stratified flows through submerged openings in built environments. However, the data
of velocity and pressure distributions are important for stratified flow modelling in
submerged openings. Therefore, the new experimental results, as well as
Computational Fluid Dynamics (CFD) modelling, are necessary for future work. This
makes it possible to more universally apply the herein-developed stratified flow
hydraulic-modelling solutions in solving fluid engineering problems in buildings and
ships.
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Hydraulic modelling of submerged oil spill including tanker hydrostatic

overpressurce

M. Sergejeva, J. Laanearu & K. Tabri

Department of Mechanics, Tallinn University of Technology, Tallinn, Estonia

ABSTRACT: Internal hydraulic theory is employed to deal with submerged oil leak from damaged tank of
single- or double-hull tanker. Variable locations and sizes of damage opening are considered to calculate the
oil-spill volumes and durations. The exchange-flow solutions are presented for the side-hull damage opening
in the case of balanced and un-balanced hydrostatic-pressure situations. The hydrostatic overpressure is asso-
ciated with the initial uni-directional oil outflow that can fill the ballast tank in the case of double-hull tanker.
In the case of balanced internal and external hydrostatic pressures, the internal flow through the side hole is
bi-directional, with the upper-layer less-dense liquid (oil) flowing against the direction of the lower-layer
denser liquid (sea water). The time-dependent oil outflow through the bottom damage results from the reduc-
tion of internal hydrostatic pressure in the tank as compared to the external hydrostatic pressure due to the sea

level.

1 INTRODUCTION

Ship collision and groundings are still one of the ma-
jor types of accidents in maritime transportation
yielding to significant consequences. Looking at the
IMO data shows that the share of collision accidents
alone is about 20% of all serious and very serious
accidents (Ehlers 2009). For example, in the Gulf of
Finland, there are on average 20-30 collision or
grounding accidents per year making it one of the
riskiest regions in maritime traffic (Kujala et al.
2009).
A ship participating in collision or grounding acci-
dent is often damaged to extent where its inner hull
or tank bottom is breached. Therefore, ship collision
and grounding accidents are the main reasons for
large scale oil spills. A comprehensive analysis of
possible collision and grounding accidents for a cer-
tain ship or for a certain sea region, should not only
assess the structural damage, but should also include
the duration and extent of a possible oil spill. This
would allow to understand the nature of accidents
and to develop risk control options accordingly. This
paper proposes a simulation model that allows eval-
uating the extent and duration of oil spill in collision
and grounding accidents once the ship dimensions
and the description of damage are obtained.

When two liquids of different densities are con-
nected at damage opening, the exchange flow can

take place. Under balanced internal and external hy-
drostatic pressure, the internal flow through a tank
side-hole is bi-directional, with the upper less-dense
liquid (oil) flowing against the direction of the lower
denser liquid (sea water). During this process, the oil
in the tank is replaced by the inflowing water until
the oil interface is ascending above the upper lip of
the opening. In addition to the oil amount also the
duration of the oil spill is an important parameter,
which depends also on the oil and sea-water interac-
tions. In the case of internal overpressure for the side
damaged tank the unidirectional oil outflow is ex-
pected at the beginning of oil spill process. Hydro-
static balance between the liquids of different densi-
ty deletes the net baratropic component from the oil
outflow layer. The oil outflow through the side dam-
age is essentially bi-directional under hydrostatic
balance situation. However, the uni-directional in-
ternal flow is mainly possible for the bottom hole,
with the less-dense liquid (oil) that is flowing out
from the tank under comparatively high internal hy-
drostatic overpressure. The internal hydrostatic un-
der-pressure situation would result in the sea-water
intake. Loading procedure of oil tankers requires
that the internal pressure in tank is larger compared
to the external pressure (see Tavakoli et al. 2011).
The aim of the present study is to demonstrate
how the internal hydraulics theory can be applied for
the modelling of stratified bi-directional flow of



connected liquids of different densities and hydro-
static pressures. Hydraulic control is the generic
principle that can be used to determine internal-flow
dynamics through an opening due to internal pres-
sure gradient. The functional approach of this theory
has been used in some engineering applications
(Dalziel & Lane-Serff 1991). The Bernoulli type an-
alytical solutions of internal flow are used in
Tavakoli et al. (2010). For this purpose the hydrau-
lics model for exchange flow, proposed by Laanearu
& Davies (2007) for the quadrtatic constrictions, is
used for the submerged oil leak from damaged tank.
Regarding the geometric shape of the flow, the in-
ternal flow has one horizontal (length) maximum (/o)
and one vertical (depth) maximum (dp) (both not
necessary located at the centre lines of the hole). The
areal shapes of flow are then classified quantitatively
by the value of shape factor & (>1), representing the
ratio of equivalent area (/y x dp) to the actual area 4
of the damage opening. While in the case of single-
layer flow the hydraulic modelling is usually simpli-
fied for the maximum transport and its application
requires the calibrating procedure of discharge coef-
ficient. In the case of two-layer flow several inter-
nal-flow regimes represent maximum  transport
(Armi 1986) and the total two-layer sheared flow re-
sistance is due to the flow separation from the hole
edges and also due to the dynamical interaction
(mixing) between the coupled liquids. The stratified
bi-directional flow is parameterized by the densimet-
ric Froude-numbers (F,?) and (F»?) corresponding to
the upper- and lower-layer hydraulic regime, respec-
tively. The internal-flow solutions are parameterized
by the combined Froude number (G2 =F 12 +F 22).

A simulation model is developed in present study
for the oil-leak calculations in uni- and bi-directional
flow cases. The model can be applied quite generally
to predict the oil spill for different tank filling levels.
The practical outcome of the model is the estimation
of the volume of spilled oil and duration for the
spilling of different tanker configurations and cargo
oils. In the first chapter the general system of a tank-
er is presented. In the next section general principles
of internal-flow hydraulics are briefly explained and
some numerical examples are presented for the ex-
change flow with non-linear filling of tank. In the
third chapter the hydraulic formula are applied to the
system under unbalanced and balanced external and
internal hydrostatic-pressure situations in the side
damage case. The hydraulic formulae are applied to
the system with the overpressure and bottom damage
in the fourth chapter. The proposed model herein is
used to simulate the model-scale experiment results
by Tavakoli et al. (2011) to estimate the spilled and
retained oil for the cases of bottom and side holes in
the single and double hull situations. The validation
of the method and overall results established are
concluded and discussed in the last chapter.

2 SYSTEM DESCRIPTION

The most tankers are loaded such that the internal
pressure due to oil level in the tank is larger than the
external pressure due to the sea level. Thus, uni- or
bi-directional oil spills are possible from the dam-
aged tank. The uni-directional oil outflow results
from the high internal hydrostatic pressure-head (A;)
as compared to the external hydrostatic pressure-
head (p2/ p1 Aop). In the case of the balanced internal
and external hydrostatic pressure situation the oil
flow is due to density difference between the cargo
oil density p; and the sea-water density p, (p2 > p1).
If the tanker carries substantially less cargo oil such
that hydrostatic balance is established at- or several
meters above the tank bottom, water enters the ship
through the hole in the hull as long as the highest
point of damage is below the hydrostatic balance
level (National Research Council 1991).

ii)Side damage
in double-hull tanker

i) Side damage
in single-hull tanker

- Water
level -

iii] Bottom damage iv) Bottom damage
in single-hull tanker in double-hull tanker

Figure 1. Submerged damages of the single- and double-hull
tankers: 1) side hole of single-hull tank, ii) side hole of double-
hull tank, iii) bottom hole of single-hull tank and iv) bottom
hole of double-hull tank.

Four cases of the single- and double-hull tank dam-
ages are studied in this paper as sketched in Figure
1. Side damages in Figure 1 i) & ii) correspond to
the submerged oil-leak from the single- and double-
hull holes, respectively. Bottom damages in Figure 1
iii) & 1iv) correspond respectively to the submerged
oil-leak from the single- and double-hull holes. The
central case under investigation herein is the bal-
anced internal and external hydrostatic pressure situ-
ation i.e. (A; + z,) = p2/ p1(Ao + z,) with A; and Ao
representing the inside and outside height of liquid
above the hole upper lip, respectively, and the pa-
rameter z, is a quantity that depends from the hole
orientation. The uni-directional oil-flow from the
side-damaged tank occurs if the unbalanced internal
and external hydrostatic pressure situation exists. In
the case of the hydrostatic overpressure condition



ie. (Ar + z)) > p2/ pi(Ao + z,), only the uni-
directional oil-spill from the damaged tanker can oc-
cur. Thus the difference between the sea level out-
side and the oil level inside of the tank, and the dif-
ference between the liquid densities, determine the
oil-leak dynamics after accident.
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Figure 2. Schematic representation of the system: i) tank side
opening and ii) tank bottom opening.

Typical tanker contains several cargo tanks (see
Figure 2), which can be damaged in accident. Denot-
ing the dimensions of a single tank as length (Ly),
width (Wr) and depth (D7), which define the tank
volume V7 = Ly x Dr x Wr. The oil volume in the
tank can differ from the tank volume because of the
partial filling to satisfy the safety requirements. Here
we assume that the oil-filled tank is of rectangular
shape and the oil surface area is determined by Sr =
L1 x Wy (see Figure 2). Double-side and bottom tank
ballast volumes are defined herein as V, and Vg, re-
spectively. The area of the damage opening in the
tank structure is denoted with 4. Equivalent dimen-
sions of side damage (see Figure 2 inset 1)) are char-
acterized by the depth dy and the length /). The area
of the side opening is thus 4 = dj x [y. Hole equiva-
lent dimensions for the bottom damage (see Figure 2
inset ii)) are characterized by width wy and length /,
and the area is 4 = wg x . However, the area of the
damage opening in outer and inner hull in the case
of double-hull can differ. Henceforth, the sub-
indexes O and [ are used for the system parameters
defined of outer- and inner-skin, respectively. The
vessels collision in the offshore region results with
the side damage having hole with different opening
area, vertical position and shape. The bottom dam-
ages have fixed vertical position in the system.

The set of model parameters such as oil outflow
volume V7, volumetric flux Qr and oil outflow time
Tr are made non-dimensional by the following vol-
ume, flux and time scales.

Vecare =Lr -Hy - Wy, (1a)
Oscas =A2¢-H, , (1b)

I/SCALE

T:S’CALE -

: (Ic)
QSCALE

The ship draft is denoted by H,. (Example tanker
scales are: Hp = 17.8 m, Ly =50 m, Wy=26.5 m.)

3 INTERNAL-FLOW HYDRAULICS

An aim of the internal-hydraulics model calcula-
tions is to determine the oil outflow volumes and du-
rations for the different side-hole areas 4 and depths
A. Tt is considered that the oil-leak takes place
through a hull equivalent-size hole, which connects
the less-dense liquid (oil) of density p; in the tank
and the denser liquid (water) of density p, in the sea.
The oil surface is considered to be under atmospher-
ic pressure (pg) and its vertical position can differ
from that of outside sea water. The balanced internal
and external hydrostatic pressure situation is repre-
sented by (A;+ do/ 2) = p2/ p1(Ao + do/ 2). In this
paper the bi-directional flow is considered only for
the side damage opening. In this central case the in-
ternal flow through a side-hole is bi-directional, with
the upper-layer less-dense liquid (oil) flowing
against the direction of the lower-layer denser liquid
(sea water) (see Figure 3). The oil outflow through
the bottom damage opening is considered to be uni-
directional. The Pascal’s Law of connected vessels
of different density liquids apply in both cases.

An essential consideration in the theoretical anal-
yses of the two-layer flow is existence of critical-
flow sections. The maximal exchange-flow approx-
imation requires that two controls exist simultane-
ously (Armi 1986). For instance in the case of the
double-hull tanker it is distinct to locate the control
section positions in the inner and outer holes of
tanker hulls, yielding maximal transport estimate for
the exchange flow. The flow through the single-hull
tank side damage can only be sub-maximal i.e. is
controlled only by single flow section. However, the
sub-maximal solutions for exchange flow are mainly
exploited in the present study, and this is justified by
the damaged character where tank inner hull is al-
ways less breached. In the internal hydraulics theory
the internal-head parameter K; = (B, - By) / g’ is rep-
resented by the difference of the Bernoulli heads in
lower (B,) dense and upper (B;) less-dense layer.
The reduced gravity g' = g(1 —r) is fixed by the den-
sity ratio » = p; / p». The internal flow regime is pa-
rameterized by the combined Froude number G°.
According to Laanearu & Davies (2007) the compo-
site Froude-number equation and the internal-head
equation for the exchange flow, respectively, are
given as

e D —d 7 g4, ()
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The volumetric-flux parameter (determined here
by the flow rate in the lower dense layer) is K;; = 0
/ (2g"). The ratio of upper layer (Q;) and lower layer
(0O») discharges is expressed conveniently in terms
of the parameter ¢> = 0,/ 0»°. The velocity of up-
per (1) less-dense and lower (2) dense liquids are u;
and u,, respectively. The net velocity is defined by
u, = uy — up. The lower water-layer depth is d, and
the upper oil-layer depth can be determined by the
relationship d, = d — d), where the depth maximum
of the hole is dy (see Figure 2 inset i)). The maxi-
mum length of the hole is /y. It should be mentioned
that the actual hole-area 4 can be related to the
equivalent depth and width (dp, lp) only by fixing the
hole shape i.e. the shape factor & The rectangular-
shape hole represents the limiting case with the
shape factor § = 1, and it will be most exploited in
the present study. For instance, the triangular-shape
hole corresponds to the "quadratic-shape" hole with
the shape factor & =2 and the circular-shape hole has
the shape factor & =4 / 7 due to similarity principle &
=1lyx dy/ A . (For instance in the case of the envi-
ronmental engineering study on river channel flow,
the maximum width is at surface, maximum depth is
at Thalweg and the shape parameter § was 1.8 in
Laanearu et al. (2011).) In the case of single-hull
tank the equations (2) and (3) can be evaluated di-
rectly to estimate the sub-maximal exchange through
a hole, and in the case of double-hull tank the equa-
tions (2) and (3) should be evaluated separately for
inside- and outside-hull holes, and the combined so-
lution of the four equations can be employed to work
out numerically the maximal exchange-flow flux. It
should be mentioned that Equations (2) and (3) can
be applied quite generally to predict the layer depths
of the out- and inflowing fluids for sub-maximal ex-
change with the inner-hull control only.

3.1 Exchange flow

The oil spill from the single-hull tank side hole is
schematically represented in Figure 3. The exchange
flow through side hole is determined by the model
parameters, such as the hole areal size 4 = dy x [y (§
= 1), the stratification that is given by the reduced
gravity g’, and the system parameters, such as oil
thickness (H; = h; + do; + Aj) inside of the tank and
the sea-water relative thickness (Hp = ho + doo + Ao)
outside of the tank. In the case of balanced internal
and external hydrostatic pressure situation ((A; + do/
2) = pa2/ p1(Ao + dy/ 2)) the oil thickness Hj is a dy-
namical parameter, which depends only on the pa-
rameter /; during the bi-directional-flow process.
The sea-water thickness Hp (and /o) is assumed to
be constant and fixed by the ship draft.

The hull thickness in the case of single-hull tank
is considered negligible. During tanker emptying
process the oil with the depth /() below the lower
lip of hole is regulated by the sea-water amount in-
side of the tank, and the sea-water depth 4o below
the lower lip of hole is dependent on the sea-water
intake depth outside (what in the present model cal-
culations is fixed by the tank bottom).

2 — Sea-water side O /1
(Outer)

1 - Oil-tank side
(Inner)
Balanced oil surface

Sea surface P1

A
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Qil-water
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Figure 3. Sketch of the bi-directional flow through the single-
hull side damage hole and notations.

3.2 Application example

The oil-spill dynamics for the dimensionless cas-
es of hole size (4 / (L x Hp)): with 4 = (5 x 5) m?, (4
x 4) m* and (3 x 3) m’, and with the hole lower lip
dimensionless depth (Ao + dy) / Hop: with (Ap+ dp) =
(5+5)m, (10 + 4) m and (15 + 3) m from the oil
level inside of the tanker, respectively, is shown by
full curves in Figure 4.
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Figure 4. Bi-directional flow with the oil outflow volumetric
flux equal to the sea-water inflow volumetric flux (¢° = 1)
for different dimensionless hole sizes (4 / (Ly x Hp)) and the
dimensionless depths. Case 1: Balanced system, 3 x 3 m%, A,
=15 m; Case 2: Overpressure, 3 x 3 mz, A; =14 m; Case 3:
Balanced system, 4 x 4 mz, A; =10 m; Case 4: Overpressure,
4 x4 m?, A;=9 m; Case 5: Balanced system, 5 x 5 m? A =
5 m; Case 6: Overpressure, 5 x 5 m’ Aj=4m.



The non-linear emptying of the initially oil-filled
tank is associated with the changing oil outflow flux,
having peak value in the case of equal liquids depths
at hole i.e. d; = d». It can be recognized from the re-
sults in Figure 4 that comparatively large holes cor-
respond to high peak volumetric flux, and compara-
tively deeply submerged holes correspond to larger
outflow time. Also solution curves for the oil leak in
the cases of un-balanced hydrostatic pressure situa-
tions are included in Figure 4 with dashed curves.
The peak fluxes are "right-ward” shifted due to the
uni-directional oil outflow in the case of hydrostatic
overpressure condition at beginning. The exchange
flow analytical calculations by Tavakoli et al. (2010)
were limited to the maximum oil outflow flux,
which is employed essentially in the estimation of
shortest oil outflow duration below.

4 SIDE DAMAGE: ANALYTICAL MODEL

4.1 Uni-directional flow

The uni-directional leak from the side-damaged
tank occurs if the unbalanced internal and external
hydrostatic pressure situation exists. Herein the ex-
ample calculations are given for the oil outflow
through the rectangular-shape hole (§ = 1). In the
model calculations the oil thickness H; is a dynam-
ical parameter that depends on the parameter A7)
during the uni-directional flow process (cf Figure 4).
The sea-water thickness Hyp (and Ap) is assumed to
be constant and fixed by the ship draft. In the hy-
draulic model calculation the uni-directional oil out-
flow volumetric flux is determined by the standard
Torricelli’s formula

0= CdA\/Zg((AI +do/2)_P2/P1(Ao +do/2)) , 4

where C; is the discharge coefficient. The time-
dependent oil outflow through the side hole results
from the reduction of internal pressure due to de-
scending of oil surface in the tank as compared to
the sea level of fixed position i.e. Hp = const.

In the case of single-hull side hole the oil outflow
duration and volume with changing internal pressure
can be calculated by the analytical formulae:

28 1

= — Vs,

oil A 2g Cd oil (Sa)

Vi = ((A v ) - £ (AO v DS : (sb)
2 o) 2

The total oil outflow volume for uni-directional
flow is fixed due to the difference in the hydrostatic
pressure of the oil and water columns relative to the
hole axis. The total oil outflow duration for uni-
directional flow is dependent on the discharge coef-

ficient, and the shortest duration is associated with
the inviscid case i.e. C;= 1.

The oil spill uni-directional flow calculations for
different side dimensionless holes 4 / (HO x L)
(with the actual areal sizesof A=1x1m?2x2m’
3 x 3m?, 4 x 4 m°) of the single-hull tank and invis-
cid case are concluded in Table 1.
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Figure 5. Sketch of the uni-directional flow through the double-
hull side damage hole and notations. Non-ventilated side bal-
last volume Vpy is available for the initial oil volume loss.

In the case of double-hull tank, however, the Tor-
ricelli’s Formula should be integrated with the side
ballast volume Vps. Several limitations of the dou-
ble-hull volume may apply due to the tanker con-
struction (see Figure 5). The time-dependent oil out-
flow duration and volume can be calculated by
modified analytical formulae:

28 1 =
Toil 4 \/7 C V:nl/S (63)

Vm/ = (A*l +d0j_pz(Ao +doj S,
2 2 2

where AI* is fixed by the relationship AI* =A;— Vps/
S. Here the ballast volume Vpg that is available for
the oil, is dependent on the trapped air pillow i.e.
non-ventilation condition apply. It should be men-
tioned here that in the case of submerged and low-
positioned damage no oil outflow may occur from
the tanker, because the oil outflow volume available
due to the high internal overpressure condition may
be smaller as compared to the side ballast volume
Vps. In such case the oil outflow from the tanker is
determined only by the bi-directional flow. The oil
spill uni-directional flow calculations for different
side holes of dimensionless areas A4 / (Ho x LTz) (with
the actual areal sizesof A=1x1m%2x2m% 3 %3
m?, 4 x 4 m?) of the double-hull tank and VISCId case
(Cd = 1.0) are also concluded in Table 1.

(6b)



4.2 Bi-directional flow

The bi-directional flow through the double-hull
tank side hole is sketched in Figure 6.
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Figure 6. Sketch of the bi-directional flow through the double-
hull side damage hole and notations. Non-ventilated side bal-
last volume Vs is filled during the uni-directional flow.

An essential consideration in the theoretical ana-
lyse of the two-layer internal hydraulics is existence
of critical-flow sections. Several sub-maximal flow
regimes are possible by maximising the exchange
flow through the side hole of damaged tank. The
critical-flow solutions corresponding to the sub-
maximal flow can be determined by using the im-
plicit-function differentiation theorem as applied to
Equation (3) with respect to the lower layer depth
variable d,. The result corresponds to the composite
Froude number formula G* = F,> ©+ Fz = 1. The sea-
water volumetric flux maximum of bi-directional
flow is given by the formula

0 -8 g'wid, [do ]Zf” q’(d,/d,)"
3
5 ( - (dz /do)é)3

The oil-leak volumetric flux of bi-directional
flow is determined by le = q2Q22. It should be not-
ed that the sea-water volumetric flux by Equation (7)
has a single maximum associated with the fully con-
trolled flow at the oil-interface position d, = d, in
hole. In the case of balanced internal and external
hydrostatic pressure situation the upper-layer less-
dense liquid (oil) is flowing against the direction of
the lower-layer denser liquid (sea water) without net
fluxie. 0,=01—0>=0

The oil spill bi-directional flow calculations for
different side holes dimensional areas 4 / (Ho x Lr)
(with the actual areal sizes of A=1x1m%2x2m’
3x3m’4x4m5 ><5m)ofthesmgle—anddou—
ble-hull tank are also concluded in Table 1.

4, O

Table 1. Side damage oil spill analytical calculations.

Single hull Single hull
unidirectional bi-directional
A Ar | VspiL TspiLL VspiL TspiLL
/ / / /
Ascare |Ho | Vscate | Tscate | Vscare Tscare
0.0011 |[1.40]0.31 1.11 0.07 4.39
0.0045 |[1.12]10.35 1.19 0.35 15.37
0.0101 [0.84 10.40 1.26 0.63 22.57
0.0180 [0.56 10.44 1.33 0.91 28.22
Double-hull Double-hull
unidirectional bi-directional
0.0011 |[1.40]0.23 0.95 0.07 4.39
0.0045 |[1.1210.29 1.08 0.35 15.37
0.0101 [0.84 10.36 1.19 0.63 22.57
0.0180 [0.56 10.42 1.29 0.91 28.22

5 BOTTOM DAMAGE: ANALYTICAL MODEL

5.1 Uni-directional flow

The uni-directional leak from the bottom-
damaged tank occurs if the un-balanced internal and
external hydrostatic pressure exists. In the case of
hydrostatic overpressure i.e. A; > p2/ p1Ao (with py >
p1), only the uni-directional oil-spill from the dam-
aged tanker can take place. Here the example calcu-
lations are given for the oil outflow through the rec-
tangular-shape hole (§ = 1). In the case of double-
hull tanker the inside hull rectangular-shape hole ar-
ea Ay = wo; x by is set equal to the outside hull area
Ao = woo X boo 1.e. A = A; = Ap. It should be men-
tioned that in the model calculations similar to the
uni-directional flow through the side hole the oil
thickness H; is a dynamical parameter, which de-
pends directly from the parameter Af#) during the
uni-directional-flow process (see Figure 7). The sea-
water thickness Hp is assumed to be constant and
fixed by the ship draft. In the model calculation the
uni-directional oil outflow flux is determined by the
standard Torricelli’s Formula:

QI = CdA\/2g(AI _pz/ple) s (®)

where C; is the discharge coefficient. The time-
dependent oil outflow through the bottom hole re-
sults from the reduction of internal pressure due to
descending of the oil surface in the tank as compared
to the sea level of fixed position i.e. Hp = const.

In the case of single-hull bottom hole the time-
dependent oil outflow duration and volume can be
calculated by the straightforward analytical formu-
lae:

1
7:::'/ F \j

A

iy

(92)
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The total oil outflow volume for uni-directional
flow is fixed due to the difference in the hydrostatic
pressure of the oil and water columns relative to the
tank bottom. The total oil outflow duration for uni-
directional flow is dependent on the discharge coef-
ficient, and the shortest duration is associated with
the inviscid case i.e. C; = 1. The oil spill uni-
directional flow calculations for different bottom
holes of dimensionless areal sizes 4 / (Hop x Wr)
(with the actual areal sizesof A=1x1m", 2 x2 m’,
3x3 mz, 4 x4 mz, 5x5 mz) of the single-hull tank
and inviscid case are concluded in Table 2.
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Figure 7. Sketch of the uni-directional flow through the dou-
ble-hull bottom damage hole and notations. The initial oil
volume loss is due to the bottom ballast of volume Vpp

In the case of double-hull tank, however, the Tor-
ricelli’s Formula should be integrated with the bot-
tom ballast volume Vpp, which is available for the
oil volume loss. Several limitations of the double-
hull volume may apply due to the tanker construc-
tion (see Figure 7). In this case the oil outflow dura-
tion and volume can be calculated by modified ana-
lytical formulae:

28 1

T. = — /s,

oil A \/2 Cd 01// (103)

V= [A", _’OZA(,]S. (10b)
Pi

where Af is fixed by the relationship A,* =A—Vpg/
S. It should be mentioned here that no oil outflow
occurs from the tanker if the bottom ballast volume
Vpp is large enough as compared to the oil outflow
volume available due to the internal overpressure.
The oil spill uni-directional flow calculations for
different bottom holes of dimensionless areas 4 /
(Ho x Wr) (with the actual areal sizes of 4 =1 x 1
m’ 2x2m’, 3 x3m4x4m’, 5 x5 m’) of the

double-hull tank and inviscid case are concluded in
Table 2.

Table 2. Bottom damage oil spill calculations.

Single hull Double hull
unidirectional unidirectional
A Ay Vepir | Tsei | Vseie | Tspiee
/ / / /
Ascare | Hp Vscate | Tscate | Vscate | Tscaie
0.0021 |1.40 ]0.30 1.10 0.064 0.51
0.0085 |1.12 ]0.30 1.10 0.064 0.51
0.0191 0.84 ]0.30 1.10 0.064 0.51
0.0339 10.56 ]0.30 1.10 0.064 0.51
0.0530 10.28 ]0.30 1.10 0.064 0.51

6 DISCUSSION

Here the developed method is compared due the
hydraulic characteristics with the model-scale exper-
iments by Tavakoli et al. (2011). Due to flow separa-
tion effects at hole, the real discharge is lower than
the maximal discharge. For instance, the discharge
coefficient that is estimated for the uni-directional
flow through single bottom puncture (C1, diameter =
2.2 c¢cm) was found to be 0.67 in Tavakoli et al.
(2011). The model-scale experiment discharge coef-
ficient was found to be 0.68 in the case of single side
puncture (S1, diameter = 2.2 c¢m). In the simulation
model proposed, the case of the side hole below the
waterline 0.4 meter and overpressure-head with 0.27
m the discharge coefficient of circular hole was es-
timated to be C; = 0.77. This small discrepancy
found is apparently due to vena contracta of the
streamlines at the puncture, reported in Tavakoli et
al. (2011). With the equal hydrostatic pressures on
both sides of the hole, the bi-directional flow oc-
curred in the model-scale experiment of Tavakoli et
al. (2011). In the two-layer phase, the oil surface
was constant and the oil-water interface ascended in
the cargo tank. The two-layer flow in the experiment
continued for approximately 5 h and finally stopped
when the hole was covered by water on both sides.
In the two-layer model proposed herein the circular
hole is approximated by the shape factor £ = 4 / x.
The model calculation for the bi-directional inviscid
flow under same initial and boundary conditions
proved that the oil outflow from the cargo tank last-
ed 1,53 h. This proves well that the total two-layer
sheared flow resistance through the circular hole
(S1) of area 3.8 cm” was due to the flow separation
from the hole edges and also due to the dynamical
interaction (mixing) between oil and water. The total
oil outflow volume was also found to correspond
with a model-scale experiment by Tavakoli et al.
(2011). The oil outflow of the simulation model can
be: 1) uni-directional, ii) bi-directional and iii) re-
tained in the ballast. Calculated spilled oil and re-
tained oil volumes are presented and compared with
the model-scale experimental results by Tavakoli et



al. (2011) in Table 3. The model-scale experimental
tank was built with a horizontal section of 100 x 50
cm” and height of 100 cm. The water level was 47
cm and the oil level varied between 70 — 85 c¢m in
the model-scale tank experiments. The largest punc-
ture at bottom (C;) and side (Sl) had diameter of 2.2
cm (4=3.8cm’).

Table 3. Modelled spilled and retained oil percentages.
Tavakoli et al. (2011) experimental results in parentheses.

Design Hole | Spilled oil (%) | Retained oil (%)
Single bottom C, 36.3 (34) 0(0)

Single side hole | S, 45.7 (57) 0(0)

Double bottom C, 28.3 (26) 11.7 (35)
Double side S 34.9 (40) 10.8 (19)

7 CONCLUSIONS

The aim of present study was to demonstrate how
the internal hydraulics theory can be applied for the
modelling of submerged oil spill. The practical out-
come of the model was estimation of the volume and
duration of spilled oil from damaged tanker. In the
case of un-balanced internal and external hydrostatic
pressure situation the initial flow through the holes
was uni-directional and after establishment of the
balanced hydrostatic pressure situation at the side
hole axis the bi-directional flow followed. However,
distinction between the single- and double-hull tank-
ers was done due to the ballast volume, associated
with the oil loss.

A numerical model was used to calculate the
stratified flow through the side hole with the non-
linear water filling of initially oil-filled tank. This
numerical solution was restricted to the zero net-
flow (1, = u; — up = 0). This case represented realis-
tic situation with the bi-directional flow starting and
ending with the zero oil outflow volumetric flux.
This condition corresponds to the uni-directional
flow situation that was ended after oil surface inside
of the tank was descended to the balanced hydrostat-
ic pressure level and before the oil interface was as-
cended above the hole upper lip. The oil outflow
flux maximum (Q; = > — max.) was associated
with the oil interface position at hole of the equal
liquid depths i.e. d; = d>.

The oil uni-directional outflow velocity was time
dependent due to gradually reducing internal pres-
sure (due to descending of the oil surface inside of
the tank), and was associated with the non-linear
emptying of the oil-filled tank until the balanced in-
ternal and external hydrostatic pressure situation was
established. The linear emptying of the oil-filled
tank was associated with bi-directional flow through
the side hole, which was fixed to the maximum vol-
umetric flux without net flow. In all simulation

model solutions the oil-water interface was ascend-
ing from tank bottom to the upper-lip of hole.

To conclude the study it should be mentioned that
the developed simulation model can be applied also
in the cases of not submerged single- and double
hull side holes. The uni-directional flow phase in
this case corresponds to the oil surface descending
until the sea level, and occurs without the oil loss in-
to ballast volume for the double-hull tanker case.
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ARTICLE INFO ABSTRACT
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Hydraulic models for one- and two-layer flows are combined in different oil spill scenarios for tanker accidents.
Four oil spill model versions are used to determine oil-leak quantities in six test cases. Five test cases are verified
by comparison to the laboratory results of Tavakoli et al. (2011). One test case is presented as a demonstration
of the modelling approach developed here. In the hydraulic modelling, it was found that a descending oil surface
in the leaking tank yields a unidirectional flow, while an ascending oil-water interface shows a bidirectional flow.
Oil spill volumes and durations confirm that oil outflow depends strongly on flow separation and mixing at the
submerged orifices. As a corollary of this work, discharge coefficients are determined from the experimental

verification of the hydraulic models. An optimisation algorithm was employed to determine the head losses of a
stratified flow through the double-hull tank hole.

1. Introduction

Ship collisions and groundings are major accident types in mar-
itime transportation (EMSA, 2010, 2014). Depending on the ship type
and extent of damage, such accidents can result in human causalities,
adverse environmental effects and/or financial loss. Oil slick in offshore
regions, such as the Gulf of Mexico, the Strait of Sicily, the Baltic and
the Mediterranean Sea, can reveal complicated dynamics. Due to the
distances to the shore where civil protection teams and clean-up
equipment are located, oil spills are difficult to manage (Cucco et al.,
2012; Soomere et al., 2014; Melaku et al., 2015). According to Alves
et al. (2015), oil slick movement in the Eastern Mediterranean Sea is
strongly affected by bathymetric, meteorological, oceanographic, and
geomorphological conditions. Accidents involving oil tankers can result
in adverse environmental effects if structural damage to the ship hull
occurs at such a location that compartments containing oil are
breached, leading to significant spills (Soomere et al., 2010, 2014;
Alves et al., 2014, 2015, 2016; NEREIDs Project). Thus, to assess
potential environmental risks, it is essential to understand possible
consequences of accidental breaches in tanker hulls. Furthermore, in
addition to the typical trajectories of oil slick movement it is necessary
to be able to predict the amount of potential oil spilt for different hull
configurations and breach points. The oil spill model presented here is
a part of the accidental damage and spill assessment model (ADSAM),
which was devised to estimate rapid oil spill scenarios for hull collisions

* Corresponding author.

and grounding damage. The ADSAM model predicts structural damage
and evaluates the spill volume and duration in situations where only
limited data are available for ships involved in maritime accidents. In
this regard, the ADSAM model is well suited for a risk analysis
approach whereby large numbers of scenarios can be analysed using
limited available data. An integrated model of this kind is proposed in
Tabri et al. (2015).

When modelling oil-outflow dynamics from a leaking tank, it is
essential to use tools that are capable of modelling flow to density
variations, hydrostatic driving pressure, viscosity and mixing and hull-
damage characteristics (e.g., orifice location, size and shape). Oil
emulsification plays a significant role in modelling oil slick trajectory
(Alves et al., 2015), as emulsion with 80% water content may end up
with a volume that is five-times the spilled volume of parent oil (Xie
et al., 2007). In the formation of emulsions resulting from the physical
mixing promoted by turbulence at the sea surface, the density and
viscosity of a liquid is constantly changing. Nevertheless, such inves-
tigations of oil outflows from leaking tanks (e.g., Simecek-Betty et al.,
2005; Tavakoli et al., 2011) are scarce. Published models are limited to
calculating the final outflow (i.e., oil spill) volume, with little or no
consideration of variations in the outflow dynamics with time. An
engineering modelling tool based on the internal-flow hydraulic
formulae (Sergejeva et al., 2013) can be applied to determine inte-
grated parameters in oil spill scenarios. However, a Computational
Fluid Dynamics (CFD) tool for rapid assessment of oil spill accidents
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Fig. 1. Oil spill scenarios of grounding and collision for a double-hull tanker.

can be computationally demanding (Tavakoli et al., 2012). Thus, the
use of stratified-flow hydraulic models is justified for the fast prediction
of multiphase flow quantities. CFD analysis can be useful in validating
more complicated spill cases where decision-based models are un-
certain (e.g., due to the dynamics of a multiphase flow process).

Oil spills encompass the flow of two immiscible liquids in a complex
geometric system that involves a wide range of length scales. Hydraulic
formulae relevant for a stratified unidirectional flow through a hole can
be readily obtained by considering the density difference between the
liquids and excess hydrostatic pressure as the main driving forces.
However, a realistic oil outflow rate can also be estimated by using the
coefficient of discharge. Without excess hydrostatic pressure, a bidir-
ectional flow occurs, whereby oil flows out from a leaking tank and
seawater flows in the opposite direction (Fig. 1). Two-layer flow
dynamics are predominantly solved numerically because no analytical
solutions for non-rectangular holes are readily available for particular
applications. However, hydraulic models can be adapted to the chan-
ging hydrostatic pressure and they provide satisfactory results in quasi-
stationary conditions (Cuthbertson et al., 2006).

In the present study, a novel analytical solution for an exchange
flow through a circular hole (orifice) is introduced. We emphasise that
the oil-water exchange flow rate at the hole depends on the flow
separation at the edges of the hole and the dynamical interaction of
superimposed layers (e.g., mixing). The following hypotheses are
proposed for the modelling of oil spills:

discharge formulae allow the determination of oil outflow volumes;
continuity formulae allow the determination of oil outflow dura-
tions;

unidirectional oil outflow can be characterised by a quasi-stationary
condition;

bidirectional flow with oil outflow can be characterised by a
stationary condition;

® a transitional stage between a unidirectional and a bidirectional
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flow is absent without a tank lift;

e discharge coefficients can be determined from available experimen-
tal data;

o the Genetic Algorithm predicts density and viscosity variations for a
bidirectional flow associated with an oil outflow.

Results obtained from the physical modelling of oil outflows from
the single- and double-hull test tank allow for the validation of the
hydraulic models in terms of their geometric, kinematic and dynamic
similarity with ship accidents (Tavakoli et al., 2011). In particular, the
experimental conditions of different Tavakoli's lab tests can be used to
build different versions of oil spill models. Changes in the oil surface
(i.e., air-oil interface) and oil-water interface level in a leaking tank,
with a fixed water level outside the tank, can be directly used to validate
the results of the proposed hydraulic models. The dynamical interac-
tion between immiscible liquids can result in changes of outflowing
liquid density and viscosity. The aim of this study is to use hydraulic
models to help interpret the complicated nature of oil-outflow
dynamics from a tank. However, in different accident scenarios the
fluids will still behave in a similar way. It should be mentioned here
that the proposed internal-flow hydraulic models can be further used to
determine the mixed-layer depth (associated with the emulsification of
an outflowing liquid) and can be implemented to complement the oil
spill mitigation procedures compiled for NEREIDs (Alves et al., 2015).

This paper is organised as follows. First, the hydraulic framework
based on the quasi-steady flow equations for one- and two-layer
hydraulic modelling is introduced together with the internal hydraulic
formulae for unidirectional and bidirectional flows through orifices.
Four oil spill models corresponding to oil outflow through the side or
bottom orifice of single- or double-hull tankers are presented for two
scenarios: grounding and collision. Next, modified and novel analytical
formulae are used to determine the discharge coefficients, according to
the experiments by Tavakoli et al. (2011). An optimisation algorithm is
employed to determine the internal-flow head losses from the flows
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through the orifices of the double-hull tank. Finally, a demonstration
case of the developed hydraulic models is presented.

2. Hydraulic modelling

Holes in ship hulls usually result from ship collisions, whereas
tanker grounding can result in a bottom leak. A stratified flow through
submerged holes takes place when the liquids on both sides of the hull
have different densities. Stratified flows are usually modelled as a
homogeneous layer with inviscid liquids subjected to a hydrostatic
pressure distribution. The Bernoulli equations of the homogeneous
layer are also used in the modelling of stratified flows at orifices (cf.
Tavakoli et al., 2012). However, in the Bernoulli's approach, coupling
between superimposed layers is absent and simplified treatment of the
internal-flow energy complicates the modelling (Armi, 1986). In the
case of oil and water, the hydraulically driven flows can be limited to a
small density difference between the layers. Through the holes, two
types of stratified flows, unidirectional and bidirectional, are possible
and can be related to two "key parameters": the difference between the
water level outside and the oil level inside the tank and the difference in
liquid density. In practice, the higher the oil tanker is loaded, the larger
the pressure will be inside the vessel and its difference to the seawater
pressure outside the hull. Thus, oil leaks out once the tank structure is
breached. If the tanker carries substantially less oil, such that the
hydrostatic balance is attained above the oil-tank bottom, outside water
tends to enter the tank as long as the highest point of damage is below
the hydrostatic balance level (National Research Council, 1991).

2.1. Unidirectional flow

A tanker can be loaded with an oil level above the seawater level. In
the case of excess hydrostatic pressure at the level of the hole, stratified
flows through the hole are unidirectional. Oil outflow through the hole
occurs when the inside pressure (p;) exceeds the outside pressure(p,).
The oil level descends in the leaking tank during the unidirectional
outflow, resulting in a decrease in the weight of the ship. Therefore, the
ship's buoyancy increases (i.e., oil level descending speed is reduced
and the unidirectional outflow of oil is virtually magnified). Excess
hydrostatic pressures can also result from a relatively high oil level (4,)

and gas pressure [%m

) in a ductless tank, as compared to the water

level (4,) and air pressure (p,,) on the sea surface. Here, the density of
ail (p,) is considered to be slightly lower than seawater (p,,,,) (i.e.,
corresponding to the condition(y, . = £,,)/8,4.r < < 1). The vertical
pressure gradient varies according to the liquid density and the
hydrostatic excess pressure point at the tanker hull may be positioned
to a certain depth below the waterline. Bernoulli's equation for a

unidirectional stratified flow through the hole can be expressed as:

2
1, P, y2
—z'l(l +1)=(z—z) + [—gm -2 ] & p, <p,
8 P8 Poir8 @

where the elevation-head difference is zy — z; = 4, + dy/2 and the

pressure-head  difference s

(Pgm - Po)//z,ug = (lzg - Pm,)//z,ug
(4p +dy/2)lp, . In the presence of oil tank ventilation, the

pressures of gas and air are equal (.e.n,, =n,) and the pressure-

“Puater

head difference is simplified as Pras

Ao +dy/Dip,,.

- po)//’mlg =~ Ruater
The internal-flow head loss in Eq. (1) is represented by the sum of the
local head-loss coefficients 17 = ¥ k;.

The unidirectional stratified flow through the hole in the hull side is
depicted in Fig. 2i. It should be mentioned that, when the hydrostatic
excess pressure point is positioned below the hull bottom, then the
conditions described above would apply to the unidirectional flow
through a hole in the hull bottom. Hence, the description is limited
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only to the side-hull case.
According to continuity, the oil outflow rate can be calculated by the
formula of a unidirectional flow:

Qoit = UyitAo>
[Formula for a unidirectional flow]

@

where u,, is the oil outflow velocity and A, = 7d;/4 is the area of the
orifice. It should be emphasised that, in the case of a bottom hole, oil
outflow stops when the hydrostatic balance is attained between the oil
surface in the tank and the sea surface outside, at the level of the hole.
However, in the case of a side hole, bidirectional flow follows when the
unidirectional flow wanes down to a hydrostatically balanced situation.
During the final stage of the oil level descent, a barotropic net exchange
flow is possible due to a transitional stage between the unidirectional
and bidirectional flows. This transitional stage can be essentially
ignored in a vertically fixed tank (Tavakoli et al., 2011). Due to the
tanker's buoyancy loss, whenever significant vertical movements occur,
the difference between oil and water surfaces changes. Thus, the water
inflow into the leaking tank is magnified during the bidirectional flow.

2.2. Bidirectional flow

The bidirectional flow through the hole is depicted in Fig. 2ii. At
small density differences and equal pressures at the water and oil
surface, the equations governing a two-layer flow are as follows:

1 2
Eu])pcrzgﬂnluuppt’r +p + l{,,,g(duppm + digyer + 1), ®)

1 2
E torer=7PugrerWiower T Py F £y18upper + Prior8iower + 1),

2 “

where p, = p, and p, = p, are the pressures at the upper lip inside (I)
and outside (O) the side hole, respectively. The vertical size of the hole
corresponds to the diameter d, and the centre-line depths of the lighter
(p,) and heavier (p, ) liquid layer are d,,,., and d,,,,, respectively.
Flow velocities in the upper and lower layer are u,,,, and w,,,,
respectively and h is defined as the hole's lower lip height measured
from the bottom of the oil-tank. Here, the upper layer flow in the
hydraulic model corresponds to the oil flow (x, = u,;)and the lower
layer flow to the water flow (1,0, = Uy gzc,)-

In the modelling of two-layer flows it is common to define the
internal-flow energy equation:

upper

i) Unidirectional flow

z ii) Bidirectional flow
Pair Pgas DPair Pgas
e
=N Poil
Ao
do
Puwater
z=0

Fig. 2. Unidirectional (i) and bidirectional (ii) stratified flow schematics and notations
for a hole in the side plate, corresponding to the ship-hull wall.
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Fig. 3. Notations and sketch of a two-layer flow through the orifice.

E,

‘upper

;
Pvater8

Ehmer -

®)
A stratified flow through the orifice is illustrated in Fig. 3. Due to
the changing depths of the layers, the interfacial width (w) of the two-
layer flow is not constant at the orifice. The maximal interface width
occurs in the middle of the hole (i.e., w,, = d;). According to
Ay = n(d§14) = Aypper + Aper» the area of the orifice is related to the
upper and lower layer areas.
The internal-flow energy equation is given by:

|

The flow velocities of the upper and lower layer are defined as the
flow rates per flow area of each of the layers:

Qupper
A = Aper)

2
Yower

2g'

int

2
w2
2|+ diger + .
2g’

(6)

Qiower

lower

Ouper
A

upper

Wower =

5 Uypper =

@]

Inserting the flow velocities of the layers into Eq. (4) and using the
following parameters for the flow rate: K = Q2 ,,/2¢’ and the ratio of
flow rates: ¢*= Quzmw,,/Q,,z,,m, the internal-flow energy Eq. (6) is
expressed as:

1
E =Kl— -
[Aliw @®)

Particular attention is now given to the hole, where its interfacial
width is a function of the layer depth, as indicated in Fig. 3. The area of
a lower layer expressed by the dimensionless thickness of the lower
layer d* = d,,,,,/d, is given by an empirical expression:

2

q
m] + dippyer + 1.
lower

Apper @) = %ng [1 + %asin Qd* - 1)+ %(24* — DVd* - d*2]A

9

The dimensionless area of the lower layer is defined
asA® = A /Ag = 4y, /(7 di). The interface width of a two-layer
flow at the orifice is defined as w(d;) = 2dy\/d; — d;*. The interface
width of the two-layer flow per definition is the lower layer's upper
width(w), which is equal to the lower width of the upper layer. The
dimensionless lower-layer area is given by:

— )Wt - d“:l

1 1
A* == + —asin2d* — 1
[2 + asm( ) + 10

The non-dimensional form of the internal-flow energy (Eq. (6)) for
the two-layer flow through the orifice is:
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g =10k

int 2
T

{14
A2 (1= AT

where the fo]lowing dimensionless quantities are used:

) +d* + n"
(€8))]

£ = ml K* = Qhwr A = Al,»-n JF = d[mw W= h. 2 _ Quzvmr

2¢'dg” a1 T 07

The maximal flow rate can be denved from the dimensionless

internal-flow energy Eq. (11) by applying the implicit function differ-

entiation theorem to the dimensionless lower-layer depth (¢*):
()Elj:f = 0’

“od* 12)

where the resulting function is as follows:
K*[ 24° aA*)

- A*Y od*
The upper-layer flow rate can be determined by the formula:

2 A"
AP od* (1

16

O _

od* e

o 2
_ s’ﬂ‘d(?q‘( 2 A 22 oAt
Qipper = v (e T aay >

[Formula for a bidirectional flow of oil outflow]

13)
where the following function applies:

oA _
od*

2t + 4 d* — d** + 1M(
TJ1-@d* -1 7 T Jd* - d*?
The upper layer flow rate (Eq. (13)) corresponds to the oil flow rate
and will henceforth be used in the bidirectional flow with oil outflow
calculations. The lower layer flow rate is determined by
Oiower = Qupper/q- Due to their continuity, the flow rates in the lower
and upper layer are related to the flow velocities and layer areas
according t0 Qper = UipwerAiwer ANA - Qypey pper(Ao
—Ajpwer) > TESPectively.

—2d%). .

= typperAupper = U

2.3. Optimisation by the Genetic Algorithm

Discharge coefficients are essential to evaluate the test cases below
according to the introduced inviscid analytic formulae. For this
purpose, the Genetic algorithm (GA) technique is useful. The GA
technique has limited use for finding the global optimum. Other
optimisation methods and population-based heuristic algorithms, such
as the Bat Algorithm and Particle Swarm Optimisation, can be applied
to find target values (cf. Koffka and Ashok, 2012). The optimisation is
performed as an attempt to reach the target value (retained oil-water
flow rate). The problem is solved as follows:

)

] - Cda\j 2g[HE -
(14)

where Hy, Hr and Hy are heights above the orifice axis of oil, emulsion
and sea water, respectively. The target value C(X) — 0 is the difference
between the oil outflow rate from the cargo and the spilled oil rate. In
other words, the target value is the retained oil-water flow rate (Qg) in
the ballast tank. The three designed variables are composed in the
optimisation model: (1) C4y, the coefficient of discharge for the inner
orifice, (2) Cq0, the coefficient of discharge for the outer orifice and (3)
Pemulsion, the emulsion density in the ballast tank, X
=[CarCaoPemuision)- Possible variation ranges for the coefficients of
discharge were determined to be 0.01< C4z <1 and for the oil-water
mixture density poir < Permutsion < Pwater

Pactr_py

cmul sion H

T
Cc(X) =|1000-4| ¢ ‘Zg(H,

/
\ hil Pomulsion

2.4. SPILL MODEL 1: Bottom orifice of a single-hull tank

At the hydrostatic excess pressure, the unidirectional oil flow starts
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i) - i) - iif) -
{ Pae
g e g N e N s
balanced suface
do dq
=== =
Poit Pl l Ugir | Poit o
P z=0 P /270 P z=0

Fig. 4. Oil tank illustration for a single-hull bottom orifice: (i) no damage, (ii) damage with excess hydrostatic pressure and oil spill and (iii) damage without oil spill.

through the bottom hole and the oil outflow stops when the hydrostatic
balance is attained (Fig. 4). The total oil spill can be calculated by the
following model function:

Qoit spitl
0 no damage
unid. flow (Eq. 2) damage with excess hydrostatic pressur
= e
damage without excess hydrostatic
pressure

(15)

The total oil spill volume (V,;;) and outflow duration (7,;) in the case
of the single-hull bottom orifice can be calculated by the following
formulae:

V= [A, - MAO)&

oil

(16)
2

S 1
— V.S,
A28 GV

oil

a7)

where Sis the oil surface area in the tank and Cg is the discharge
coefficient (Sergejeva et al., 2013).

2.5. SPILL MODEL 2: Side orifice of a single-hull tank

After the ship collision, oil outflow through side damage continues
under a hydrostatic balance (see Fig. 5). The oil outflow stops when the

ii)

Hydrostatically

Pair

Pail
Puwater

z=0 (B

tank is filled with seawater up to the orifice level. The total oil spill can
be calculated by the following model function:

Qi spitt
0

unid. flow (Eq. 2) damage with excess hydrostatic pressur

no damage

e
=1qbid. flow (Eq. 13)  damage without excess hydrostatic
pressure
0 damage without horiz. density differen

ce
(18)

The total oil spill volume (V,;)) and outflow duration (7,;) in the case
of the single-hull side orifice can be calculated by the following two

formulae:
d, ) d,
V= (AI + _0] — M(Ao + _0] S,
2 it 2 (19)
pX Y —
T.= —JV../S.
oil A28 &Y il 20)

2.6. SPILL MODEL 3: Bottom orifice of a double-hull tank

Upon double-hull ship grounding, oil spills do not occur until the

iii) . iv) -
Paas
—_— ]
Ar
Poit . P
Poater
do doy
w 7
Puater z=0 (B Z=0

Fig. 5. Oil tank illustration for the single-hull side orifice: (i) no damage, (i) damage with excess hydrostatic pressure and oil spill, (iii) damage without excess hydrostatic pressure and

oil spill and (vi) damage without horizontal density difference and no oil spill.
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do dy dy
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Doil. Poil luo,f Poi- il PDoil

Poil

Puwater z2=0 Phwater z=0 Pwater \{/ z=0 Phwater “ 6

Fig. 6. Oil tank illustration for the double-hull bottom orifice: (i) no damage, (ii) damage with excess hydrostatic pressure and filling of bottom ballast tank, (iii) damage with excess
hydrostatic pressure and oil spill and (iv) damage without horizontal density difference and no oil spill.

bottom ballast tank is filled with oil. The unidirectional oil outflow 2.7. SPILL MODEL 4: Side orifice of a double-hull tank
starts when excess hydrostatic pressure occurs after the bottom ballast

tank is filled with oil (Fig. 6). Oil outflow stops when the hydrostatic Upon side damage of a double-hull tank, no oil outflow occurs until
balance is attained. The total oil spill can be calculated by the following the side ballast tank is filled with oil down to the level of damage. The
model function: unidirectional oil outflow starts when excess hydrostatic pressure
occurs after the side ballast tank is filled with oil down to the level of
0 no damage hull damage. The oil outflow continues when the hydrostatic balance is
0 (Filling of bottom  damage with excess hydros attained (Fig. 7) and the outflow stops when the tank is filled with
. seawater up to the orifice level. The total oil spill can be calculated by
ballast  tank) tatic pressure . .
the following model function:
Qi spitt = unid. flow (Eq 2) damage with excess hydros
tatic pressure 0 no damage
0 damage  without ~ excess 0 (Filling of side ballast damage with excess hydros
hydrostatic pressure tank) tatic pressure
1) unid. flow (Eq. 2) damage with excess hydrost
Qoit spit1 = atic pressure

The total oil spill volume (V*,;) and outflow duration (7;) in the ) )
case of the double-hull bottom orifice can be calculated as follows: bid. flow (Eq. 13) damage without excess
hydrostatic pressure

Vi = [ AF - Py AO)S, 0 damage without horiz.
Py (22) density difference
24
T. = 28 L VIS . . 5 . .
o= 7% G oil 23) The total oil spill volume (V*;)and duration (7,;) in the case of the

double-hull side orifice can be calculated as follows:

where 4, = A4, — V;,/S and V,, is the oil-filled bottom ballast volume.

i) - ii) - iii) - iv) - V) Z
Hydrostatically- | — ===
halanced surface) K
R N A
Poit 1
= oi P
Prater
do
h
Phwater Zz==10) Pwater  Z = 0 Prwater 2= 0 Prater z=0 Prater 2= 0

Fig. 7. Oil tank illustration for the double-hull side orifice: (i) no damage, (ii) damage with excess hydrostatic pressure and partial filling of the side ballast tank, (iii) damage with excess
hydrostatic pressure and oil spill, (iv) damage without excess hydrostatic pressure and oil spill and (v) damage without horizontal density difference and no oil spill.
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Table 1

Experimental results of test scenarios by Tavakoli et al. (2011).

Ocean Engineering 130 (2017) 385-397

Test no Hull Design Scenario Orifice Hy Ho Tpattast Trotal Viotal Vbattast Vbasin
(m) (m) (s) O] (0] U] (U]
N4 Single Grounding C1 0.80 0.47 - 460 138 - 138
N9 Single Collision S1 0.80 0.40 - 385 145 - 145
N9 Single Collision S1 0.51 0.40 - 18600 50 - 50
N10 Double Grounding C2, C2 0.85 0.47 230 1230 171 60 111
N12 Double Collision S1, S1 0.89 0.41 590 590 222 42 180
DC Double Collision S1, S1 - - - - - -
“ bidirectional flow.
v ([ + ) Aater P dy s St.orage a?nd .Offloadlng unit (FPSO) to achieve geo.metrlc similarity
oil U 2 e o) ©5) with a ship oil tank. The lab tank was made of watertight plywood and
ot transparent Plexiglas. The lab tank was placed in the pool with
P dimensions of 12 mx5 m x3 m. The pool was filled with water at a
T,= —VolS, —90) ° s : T .
oil A28 Gy oil 26) temperature of 15—20 °C, which corresponds to a kinematic viscosity of

where 4/ = 4; — Vp,4/S and Vjy is the side-ballast volume filled with oil.

3. Experimental system
According to Tavakoli et al. (2011), the lab tank in the Sintef Sealab
(Trondheim, Norway) consisted of a large rectangular tank with

dimensions 1.0 mx0.5 m x0.5m (i.e., its total volume was 0.25 m>).
The tank was built at 1/3 scale of an existing Floating Production,

N4)

1,00m

*side wall removed for illustration

N10)

*side wall removed for illustration

1 ¢St and a density of 998 kg/m?>. In the experiments, olive oil was
chosen to represent the oil due to its properties akin to cargo oil: a
kinematic viscosity of 81 ¢St and a density of 920 kg/m?>.

In this study, data from the Sintef Sealab experimental tests
(Table 1) were used for the oil outflow modelling from the submerged
orifices. Similarly, two scenarios were investigated for single- and
double-hull tanks: (1) grounding case, with the orifice in the bottom
plate and (2) collision case, with the orifice in the side plate.

Fig. 8 provides an illustrative reproduction of the experimental

N9)

N12)

Fig. 8. Oil tank illustration for different test scenarios: N4= grounding case with bottom orifice in the single-hull tank, N9= collision case with side orifice in the single-hull tank, N10=
grounding case with the bottom orifice in the double-hull tank and N12= collision case with the side orifice in the double-hull tank.
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Fig. 9. Oil tank illustration for a unidirectional flow in the lab test N4 (orifice C1 case) with charts of experimentally determined discharge coefficients at different orifice Reynolds

numbers and oil flow rates of unidirectional flow.

apparatus, where orifices S1, C1 and C2 have diameters of 2.2 cm,
2.2 cm and 1.6 cm, respectively. The holes were drilled in the side and
bottom plates of the tank. The side orifice was located in the side plate
with a lower lip height h =0.1 m above the tank inner bottom. The
bottom orifice was located at the centre of the bottom plate. In both
cases (i.e. double side and double bottom) the orifices in the inner and
outer plates had the same size. The oil level inside the tank was
measured using a metric ruler (resolution of 1 mm) attached to the side
of the tank and the time () was measured using a stopwatch (with an
accuracy of 1 s). In both cases, the two "key parameters" that determine
the oil outflow dynamics after opening of the orifice were the difference
between the water level (H, = A, + d, + h) outside and the oil level
(H; = A; + dy + h) inside the tank and the difference between the liquid
densities.

4. Results

4.1. TEST CASE 1: Unidirectional flow through the bottom orifice of a
single-hull tank

The initial condition (see Table 1) of the unidirectional oil outflow
in a single-hull bottom-leaking tank is presented in Tavakoli et al.’s
(2011) lab test N4. The excess hydrostatic pressure is introduced via
the higher oil level inside the tank (Fig. 9). A total of 1381 of oil leaked
into the pool over 460 s. The determined discharge coefficient C4=0.64.
However, the experimental data indicate that the C4 value changes (in
the range C4 =0.55 ... 0.7) during the unidirectional oil outflow, as a
function of the orifice Reynolds number,Re,, s,
=\/2g((A, + dy/2) = PPy B0 + dof2)) dylv,; , where the kinematic
viscosity of the oil is z,;. The estimated minor head-loss coefficient
ki pottom =4.94. The determined discharge coefficients at different
orifice Reynolds numbers are presented in Fig. 9.

4.2. TEST CASE 2: Unidirectional flow through the side orifice of a
single hull tank

The initial condition (Table 1) of the unidirectional oil outflow in a
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single-hull side-damaged tank is presented in the lab test N9. The
excess hydrostatic pressure is introduced via a higher oil level inside
the tank (Fig. 10). In the first stage, the total oil outflow volume for the
unidirectional flow results from the excess hydrostatic pressure at the
orifice level. In the first stage, 1451 of oil leaked into the pool over
385s. The experimental data indicated that the Cy value changed
during the unidirectional oil outflow according to the orifice Reynolds
number. The mean discharge coefficient C; =0.50 and the mean minor
head-loss coefficient k1, sige =4.30. The discharge coefficients deter-
mined experimentally at different orifice Reynolds numbers are pre-
sented in Fig. 10.

4.3. TEST CASE 2: Bidirectional flow through the side orifice of a
single-hull tank

The initial condition (see Table 1) of the bidirectional flow of oil
outflow, following the unidirectional oil outflow, in the case of a single-
hull side-damaged tank is presented in lab test N9. The adjusted oil
level inside the tank leads to the balanced hydrostatic pressure
situation. The corresponding experimental setup of the bidirectional
stratified flow in the experimental apparatus is illustrated in Fig. 11.
The bidirectional flow occurs with the ascending oil-water interface.
The total oil outflow volume for the bidirectional flow is fixed by the
oil-water interface at the orifice level. In the second stage, 501 of oil
leaked into the pool over 18,600 s. The total oil outflow from the side
orifice was 1951 over 18,985 s. However, in the case of the bidirec-
tional flow, the discharge coefficient cannot be determined in a
straightforward manner. Only by assuming the maximal two-layer
exchange flow conditions (i.e., the interfacial depth djo.per = do/2) can
the oil outflow rate be determined. Making use of the ascending oil-
water depth during the bidirectional flow, the discharge coefficient C4
=0.22. Tt was found that the discharge coefficient is considerably
smaller than the Cgz values for the first-stage oil outflow. The
corresponding mean minor head-loss coefficients are ki giqe =4.30
and ko siqe =16.27.
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Fig. 10. Oil tank illustration for a unidirectional flow during the first stage in the lab test N9 (orifice S1 case) with charts of experimentally determined discharge coefficients at different

orifice Reynolds numbers and oil flow rates.

4.4. TEST CASE 3: Unidirectional flow through the bottom orifice of a
double-hull tank

The initial condition (Table 1) of unidirectional stratified flow
during the double-hull bottom leakage is presented in lab test N10,
where excess hydrostatic pressure is introduced due to the higher oil
level inside the tank (Fig. 12). The oil outflow from the tank can be
divided into two stages. In the first stage, the unidirectional oil outflow
occurs as the oil level descends, which results in a high inner

— z1=051m
20=040m

hydrostatic pressure-head (A;) as compared to the outer hydrostatic
pressure-head (p2/p7Ao). In Tavakoli et al’s (2011) test run, after
simultaneous opening of the inner and outer orifices of the tank hull,
the ballast tank was filled for 230 s. Moreover, water inflow into the
ballast tank was detected together with the oil inflow. In the second
stage, emulsion outflow took place (i.e., the oil and water mixture
flowed into the basin until the hydrostatic balance was attained at the
bottom level). In the first stage, 1111 of oil leaked into the pool for
1230 s. The mean discharge coefficient Cy; = Cgo =0.54 characterised
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Fig. 11. Oil tank illustration for bidirectional flow during the second stage of lab test N9 (orifice S1 case) with a chart of oil flow rates.
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both stages. The mean minor head-loss coefficients were ki,port0m
=243 and k2,portom =5.54. The mean discharge coefficients at
different orifice Reynolds numbers are presented in Fig. 12.

4.5. TEST CASE 4: Unidirectional flow through the side orifice of a
double-hull tank

The initial condition (Table 1) and the experimental setup of the lab
test N12 are shown in Fig. 13. In Tavakoli et al.’s (2011) test, the run
was started by opening the inner and outer orifices on both sides of the
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ballast tank and terminated as soon as the oil level in the cargo tank
was constant for five minutes. This corresponds to the oil outflow
during the first stage but excludes the second stage, due to density
differences. The water flow was terminated in Tavakoli et al.’s (2011)
test (i.e., hydrostatic equilibrium was attained between the emulsion in
the ballast tank and the water in the pool). The hydrostatic oil pressure
at the inner opening (S1) was greater than that of the emulsion; as a
result, the unidirectional flow increased the hydrostatic pressure inside
the ballast tank. Consequently, emulsion in the ballast tank was pushed
into the basin. In the case of a double-hull tank, an optimisation
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Fig. 14. Oil tank illustration for a bidirectional flow during the second stage in the lab test N12 demonstration case (orifices S1 case).

method is applied to determine the discharge coefficients for the inner
and the outer orifices and emulsion density in the ballast tank.

In the first stage of the lab test N12, 2221 of oil was lost over 590 s
and 42 ] were retained in the ballast tank. At the start of the oil spill, the
discharge coefficients were Cqr =0.24 and C4o =0.06, and during the
test oil outflow decreased to C4y =0.01 and Cy4o =0.01 for the inner
and the outer orifice, respectively. The average minor head-loss
coefficients for the inner orifice were k;, siqe =4.30 and ko, siqe =203
and for the outer orifice ky, sige =4.30 and ko, sjqe =2499. Both the
determined discharge coefficients and the emulsion density in the
ballast tank during the oil spill are presented in Fig. 13.

4.6. DEMONSTRATION CASE: Bidirectional flow through the side
orifice of a double-hull tank

In this section, an illustrative example is presented to estimate the
oil spill volume and duration in the case of a double-hull tank side
orifice (S1) for a bidirectional flow. The initial oil height in the oil tank
was 0.44 m and water height outside the tank was 0.41 m, correspond-
ing to a hydrostatic balance (i.e., (Az+do/2) = pwater / PoitlAo+do/2)).
The lab setup for the DC test (Table 1) is shown in Fig. 14. A
bidirectional flow test was not separately presented in Tavakoli et al.
(2011); however, the lab test N12 can be divided into two stages: the
unidirectional flow (described in Section 4.5) and the bidirectional
flow presented here. The bidirectional flow starts when the hydrostatic
balance at both orifices is attained. Due to the different densities, the
oil outflow into the pool and the water inflow into the tank take place
until the water level inside the ballast part and the tank reaches the
upper lip of each of the orifices. The shortest bidirectional flow
duration is given by the flow rate Qypper =0.0193 1/s (Eq. (14)).

The total oil outflow duration for the bidirectional flow is, in
practice, dependent on the discharge coefficient, whereas the shortest
oil spill duration is associated with the inviscid case (i.e., C4 =1). The
average minor head-loss coefficients in the test scenario N9 are k1, giqe
=4.30 and k» s;qe =16.27. The discharge coefficient C; =0.1540 is used
in the bidirectional flow case, allowing for the determination of the oil
outflow rate and duration (V,,,/Q,pe)- The maximal oil outflow
Qupper =0.00161/s. According to the hydraulic model (Eq. (14)), in
the second stage, 611 of oil was spilled over 36170 s, which is around
six-times longer than in the inviscid flow case.

5. Discussion
5.1. Regional aspects of modelling

The decision-based hydraulic modelling, which makes use of novel
analytic formulae for the unidirectional and the bidirectional flows,
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allows a straightforward determination of the oil spill quantities in ship
accident scenarios. In the assessment of the impact of oil slick
spreading, bathymetric, meteorological, oceanographic, geomorpholo-
gical and geological data should be considered (Alves et al., 2014, 2015,
2016). In the present study, the emulsification of the two-layer flow
was solved using the GA solution. According to the results of the
hydraulic modelling, it was found that the emulsification is more
effective during the oil outflow following ship collision than at
grounding. In the experiments of Tavakoli et al. (2011), the leaking
tank was fixed vertically in the water basin and the transitional stage
between the unidirectional and the bidirectional flow in different
scenarios was practically absent. As a consequence, this transitional
stage between the unidirectional and the bidirectional flow was not
considered in the collision scenarios. This transitional stage corre-
sponds to a stratified flow with a net-barotropic two-layer flow
component (Farmer and Armi, 1986). However, the emulsification
effect becomes essential for large oil spill volumes. Furthermore, as the
water density in the world seas is essentially salinity dependent,
regional temperature variations share an inverse relationship to the
water density, which affects the hydrostatic pressure difference due to
the ship lifting. According to available data of temperature variations in
water, the mid-latitudes and polar regions are influenced by seasonal
changes to a greater degree than tropical waters.

5.2. Tanker hull breach geometry and location

The assumption of a circular hole may not be entirely valid within
real double-hull breaches. More detailed damage assessment data are
required to specify both the sizes and shapes of leakage openings
through the outer and inner hulls (Tabri et al., 2015). In this regard,
the proposed hydraulic models can be easily modified with the
appropriate shape factors to model oil spills through hull breaches
with damage patterns that deviate from the considered circular
geometry (cf. Sergejeva et al., 2013). In the unidirectional flow, the
full area of the hole is filled with oil and the shape factor corresponds
directly to the one-layer flow geometry.

In the laboratory experiments by Tavakoli et al. (2011), relatively
small orifices were located either at the bottom or side of the leaking
tank. In the present study, the maximum unidirectional oil outflow rate
corresponded to the largest excess hydrostatic pressure. During the
bidirectional flow, the oil outflow rate was constant.

The hydraulic models in the present study were applied to the
submerged orifices; however, with some modifications the introduced
analytical formulae can also be applied to partially submerged orifices.
In a hydrostatically unbalanced situation, the outside pressure for a
unidirectional flow can be the air pressure (i.e., p, = p,, ). Therefore, no
stratified flow is present and the oil outflow behaves like a free-falling
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Head loss coefficients corresponding to the test scenarios of Tavakoli et al. (2011).
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Test nr Hull Design Scenario Orifice Cuar Cao ki, pottom ka pottom k1, side ks side Re

N4 Single grounding C1 0.55 - 4.94 - - - 180-640
N9 Single collision S1 0.50 - - - 4.30 - 340-700
N9 Single collision S1 0.22 - - - 4.30 16.27 -

N10 Double grounding C2, C2 0.54/ 0.54 - 2.43 5.54 - - 25-500
Ni12 Double collision §1, 81 0.07 0.02 - - 4.30/ 4.30 203/ 2499 90-730
DC Double collision S1, S1 0.15 - - 4.30 16.27 -

“ Bidirectional flow.

jet from the leaking tank. At hydrostatic equilibrium (p, = p,), the
hydraulic model presented for a bidirectional stratified flow through an
orifice can be applied in a straightforward manner until the oil level in
the tank is higher than the upper lip of the orifice. If the oil level is
below the upper lip of the orifice, the shape factor should be considered
through the "quadratic-type" opening with the free surface, as in the
calculation of bidirectional stratified flow (Laanearu and Davies, 2007).

5.3. Lift effect in hydraulic modelling

In the present study, the calculations of oil spill volumes and
durations are limited to a vertically fixed tank. However, the proposed
analytical solutions can be adapted to determine oil spill from a tanker
where vertical motion is present. In this regard, the ship vertical
displacement determines the relative motions of the oil surface and oil-
water interface in the leaking tank during oil spills. The excess
hydrostatic pressure introduced by a higher oil surface level is
associated with the upward displacement of a tanker due to oil weight
reduction in the tank and should also magnify the oil outflow rate. By
contrast, in the bidirectional flow, the ship buoyancy is lost and thus
downward displacement can occur. During the ship lift, the oil spill rate
depends on the net barotropic two-layer flow component associated
with excess hydrostatic pressure. When the ship vertical displacement
corresponds to sinking, the water inflow into the tank should be
magnified and the oil outflow should be reduced during bidirectional
flow.

5.4. Internal-flow head losses and discharge coefficients

As expected, the actual discharges through the orifices are smaller
than the inviscid hydraulic models predict. This is due to the internal-
flow head losses associated with the boundary and shear stresses. The
head losses per definitionC; = Q,,,;sia/Quen (Laanearu et al., 2014) are
dependent on the coefficient of discharge. It was found that these
discharge coefficients differ significantly for the unidirectional and
bidirectional stratified flows of the leaking tank. The discharge
coefficient C4z and the corresponding resistance coefficients k for the
different grounding and collision scenarios are presented in Table 2.
The experimental data reveal that the estimated C, values vary during
the unidirectional flows, according to the orifice Reynolds number, in
the range 25..730. The estimated discharge coefficients for the
unidirectional flow through side and bottom orifices with the same
size have similar values Cy =0.5. This comparatively large discharge
coefficient for the case of a one-layer flow corresponds to the resistance
due to flow separation. Apparently, a similar discharge coefficient (C4
=0.54) is also obtained in the case of a unidirectional flow through the
double-hull bottom. The reason for this may be that during the first
stage, the air release from the ballast tank does not significantly change
the oil outflow dynamics. In contrast, in the case of a double-hull side
breach that included the emulsion in the ballast tank, relatively small
discharge coefficients were found (C; =0.07 and Co =0.02). In the
second stage, with a bidirectional flow, the discharge coefficient is
comparatively larger (C4 =0.22). The discharge coefficient in the
demonstration case was determined from the specific formula where
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the resistance coefficients k; and k» from the single hull side scenario
were applied (see Table 2). According to the principle of dynamical
similarity of oil spills, the usage of C values in ship accident scenarios
should belong to the same Reynolds number range as in the lab
experiments by Tavakoli et al. (2011).

6. Conclusions

The developed hydraulic modelling approaches can be used in the
assessment of oil spill scenarios for ship accidents: collision and
grounding. The hydraulic modelling is also suited to the creation of
worst-case scenarios for oil spills.

The experimental results of Tavakoli et al. (2011) form a useful
database for detailed analyses of oil spill volume and duration through
breached single- and double-hull tanks.

In the case of a single-hull tank, oil outflow corresponds to the oil
spill and in the case of a double-hull tank the ballast tank reduces oil
spill volume and duration.

The oil outflow from the leaking tank with a double-hull yields the
formation of emulsion. The GA helps to determine the continuously
changing viscosity and density of the multiphase flow process.

Hydraulic models for one- and two-layer flows were modified to
consider the stratification and breached hull geometry (orifice).

In the hydraulic modelling, the descending oil surface in the leaking
tank yields a unidirectional flow. The unidirectional oil outflow takes
place under changing hydrostatic pressure, which results in flow rate
reduction during the first stage of oil spill.

In the hydraulic modelling, the ascending oil-water interface
corresponds to a bidirectional flow. The bidirectional flow through
the orifice takes place under constant hydrostatic pressure, which
results in a constant flow rate during the second stage of oil spill.

The discharge coefficients determine the discrepancies of the oil
spill volume and duration as compared to the inviscid-flow prediction.

To apply the hydraulic modelling approaches, it is necessart to
determine discharge coefficients experimentally for a wide range of
orifice Reynolds numbers.

The transitional stage between the unidirectional and bidirectional
flow, where the oil surface and the oil-water interface are mobile, is not
addressed in the present work. In fact, the experimental results of
Tavakoli et al. (2011) confirm the absence of this transitional stage for
a leaking tank without lift.

In practical applications, the continuous calculation of unidirec-
tional and bidirectional flow for oil spills should be performed. For this
purpose, the oil spill model functions can be applied, which make use
of the discharge coefficients depending on the orifice Reynolds number.

The ship vertical displacement determines the relative motions of
the oil surface and oil-water interface with respect to sea surface
changes and the oil outflow rate.
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On parameterization of emulsification and heat exchange
in the hydraulic modelling of oil spill from a damaged tanker

in winter conditions

M. Sergejeva, J. Laanearu & K. Tabri

Department of Mechanics, Tallinn University of Technology, Tallinn, Estonia

ABSTRACT: A parametric study of hydraulic analysis of oil spill from a damaged tanker in winter
conditions is presented. The oil-spill model is extended to account the effects of emulsification and heat
exchange. The emulsification is associated with an interfacial mixing and transfer of mass and momentum
between the counter-flowing layers. Therefore, the effect of emulsification is included only for bidirec-
tional stratified flow, whereby oil flows out from a leaking tank and seawater flows in opposite direction.
The effect of heat-exchange is considered in both cases i.e. uni- and bidirectional stratified flows. For
these purposes two key parameters are introduced 1) the seawater inflow-rate reduction parameter f and
ii) the thermal expansion coefficient o. The water-ice-oil mixture near the ship hull affects the oil outflow
conditions, resulting in changes of outflow duration and volume. The extended hydraulic model is tested
to consider the outside temperature variations between summer and winter conditions.

1 INTRODUCTION

Oil spills in winter conditions can reveal different
outflow characteristics as compared to spill situ-
ations without large temperature gradients, corre-
sponding to summer conditions. For instance, in
the presence of ice, the oil may be frozen and cap-
tured in growing ice or spread below an ice sheet.
The sea ice results in lowest possible water tem-
peratures near the sea surface. The temperature
variations due to the warm inside and cold outside
fluids can affect the oil outflow volume and dura-
tion in tanker accidents. Therefore, the winter con-
ditions influence significantly the spill situation. It
is essential to identify the key factors in spill opera-
tions in cold seas such as the Baltic Sea, and also
the Artic.

Ship collisions and groundings are major acci-
dent types in maritime transportation (EMSA
2010, 2014). Also in e.g. the Northern Baltic Sea
during winter conditions, these are the most fre-
quently occurring accident types (Goerlandt et al.,
2017). Depending on the ship type and extent of
damage, such accidents can result in human cau-
salities, adverse environmental effects and/or finan-
cial loss. Accidents involving oil tankers can result
in adverse environmental effects if a structural
damage to the ship hull occurs at a location where
compartments containing oil are breached, leading
to significant spills. A recent risk analysis of win-
ter navigation risks in the Finnish waters indicates
that major oil spills in ice conditions are most likely
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from collisions, but outside the ice season, ground-
ings pose a higher risk (Valdez Banda et al., 2015).
To assess potential environmental risks posed, it is
essential to understand possible consequences of
accidental breaches in tanker hulls. Furthermore, it
is also important to be able to predict the amount
of potential oil spill for different hull configura-
tions and breach points and typical trajectories of
oil slick movement. Risk and oil spill consequence
models have been proposed to assess risks of win-
tertime collision accidents (Valdez Banda et al.,
2016, Goerlandt and Montewka 2014), but these
state-of-art models do not take the oil outflow
dynamics, nor the specific effects on cold tempera-
tures on this phenomenon into account, while these
may have significant effects. The oil-spill model pre-
sented here is a part of the Accidental Damage and
Spill Assessment Model (ADSAM) to estimate fast
possible oil spill scenarios from hull collision and
grounding damage (Tabri et al., 2015).

When modelling oil outflow dynamics in winter
conditions, in addition to hydrostatic driving pres-
sure and hull-damage characteristics, it is essential
to include changes of liquids physical properties
(density and viscosity) due to temperature varia-
tions. It is important to consider the heat-exchange
modified shear-induced mixing processes in strati-
fied flows. Turbulent fluxes within the strong
interfacial shear layer between fluids can result in
significant interfacial mixing and transfer of mass
and momentum between the layers. Oil emulsifica-
tion plays a significant role in the modelling of oil



slick trajectory (see Alves et al., 2015), as emulsion
with an 80% water content may have a volume that
is five times the spilled volume of a parent oil (Xie
et al., 2007). In the formation of emulsions due to
the physical mixing promoted by turbulence at the
sea surface, the density and viscosity of a liquid
is constantly changing. In winter conditions the
oil-water emulsion may be frozen and captured in
growing ice or spread below an ice sheet.

The study presents the enhanced internal-flow
hydraulic model, which is used for a parametric
study on the influence of the winter conditions on
oil spill outflow quantities. The Computational
Fluid Dynamics (CFD) analysis could also be used
for this purpose. However, a CFD tool (see Tavakoli
et al., 2012) for a rapid assessment of oil-spill acci-
dents can be also computationally demanding. Thus,
the use of a hydraulic model is well justified for fast
prediction of multiphase-flow quantities. Usually
the oil spills encompass the flow of two immiscible
liquids in a complex geometric system, involving a
wide range of length scales. Recently the analytical
solutions of uni- and bidirectional stratified flows
through a circular hole (orifice) were introduced in
Kollo et al. (2016). In the present study the flow sep-
aration at hole edges and the dynamic interaction
of superimposed layers (e.g. mixing), the uni- and
bidirectional stratified flow rates at the hole are also
depend on large temperature differences.

The hydraulic framework based on the quasi-
steady- and steady-flow equations is firstly intro-
duced, focusing on the modelling of uni- and
bidirectional flows through the submerged orifice,
respectively. Next, the oil-spill model of stratified
flow is extended to account the effects of emul-
sification and heat exchange. Thus the extended
hydraulic model is tested for a parametric cases to
figure out the influence of the winter conditions on
oil-spill quantities. Finally, the overall results are
concluded and discussed.

2 HYDRAULIC THEORY

2.1

Oil outflow occurs when the inside pressure (p,) in
a cargo tank exceeds the outside pressure (p,) at
the level of a submerged hole. Excess hydrostatic
pressures can also result from a relatively high oil
level (4,) and gas pressure (p,,) in a ductless tank,
as compared to the water level (4,) and air pres-
sure (p,,) on the sea surface. Here, the density of
oil (p,;) is considered to be slightly less than that of
sea-water density (p, ), 1.e., corresponding to the
condition (p,,,.,— p,.)/P,; <<1. In case of a unidirec-
tional stratified flow through hole and p,, > p,,, the
Bernoulli’s equation can be expressed as:

Unidirectional stratified flow
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where z, — z, = 4, + d,/2 is the elevation-head dif-
ference; and (pga.\' 7p())/pm’lg = (pga.v - pair')/poilg = Puater
(4, + dy2) is the pressure-heads difference. In the
presence of ventilation, the gas pressure is the air
pressure, i.e. p,,. = p,,, and the pressure-heads dif-
ference is simplified to (p,,,—Po)/P,u€ =~ Praser (Ao +
dy2)/p,;- The internal-flow head loss in Equation 1
is represented by the sum of local head-loss coef-
ficients [] = Yk,. The unidirectional stratified flow
through the submerged hole with diameter d, is
depicted in Figure 1(ii). However, the same condi-
tions as described above will apply to the hole in
the hull bottom. Therefore, the description herein
is limited only to the side-hull case.

The unidirectional oil outflow rate can be calcu-
lated by the formula:

Qai/ = Mm'/AU’

2

where u , = oil outflow velocity; and A4, = the area of
orifice. It is important to emphasize that in the case
of a bottom hole, oil outflow stops when the hydro-
static balance is attained at the submerged hole level
between the oil surface in the tank and the sea sur-
face outside. However, in the case of a side hole, the
bidirectional stratified flow follows when the unidi-
rectional stratified flow spins down in a hydrostati-
cally balanced situation (cf. Tavakoli et al., 2011). It
should be noted that during unidirectional stratified
oil outflow the vertical movement of tanker can
occur, due to a weight decrease, and therefore the
difference between the oil and water surfaces can
reveal changes. However, herein the hydraulic mod-
elling is limited to the vertically fixed tank.

PDaas
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o |Hrdzostaticaly ] s
balanced surfacd
= "A A1
do
Uoil O Ry R z1
h
Poil 1
—
z=0 (6]
Pwater
Figure 1. Oil tank sketch with the single-hull side: i) no

damage and ii) damaged with unidirectional stratified oil
spill through orifice under excess hydrostatic pressure.



2.2 Bidirectional stratified flow

The bidirectional stratified flow through the hole is
depicted in Figure 2(i). The equations governing a
two-layer flow, with a small density difference and
at equal pressures at the water and oil surfaces are
following:

1 2
E = _puilu(;i[ + pl + Iom'lg (dm[ + dumm h) (3)

2

1
— 2
E water Elawamruwmer + 123 + po:lgdml

+ /Q"ﬂfﬂg(dwarcr + 11)7

oil

4)

where p, =p,and p, =p,, are the pressures at the upper
lip Inside (I) and Outside (O) of the side hole, respec-
tively; d, = vertical size of the hole (d, = d; + d,,...);
d,, = centre-line depth of the lighter (p,,) liquid
layer; d,,,, = centre-line depth of the heavier (p,,,,)
liquid layer, u = flow velocity in the upper layer;
Uy, = flow velocity in the lower layer; and s = hole
lower lip height measured from the oil-tank bottom.
In the modelling of two-layer flows it is com-
mon to define the internal-flow energy equation:

Ewa er — Eoil
it = - r 2 (5)
Praer8
where E, . and E,, correspond to the water and oil

layer Bernoulli heads in the stratified flow, respec-
tively; and g’ = the reduced gravity which is fixed
by the density ratio r = p,,/p, ...

It is demonstrated in Kollo et al. (2016) that
the upper-layer flow rate i.e. oil outflow during
the bidirectional stratified flow under hydro-
statically balanced situation is determined by the
formula:

i)

Hydrostatically Dgas
P balanced surface,
_________ =
2 Poil
do
----- dojiE=======]
ther$ Uwater !
h
Pwater

I
Pwater 0
Figure 2. Oil tank sketch with the single-hull side

damage: i) bidirectional stratified flow through orifice
without excess hydrostatic pressure and ii) no oil spill.
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layer (Q,,,.,) discharges, and the following func-
tions apply:
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where the dimensionless lower layer area (4") and

depth (d7) are defined as:

A‘mru andd __water_
A

0
According to Equation 6, the lower-layer flow

rate is determined by Q,,., = Q,,/q. Due to the
continuity, the flow rates in the lower-and upper-
layer are related to the flow velocities and the areas
according t0 O,rer = UnarrAvarer a0A O = 1,4
u,; (4y-A,,..), respectively.

It should be noted that during a bidirectional
stratified flow with oil outflow, the vertical move-
ment of tanker can occur, due to a weight increase,
and therefore the difference between the oil and
water surfaces is changing. Herein a modelling is
limited to the vertically fixed tank.

oil oil =

il

3 PARAMETRISATION

3.1 Unidirectional stratified flow

A particular goal of the hydraulic modelling pre-
sented herein is to investigate the sensitivity of
unidirectional stratified flow in winter conditions.
The effects of emulsification and heat exchange on
the unidirectional stratified flow are indicated in
Figure 3. It is assumed, that the oil flow separation
occurs at orifice outside edges, and this process can
be parametrized by the coefficient of discharge
(see Kollo et al., 2016). The flow separation of oil
results in the formation of emulsions due to the
mixing promoted by turbulence. The outflow oil
temperature variation (p,(7,) — p,(T,)) results
from heat exchange. To consider the effect of heat
exchange, the thermal expansion coefficient o is
introduced by the simplified state formula p(7) =
p(T) + o T, — T). The oil spill volume due to the
density difference between oil at inner temperature
and water at outer temperature, and the spilt oil
cooling outside is
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Figure 3. Oil tank sketch for the single hull side orifice
unidirectional stratified flow case.

I/uiI(T()) =
(v 8t 9)
2 Pa(T}) 2

where p, ..(T,) = water density at outside tempera-
ture; p,(T,) = oil density at outside temperature;
p,AT) = oil density at inside temperature; and
S = oil-surface area in the tank. The oil spill dura-
tion due to density difference between inner oil and
outer water can be considered as:

PuTy)
2T
(7

28 1
T =—"_— [V (T,)/S, 8
spill A @Cd ml( 1) ( )

where C, = discharge coefficient; and V(7)) = oil
spill volume at inside temperature (Sergejeva et al.,
2013).

3.2 Bidirectional stratified flow

A particular goal of the hydraulic modelling pre-
sented herein is to investigate the sensitivity of bidi-
rectional stratified flow in winter conditions. The
standard flow-rates-ratio parameter is defined as:

Qi
q=—"-, ®
Qwulcr

where Q,, and Q,,.. are the oil and seawater dis-
charges, respectively, through the submerged orifice.
The effects of emulsification and heat exchange is
to modify the parameter ¢ in the hydraulic calcu-
lations. These effects on the bidirectional flow are
shown in Figure 4. The flow-rates-ratio parameter
at the outside end of the orifice is defined as:

0 I Peas A

Hydrostatically
balanced surface
Dair === gp=====————==
poil(10) A i poil(T1)
Ao
Rt SEE
<— Qoil ¢,
do

pwa/er(Tl)

P waier( TO)

Figure 4. Oil tank sketch for the single hull side orifice
bidirectional stratified flow case.

L +AQ-00 .
qo — Qm] QQ le , (10)

where AQ is added volume due to mixing and 60,

is lost volume due to cooling. The flow-rates-ratio
parameter at the inside end of the orifice is defined as:

Qi
Qwa!er - AQ + JQwu/cr

q, = (11)

where AQ is lost volume due to mixing and 80, is
added volume due to heating. The interplay between
the effect of mixing and heat exchange on the
exchange-flow dynamics can be related to the tem-
perature variations, resulting from the warm inside
and cold outside fluids, which changes the internal

buoyancy force exerted by the outflowing oil.

4 EMULSIFICATION

To consider the effect of emulsification the non-
dimensional parameter f = 1 — AQ/Q,,., is intro-

duced. Thus the flow-rates-ratio parameter at the
outside end of the orifice is defined as:

39,

: (12)
QW(I[(’I'

q0:q+(l_f)_

and the flow-rates-ratio parameter at the inside
end of the orifice is defined as:

q
q; = . (13)
290

water



5 HEAT EXCHANGE

The lost volume due to the cooling of oil during
the outflow can be considered as relative change of
the upper layer volume:

a

oil

P T5)

JQai/ N /oa,/(Tl )- puiI(TO) —
Qs Pouer (L)

(r,-1,), (14

where ¢, is the thermal expansion coefficient of
oil. Thus the flow-rates-ratio parameter at the out-
side end of the orifice is defined as:

a

oil

fo=a+(1=1)= Do (Ty)

(1,-T,). (15)

The added volume due to the heating of seawa-
ter during the inflow can be considered as relative
change of the lower layer volume:

] T)- T,
Qnmcr N /o\\'um( I) puum( o) - water (Tl _To)7
Qo Praa(T5) P (To) (16)
where «,,,, is the thermal expansion coefficient of

seawater. Thus the flow-rates-ratio parameter at
the inside end of the orifice is defined as:

q
water

pwnrer (TO )

q,= a7

e+ (1,-1,)

The coefficient of thermal expansion is defined
as oo=—(1/p)(dp/dT), where «is a function of tem-
perature. In the approximate calculations the value
around 0.0007 1/K can be used for an unspecified
crude oil (cf Manual of Petroleum Measurement
Standards 2016).

6 APPLICATION: PHYSICAL PROPERTIES
OF FLUIDS

In the Baltic Sea the temperature in the surface layer
varies seasonally, and due to strong fresh-water
inputs the water salinity is lower (6-7 psu) as com-
pared to the underlying deep waters. The sea water
at surface is densest just before it freezes. On the
long-term average, the Baltic Sea is ice-covered at
the annual maximum for about 45% of its surface
area, and the density maximum is about 1006 kg/m?
(Krauss 1973). In oceans the density maximum of
water at surface is about 1025 kg/m?, depending on
the temperature and salinity (Shokr & Sinha 2015).
The winds generated mixed layer is character-
ized by being nearly uniform in properties such as
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temperature and salinity throughout the layer. The
mixed layer is usually formed on top of the stably
stratified deep water during storms. The Baltic Sea
water freezing temperature is —1...—-0.1°C. In sum-
mer the surface layer temperatureis 16...18°Cin the
southern part and 13...14°C in the northern part of
the Baltic Sea (Krauss 1973).

There are many types of oil transported on the
Baltic Sea such as crude oil and products refined
for use as fuel. Complex processes of oil transfor-
mation in the marine environment start developing
from the oil’s contact with seawater. During oil spill
incident, the behaviour of an oil released into the
environment is shaped not only by its chemical com-
position but also by its physical properties, such as
density, viscosity, cloud and pour point, and adhe-
sion (Kenneth et al., 2015). Oil outflow dynamics
is strongly dependent on temperature and will slow
to insignificant rates as temperatures approach
freezing (National Academies of Sciences, Engi-
neering, and Medicine 2016). The density of crude
oils commonly ranges from 700 to 990 kg/m3 and
even the heaviest oils will usually float on top of sea
surface. The density decreases more-or-less linearly
with the increase of temperature and these values
fit in to the equation: p(7) = p, + T (dp/0T), where
p(T) = density at any temperature 7, p, = standard
density (George & Singh 2015).

Like oil density, also oil viscosity is affected by
temperature. As temperature decreases, Vviscos-
ity increases and the variations with temperature
are commonly large. Oil that flows readily at 40°C
can become a slow-moving, viscous mass at 10°C
(George & Singh 2015).

Whenever the oil temperature decreases the
dispersed paraffins begin to align together and
begin to form a crystalline wax structure. In clear
crudes the wax deposition gives the oil a cloudy
appearance, thus this temperature is called the
cloud point. At some point the precipitates accu-
mulate to the point where the fluid can no longer
flow. This phenomenon can occur with light oils
as well as heavy oils and is a major problem in the
extraction and transportation of oils in offshore
(Coutinho & Daridon 2005). The pour point is the
lowest temperature at which oil will pour when it
cools during spill. The standard range of pour
point for lubricating oils is between —45°C and
30°C. The amount of wax contained in a crude
oil varies, depending on the geographic source of
the crude. High values of pour point +12...4+36
(16.33)°C indicate waxy nature of the South
region (Sindh) crudes; whereas, North region
(Punjab) crude oils show extremely low pour
point +18—+30 (27.43)°C and indicating interme-
diate or napthenic nature (Yasin et al., 2013). It is
generally observed that the cloud point tempera-
ture is 10...20°C higher than the pour point of



crude oils. Unfortunately, most oils have very low
precipitation rates close to the cloud point mak-
ing difficult a reliable measurement of the cloud
point. Also all the currently available techniques
present shortcomings that prevent the detection
of the true cloud point and that the incertitude
of the measurements is as much oil as technique
dependent since the error is not only associated
to the technique but also to the oil composition
(Coutinho & Daridon 2005).

Handling and transporting crude represents a
major challenge for crude oil producers. Several
methods are used to ensure a liquid product and an
uninterrupted flow of crude. One of these include
additizing crude with pour point depressants to
improve low-temperature fluidity of oils used in
cold conditions.

7 RESULTS

7.1

The unidirectional stratified oil outflow is exposed
to ambient temperatures at opening, the decrease
in temperature affects only the spilled oil proper-
ties. The difference in spilt oil and sea water tem-
perature changes the density and viscosity values.
However, higher flowrates near the opening cause
the emulsion formation and water content increase
in larger scale.

As shown in Figure 5 the heavy fuel oil (see Table 1)
at inner temperature 60°C is reduced by volume
3% and outflowing duration 1% between summer
(18°C) and winter (-1°C) conditions. According to
Equation 7 the volume of outflowing oil is depend-
ent on density difference between oil at inner tem-
perature and water at outer temperature, and the
spilt oil cooling outside. According to Equation 8 it
can be easily shown that with small temperature gra-
dients the oil outflow duration is longer as compared
to the situation with large temperature gradients.

It can be noted here that in the presence of ice,
the oil may be frozen and captured in growing ice
or spread below an ice sheet. Therefore, the effects
due to cooling of oil may be associated with the
blockage of outflow in the winter. This situation is
considered to be beyond this study.

Unidirectional stratified flow

7.2 Bidirectional stratified flow

The oil outflow rate and flow-rates-ratio param-
eter variation of heavy crude oil at different emul-
sification rates for summer and winter conditions
are shown in Figure 6. In the present study the
ambient sea water temperature that mimics the
summer conditions is 18°C, and the winter condi-
tions is —1°C. The oil at inner temperature 60°C
was maintained constant for both seasons.
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According to the bidirectional stratified flow
hydraulic analysis in Figure 6, the oil outflow vol-
umes and the oil spill time are increasing for larger
temperature gradients i.e. in winter conditions. How-
ever, the oil spills in winter conditions can reveal
different outflow characteristics as compared to
spill situations with smaller temperature gradients,
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Figure 5. The oil spill volume and duration of heavy

crude oil (924 kg/m? at 60°C) for summer (18°C) and
winter (—=1°C) conditions for side damaged tanker with
dy=0.5m, $=281.6m* A,=58mand 4,=7.16 m.

Table 1. Heavy and light oil physical properties (Neste
2016a, b).
Oil type Heavy fuel oil Light fuel oil
Name PORLS0 PO-29
Density at 15°C 950 kg/m? 820 kg/m?
Viscosity 24 mm?*s at 80°C 2 mm?s at 40°C
Pour point 5°C *
Cloud point * -29°C
*Data not available.
—e— summer --=--winter
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Figure 6. The oil outflow rate and flow-rates-ratio
parameter variation of heavy crude oil (924 kg/m?® at
60°C) at different emulsification rates f = 1...0.50 for
summer (18°C) and winter (—1°C) conditions.



corresponding to the summer conditions. Similar to
the unidirectional flow, in the presence of ice, the
oil may be frozen and captured in growing ice or
spread below an ice sheet. This situation may be
also associated with the blockage of oil outflow.
This is considered to be beyond present study. The
sea ice results in lowest possible water temperatures
near the sea surface. It is shown that the tempera-
ture variations due to the warm inside and cold
outside fluids can affect the oil outflow volume and
duration in tanker accidents. Therefore, the winter
conditions more or less dominate the spill situation.

8 CONCLUDING REMARKS

In present study the hydraulic model is extended
to consider the effects of emulsification and heat
exchange in the winter conditions. For this pur-
pose, the two key parameters were introduced 1)
the seawater inflow-rate reduction parameter in
the bidirectional stratified flow and ii) the thermal
expansion coefficient of oil in the uni- and bidi-
rectional stratified flows. The oil flow separation
in the uni- and bidirectional stratified flows at
orifice outside edges was not considered, because
this process can be parametrized by the coefficient
of discharge (see Kollo et al., 2016). The param-
eterization of emulsification was related only to
an interfacial mixing and transfer of mass and
momentum between the counter-flowing layers.

It was found that the oil spills in winter condi-
tions can reveal different outflow characteristics
as compared to spill situations with smaller tem-
perature gradients, corresponding to the sum-
mer conditions. According to a parametric study
of hydraulic analysis of oil spill from a damaged
tanker it can be concluded that:

o without large temperature gradients (summer
conditions) the oil outflow volume is larger and
the outflow duration is longer for unidirectional
stratified flow;

with large temperature gradients (winter condi-
tions) the oil outflow rate is larger for bidirec-

tional stratified flow;

It can be concluded that winter conditions more
or less dominate the spill situation in the unidirec-
tional and bidirectional stratified flows.
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Abstract

Solutions of the stormwater and public building water-heating integrated system are
presented to analyse a possibility of the domestic hot-water production from the
gathered rainwater. Maximizing the efficiency of integrated system requires
guidelines for engineering design. In Northern countries the public buildings’
heating period may last only five months while the hot water demand exists around
the whole year. This paper examines six months rain period from May to October.
Genetic Algorithm (GA) is employed to optimize the rainwater storage amount and
the sub-catchment area size of this integrated system. A simplified approach is used
Jor the system performance - 1) the volume of rainwater gathered in the storage tank
is due to the sub-catchment area and the rain intensity and 2) the heat-exchange
process between the rainwater and the building water system is due to the daily air
temperature and the mixing between stagnant water and stormwater. The
stormwater and heat pump integrated system permits to 1) collect the stormwater in
storage tanks, 2) absorb the temporal heat from the stormwater volume and 3)
transfer the available heat for the hot water production. The efficiency of the
integrated solution is found to be dependent on the seasonal temperature and
intensity variations in the measured local area rains, available stormwater amount
due to the sub-catchment area and de-cooled stormwater infiltration in the pervious
area. It is found that GA provides an optimal solution for the stormwater system
parameters (storage tank and sub-catchment area), which can be useful in
estimating the daily heating time with the stormwater and the public building
integrated system during one month of the rain period.

Keywords — stormwater; heat pump; Genetic Algorithm

1. Introduction

Stormwater is an available natural resource which has not been
implemented much today in Estonia. The rain falling over a watershed in the
urban environment nearly totally becomes runoff. This occurs because urban
areas are characterized by widespread impervious areas and man-made water
causes. Rainfall precipitates atmospheric pollutants, which together with
urban-born pollutants on roads, roofs etc. are transported through the



stormwater network. Therefore the adequate consideration of spatial and
temporal variability of rainfall data is important for the modelling of flow in
stormwater infrastructure (Laanearu et al., 2009). In Northern countries the
public buildings’ heating period may be five months while the hot water
demand exists around the whole year (Kdiv & Toode, 2010). Usually seven
rain months per year are available in Estonia (EMHI, 2011). Precipitations
are normally drained into the environment or into the city drainage system,
which sometimes can cause widespread flooding during intensive rain events
in the city area of Tallinn (Gunter, 2004). An objective of the case study is
performance modelling of the stormwater system in the area of the Tallinn
University of Technology (TUT). The building stormwater and heat pump
integrated system may be of interest in many economic reasons and a public
demand to use renewable energy. The rain falling over a watershed in TUT
area nearly totally becomes runoff. The rainwater heat may be used for the
domestic hot-water production with reasonable expenses only during the
summer months (Sergejeva, 2011). The stormwater network under
investigation is divided into suitable water sources, connected to sub-
catchments, by considering water contamination. It is important to note that
the rainwater pollution in the area of question originating from parking areas,
roofs etc and may differ considerably by quality. In present study the less
polluted rain water, which contains absorbed thermal energy, is used to
estimate the rainwater energy (heating hours) available for the hot-water
production in a public building. It is shown that the usage of more
contaminated rain water for hot water heating is necessary. However, for this
purpose the stormwater and public building water-heating integrated system
should be modified by the water treatment process. The integrated system
optimal solution and the cost effectiveness are also discussed.

Plan of present paper is following. First the stormwater and public
building water-heating integrated system functioning is briefly described.
Then the measured rainwater characteristics are presented. The optimization
procedure and usage of Genetic Algorithm (GA) are then explained. Finally
the results are concluded and discussed.

2. System Description

The integrated system consists of three parts: 1) stormwater system, 2)
heat-pump system and 3) hot water usage part.

The stormwater system that is located in the area of TUT, is used to
analyse the rainwater runoff in the urban environment. The system contains
of 42 drainage wells at different levels, pipes with total length of 947
meters, 1 pumping stations, 2 underground vessels with the total volume of
110 m® and the impervious catchment area of 1/2 hectares (Fig. 1).

The rain water is collected from the roof of the TUT VI Building and
parking area nearby. However, the pureness of stormwater is considered in
the system without direct water treatment process. The main contaminants



that are washed off are dust, fine fractions of sediments and other pollutants
that are accumulated in the sub-catchment area during the dry period. The
purity of the collected stormwater is also important for the heat exchange
process itself in the designed system. Suspended solids are mainly present
in the urban stormwater and the level of the concentration can be very high
in several reasons (see Vassiljev, 2005).
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Fig. 1 Sketch of the stormwater system

The designed system has four drains in the roof’s sub-catchment and
six wells in the parking area sub-catchment. The roof convenience system,
which consists of the 150 mm diameter vertical pipes and several wells, is
used to drain the collected rainwater. The rainwater from the parking area is
collected by 400 mm diameter wells, which can be also used for the
integrated heating system or directed to the city stormwater system. The
rainwater used for a building heating can be stored in the underground tank.
The hydraulic system used for the distribution of water consists of series
tanks connected from the bottom and top with two 200 mm diameter pipes.
One vessel of fixed volume 55 m® can be filled from the top by the 250 mm
diameter pipe. The second vessel is designed for overflow through the 250
mm pipe, which is submerged to the vessel bottom to siphon the colder
water out for natural infiltration in the pervious area of catchment. The
formation of cold water in the bottom of vessel is due to the heat exchange
process and buoyancy. However, the mixing between the stagnant water and
the collected stormwater is important to consider in calculations of water
temperature changes controlling the public building hot-water production.
The optimal size of the stomwater storage tank will be determined for the
six months rain period from May to October henceforth.

The heat pump integrated system consists of four main parts: 1) the
heat source circuit, 2) the heat pump circuit, 3) the heat accumulating circuit
and 4) an additional hot water heating circuit (Fig. 2).



HEAT SOURCE CIRCUIT HEAT ACCUMULATING
CIRCUIT

(L HOT WATER USERS

== ADDITIONAL
HOT WATER
HEATING
CIRCUIT

e
~ COLD WATER INLET

HEAT PUMP
CIRCUIT

COLLECTED RAIN WATER

Fig. 2 Heat pump integrated system

The heat source circuit is partially submerged into the stormwater
storage vessel. The system is planned for heat pump stop when the water
temperature in the stomwarter storage vessels drops under 2 degree in order
to avoid the freezing conditions or the water level is low.

The heat-pump system located in the building is a closed circuit where
the heat transfer medium is used. The heat is carried from the low
temperature circuit to the high temperature circuit by the refrigerant liquid.

The main component of the heat accumulating circuit is a boiler. The
hot water boiler is connected to the heat pump circuit by spiral tubes (Fig.
2), which warm up the domestic hot water for the building.

An additional hot water circuit is implemented for the situation when
the heat-pump system is switched off, is unable to heat up water up to 55 °C
or in the situation without rain water during the winter period.

A public building has the hot water consumption all year around.
Usually the domestic hot water is used in toilets, shower rooms, for room’s
maintenance, efc. In standard (EVS 835:2003) is suggested two or more
times larger values for the designed flow as compared with the actual hot
water usage (Kdiv, 2010). New approach is based on several studies carried
out in the chair of heat and ventilation at TUT during recent years (e.g.
(Kdiv & Toode, 2010). An empirical formula proposed for the designed
flow calculus in the public building is:

q=0.008-N, +0.0016- N, +0.0032- N, (1)

where N;, N, and N; are the numbers of sinks, showers and people attending
in the building, respectively. For instance, there are 41 sinks, 16 showers
and 160 working places in the TUT’s VI building. Therefore the designed
hot-water flow in the building is 0.5 Ips.

3. Rain Water Characteristics

The urban catchments respond to runoff considerably faster than rural
areas. Rainfall varies considerably in the space and time, and reveals the



specific random process character that is dependent on the geographical
location (Chow et al., 1988). Some local rainfall characteristics in Tallinn
area (northern Estonia) are determined from the standard statistical analysis
by Laanearu ez al. (2009). Long term cumulative precipitation in the Tallinn
area is 559 mm during a year, 386 mm of which is rainfall occurring from
April to October (EMHI, 2011). In Estonia, the 7 rain month’s period per
year in average is available. The period 2007 - 2011 mean measured values
of the cumulative precipitation for every month are used in the present
study. The monthly average air temperature is considered in the calculation
of the heat absorbed in the rain water (Table 1).

Table 1. Monthly (Roman numerals) precipitations and rain temperatures
Month | IV | V VI | vII | VvIIT | IX X
[mm)] 36 | 37 | 61 77 83 75 76
[°C] 38 198|143 |16.6| 15.6 | 10.7 | 6.1

The rain can be several degrees colder than the ambient air at the
beginning of the rain event, but after the maximum rainfall rate has been
reached, the rain-air temperature differences are usually less than 1 °C
(Byers, 1949). The months with comparatively large rain intensity and high
air temperatures are July, August and September in Estonia.

Cumulative rainfall and ambient temperature
01.07.2011 - 31.09.2011
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Fig. 3 Cumulative rainfall and rain temperature of measured local rain in Tallinn-Harku
Meteorology Station

The designed TUT system should make possible to collect the rain
water from the sub-catchments without causing any damages and flooding
in the area. The reliability of the stormwater system is tested by the model
USEPA SWMM (Sergejeva, 2011). For stormwater system planning the
local designed rain g, is 70 Ips per 1 hectare during 20 minutes in the area



of Tallinn (EVS 846:2003) is normally used. An example of rain cumulative
intensity and air temperature of 2011 three months period is presented in
Fig. 3.

The 2008 field study experiment in Tallinn provides suitable rainfall
data for the designed system analyses (Koppel et al., 2008). The Tallinn-
Harku Meteorology Station point-measured rain is used in present
calculations. For instance the measured maximum cumulative intensity was
81.4 mm per day during 2004-2011. The maximum 24 hour average
temperature was 26.4 °C during same period. The rain with highest
intensive occurred in August 2011.

4. Stormwater Energy

The stormwater tanks may be filled from the roof sub-catchment to the
maximum volume of 110 m® with several rain events. The heat available in
the tank water depends on the rain water temperature and on the collected
volume of water. For instance, the stormwater volume maximum can be
calculated according to the monthly rainfall data (see Table 2).

Table 2. Roof collected rainwater monthly (Roman numerals) volume and rain temperatures

Month | IV \% VI VII | VIII | IX X
m’] | 106 | 107 | 178 | 225 | 242 | 218 | 222
[°C] 3.8 9.8 | 143 | 16.6 | 15.6 | 10.7 | 6.1

The USEPA SWMM modelling of the TUT stormwater system shows
that the roof sub-catchment area used to fill the tanks is relatively small. It
is apparent from the results presented in Table 2, that the tanks can be filled
with storm water only once per month in April, May and June. It should be
noted that during early spring some rainwater heat is lost also due to
difference of water and ground temperatures. During summer and autumn
months (July — October) the maximum volume of the tanks is exceeded
twice. The heat-transfer process is most favourable from June to September,
when the rain water has comparatively large temperature and the water
exchange is not limited by the rain occurrence and intensity. The heat
exchange due to evaporation from the system’s stormwater tanks is isolated
by the absence of ventilation.

An average consumption of hot water is 1.05 m’ per day in the TUT VI
building. The necessary heat (kW) to warm water from 5 °C up to 55 °C can
be calculated by

Quw * Pw " Cw - AL
q)HEAT: i YOOE)N o, (2)

where gyw is the hot water consumption (I/s), pw is the density of water, cy
is the specific heat of water and Aryw is the temperature difference (< 50



°C). According to “(2)” the heat needed for 1 m’® water is 2.51 kW. The
daily flow-rate is ggw = 0.0012 lps in the TUT VI building. The energy
needed for 1 m® water in the boiler is 58 kWh, in the case of the cold and
hot water temperature difference 50 °C

The warming-up time of the water in boiler may vary from 8.5 to 13.8
hours that also depends on the rain month. The average rain temperature is
the highest in July and August (16.6 °C and 15.6 °C, respectively, in Table
2) and the heating time is less than 9 hours. In April and October, when the
rain temperature is the lowest (3.8 °C and 6.1 °C, respectively, in Table 2),
the water heating time exceeds 12 hours. The boiler water volume forms
95% of the domestic water consumption, and the boiler water can be
warmed up during the night time when there is less hot water usage and the
electricity tariff is lower. The stormwater energy (MWh) captured is
calculated by

Oranv = 0.28 Ve - Py - Cy At-107, 3)

where Vian is the stormwater volume (m?), and the other parameters are
same as in “(2)”. By applying “(3)”, we can take the water density pw =
1000 kg/m’, the specific heat ¢y = 4.19 kJ/(kg °C) and the temperature
difference Ar as the monthly water temperature substracted from the
minimum allowed water temperature in the stormwater tank (2 °C). It must
be taken into account that the stormwater tanks can be filled to the
maximum volume 110 m>. It is interesting to know the number of days per
month when the storm water and heat pump integrated system can be
implemented. The system is designed for 20 days per month for the public
building. It was mentioned previously that the heat needed to warm up the
daily amount of water in the TUT VI building is 2.51 kW according to
“(2)”. The number of hours per month, during which the rainwater heat can
be transferred to the domestic water heat is

_ Qran 11000, (4)
q)HV

h

where Qram 1S the energy (MWh) captured from the stormwater tanks and
Dygat is the heat (kW) needed for warming the daily amount of water. The
used stormwater energy calculations are shown in Table 3.

The results presented in Table 3 confirm that monthly used rainwater
energy for the domestic water heating depends both on the rainwater
temperature and amount. In June, July and August the integrated system is
100% efficient. But in April, May, September and October an additional
heat source is needed for the domestic water heating. Tallinn city heating
system is representing actually an additional heat source what is used for
TUT building heating during December, January, February and March.



Table 3 Rainwater energy and available heating time (and corresponding percent) in a month
(Roman numerals)

Month | IV \" VI | vII | VIII | IX X

QRAIN
vwp | 021|092 144 1711 1.60 | 1.02 | 0.48

Hours | 83 | 366 | 480 | 480 | 480 | 405 | 190
% 17 76 | 100 | 100 | 100 | 84 | 40

5. Description of an Optimization Methodology

There are many decision making possibilities that can satisfy required
stormwater and public building water-heating integrated system design
conditions but they provide different solutions and cost. The price in the
local electricity market compels the cost of hot water produced by the
integrated system. Here GA is used to provide an optimal solution for the
the domestic water heating. Method input parameters are: rain intensity, air
temperature, size of sub-catchment area, tank volume for rainwater storage
and infiltration area. Available heat captured from collected rainwater is
calculated by Equation (3).

GA has been usually applied as a search technique for various
engineering problems such as optimization for design and operation of
water distribution systems (Simpson et al., 1994; Wu & Simpson, 2001).
GA can be described as an artificial evolution search method based on the
theories of natural selection and mechanism of population genetics
(Holland, 1975). GA in search, optimization and machine learning is by
Goldberg (1989). The optimal solutions should be determined due to
sampling of all the possible solutions of the particular system. The best of
these solutions are then combined, using the genetic operators of crossover
and mutation to form new population. The identification of these solutions
is done on basis of a set objective function and this process continues until
some determination condition is fulfilled. GA optimization herein is based
on the following procedure: 1) the model evaluation function takes a single
solution as an output parameter and returns a value determined by the hot
water usage duration, which indicates how good the solution is, and then the
best solution is selected by comparing the fitness value as the hot water
usage duration of 24 hours and is returned by all possible solutions; 2)
crossover is applied to randomly paired individuals with the constant
probability (e.g. 90%) saying how often the crossover is performed. After
the match and single crossover of the parental individuals, the two
individuals are produced; 3) after selection and crossover, a new population
of individuals is created. Some of them are directly copied. In order to
ensure that the individuals of new population are not all exactly the same, a
small probability of mutation (e.g. 10%) is allowed.



6. Results

The hot-water consumption for a public building is designed for 24 hours
with the boiler heating during the night. The optimized stormwater and heat
pump integrated system solutions are concluded in Table 3 for six months.
GA is used to provide an optimal solution for the stormwater system
parameters, such as storage tank volume and sub-catchment area, which are
used in estimation of the daily heating time during one month from May to
October. It is apparent from the calculated results that the stormwater
storage tank volume should be selected in the range of 60-110 m® and the
subcatchment area used for the rainwater gathering should be in the range of
0,133-0,929 ha. The TUT’s roof subcatchment area is only 1/2 ha and
therefore an additional sub-catchment area of the system should be used. It
became also apparent that the integrated system is limited by the hot-water
usage time.

Table 3. Optimized stormwater and heat pump integrated system (tank volume and sub-
catchment area) and available heating time per day in a month (Roman numerals)

\" VI VI VIII IX X

Temperature (°C) 9.8 14.3 16.6 15.6 10.7 6.1
Rain cumulative

intensity (mm) 12.31| 19.84 | 28.14 | 21.50 | 13.43 | 18.68
Tank volume (m®) | 110 | 66 60 101 60 95
Sub-catchment

area (ha) 0.133] 0.431 | 0.1264 | 0.570 | 0.929 | 0.133
Time (h) 8.88 | 6.37 8.65 945 | 1054 | 124

Conclusion and discussion

The proposed model is shown to perform reliable solutions for design
of the stormwater and public building water-heating integrated system for
the domestic hot-water production from the gathered rainwater. The results
presented in this study support utilization of rain water as an environmental
energy source. The energy input into the system was dependent on local
rain characteristics, such as the rain intensity and the air temperature.

The main limitation of the integrated system presented in this study was
due to the water input from the public building roof’s sub-catchment only.
However, the rainwater originating from parking areas, roofs etc is
differently polluted and the water quality control requires an extra water
treatment process, which in turn will reduce also the cost effectiveness of
proposed system. The filling of stormwater tank with rainwater was
sufficient only during three months (July, August and September) in the
TUT’s area, when the heat exchange process was most effective.



In future several technical aspects i.e. consumption curves, storm water
stratification in tank, etc. in the stormwater and public building integrated
model should be considered for more realistic performance of the system.
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ABSTRACT

A solution is proposed to make use of the rainwater thermal energy in highly urbanised areas. It is
demonstrated that the stormwater heat represents an additional on-site renewable energy available for
hot water production. The proposed solution increases multi-functionality in the urban infrastructure
that is essentially used to mitigate impacts from extreme climate events. The integrated system model
applications correspond to local area conditions in the north-eastern Baltic region. This study considers
the optimal collection of stormwater through maximizing the water absorbed heat usage in relation to hot
water consumption in different building types (residential, public and commercial). Two key parameters,
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‘stormwater volume in storage tank’ and ‘rainwater catchment area; are determined. A genetic algorithm
finds a number of storage tank fillings corresponding to rainfall statistics and the hot water consumption of
buildings. System cumulative expenses are related to the stormwater storage and the rainwater harvesting

expenses.

1. Introduction

Rainwater harvesting in urban catchments and stormwater stor-
age in tanks have become essential components of water man-
agement systems within cities and other densely populated ur-
ban areas. Impervious surfaces such as roads, bridges, parking
areas and roofs can alter runoff dynamics (Brabec, 2009) and
increase flood risks (Zgheib et al., 2012). The direct connectiv-
ity of city development with drainage systems is an important
attribute of urban imperviousness (Lee & Heaney, 2003). An in-
creased quantity of stormwater runoff from impermeable urban
surfaces results in higher peak discharges and shorter travel
times (Laanearu et al., 2010). As a consequence, stormwater sys-
tems require designs which drain surface waters rapidly away
from sensitive urban areas. Finding alternatives in urban flood
risk management has become an important issue in dealing
with urban runoff (Evers et al., 2012). Storage tanks offer several
possibilities to exploit natural water more diversely.

Domestic water heating in the Nordic countries is one of the
largest energy usages during the rainy season with a constant
demand for hot water required to provide comfortable conditions
in a majority of buildings in the urban environment. Additionally,
the dense population in urban areas and many of its activities,
such as manufacturing and transportation, generate more heat,
which, when combined with the wide use of heat-absorbing
materials (e.g. concrete, steel and asphalt), results in‘global’ ther-
mal differences between urban and rural areas, causing the heat
island phenomena. Rainfall events occurring in urban areas not

only have an air cooling effect but also have the possibility to cool
urban impermeable surfaces by absorbing excessive heat within
catchments (Janke et al., 2013). Stormwater, therefore, represents
athermal energy transporter, affected both by prevalent weather
conditions and urban surfaces.

Heat recovery availability from urban wastewater is extensively
studied by Liu et al. (2010) and Cipolla (2014). Wastewater as a heat
source for buildings has been used widely for hot water heating to
increase resilience in terms of remote energy supply (Baek et al.,
2004). Examples of how harvested rainwater from the urban envi-
ronment can be used to combine sustainable energy solutions
with stormwater management techniques are studied by Scholz
(2009) and Amaya (2013). Nevertheless, it is currently unknown
how large an urban catchment area is required to harvest the
necessary rainwater to satisfy individual building demands for
domestic hot water production. In this sense, the required stor-
age tank size and urban catchment planning will depend on (1)
prevalent climate conditions, (2) hot water consumption of the
building and (3) the availability of free space. The aimis to find a
solution for constant domestic hot water production using local
meteorological characteristics, such as rainfall intensity and tem-
perature. While hot water consumption depends on a building
usage profile, rainwater input into the stormwater system has a
more random character. For this purpose the genetic algorithm
(GA), as an optimization method, which is applied as a search
technique for solutions to various engineering problems (Simp-
son et al., 1994; Wu & Simpson, 2001), can be used to find the
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© 2015 Taylor & Francis
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Table 1. Tallinn districts, building types, district areas, vegetated areas and pervious areas.

District Representative building District area, % from total Vegetation cover, % from Vegetation cover, % from
type area (ha) total vegetation cover (ha) district area
Kesklinn Office 19.2 (3059) 13.7 (1234) 40.3
Nomme Apartment 18.3(2919) 23.5(2121) 72.7
Lasnamde Apartment 17.2(2738) 13.1(1185) 433
Haabersti Apartment 14.0 (2224) 16.9 (1520) 68.4
Pirita Apartment 11.8(1879) 16.3 (1473) 784
Pohja-Tallinn Apartment 9.5(1519) 7.8 (698) 459
Mustamée Apartment 5.1(808) 4.6 (412) 51.0
Kristiine Shopping centre 4.9 (786) 4.1(373) 47.4

Table 2. Meteorological data: rainy season rainfall depth and average air temper-
ature.

Year Rainfall depth (mm) Air temperature (°C)
2004 713.9 10.3

2005 467.7 n

2006 326.3 1.8

2007 538 10.8

2008 5289 10.7

2009 5729 10.5

2010 543.3 10.7

2011 559.3 11.9

Mean 530.4 1

optimal solution for the integrated model parameters as well.
Stormwater temperature has a crucial role in determining the
thermal energy available for a building’s hot water production.
The harvested rainwater energy potential varies mainly due to
seasonal meteorological conditions, e.g. the frequency of rain
events may be a limiting factor. The efficiency of an integrated
system for domestic hot water production is dependent on (1)
the heat extraction technology; (2) the meteorological condi-
tions, such as the frequency of rain events at a catchment, and
(3) the need for heat at a location, e.g. due to seasonally restricted
remote heating. In complex systems, it is important that there is
no need to seek a large number of combinations to obtain the
optimal solutions. An advantage of GA is that only a few combi-
nations are needed to obtain satisfactory results.

The structure of the paper is the following. First the study site
and available data are presented. Second, the adopted research
methodology is described and used to develop a performance
model for the integrated system, which consists of (1) the rain-
water harvesting system, (2) the stormwater storage tank and (3)
the domestic hot water production system. Next, the optimization
method for the integrated system is briefly described with GA
used to determine the two key parameters of the integrated sys-
tem during the rainy season (May-October). The system'’s cumu-
lative expenses are then estimated according to the GA calculated
storage tank size and catchment area. Finally, the overall results
are discussed and concluded.

2. Study site and data
2.1. Study site

Weather conditions in the north-eastern Baltic Sea region cor-
respond to the boreal and maritime climate conditions. Sever-
al cities on the coast of the Baltic Sea with a high population
and large impervious areas, such as Tallinn, Helsinki, Riga,
Stockholm, St. Petersburg, etc., have large catchments and a

more-or-less similar administrative distribution. Cities are subdi-
vided into several administrative districts according to the use of
land and buildings in terms of the purposes of local authorities.
For instance, Tallinn is divided into eight districts (Table 1) and
Helsinki into seven major districts. Each district includes vege-
tation coverage, which essentially represents the main portion
of the pervious area. The vegetation coverage area in Tallinn
city decreased by 274 ha, which is 1.72% of the total area of
the city, during the eight years from 2005 to 2012 (Riigi Teataja,
2013). The reduction of green areas in Tallinn affects stormwater
quality and quantity, which is straightforwardly related to the
stormwater management (cf Maharjan et al., 2013). This results
mainly from new developments and renovations of residential
areas, altering the former use of pervious areas. The buildings in
the different city districts follow a certain pattern. For instance,
apartment buildings are located mainly in the residential area,
which is the district of Mustamae in Tallinn (see Table 1). The
representative buildings of the commercial and public areas are
selected to be located in the business districts, such as Kristiine
and Kesklinn in Tallinn.

Information about the Tallinn vegetated areas is also pre-
sented in Table 1. The largest of Tallinn’s districts is Kesklinn and
the smallest is Kristiine. The vegetated coverage in the districts
has a varying distribution. The ‘greenest’ district is Nomme, where
around 72.7% of the area is vegetated. This area predominantly
includes detached houses with large green yards. The Kesklinn
district area is the office area and has one of the largest impervi-
ous areas in Tallinn.

2.2. Meteorological data

The Baltic region is located in Northern Europe where the cli-
mate has variable seasons, which vary between humid conti-
nental and maritime conditions. The rainy season in the region
usually lasts from mid-spring (April, May) to mid-autumn (Sep-
tember, October), when the temperature is above 0 °C. The cities
receive 500-700 mm of precipitation annually (cf Tibar, 1989).
February, March and April are the driest months with precipita-
tion of about 30 mm per month while July and August are the
wettest months with rainfall of about 70 mm per month. The
months with comparatively large rain intensity and high air tem-
peratures are June, July and August, with temperatures around
16-22 °C, and the temperature can exceed 30 °C.

TheTallinn region belongs to the southern boreal climate zone
and has a mean annual precipitation of 559 mm (Tibar, 1989) and
amean annual air temperature of 4 °C (Karing, 1992). The rainfall
data measured by the Tallinn-Harku Meteorology Station is used
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Figure 1. Map of Tallinn districts. (1) Apartment, (2) office, (3) shopping, (4) Lake
Ulemiste, (5) Tallinn-Harku Meteorology Station and (6) Tallinn Bay.

to estimate the integrated model input parameters (see Table 2).
The meteorological station is located 10 km from the city centre
of Tallinn, and data is made available by the Estonian Meteoro-
logical and Hydrological Institute (EMHI) (see Figure 1). The data
consists of rainfall depth and mean temperature during the years
2004-2011 (EMHI, 2011). The daily average values are calculated
on the basis of eight observations made with three-hour intervals
per day. The measured eight-year mean rainfall depth was 530.4
mm, and the average air temperature was 11.0 °C between May
and October. The maximum rainfall depth was 81.4 mm per day,
the maximum 24 hour average temperature was 26.4 °C and the
minimum was —0.5 °C during the rainy season for the eight years.
Daily mean air temperature is used for the rainwater tempera-
ture determination. The rain can be several degrees colder than
the ambient air at the beginning of a rain event, but, after the
maximum rainfall rate has been reached, the rain-air temperature
differences are usually less than 1 °C (Byers, 1949).

3. Research methodology
3.1. Rainwater energy

Rainwater energy can be characterised by the heat and volume
of atmospheric water that is precipitated on the ground. Rain-
water thermal energy can be estimated by enthalpy h,,  (kl/kg)
and the rainfall depth INT (mm). Rainfall depth is related to the
precipitated water volume at a catchment area (S_,,.,) i.e. V., =
INT * S, The combined energy parameter I is introduced to
explain the complex problem of the heat transfer process be-
tween the atmosphere and the domestic hot water system. The
rainwater energy parameter has the series representation:

M=y Ah_ .V )

rain.i * rain.i’

™-

i

where Ah_, . is the enthalpy change, V_, , (m?) is the volume of a
single rain eventithat is available for the heat-exchange process
and m is the number of rainfalls during a rainwater harvesting

period, corresponding to a building’s duty cycle. A building’s duty
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cycle is dependent on the usage profile of the building, which
will be explained henceforth, and is considerably shorter as
compared to the rainfall period.

Storage tanks are useful facilities allowing a reduction of the
runoff’s peak flow and thus equalising flow rates in a city sewer
system (Campisano & Modica, 2014). The stormwater volume in
a storage tank V., , (m? is also important in regulating the sus-
pension time of the flow through a system. A water tank itself is
also useful for the subtraction of thermal energy, represented
by oy AT ™ Viane Where ¢, (kJ/kg  K) is the specific heat and
AT, (K) represents the stormwater excess temperature in a stor-
age tank. In the design of a tank, it is important to determine
tank fillings (n). This depends on the heat exchange process and
a tank’s usage, e.g. for hot water production. The rate of heat
exchanged between a domestic water-heating system and a
stormwater system is related to the heat influxes and outfluxes
of the storage tank control volume (CV). The energy change in
the CV is essentially considered according to enthalpy change.
A system’s heat influx is due to the stormwater inflow into a tank
(I process), and the heat outflux is due to the not-fully-cooled
down stormwater outflow from the CV (Il) and the extraction of
stormwater heat for domestic water heating (Ill) (characterised
usually by the coefficient of performance (COP) of a heat pump),
see Figure 2. The increase of water temperature in the CV is due to
random rain events (Ah . V.. ), and the decrease of stormwater
temperature in a storage tank is predominantly due to the more-
or-less constant heat extraction (n V,, , ¢, AT, .. ) and losses
(AhIoss ' Vtank), e.g. not fully cooled outflows, where AT et 1S the
extracted temperature and Ah,__is the enthalpy change due to
heat losses. The integration of these three processes (I, Il, lll) is
a complicated task since (1) rains have a random character, (2)
the heat extraction process is dependent on the available heat
transfer technology and (3) the usage of stormwater heat varies
by location. The efficiency of thermal energy transfer between
the atmosphere and a domestic system can be represented by
the parameter:

AT,

n Vtank CSW extract 100 (2)

n= I

The efficiency parameter 7 in Equation (2) depends essentially
on the ratio of rain and stormwater heat fluxes. It is apparent
that, in a lossless system, the efficiency parameter is n = 1, i.e.
rainwater thermal energy is fully utilized for hot water produc-
tion (AT, AT, Ah,__ =0). However, in a real situation, this

extract — = tank’ loss

Stormwater
storage tank T

1
-~
/

4

3
—
s

Figure 2. Stormwater storage tank control volume (CV). (1) Heat influx due to
the stormwater inflow (4) into the tank, (2) extraction of stormwater heat for the
domestic-water heating and (3) heat outflux due to the stormwater outflow (5)
from the tank.
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assumption cannot be accomplished due to several reasons:
rainwater loss in an urban catchment, i.e. the runoff coefficient
is less than one, the stormwater system is not thermally isolated
and the rain return period varies, i.e. some heat can be taken out
from the tank CV by outflow. The heat transfer for the hot water
production is also dependent on the heat pump efficiency.

The collected stormwater thermal energy in a storage tank is
also not fully available for hot water production since the water
can be cooled down to 4 °C, which is the lowest acceptable water
temperature in a storage tank. In most cases, the time of concen-
tration, representing the time required for water to travel from the
most hydraulically-remote portion of a catchment to a place of
interest, is required to be less than 1 hour. The runoff coefficients
of paved surfaces can be determined for each urban catchment
(see Koppel et al., 2014) and considered in stormwater system
modelling.

3.2. Stormwater heat extraction

The energy (MWh) available from a storage tank can be calculat-
ed by the stormwater heat extraction equation:

st =028-n- Vtank : psw - €,

S|

w ATtank . 1076’ (3)
where V,

ank (M?) is the stormwater volume in a storage tank, p,,
(kg/m?) is the density, ¢, (kJ/kg * K) is the specific heatand AT,
(°C) is the excess temperature available for the heat-exchange
process. Parameter n in Equation (3) also represents the fre-
quency of tank emptying in terms of the collected stormwater
heat (ATtank . Vtank). In a lossless situation, it is anticipated that all
heat due to excess rain temperature AT, is used for the heat
exchange process, i.e. M=nV,  c, AT . Thisis apparently
not possible due to several reasons, such as heat loss through
non isolated sections, water mixing in a tank, evaporation, sys-
tem leaks, water pollution, etc.

3.3. Domestic hot water heat load

Average daily domestic hot water consumption is strongly re-
lated to the functionality of a building. It is reflected in the flow
rate, occupancy rate, house composition, installed appliances,
consumption trends and usage period. Hot water systems are
usually designed to operate at a temperature of 55 °C in order
to avoid intensive descaling of the heat-pump system (Koiv et
al., 2010). The cold water in the Tallinn city water network used
for hot water production is above 5 °C. However, the fresh water
supply to the Tallinn city water network is essentially the surface
water of Lake Ulemiste (see Figure 1), the temperature of which
varies seasonally, being in the range of 4-20 °C (cf Pedusaar,

Table 3. Representative buildings’ case studies parameters.

2010). It can be mentioned that the fresh water in the Helsinki
water system originates from Lake Paijénne, in Stockholm from
Lake Malaren and in St. Petersburg from Lake Laadoga. A heat
flux (kW) is required to warm up the water from the initial tem-
perature of 5 °C to 55 °C. This can be calculated by the heat load
formula:

Guw * Pow * ow " Alyw @

Dyiear = 1000 '

where gy, (I/s) is the hot water consumption, p,, (kg/m3) is the

density of domestic water, ¢, (kJ/kg * K) is the specific heat and
At,,,, is the temperature range required (<50 °C). According to
Equation (4) the power needed to warm up 1.05 m* domestic
water per day is 2.51 kW. For instance, in the study by Sergeje-
va and Laanearu (2013), this situation corresponded to the flow
rate in a public building in Tallinn. The flow rate g,,,, = 0.012 I/s
accounted for 160 working places, 41 sinks and 16 showers. (In
comparison, the energy needed for warming up 1 m? of boiler
water is 58 kWh in the case of the cold and hot water tempera-
ture range of 50 °C.)

4. Functionality of buildings

The functionality of a building is usually determined by the num-
ber of people using the building according to the same daily be-
haviour and purpose. In this study, the three most commonly
used building types are considered: (1) an apartment building,
(2) an office and (3) a shopping centre. These buildings are most
appropriate for on-site stormwater collection for the purpose of
domestic water heating in terms of technological solutions and
infrastructure availability. Daily consumptions of the volumetric
flow rate in the cases of the representative buildings are calcu-
lated from the hot water demand according to Kéiv and Toode
(2010), where data is based on extensive measurements of real
hot water consumption in Tallinn city.

It is important to fix a building’s duty cycle for calculations of
hot water production using rainwater thermal energy. In the pres-
ent study, an approximate method is considered to define a build-
ing’s duty cycle, including main water usage trends in the building.
For instance, in the case of a residential building, the domestic hot
water usage-profile global peak is expected to occur during one
week. According to the available data by Koiv and Toode (2010),
domestic hot water usage in public and commercial buildings
is more smoothly distributed as compared to that in residential
buildings. Also, buildings with large catchment areas allow har-
vesting of more rainwater for longer usage. In the present paper,
the buildings’ duty cycles are determined with a one-week preci-
sion. Three different duty cycles are used for calculations according

Apartment building Office building Shopping centre
Sinks 180 42 46
Showers 90 5 6
Average daily hot waterconsumption, I/s 0.1 0.026 0.054
Duty cycle 1 week 2 weeks 3 weeks
Roof area, ha 0.10 0.36 0.48
Minimum parking lot area, ha' 0.12 0.078 0.78

Note: 1. Parking lot areas for representative buildings are calculated according to parking normative (EVS 843:2003), taking into account minimum parking place area 5

X2.5m?



to the importance of hot water production and the functionality
of the building: (1) one week for the residential building, (2) two
weeks for the public building and (3) three weeks for the com-
mercial building.

4.1. Residential

The representative residential building is an apartment building
with around 90 flats, each of which is equipped with a shower
and sinks (see Table 3). The usage of hot water includes cook-
ing, cleaning, showering, bathing and hand washing. Results of
a recent study carried out by Koéiv and Toode (2010) show that
consumption curves of apartment buildings vary for several rea-
sons. There is a distinct difference in consumption during busi-
ness days, where main consumption peaks occur in the morning
and evening times. During the weekend, the consumption is 1.2
times higher than during business days.

4.2, Public

The representative public building is an office building with
around 200 workers, including a number of showers and sinks
(see Table 3). Hot water usage is mainly due to hand washing
and showering, and, in this case, the building is not designed
with leisure rooms. The overall trend of hot water usage on busi-
ness days is from 8 am to 5 pm, and peak consumption occurs
mostly at noon. Usually, no hot water is used during weekends.
The duty cycle of the office building is two apartment building
duty cycles, representing a reference period.

4.3. Commercial

The representative commercial building is a shopping centre
with weekly visitors of around 50,000, including a number of
showers and sinks (see Table 3). Hot water consumption includes
cooking, cleaning maintenance, showering and hand washing.
An essential difference in consumption compared to the other
type buildings is the usage period, which mainly occurs at noon
and after 5 pm when the business day ends. During weekends,
the water consumption is even greater than on business days.
The duty cycle of the shopping centre is three reference periods.

5. GA problem formulations

The complex system requires guidelines for engineering design
and everyday usage. The integrated system under investigation
consists of (1) the rainwater harvesting area, (2) the stormwater
storage tank and (3) the hot water production system. The aim is
to determine the rainwater and stormwater system parameters

Table 4. Integrated system parameters.
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that guarantee the building’s hot water consumption. The solu-
tion to the proper functioning of the stormwater and domestic
water integrated system depends on a number of parameters
(see Table 4).

The GA is considered herein as a tool to determine two key
parameters of this integrated system during the local rainy season
and in accordance with the building’s functionality: the stormwa-
tervolume in the storage tank (V,, ) and the rainwater catchment
area (S,p.)-

The integrated system model input parameters are rainfall
depth INT, rain temperature T ., hot water consumption q,,
and hot and cold water temperature range At, . The available
heat Q, captured from the stored stormwater is calculated by
Equation (3). The necessary heat @, .. required for hot water pro-
duction is calculated according to Equation (4).

The following simplified approach is used for the performance
of the integrated system:

(1) the stormwater volume in the storage tank is due to the
catchment area and the rainfall depth during the build-
ing's duty cycle;

(2) the rain temperature is due to the air temperature con-
ditions averaged over the building'’s duty cycle;

(3) the stormwater storage tank is filled with non-stratified
water during the building’s duty cycle;

(4) heat pump efficiency is fixed to a constant value of COP
during stormwater temperature depletion in the stor-
age tank;

(5) the building's daily consumption curve volumetric flux
is approximated by its mean value;

(6) the heat exchange due to evaporation from the storm-
water storage tank is isolated by the absence of vents;

(7) the heat losses in drainage pipelines and connecting
systems are not considered in the calculations.

Thus, the efficiency of such a conservative integrated system
is predominantly dependent on rainwater loss in the catchment
area. For instance, the runoff coefficient for the Tallinn sub-catch-
ments varied between 0.19 and 1.00 during the year 2008 rainfall
period (Koppel et al., 2014). In optimizing the integrated system,
the loss in water volume and changes in thermal energy are
uncertainties essentially determining the efficiency parameter
(17) for hot water production.

The integrated system model is based on two variables: (1)
the stormwater volume in the storage tank and (2) the number of
storage tankfillings, X =[V,_., n] (see Table 5). The corresponding
catchmentareais S, =V, (M?)-n-1000/INT (mm).

System energetic optimization is performed as an attempt to
reach the target value (days) of the representative building’s duty
cycle. The problem is solved as the following:

(1) Rainwater harvesting (2) Stormwater storage

(3) Hot water production

INT - rainfall depth, mm Vi — Stormwater storage tank volume, m? @, — necessary heat required for hot water production,
kw

T ,in — rain temperature, °C AT, — stormwater excess temperature, °C G,y — hot water consumption, I/s

S — Catchment area, ha n - number of storage tank fillings Ppy — domestic water density, kg/m?

V..., — precipitated (rain) water volume, m?
M- combined energy parameter, kJ/kg'm?
gy — rainwater density, kg/m?

Py — stormwater density, kg/m?

CSW

Qg —available stormwater energy in storage tank, MWh

- specific heat of stormwater, kJ/kg'K

Cow — specific heat of domestic water, kJ/kg'K
At,,,, — hot and cold water temperature range required, °C
COP - heat-pump coefficient of performance
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Table 5. Integrated model input parameters.

Parameters Apartment building Office building Shopping centre
Duty cycle 1 week 2 weeks 3 weeks
Target value 7 days 14 days 21 days
Rainfall depth variation (mm) 2.89-46.41 9.12-64.13 14.44-84.39
Mean temperature variation (°C) 5.87-18.56 6.11-18.36 5.19-18.21
Heat needed per day (kWh) 502.8 130.72 271.51

Nr of fillings 0.1-10 0.1-10 0.1-10
Tank volume (m?) 10-100 10-125 10-200

C(X) = [028xNn XV, Xp, XC,X AT, X 107°/(24 X D, 5],

where quantity 24 - @ .. corresponds to the energy needed
by the representative building during a day, with unit kWh per
day. Thus, C(X) represents the number of days required to satis-
fy the building’s consumption of thermal energy for hot water
production. For instance, the storage tank size and the number
of fillings for the representative residential building provide hot
water production during the building’s duty cycle of 7 days. The
minimum catchment area of the proposed optimal solution is
determined by the parameters V,, | and INT. The rainfall depth
is represented by an ensemble of averages of rainfalls between
May and October during years 2004-2011 according to the fol-
lowing intervals: one week in the case of the residential building,
two weeks in the case of the public building and three weeks in
the case of the commercial building (see Table 5). The rainwater
temperature is represented by the mean diurnal air temperature
during the building’s duty cycle averaged over a rainfall period
of eight years.

6. Data analyses

Harku meteorological data is used to estimate the short-term
mean values of the temperature and rainfall depth according to
the building’s functionality. Data processing involved averaging
over the eight years for each day during the rainy season. The
buildings’ duty cycles are then used for determining the one, two
and three week duration running averages for the temperature
and rainfall depth for each day of the rainy season. For instance,
the apartment building'’s duty cycle is one week, and thus the
rainfall depth is calculated over the period of seven days (shown
by a dotted curve in Figure 3) using data of the mean rainfall
depth for eight years (shown by a full curve in Figure 3). The
eight-year rainfall depth for the office and shopping centre
(shown by dashed and dash-dotted curves in Figure 3, respec-
tively) is determined accordingly. The stormwater temperatures
for the case of the apartment, office and shopping centre duty
cycles are shown by dotted, dashed and dashed-dotted curves
in Figure 4, respectively. The mean temperature over the eight
years for each day during the rainy season is shown by a full
curve in Figure 4.

7. Results

The availability of stormwater thermal energy for domestic
hot-water consumers depends essentially on (1) the stormwater
heat extraction possibility from a storage tank, (2) the harvest-
ed rainwater convergence in a catchment area and (3) the cost
effectiveness of an integrated system. In the GA algorithm, the

stormwater heat extraction for the number of storage tank fill-
ings per specific building's duty cycle represents the hot water
production days.

7.1. Stormwater storage tank

The stormwater volume in the storage tank in the GA constraints
is allowed to vary within certain limits, which correspond to the
representative building’s location. In Figure 5 the estimated
stormwater volumes needed for the residential, public and com-
mercial representative buildings’ hot water production, respec-
tively, are related to the average temperature and the rainfall
depth during the rainy season, i.e. from May to October, with an
interval of 5 days.

7.1.1. Residential

The GA results in Figure 5a confirm that the stormwater volume
in the storage tank varies between 21 m? (in mid-August when
the rainwater mean temperature is over 18 °C and one-week’s
rainfall depth is 19 mm) and 100 m? (in late October when the
temperature is under 7 °C and the rainfall depth is 16 mm), which
represents the upper limit of parameter V,_ | for the apartment
building. Note that the cumulative expenses in Figure 5a almost
correspond to the storage expenses during the summer months.
Peaks of the stormwater volume during several summer months
in Figure 5a correspond to the storage tank, which is seldom
filled during the building’s duty cycle and, thus, represents a
comparatively expensive solution.

7.1.2. Public

The model results in Figure 5b show that the stormwater vol-
ume in the storage tank varies between 19 m? (in mid-Septem-
ber when the rainwater mean temperature is 15 °C and the two-
week’s rainfall depth is 46 mm) and 125 m? (in early May when
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Figure 3. Daily mean rainfall-depth for years 2004 to 2011. Mean rainfall-depth
averaged over eight years. Calculated mean rainfall-depth over the period: one
week, two weeks and three weeks.
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Figure 4. Daily mean rainwater temperature for years 2004 to 2011. Mean
rainwater temperature averaged over eight years. Mean rainwater temperature
averaged over the period: one week, two weeks and three weeks.

the temperature is under 7 °C and the rainfall depth is under 10
mm), representing the upper limit for the office building.

7.1.3. Commercial

The model results in Figure 5c show that the stormwater volume
in the storage tank varies between 43 m? (in late July when the
rainwater mean temperature is over 16 °C and the three-week'’s
rainfall depth is 51 mm) and 200 m* (mostly in early May when
the temperature is under 7 °C and the rainfall depth is 16 mm),
representing the upper limit for the shopping centre. It is in-
teresting to note that value limit of the stormwater volume in
the storage tank is not approached in October when rain is fre-
quently present.

It can be concluded that the maximum stormwater volume in
the storage tank is generally obtained for colder and less intense
rain periods. Smaller storage tank sizes are obtained for the
months when the rain temperature is high and the rain intensity
is comparatively large, such as June, July and August.

7.2. Rainwater catchment area

The stormwater temperature essentially defines the stormwater
volume that has to be collected from a catchment. The catch-
ment area results from May to October with an interval of 5 days
are presented in Figures 6 for residential, public and commercial
representative buildings respectively.

7.2.1. Residential

The GA results in Figure 6a confirm that the catchment area var-
ies between 0.47 ha (in early August when the rainwater mean
temperature is over 17 °C and one-week’s rainfall depth is 46
mm) and 24.56 ha (in early May when the temperature is 8 °C
and the rainfall depth is 5 mm). It is found that the catchment
area mainly stays in the range of 0.48 ha and 3.50 ha. It was
found that the building’s roof and parking area catchments (see
Section 4.1) are not sufficient to supply the needed rainwater
volume for the integrated system. Also, the integrated system is
cost effective during the period between the end of May and the
beginning of October.

7.2.2. Public

The GA results in Figure 6b show that the catchment area varies
between 0.18 ha (in mid-August when the rainwater mean tem-
perature is over 18 °C and the two-week’s rainfall depth is the

URBAN WATERJOURNAL (&) 7
(@) 250 . r 250
2004 % k200
. o £
150 . s b 150 §
u ;
£
4
. Y
May June July August  September  October
Tank volume Temperature —¥— Rainfall depth
=--=-=-- Storage expenses *++++ Cumulative expenses
(b) 200 , 200
180 1% 180
@
2
=
b}
=3
w”
b}
g
z
€]
s
May June July August  September October
Tank volume Temperature —— Rainfall depth
------- Storage expenses e+e+++ Cumulative expenses
(c) 3504 r 350
00 % b 300
250 Y 250 §
. =
M @
&
3
£
£
0
May June July August  September  October
Tank volume Temperature —— Rainfall depth

------- Storage expenses  ++++++ Cumulative expenses

Figure 5. Optimal tank volume, temperature, mean rainfall-depth and expenses
on dates: 5th, 10th, 15th, 20th, 25th and 30th of the rainy months for (a) apartment
building, (b) office building and (c) shopping centre.

largest, 63 mm) and 7.02 ha (in early May when the temperature
is 7 °C and the rainfall depth is 10 mm). The catchment area stays
under 1.00 ha during the period from June to September (rep-
resenting the cost effective months). The office building’s roof
catchment (see Section 4.2) is sufficient to provide the needed
amount of stormwater for the integrated system during the pe-
riod between mid-July and mid-September.

7.2.3. Commercial

The GA results in Figure 6¢ confirm that the catchment area var-
ies between 0.42 ha (in mid-August when the rainwater mean
temperature is the highest, 18 °C, and the three-week’s rainfall
depth is the highest, 82 mm) and 12.49 ha (in early May when
the temperature is 5 °C and the rainfall depth is 16 mm). It can
be also noted that the average catchment area stays under 1.00
ha from early June to late September. The shopping centre’s
roof catchment area (see Section 4.3) is sufficient to provide the
needed amount of stormwater for the integrated system only in
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Figure 6. Optimal catchment area, temperature, mean rainfall-depth and expenses
on dates: 5th, 10th, 15th, 20th, 25th and 30th of rainy months for a) apartment
building, b) office building and c) shopping centre.

August. The parking area allows the supply of needed stormwa-
ter thermal energy to the integrated system from late June until
the end of September.

It can be concluded that the public and commercial buildings’
roofs are sufficient to provide the needed amount of rainwater
for the integrated system during the hot rainfall period. In the
case of the apartment building, the roof size is a limiting factor.
An additional catchment is needed during the cold rainfall period
or an additional heat source should be used to provide the suf-
ficient amount of thermal energy for the building. However, the
energy could be sufficient for one to four family one-floor houses
because such buildings have more or less the same roof area of a
ten-floor building but reduced energy requirements.

7.3. Cumulative expenses

The GA findings confirmed that June, July and August are the
most efficient months for using the stormwater integrated

system with respect to hot water heating. Both rainwater
temperature and intensity are high during this period, allowing
the use of smaller storage tanks and catchments. According
to the integrated system model, the number of storage tank
fillings determines the volume of stormwater needed for hot
water production. The more frequently a storage tank is filled
during the building’s duty cycle, the smaller the storage tank
size needed. Expenses for rainwater harvesting and stormwater
storage depend on the scale and complexity of the system.
In the present work, a simple parameter, the cumulative
expenses parameter, is introduced. It corresponds to the sum
of two control factors: (1) stormwater storage expenses and (2)
stormwater harvesting expenses. Stormwater storage expenses
are estimated according to the stormwater-volume unit (1.0 m3)
in the storage tank. Rainwater harvesting expenses are estimated
according to the catchment-area unit (0.1 ha). The cumulative
expenses parameter is determined by the formula:

f= Viank/ G + Scaen/ s (6)

where a is the stormwater-volume unit and b is the catchment-
area unit. Parameter f is essentially introduced to determine
the system expenses according to the different GA-calculated
solutions for storage tank size (V,, ) and catchment area (S, ).
The cost effective solution corresponds to the GA solutions in the
vicinity of the Pareto curves in Figure 7.

7.3.1. Residential

The apartment building requires more-or-less stable hot water
production for its inhabitants’ comfort during business days and
a higher flowrate during the weekend. It was found that the
average number of storage tank fillings is in the range of two
and six per the building’s duty cycle (one week). Frequent filling
of the storage tanks enables rapid replacement of stormwater,
guaranteeing continuous hot water production. However, it is
not possible to continuously charge the storage tanks during
the rainfall period from May to October. The results in Figure 7a
indicate that the optimal solutions are most expensive in May
and October when the rainwater temperature is low and a large
number of tank fillings is required. This confirms that, during
the cold rainfall period months, a large amount of stormwater is
needed to provide the building with the necessary thermal en-
ergy. The cost effective optimal solutions are apparent for June,
July and August, when there is a small number of storage tank
fillings.

7.3.2. Public

Hot water is used in the office building during the working time
of business days. The average number of storage tank fillings
is in the range one and seven per the building's duty cycle (two
weeks). Results in Figure 7b indicate that the optimal solutions
are most expensive in early May and in late October. The cost
effective optimal solutions are possible from late May until early
September when the number of tank fillings is over four times
per two-week period.

7.3.3. Commercial

The shopping centre requires more-or-less stable hot water pro-
duction during the day to provide service for customers during
the whole week. Results in Figure 7c indicate that the optimal
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Figure 7. Estimated cumulative expenses parameter (f) for a number of tank fillings
(n) for the, a) apartment building, b) office building and c) shopping centre during
a rainfall period.

solutions are more sparsely distributed on the graph. The stor-
age tank fillings are in the range of two and 10 per the building’s
duty cycle (three weeks). The cost effective optimal solutions are
possible from early July until mid-September when the number
of tank fillings is over five times per three-week period.

Although the rain characteristics do not match with the
building’s thermal energy usage profile, the cumulative expenses
essentially follow the seasonal weather pattern. However, the cost
effective solutions appear in July, August and September, when
the average number of tank fillings is five times per building’s duty
cycle. It can be concluded that the less cost effective solutions are
represented with a large number of tank fillings.

8. Discussion

It is generally accepted that climate changes exert a strong in-
fluence on precipitation with global warming known to result in
an increase in air temperature and water vapour in the atmos-
phere and the overall effect of more frequent, intense rainfall
events (Trenberth, 2011). During the years 2004-2011, annual
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precipitation varied between 326-713 mm in northern Estonia
while annual maximum air temperature varied between 19-26
°C during the same period. It should be underlined that storm-
water has a large heat capacity, and, therefore, city-sized catch-
ment volumes of collected stormwater represent a considerable
potential source of thermal energy. For instance, the total avail-
able heat due to stormwater cooling from a seasonal air temper-
ature down to 4 °C is about 50-137 MW in the case of Tallinn’s
impervious area. In the near future, the growing demand for
energy in urban areas makes extraction of thermal energy from
renewable energy sources inevitable. The usage of stormwater
energy’s potential is favourable for several reasons:

(1) rainfall events have become more frequent over the last

decade;

there is a requirement to collect and store stormwater

locally within an urban area to reduce flood risk;

stormwater heat represents on-site thermal energy for

local users;

(4) stormwater heat is a renewable energy;

(5) the implementation of heat pumping technology for

stormwater heat extraction is feasible;

stormwater storage tanks could be integrated with

SUDS (Sustainable Urban Drainage Systems);

thermal energy reduction reduces biological activity in

the sewage system;

(8) local removal of pollutants allows impregnation of the
stormwater.

2

=

3

=

=

(6

=

(7

=

The GA results of the cold rainfall period require large storage
tanks, which may result out of the hydraulic sizing range of deten-
tion tanks in consideration of reduced space in urban contexts.
However, it should be noted that hydraulically sized tanks and cor-
responding catchments areas (Li et al., 2015) are within the limits
of the GA sized tanks and catchment areas during the hot rainfall
period. A large underground space for stormwater collection in
modern cities is feasible if a number of hydraulically connected
smaller tanks are used instead of one storage tank. It should be
underlined here that the number of stormwater tanks in a city
area should correspond to the number of catchment areas, not
particularly to the number of buildings in a catchment area.

The cost of on-site stormwater facilities is commonly evaluated
on the basis of approximating the total cost based on a single
variable power function of the detention tank volume and the
land area of each tank (see Li et al., 2015). In the case of a rainwater
harvesting system for domestic hot water production, stormwater
treatment expenses according to catchment area should also be
included. The GA calculated stormwater volume (corresponding
to storage expenses according to a stormwater-volume unit) deter-
mines the cost of storage tank(s), installation, land use, etc. The
catchment area (corresponding to harvesting expenses according
to a catchment-area unit) is related to the cost for stormwater
drainage into a city’s sewage system. However, the removal of
chemicals is required when stormwater is impregnated on-site.
Sediment removal is considered in the stormwater system by
using facilities such as sediment traps, etc. Also, the elimination
of bacteriological contamination in large water volumes needs
chemical or physical disinfection. The inclusion of cumulative
expenses in the management cost is not considered herein since
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the selection of the final design for the integrated stormwater sys-
tem for domestic hot water production will largely depend on the
local economic conditions and the decision-maker’s preference.

9. Conclusions

This study proposes solutions for the optimal collection of storm-
water for maximizing the usage of stormwater absorbed heat in
different building types. Stormwater collection and the domes-
tic water heating system is optimized for two key parameters
and targeted according to a building’s hot-water consumption
days. The GA targets correspond to the integrated model system
duty cycles according to the importance of hot water production
and the functionality of buildings.

The stormwater heat extraction equation is combined with
the domestic hot water heat-load formula to determine the days
representing target periods for the different buildings. It is consid-
ered that the hot water consumption of a building determines the
required heat load while the rainfall intensity over an urban catch-
mentand air temperature define the thermal energy of stormwa-
ter available for usage. The ratio between rainwater volume in a
catchment and stormwater volume in a storage tank determine
the number of tank fillings required during a building’s duty cycle.
The overall established relationships between fixed parameters
and variables of the integrated system are solved using GA to
satisfy the hot water demand of a building under specific limits
for the stormwater volume in a storage tank and catchment. The
ratio of time scales of stormwater heat extraction from a tank and
the rainfall return period are expressed virtually by the number
of stormwater tank fillings required during a building’s duty cycle.

The GA findings for stormwater volume and catchment area
for different building types vary on a large scale during the rainfall
period. The minimum tank volume can be 21% of the limiting vol-
ume in the case of the apartment building, 15% in the case of the
office building and 20% in the case of the shopping centre inTallinn.
Similarly, the smallest catchment area can be 11% of the limiting area
for the residential building, 1.4% for the public building and 3.2% for
the commercial building. The large values of storage tank size and
catchment area characterize the driest months with low rainfalls and
moderate air temperatures (e.g. April, May and the early June), as well
as months with moderate precipitations and lower air temperatures
(e.g. October). Usually, months with higher rainfall totals and higher
air temperatures (e.g. July, August and early September) result in a
small tank size and catchment area. We note here that this may be in
contrast with the ordinary use of a rainwater harvesting system that
is to save potable water from the mains. During the period from late
May to early September when the daily mean temperature is above
10 °C, mean tank size and catchment area remain below 65% and
14% of the limiting values for residential buildings, 48% and 14%
for public buildings, and 62% and 12% for commercial buildings.

The Pareto solutions, with maximal stormwater heat usage,
are calculated for the buildings separately. The heat extraction
for the hot water production of the different buildings repre-
sents the number of stormwater storage tank fillings well. The
cumulative expenses analyses of the integrated system solutions
consider the seasonal pattern. There is less cost for needed infra-
structure for small tanks and catchments if high intensity and
temperature rainfalls exist. However, additional expenses for
domestic water heating are expected in the case of a lack of

stormwater thermal heat. Stormwater heat extraction for build-
ings depends on the decision making process that considers
the available catchment area and the possibility to use a nearby
storage tank. Hot water production from stormwater is feasible
in the case of a building that has a large catchment area, where
flood risk is an important issue and more-or-less stable hot water
consumption exists. There is great potential for the application of
the integrated stormwater system for thermal energy extraction
in urban areas.
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