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A B S T R A C T

The main focus of my doctoral studies has been the work made to design and
build a novel type of semi-immersive Virtual Reality (VR) system for scienti�c

visualisation, and the implementation of software that could take advantage of its
advanced features. The need for building a Virtual environment (VE) system was
indeed strongly connected with the analysis of a 3D physical system, steel �bre
reinforced concrete (SFRC), formed by mixing of concrete matrix with short steel
�bres.

Semi-immersive multi-screen VE present two main problems: they require a
large amount of space in order to provide a reasonable size visualization sur-
face (due to the projectors throw distance) and they are still very expensive. That
makes them a tool hardly a�ordable to many research institutions.
The existing software that can be used for the analysis of SFRC su�ers similar
drawbacks. They are mostly commercial software with undisclosed algorithms.
The researchers face the choice to either acquire expensive licenses of software
that cannot be modi�ed to ful�l speci�c needs, or have the analysis performed by
third parts with fees. The few non commercial ones usually tend to lack �exibility
on the type and quality of the data they can process, they need the user interac-
tion along the process or have very long processing times (up to three hours for
a single dataset).

This work’s answer to the above mentioned problems are the following ones:

• The design and building of the Kyb3, a VE representing a unique combina-
tion of displaying surface, occupied space and costs.

• The development of the algorithms and the software implementation of
a fast, e�cient and open source tool for the automated analysis of �bres
orientation in SFRC X-ray tomography samples (µTAnS-�b).

• The design and implementation of a VR-ready software to visualize the be-
havior of �bres orientation tensors during SFRC Computational Fluid Dy-
namics (CFD) simulation castings, through the use of 3D superellipsoidal
glyphs (A.C.T.I.V.E.) .

The VE was necessary as a platform where to both develop and visualize partial
and �nal results of the software. The �rst task that we undertook was therefore
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to design and build one.
In order to have a system that could attract interest on an international ground
with its novelty, we decided to design it focusing on obtaining a unique ratio of
display surface size, occupied space and costs. The development of our VE, the
Kyb3, is described in detail in Publication I and was awarded with a Best Paper
Award in the VARE2013 Conference in Tenerife (Spain).

To perform �bres orientation analysis on SFRC X-ray tomography scans we de-
veloped the algorithm and software, µTAnS-�b, that we presented on Publication
IV. The aim was to obtain a powerful and fast tool for the automated analysis of
the samples that could also provide data for the 3D visual inspection of the res-
ults.
Through the whole development of the software we used the Kyb3 as a visual
debugging platform for the process partial and �nal results. The decision paid o�:
the �rst results, initially di�cult to decipher numerically, turned out, once visu-
alized, to be displaying a set of additional information describing features of the
�bres orientation usually neglected by the traditional analysis methods.
The contribution of visual feedback to the success of our development process of
the software is presented in Publication II.
The software results were validated both numerically and visually: we compared
the resulting tensor data with that obtained from an existing method (skeleton-
isation) on the same large batch of datasets and we displayed them on the Kyb3.
Researchers specialized in complex materials analysis could then inspect the res-
ults and con�rm their validity.
The algorithm performed in the expected way, providing the results anticipated,
new information about �bres orientation (described later in this dissertation) and
in certain cases an even higher precision than the skeletonisation approach. The
computational times have been cut down to less than one sixth compared to the
previous method and no additional intervention from the user is required during
the process.

To further extend our set of software related to complex materials analysis, we
designed and developed a second tool able to work on VE s: A.C.T.I.V.E (see Pub-
lication III). Focused on the visualisation of SFRC research as well, the software
uses superellipsoidal glyphs to visualise the �bre orientation tensor behaviour in
CFD simulations of SFRC during casting time. Its portability and scalability allow
it to run both on standard desktop computers and on more complex VE like the
Kyb3.
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A N N O TAT S I O O N

Käesolev doktoritöö käsitleb uudse visualiseerimissüsteemi (Virtuaalse
Reaalsuse - VR) projekteerimist ja vastava tarkvara arendamist. Vajadus tao-

lise süsteemi loomiseks tekkis konkreetse kolmemõõtmelise (3D) füüsikalise
süsteemi analüüsil, mis vajas visualiseerimist. Füüsikaline süsteem on perspek-
tiivne ehitusmaterjal teraskiudbetoon, mille põhikomponentideks on betoonmass
koos lühikeste teraskiududega asendamaks traditsioonilist metallarmatuuri. Kiu-
dude orientatsiooni määramine senituntud meetoditega on osutunud väga tü-
likaks.
Eksisteerivad VR-süsteemid on väga suurte mõõtmetega, kuna kasutatakse suuri
projektoreid ning vastav litsentseeritud kommertstarkvara ei luba paindlikkust
andmete töötlemiseks. Seetõttu seati doktoritöö eesmärgiks arendada uus süsteem
(nimega Kyb3), mis kujutab endast unikaalset väikesemõõdulist seadet minimaalse
hinnaga. Seade pidi võimaldama automaatset kiudude orientatsiooni
määramist teraskiudbetooni skaneeritud katsekehadel ja sellega seoses ka vas-
tavate algoritmide ja vabavara väljatöötamist. Kiudude rivistustensorite määra-
mine vajas spetsii�list arvutusdünaamikal põhineva algoritmi väljatöötamist,
mille baaselementideks valiti 3D superellipsoidaalsed glüü�d.
Uuringud algasid vastava VR-süsteemi väljatöötamisega vastavalt doktoritöö ees-
märkidele. Süsteemi Kyb3 on kirjeldatud publikatsioonis I, mis sai ka parima
artikli auhinna rahvusvahelisel konverentsil VARE2013 (Hispaania). Kiudude
orientatsiooni analüüsiks skaneeritud katsekehadel on konstrueeritud algoritm ja
vastav tarkvara (µTAnS-�b), mida on kirjeldatud publikatsioonis IV. See
võimaldab saada ka andmeid tulemuste 3D visuaalseks kontrolliks. On oluline, et
just visuaalne kontroll võimaldas saada täiendavat informatsiooni kiudude
orientatsioonist, mis traditsiooniliste meetoditega ei õnnestunud. Taolise visuaalse
tagasiside olulisust on kirjeldatud publikatsioonis II, kus võrreldakse numbrilist ja
visuaalset analüüsi saadud tensorväljades, kasutades nende võrdlemist
väljatöötatud seadmes Kyb3.
Tarkvara arendamise lõppfaas oli pühendatud andmete �ltreerimise ja töötlemise
parandamisele, arvutuste optimeerimisele ja saadud tulemuste võrdlemisele
skelettalgoritmi rakendamisel saadud tulemustega. Väljatöötatud uudne algoritm
lubas leida ka lisainformatsiooni kiudude orientatsiooni kohta ning omas mõnel
juhul isegi suuremat täpsust kui skelettalgoritm. Oluline on aga suur võit
arvutusaegades (kuni kuus korda).
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Doktoritöös saadud tulemused on visuaalselt valideeritud Kyb3 süsteemil koos
mikrostruktuure uuriva teadusrühmaga TTÜ KübIs. Selle uuringu tulemusena
valmis rakendus A.C.T.I.V.E. kompleksstruktuuriga materjalide analüüsiks, mis on
rakendatud loodud VR-süsteemis (vt publikatsioon III). Siin on originaalse ideena
kasutatud superellipsoidaalseid glüüfe, mis visualiseerivad teraskiudbetooni
valamise käigus tekkivaid dünaamilisi muutusi. Vastav tarkvara võimaldab seda
kasutada nii standartsel lauaarvutil kui ka virtuaalkeskkonnas Kyb3.
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The interdisciplinary nature of my chosen subject, Scienti�c Visualization,
led me, through the years of my PhD studies, to encounter and deal with a

wide variety of topics.
In order to achieve the �nal goal, it not only became necessary to acquire a good
mastery of all of them, but it also implied the need to develop the understanding
of how they could be synergistically merged together in order to maximize the
results.
This implies therefore that this dissertation not only aims at describing the single
modules involved, but also at giving a model of the interdisciplinary method em-
ployed. Throughout this whole process, subjects apparently disconnected from
each other where developed and used together to enhance the results. This gran-
ted not only improvements in the whole project, but also granted me a personal
wider understanding of its separate components.
Developing an algorithm (and its software implementation) able to perform the
automated analysis on a speci�c type of complex material, SFRC by granting an
e�ective visual feedback to the user, required at �rst to familiarize with the multi-
tude of separate subjects involved. This introduction aims at granting the reader
a shallow but su�cient background knowledge of most of them, in order to better
understand why and how they were used.
In summary, this dissertation represents a concise overview of the work per-
formed during my doctoral studies and its scienti�c outcomes. In order to ex-
amine in further depth the methodologies employed, the results obtained and the
background information of the speci�c topics, the reader is invited to consult the
appended publications.
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1
I N T R O D U C T I O N A N D S TAT E O F T H E A R T

1.1 motivation and contribution of this work

As we already introduced in the abstract, this dissertation is about sci-
enti�c visualization applications using VR systems in the research �eld of

complex materials analysis, in the speci�c case, SFRC.
This introductive chapter clari�es the motivation and contribution of our re-

search, the outcomes in terms of algorithms and software developed and the re-
lated conference presentations. It also provides the background information ne-
cessary to full understand the work done by o�ering a summary of the three main
topics involved: Scienti�c Visualization, Virtual Reality and Steel Fibre Reinforced
Concrete.

1.1.1 Motivation of the research

The fundamental problem faced by our speci�c choice of topics was related to the
nature of multi-screen semi-immersive VE. In order to grant a reasonably large dis-
play surface, these systems tend to require large amounts of space and their cost
easily reach the hundreds of thousands of euros. What we wanted to have in our
research group additionally, was not only a visualization system speci�cally made
to display our research data, but also a system that could become a prototype to
develop additional VR-oriented research.

The software tools to analyse and display the results of research on SFRC, showed
even more complex problems in terms of �exibility of use (a more detailed over-
view of the existing ones is presented in section 1.6). The most e�ective ones
are expensive, commercial suites with undisclosed and unmodi�able algorithms.
That means they can be used as a tool, but o�er no insight or understanding in
what they do and how they do it. The alternative of relying on third part services
presents the same drawbacks.

1



introduction and state of the art

What we wanted was a �exible tool with open source code, that could be modi�ed
to expand its features while the research on the topic progresses and new areas of
interest arise. The existing open access ones (described more in detail in section
1.6) present additional problems. They are �rst of all often very slow (to analyse
a single sample they require approximately 3 hours, at least where timing was
mentioned), they take into account well prepared and noise-free datasets (that is
unfortunately rarely the real case) and often lack important features as the detec-
tion of partially cut or touching �bres.
Moreover, there are features of the �bres that contribute to the material prop-
erties of SFRC, as for example the hooks shapes, that are mostly ignored by the
existing software.

The work done and presented in this dissertation addresses the above mentioned
problems and merges the solutions together in order to highlight the bene�ts of
VR visualization on the research on complex materials.

1.1.2 Contributions of this research in the �eld of Virtual Reality

Explained in further detail in Chapter Chapter 2, we can summarize this work
contribution on the VR topic with the construction of the Kyb3 VE in:

• The Kyb3 presents a unique ratio displaying surface/occupied space: ap-
proximately 2.7m2 of visualization area distributed over 3 screens, in a total
occupied space of only 2m×1.7m×1.9m.

• Despite the contained size, the Kyb3 features all the attributes of the largest
full-sized CAVE-like [6] VE: multiple screens perpendicular to each other,
passive 3D stereoscopy, six degrees of freedom (6DOF) user tracking and
interaction and space-saving mirror system for projections.

• Due to the complete design, construction and software implementation dis-
closure, the Kyb3 is a fully reproducible system.

• With all the above mentioned features, and a total cost of approximately
30.000 euro, it represents one of the most a�ordable systems of its kind.
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1.1.3 Contributions of this research in the �eld of Analysis and visualization of
microstructures materials

The contributions related to the analysis and visualization of complex materials
are summarized in the algorithms and the implementation of the two tools we
developed:

• Fibre orientation analysis in SFRC X-ray tomography scans, explained in
detail in Chapter Chapter 3.

• Superellipsoidal glyphs-based visualisation of SFRC CFD simulations cast-
ings, detailed in Chapter Chapter 4.

To o�er the reader an overview of the results obtained, we present here a list
of the contributions for each of them.

Anaysis of �bres orientation on SFRC X-ray tomography scans.

• Automated analysis of �bres orientation in SFRC.

• Short computational times (Approximately 1/6 of the other existing meth-
ods where timing was available).

• Automated separation of touching �bres.

• Capability to �lter and analyse even very noisy datasets.

• Data on the contribution of the hooks to the physical properties of the ma-
terial in its uncracked state.

• Ability to process overnight large batches of datasets without need for user
interaction.

• Numerical results (tensor data) and 3D visual data for VE visualization out-
put.

• Released under open source license.

Superellipsoidal glyphs-based visualisation of SFRC CFD simulations castings.

• Computes CFD simulations of SFRC casting and visualizes them dynamically
using superellipsoidal glyphs to display and highlight the �bres orientation
tensors.

• Portable and scalable, can be executed on traditional desktop computer, im-
mersive and semi-immersive VE.

3
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• Extremely optimized to display animated simulations of large amounts of
data also on low-performances systems.

• Full control of the visualization parameters and tools to allow in-depth in-
spection of the data.

• Released under open source license.
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1.2 released software

The following software has been developed during the course of the work de-
scribed in this dissertation and has been released publicly under open source li-
cense :

WintrackerIII Vrpn Server – a driver-less Virtual reality peripheral network
(VRPN) server for the Wintracker III electromagnetic tracker. The server has been
merged into the main trunk of VRPN and is now part of the o�cial download.
Available on http://www.cs.unc.edu/Research/vrpn/

µTAnS-Fib – a cross platform tool for the automated �ltering and analysis of
hooked �bres orientation in SFRC x-ray tomographies. This open-source software
constitutes the implementation of the algorithm developed in the dissertation and
produced the results explained in Publication II and Publication IV. Available on
GIT repository : http://bitbucket.org/VisParGroup/utans-�b

A.C.T.I.V.E. – a scalable tool for Virtual Reality visualization of superellipsoid-
based glyphs depicting the orientation equation of SFRC �bres during a CFD cast-
ing simulation (see Publication III). The software uses VRUI as framework and is
therefore equally suitable for desktop or VR systems. This software would have
not been possible without the gratefully acknowledged contribution of Marcel
Padilla and Micheal Krause.
Available on GIT repository : http://bitbucket.org/VisParGroup/active

1.3 conference presentations

The results of our research work have been presented at the following confer-
ences:

• Santa Cruz de Tenerife (Spain) - Virtual and Augmented Reality for Educa-
tion - VARE 2013

• Lecce (Italy), Salento Augmented and Virtual Reality - AVR 2014, Co-author.

• Tallinn (Estonia), Baltic Electronic Conference - BEC 2014

• Rakvere (Estonia), ICT Doctoral School - ICTDS 2014

• Bremen (Germany), EUROVR 2014, Co-author.
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Figure 1.1 – Gibb’s thermodynamic surface of 1873, realized by James Clerk Maxwell in 1874

1.4 scientific visualization

The incredible evolution witnessed during the last century in all the sciences went
hand in hand with an increasing complexity and size of simulations and data.
Already in 1874, by sculpting in clay the famous Maxwell’s thermodynamic sur-
face (depicted in Figure.1.1), James Clerk Maxwell forecast the needs that would
have developed in the years to come: the �rst scienti�c visualisation 3D model
was born. Given the predominance of Vision among the human sensory inputs,
a complete visualisation of a problem quali�es as an invaluable starting point to
stimulate the user through the three separate levels of comprehension: present-
ation, understanding, and prediction. Vision’s purpose is to smoothly introduce
the user to the �rst one, Presentation. It must indeed communicate the data to
the user in a way that is easy and fast for him to assimilate. During the last dec-
ades traditional visualisation techniques became obsolete in a majority of cases,
or simply not su�cient any more to grant a valuable visual understanding of the
processed datasets.
Simultaneously to powerful computational machines becoming able to perform
more and more complex simulation in shorter times, new graphical algorithms
and hardware began having an always growing importance in order to support
all the scienti�c �elds requiring visualisation features.
Due to the interdisciplinary nature of this visualisation, graphics algorithms mixed
with the need for extreme optimisation and with the speci�c requirements of the
addressed scienti�c �elds. Its growth interwove with natural sciences in such a
way to create a new unique branch of information technology: Scienti�c Visual-
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isation.

This discipline specialises in solving visualisation problems in the three dimen-
sional space for all the �elds of sciences that might manifest the need.
By granting the possibility for visual inspection of the data (geometry) and re-
lationships (topology), a whole new range of opportunity arises for the analysis
of what would otherwise be presented as an enormous �ows of numbers only.
Hidden features and unexpected behaviours can be discovered more easily and
faster, while validation and disclosure of results becomes more accessible for re-
searchers, teachers and students. By merging aspects of scienti�c visualisation,
information visualisation and automated data analysis, the progress of several
studies belonging to the most diversi�ed research areas has been boosted by sev-
eral factors of magnitude.

Among the most interesting examples that we met during our research we �nd
the superellipsoid-based visualisation techniques for liquid crystals alignments
[17] the tensor visualisation for MRI imaging analysis [50]; Crusta, the virtual
globe application able to enable immersive virtual �eld work using high resolu-
tion earth models [4] or the complex but extremely interesting 3D visualisation
and interpolations of fractal surfaces [52].
Scienti�c Visualisation is a �eld in constant evolution, its pace being dictated by
the innovation pursued by other scienti�c branches, in constant need for new
techniques to display newly formed theories and data.

1.5 virtual reality

The fundamental drawback of classic 3D graphics (i.e. volumetric data, mesh visu-
alisation, etc.) is due not to limitations in power of hardware and software, but
to the nature of the compromise that was considered the only possible paradigm
in displaying 3D data: the outcome was always presented on a 2D surface, the
display [19].
This represented for years an insurmountable obstacle to the constant attempt of
visualisation researchers to make the interaction with the data more and more
natural, with the ideal aim of obtaining a quasi-real �nal result.
By evolving the visualisation and the interaction with the data into a natural
process, it is possible to maximise the e�ciency while minimising the discomfort
caused to the user by being put in contact with an environment too complex to fa-
miliarise with. The earlier approaches to dissolve the unnatural interface between
man and 3D environment constituted by the display and the traditional interac-
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Figure 1.2 – A semi-immersive multi user CAVE system at the Machine Construction faculty
of the Chemnitz Technical University

tion devices (as the mouse (invented in 1960) or the keyboard), followed the input
of sci-� literature in the early 80s, and focused on HMD.
Although the possibility of granting a complete immersion in the simulated data-
sets and sceneries by occluding the visual of the real world to the user seemed
initially to be the ideal choice, the technology of the time had not reached a suf-
�cient development level. The topic gradually faded from the public spotlight.
At the same time, though, researchers did not abandon it at all, focusing instead
on a di�erent approach, semi-immersivity. Conceived with a less commercial ap-
proach, the �rst Virtual Environments of this kind, pioneered by the Cruz-Neira’s
Cave Automatic Virtual Environment (CAVE) (depicted in Fig.1.2) [6] at the Uni-
versity of Illinois in 1992, became huge room-sized systems. Extremely expensive
and with large space requirements, the CAVE and its evolutions were anyway the
ones that set the path to research in the �eld of Virtual Reality for the last 20
years.
Due to the large costs of building a CAVE, it was only a few research institutes that
began �rst building room-sized CAVEs, and from there to using them on Scienti�c
Visualisation applications, the step was an obvious one.
In the last ten years, though, the prices of the hardware necessary to run a VR
system have decreased quickly, and that allowed a new decision: either spend the
same amount of money as before and build systems tens of times more powerful
than their ancestors (in performances, resolution, features, etc.) or to build smal-
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Figure 1.3 – Latest customer market VR devices, Virtuix Omni multi-directional treadmill,
Oculus Rift HMD and STEM wireless user tracking device

ler systems with very limited budgets.
In the second case, obvious compromises have to be accepted, but on the wave of
the latest VR devices (depicted in Fig.1.3), like Oculus Rift,STEM Tracking system
or Virtuix Omni, VR is �nally on the verge of entering, at least on a single-user
level, the fully accessible customer market.

1.6 steel fibre reinforced concrete

SFRC is a modern cementitious composite material made of aggregate, cement that
incorporates discrete discontinuous �bres. SFRC is bound to gradually substitute
the traditional metal bars or grids reinforced concrete for several applications in
the construction industry.
The need to reinforce concrete arises from the nature of the material itself. By
being brittle, with a low tensile strength and low strain capacity, concrete needs,
in order to perform properly, a way to bridge the micro cracks that propagate in
its structure.
That method is represented, in the speci�c case of SFRC, by a certain amount of
steel �bres with hooked ends, 50 mm long and 1 mm thick, mixed in the concrete
(see Fig.1.4).
Their presence is therefore important in order to improve the mechanical prop-
erty of the material. They help the concrete in bearing part of the tensile stress
and chemically and mechanically transfer the remaining part to more stable re-
gions of the matrix. Multiple factors in�uence the e�ciency of the �bres: shape,
volume fraction, aspect ratio, their surface properties and orientation [43].
As the orientation distribution of the �bres within the matrix is non uniform, the
properties of the system often tend towards anisotropy. A number of investiga-
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Figure 1.4 – A hooked-ends steel �bre

tions though [13],[53],[27], have been demonstrating the strong in�uence that
the orientation has on the material properties.
One of the most in�uential causes of isotropic orientation, is for example the so-
called "wall e�ect", i.e. the in�uence of the bounding mould in generating nearby
regions of �bres with dominant orientations.
Due to such a variety of di�erent mould shapes and casting conditions and meth-
ods, non-destructive testing becomes a necessary approach in order to identify
the relations cause-e�ect that generate speci�c �bres orientation. Such a know-
ledge represents an invaluable asset in order to improve the existing industrial
techniques and machines and properly train the construction workers.
The state of the art of the research on SFRC, focuses nowadays on non destructive
analysis methods. This approach, considered to be the ideal one as it preserves
the internal state of the concrete without any intervention that might in�uence
it, has been developed by several research groups through the use of di�erent
techniques.

The majority though, employed the same approach (even if with slightly dif-
ferent equipment) in order to acquire the data from the SFRC: x-Ray tomography
[39], [43], [47].
Through a computed tomography (CT)/micro-CT scanner, the samples of concrete
are scanned and reconstructed to be later analysed through specialised software.

Among the disclosed analysis techniques, the most recent ones are :

• The �bre skeletonisation approach developed by a collaboration between
the Institute of Cybernetics of Tallinn University of Technology (Estonia)
and the Helsinki University (Finland) [43]. This method is based on recon-
structing each �bre skeleton and determining its orientation value.

• The method presented by the researchers of the Department of Civil Engin-
eering of the University of Burgos (Spain) [47] that employs linear regres-
sion for each �bre in order to extract its orientation data.
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Other approaches have also been developed without the use of x-Ray scan-
ners, for example DC-conductivity based [8], AC-impedance based [31], magnetic
methods [11] and slicing photometry [8], [42].
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2
V I R T UA L R E A L I T Y - T H E D E S I G N A N D B U I L D I N G O F T H E
K Y B 3 V I R T UA L E N V I R O N M E N T

In the previous chapter we introduced VR as a more natural and articulate
way of interacting with the data. A wide amount of scienti�c work revolves on

the correct understanding of multivalued data. Correlations among those values
can often be spotted and then further investigated more easily through human dir-
ect inspection. The human vision system, often able to beat the most advanced
algorithms in the detection of visual patterns and anomalies, grants the scientists
an incredibly fast method to peek into hints that often lead to further research
developments [46].
Visual inspection, as introduced in section Chapter 1 provides the user with a
quick means to narrow down research so as to address speci�c areas or beha-
viours in the data.

This chapter will �rst introduce the reader to the multifaceted aspects of VR
and then descend into the details of the design choices and implementations, both
hardware and software, that lead us to the construction of the Kyb3 VE.

Since its �rst appearance,the study of VR impact is based on the two main con-
cepts that describe how the user is a�ected physically and psychologically by the
surrounding VE: Immersion and Presence.
Immersion is the factor that arises from the physical con�guration of the VR sys-
tem and from its user interface. According to how much the VR scene "wraps" the
user, the systems can be classi�ed as immersive (HMD), semi-immersive (CAVE-
like VEs) or non-immersive (desktop environments).
A more subtle and more di�cult to de�ne factor is the sense of presence that the
system manages to transmit to the user. Currently the subject of several ongoing
researches, presence is generated by a mix of still partly unknown stimulations of
the brain and grants the user the illusion of really being in the VE. The higher the
amount of presence, the more the user will behave and feel in the VE as if being
in a similar real-life situation.
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This has not only been a reason why several researchers are currently employing
VR as a method to treat phobias and other mental dysfunctions, but also one of
the governing factors that motivate our full research. From the naturalness with
which the user can interact with a 3D VR scene, arises several of the bene�ts to
visualization that we depicted in section Chapter 2 [15].

Some years ago, in 2012, VR had not yet entered the spotlight with customers
devices as it happened during the last year. Despite that, a large number of insti-
tutes and companies all over the world already bought or built their own expens-
ive room-sized VE. Most of the European largest car companies such as Mercedes,
VW and BMW already have built, in the last 4-5 years, semi-immersive CAVE-like
systems, employing them both in the design, testing and customer presentation
of their products.
In Germany, the Leibniz Supercomputing Centre (LRZ) and the RWTH Aachen
University already owned two of the largest VE in Europe and were developing
their technology for several years. The European Space Agency (ESA) built its VR
Theater in 2004, while NASA is employing an ever growing variety of room-sized
and personal VR simulators since the appearance of the �rst CAVE system.
The common trait that the above-mentioned institutions have in common is the
large availability of money and space: two among the most critical factors for the
development or acquisition of a large multi-user VE.
Upon my arrival in Estonia nothing had been done yet until that moment in the
country in the �eld of VR, and that o�ered a unique chance.
Being the �rst attempt at VR in Estonia, and having decided that the only way
that could have really started research in that direction was to design and build
the whole system by ourselves at the Institute of Cybernetics, we realized that
we had to begin with small steps. A room-sized CAVE-like system worth several
hundred thousands of Euro was out of the question and would not have made
much sense.
The aim was to conceive a VE that could carry out multiple objectives according
to a number of speci�c needs and constraints.
We therefore decided to design a system that:

• Was budget and space-contained and run exclusively with open source soft-
ware, in order to design an a�ordable and easily accessible visualization
tool.

• Had, on a smaller scale, all the features of a room-size VE: 3D stereoscopic
visualization through projector-mirrors system, multiple screens in a corner-
like setup (i.e. at least 3 screens) and full 6DOF user tracking and interac-
tion.

14



2.1 building the kyb3: projectors and mirrors

• Could be used in multi-users Scienti�c Visualization.

• Was �exible enough to be used in a variety of other applications �elds like
Medicine, Cultural Heritage or Engineering and Design.

The above mentioned choices dictated the whole design process and all the de-
cisions we made, as explained in Publication I.

In order to better understand the nature of the Kyb3 and its peculiar character-
istic, it is necessary to go more into detail through its separate components. This
will grant the reader not only a better understanding of the VE itself, but also
a semi-complete guide on how to design a similar system. We will now narrow
down each of the following subsections onto the components of the Kyb3:

• Projectors, Mirrors (Section 2.1)

• Circular polarization-based 3D Stereoscopic Vision (Section 2.2)

• User tracking (Section 2.3)

• Frame and screens (Section 2.4)

• Software infrastructure (Section 2.5)

2.1 building the kyb3: projectors and mirrors

Ever since the Cruz-Neira CAVE [6], VR researchers realized that using direct pro-
jection to generate the images from the beamers implied too large a waste of
space.
This became even more relevant to the speci�c case of a room-size CAVE-like sys-
tem, where each screen side is usually between 2.5 and 3 meters, whereas a direct
projection would have implied a necessary throw distance of at least 5-6 meters
for each wall, that summed all together and taking into account the 3m× 3m
area of the CAVE would have meant the need for a 15m× 15m room, folding the
projector beam through the use of mirror surfaces halved that space requirement.

In our speci�c case, the space constraint was even tighter, and we had to take
some speci�c measures in order to achieve a large enough projected image while
minimizing the required throw range.

The only viable option o�ered by the market, in order to achieve a large im-
age with a short throw distance, were the so-called Short-throw projectors. The
selection narrowed further because of the requirements described in section 2.2,
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Figure 2.1 – Projectors and mirrors setup in the Kyb3

that forced us to exclude LCD Projectors, whose light is inherently polarized and
would therefore con�ict with the stereoscopic e�ect [36].
A search on the best compromise of quality and price led us to the choice of the
Acer S5201B Digital light processing (DLP) model.
With a 1024× 768 resolution, 3000 ANSI lumen of luminosity, a throw range that
allows to project a 1.3m× 1m image from a distance of approx 0.9 m and an eas-
ily accessible price of approx 700 euro, this model was a perfect �t to our speci�c
needs.

The sum of throw range plus the length of the projector though, was reaching
a total length of approximately 1.5m and that was far too high for us to stick to
our space constraints.
We therefore resorted to the above mentioned mirrors-based system (depicted in
Fig.2.1). For each pair of projectors, a single mirror was set up. With a 100% dis-
tortion free image and an almost perfect re�ectivity, the professional foil-based
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mirrors where the only choice.
Able to preserve the polarization and granting a much higher re�ectivity than
traditional glass-coated ones, these mirrors consist of a thin re�ective foil tensed
on top of an aluminium structure. They are extremely fragile and prone to acci-
dental damage; but represent the only possibility for a �awless projection.
For the projectors to be able to cast such a large image with such a short distance,
their lenses have to be strongly round-shaped, in order to "spread" the image onto
a larger surface. This is the main advantage of short throw projectors, but it gen-
erates additional problems in their setup.
Each slight movement of the projector indeed, be it a translation or a rotation, has
very large repercussions on the cast image; this is easily cause for unwelcome de-
formations of the image.
Additionally, the customers market projectors, di�erent from the professional
ones, often tend to have an imprecise projection beam alignment, i.e. it is not
uncommon that two identical projectors, with the exact same settings and pos-
itioning, generate slightly di�erent images on a surface at exactly the same dis-
tance.
Due to the above mentioned characteristics of the hardware and the Stereoscopy
requirements described in section 2.2, even with the �ne tuning structure we built
(see section 2.4) the precise alignment of each pair of projectors required no less
than 20-30 hours of two people’s work.

2.2 building the kyb3: circular polarization-based 3d stereo-
scopic vision

With its spread on the customer market with 3D movies in the cinemas and 3D
televisions, stereoscopic vision is nowadays a quite well renowned topic.
Di�erently from the projection of a video stream on a single display though, em-
ploying stereoscopy on a multi-screen interactive system has a variety of addi-
tional factors to be taken into account while deciding for the exact techniques to
be used.

The fundamental concept behind 3D visualization is stereoscopy. Based on the
exploitation of the anatomical properties of the human vision system, stereoscopy
provides each eye with a separate 2D image, taken from the same angle and per-
spective from which that eye would be looking at the scene.
This results in two images, only slightly di�erent from each other, but produced
in a reliable approximation of how human eyes process the visual information in
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the real world.
By feeding the brain the two separate images, the stereoscopic device takes ad-
vantage of the binocular vision of the user [34], in which the simultaneous per-
ception and consequent fusion of them during the brain processing result in the
perception called Stereopsis [35], i.e, the perception of depth and 3-dimensional
structures in space.

The two main approaches in stereoscopy are divided into Active and Passive.
First appearing in 1986 [45] the active stereoscopy approach, also called altern-

ate frame sequencing mode, is based on displaying the images by alternating the
one from the left eye and the one from the right eye while simultaneously block-
ing the vision on the eye not in use for a given frame.
This process is usually achieved through Liquid-crystal display (LCD) shutter glasses
that rapidly darkening one of the two eyes at a time, while the projector beams
the alternate images.
A timing device is usually in charge of controlling the synchronization between
the shutters and the refresh rate of the projected image.
In order to produce the alternated images stream �awlessly, so that the user’s
eyes will not perceive any �ickering, projectors and monitors for active stereo
need to perform at at least 120Hz.

Passive stereoscopy on the other hand, uses the evolution of an even older
approach, the red-cyan anaglyph invented by Wilhelm Rollmann in Leipzig, in
1852, to deliver the stereoscopic perception [38].
Whereas the red-cyan is still used nowadays only for a small range of simple
applications, its load-bearing concept fathered the modern passive stereoscopy:
the system displays two superposed images, that represent the left and right eye
separated point of view, and the user is equipped with glasses whose lenses are
able to �lter the visual input, allowing each eye to only perceive the image meant
for it [51].

In the speci�c case of the Kyb3, our chosen �ltering principle is based on cir-
cular polarization [29].
Linear polarization means that each projector is �tted with a polarizing �lter, and
for each couple of projectors light is polarized on a perpendicular direction (i.e.
one of the �lters will be horizontally polarized and one vertically).
The user’s glasses will then have the lenses polarized in corresponding ways, so
that each eye will only see the image intended for it.
Such a linearly polarized setup would be perfectly usable and relatively cheaper
on a wall-like screen or on a setup with only two screens perpendicular to each
other on only one axis. In our speci�c case, given the presence of the table display,
linear polarization would result in a major problem: according to the position of
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Figure 2.2 – The image for the left eye, vertically polarized (red grid lines) would swap with
the one for the right eye, horizontally polarized (green grid lines) in the moment the user
would reach the side of the table

the user around the table screen, in the moment the user would move around the
table, as explained in Fig.2.2 , the images would be �rst partly merged and then
swapped to his eyes. A similar problem would appear in case of the user tilting
their head.

The circularly polarized �lters that we used on the Kyb3 (see Fig.2.3) solves this
problem by giving a rotational polarization to the light waves. Each of the �lters
for each pair of projectors will be applying an opposite rotation direction to the
light (i.e. one clockwise and one counter-clockwise) so that the polarization e�ect
will not be in�uenced any more by the position of the user and the alignment of
their glasses [29].

2.3 building the kyb3: user tracking

The real world vision paradigm implies that accordingly to the view point posi-
tion and rotation, the objects will be perceived according from a di�erent angle,
therefore displaying di�erent sides and features of the visualized objects.
To achieve the same result in a VE, and in order to maintain the correct 3D ste-
reoscopic perspective described in section 2.2, the system needs a way to be con-
stantly aware in real time of the user’s head position and orientation.
Not only that, but also in order to grant a possibility of interaction in the 3D space,
traditional input devices like the mouse would not be su�cient any more.
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Figure 2.3 – Filter support and installed polarizing �lter

The approaches to user tracking are usually divided into two main categories:
optical and electromagnetic [37].
In short, the �rst ones employ a number of cameras to track position and rotation
of one or more set of markers placed on the user and their interaction devices. The
second ones are composed of an emitter of an electromagnetic �eld and a number
of sensors whose position is tracked inside the magnetic �eld.

Although the �rst ones became nowadays, in terms of user appreciation the
most commonly used ones (the user doesn’t have to have any wire impairing his
movement in the system), those systems still tend to be exceptionally expensive.
In order to correctly track the user and the interaction tools in the whole scene,
the tracking device needs to employ an amount of cameras that varies, according
to the system size, between 2 and 8.
Even though 3 would have probably been su�cient to follow the user all around
the Kyb3, each of the cameras usually costs approximately 10.000 euro. That
would have made the device, considering also the need for the interaction wand
and markers, more expensive than the whole Kyb3.

Cheaper optical user tracking solutions, realized for example by employing the
skeleton tracking features of the Kinect-like cameras, were quickly excluded due
to a variety of problems they would pose in our speci�c case [48] [2]. The lack of
rotations information on the skeletal joints (including head), the very tight con-
straints in terms of luminosity of the room, range and view angle and �nally the
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extreme data �ooding of the USB BUS in order to transfer the whole amount of
video and data made us discard it as a choice. The Kinect would have caused a
much higher amount of new problems to solve than what the low price of the
device would have been worth.

The only remaining alternative at that point was for us to decide for electro-
magnetic tracking. Although partly despised because of the need for wires con-
necting the user to the tracker and because of the variety of factors able to distort
the magnetic �eld of the device and therefore the measurements [23], [54], [1],
the electromagnetic trackers o�er a precise and quite reliable 6DOF in a range of
prices several times lower than the optical ones.
After a long survey on the available ones, comparing prices, range of action, num-
ber of sensors and additional features, our choice fell on the VRSpace Wintrack-
erIII (displayed in Fig.2.4(a)). Provided with 3 sensors and e�ectively working in
a range of 0.3m to 1.3m from the emitter, the WintrackerIII comes with an addi-
tional range extender, e�ectively doubling that range if the need arises (both the
minimum and maximum range are extended) .

By using a USB cable and a human interface device (HID) interface, the Wintrack-
erIII o�ers a minimal, almost non existent drivers-free development interface for
software to obtain the 6DOF data. By using the LibUSB libraries we developed a
C++ VRPN [44] server that later on became part of the VRPN main trunk. After that,
the WintrackerIII was usable with the large majority of the VR-related software
thanks to the wide spread of VRPN as device manager for VEs.
The main head tracking sensor is used to determine the perspective of the scene
and its stereoscopic properties. In order to obtain an interaction tool or wand as
they are usually called, we decided to hybridize one of the unused sensors of the
WintrackerIII with the Wiimote, a gaming device produced by Nintendo. Usually
autonomous in motion sensing through the use of an integrate infra-red camera
and an accelerometer, the device native features immediately proved to be too
limited in a system like the Kyb3 . We therefore connected the spare sensor of the
Wintracker to the Wiimote, in order to obtain from the electromagnetic tracker
the 6DOF data, and from the Wiimote the �exibility o�ered by the 11 clickable
buttons.
A few months later, the Wiimote wand was substituted by another gaming device,
the Razer Hydra (shown in Fig. 2.4 ,a). Basically structured as an autonomous
electromagnetic tracker, the Hydra o�ers two 6DOF wands, each endowed with 7
buttons and an analogue controller for additional interaction options.
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Figure 2.4 – (a) Wintracker III (with wiimote wand), (b) Razer Hydra 6DOF controller

2.4 building the kyb3: frame and screens

Among the most in�uential design decisions that we had to take there was the
one related to the "shape" of the screens system and of the whole structure bound
to support it.
As mentioned in the beginning of this chapter, among the requirements we de�ned
for the Kyb3, there was the fact of being multi-screens built, possibly with corner-
like screens setup as real CAVE. This decision derived from a dual need. On one
hand, we needed to create a focusing and space-optimized area of visualization,
�tting scienti�c visualization applications and at the same time presenting an op-
portunity to learn all the construction and con�guration problems related to such
a speci�c setup.

A variety of studies [30], [32], [20] conducted on the psychological bene�ts
of VR environments on the perceptual attention focus of the user, usually tend
to de�ne the user in a span of 190◦ horizontally and 90◦ vertically. That implies
that in order to obtain the given amplitudes with a single �at screen without for-
cing the user to be really close to the screen, would require a very wide and high
screen. On a multi-screen VE on the other hand, that can be achieved more easily
with a proper corner shaped disposition of the screens themselves.
Taking into account the previous considerations, we therefore decided to have 3
screens on our VE. After several evaluation tests, also in order to reproduce the
most speci�c features of CAVEs, we chose a corner-like setup, with all the screens
perpendicular to each other (two wall-like and one table-like) .
To produce a single image spanned across multiple displays has a primary re-
quisite: the separate projections of each screen must be joined seamlessly. Even
a small gap of a few millimeters is su�cient to break the stereoscopic e�ect and
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Figure 2.5 – 3 Screens support frame details

immediately nullify the immersion feeling of the user.
We therefore designed the frame of the whole system with the screens position-
ing as a �rst constraint. We made it so as to o�er the screens a solid �xed position
and, for the horizontal one, a su�cient supporting surface to avoid bending ef-
fects (depicted in Fig. 2.5).

The choice to use the whole projectors-mirrors paradigm described in 2.1 in
order to reduce the necessary space occupied by the Kyb3 in the room, had a
large in�uence on the design of the frame.
In order for the two projectors to cast their images onto the mirror and from them
having it re�ected back onto the screen so that the two projections superpose with
the highest possible precision, some fundamental features were necessary:

• A support post on which the two projectors could hang upside down and
that allowed the full con�guration (translations and rotations) of each pro-
jector independently from the other.

• The projector supports also needed �exible �xing points on which to attach
the polarizing �lters plates.

• A support structure for the mirror, able to translate horizontally and vertic-
ally and to allow the tilting on the horizontal axis

In order to achieve the above mentioned �exibility, we designed the supports
for the projectors as sliding metal plates supported by rails mounted on vertical
rails (as shown in Fig.2.6). This, together with the particular shape of the plates,
allows millimetre-wise and degree-wise con�gurations and was invaluable to
achieve the �nal alignment result.
In order to achieve the same results with the mirror, and therefore to grant the
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Figure 2.6 – Details on the projectors and mirror mounting posts

system an additional level of �exibility during the setup, we �xed the upper part
of the mirror frame on sliding metal posts, and the lower part to an adjustable
threaded rod (displayed in Fig.2.6).

As mentioned in section 2.3 the material on which the frame had to be built was
an important decision. It implied an investigation on the material properties (heat
resistance, stability and robustness)and was strongly in�uenced by the choice
of the Electromagnetic Tracking System as a tracking method. To minimize the
distortion of the magnetic �eld generated by the tracker emitter [23], [54], [1]
a non metallic material would have been the best choice. Unfortunately, most
of those with an accessible price were too easily subject to deformations due to
heat, or simply not robust enough. The choice became therefore aluminium that,
being a non ferromagnetic metal, was one of the materials with the right physical
properties and still able to minimize the distortion of the electromagnetic �eld.

Once the design of the frame was complete in every single detail, a local Es-
tonian company, Dimentio OÜ built all the separate components, that were then
assembled in approximately 5-6 hours of work.

2.5 building the kyb3: software infrastructure

In order to design an a�ordable system that could also o�er the ideal prototype
on which to learn the whole variety of factors involved in the design of a VE, we
decided that the Kyb3 would have been employing only open source software.

This choice granted us that, throughout the whole process, we would have had
access to each single component of the software infrastructure in order to en-
hance our learning and the �exibility of the whole system.
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The current operating system of the Kyb3 is Linux Debian 7.0 "Wheezy", even
though di�erent releases of Linux "Ubuntu" were successfully tested as well. Com-
pared to the more user-friendly Ubuntu, the Debian release of Linux grants a
higher amount of �exibility and a better decoupling of operative system logics
and interfaces, a fundamental feature for a multi-screen environment.

The �rst step to prepare the Kyb3 after the operative system and the visualiza-
tion devices (graphic cards and projectors) were properly con�gured, was to set
up the communication between the interaction devices described in section 2.3.
As already mentioned, we decided to adopt VRPN [44] as foundation of the inter-
action between tracking devices and the Kyb3. Once we wrote and con�gured the
VRPN server for the WintrackerIII and Razer Hydra, through which the majority
of the software we employ manage their input, we decided for Virtual reality user
interface (VRUI) [25] as development platform of choice.

Compared to another variety of available frameworks that can be used to de-
velop software for VE, VRUI o�ers a set of valuable features that made the choice
an obvious one:

• A very optimized and performing wrapping of the OpenGL libraries

• A smart system to maintain the context data commonly available to all the
display avoiding computationally heavy replication of the data among the
separate screens

• An integrated interaction system that takes care of most of the problems
related to the visualization, allowing developers to focus on the scope of
their software while the surrounding environment is already managed

• An optimal scalability that allows the same software to be run without any
modi�cations on a desktop system, a multi- screen VE or even on a HMD.

2.6 chapter conclusions

In this chapter, we explained in detail how we designed and built the Kyb3 infra-
structure, both in terms of hardware and software. The accurate choice of particu-
lar components and the use of the multiple combined techniques that we applied,
allows the Kyb3 to feature a unique ratio of display surface, occupied space and
costs. By illustrating the full design details and measurements, and thanks to the
use of open source software only, we provide the possibility to reproduce a VE
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Figure 2.7 – Kyb3 basic software infrastructure

of the same kind to any other research institution with needs similar to ours. Ad-
dressing budget and space availability, often the major constraints in the decision
of having a visualization infrastructure it is our aim to promote the di�usion of
such systems.
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3
S T E E L F I B R E R E I N F O R C E D C O N C R E T E C T A U T O M AT E D
A N A LY S I S

In the introduction we presented the complex material that constitutes the
main application �eld of the algorithms and methods developed in this disser-

tation. The core of the software development on the Kyb3 is indeed centered on
SFRC and originates from a speci�c need: non-destructive testing.
Throughout section 1.6 we described brie�y the reasons motivating the import-
ance of the �bre orientation and distribution and in the next chapter we will
explore the process that leads to such a physical con�guration of the steel �bres.
As in many research processes, the analysis of large amounts of data represents a
vital starting point in order to deduce the causes and predict the possible e�ects
of di�erent setups of SFRC.
The concrete itself represents a very physical obstacle to this same analysis: the
�bre are embedded in a solid block of cement and any attempt to extract them
would disrupt their state, therefore invalidating the analysis.

In this chapter we will go in detail through the approach for a non destructive
analysis performed using an x-ray tomography scanner [43] and a self developed
algorithm and software (as described in Publication IV). The analysis process pro-
duces the �bres orientation data used to determine the physical properties of the
material and the appropriate �le formats to visualize such results. Through the
following sections we will describe in detail the acquisition of the data, the �lter-
ing of the radiographies and the extraction of the orientation data.

3.1 data acqisition

The �rst step in order to obtain the datasets consisted in drilling some cylindrical
samples out of speci�c areas (edges and center) of large SFRC �oor slabs (shown
in Fig. 3.1) ( H×W × L: 25cm× 100cm× 500cm) [43].
The slabs were cast with class C30/37 self-compacting concrete and reinforced
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Figure 3.1 – SFRC samples drilled out of the �oor slab

with 50 mm long and 1 mm thick �bres with hooked ends (depicted in Fig.3.3)
made out of steel wire (C4D/C7D steel according to EN 10016-2 standard).
The amount of �bres in the mixture was 80 kg/m3, with an approximate number
of �bre per dm3 of 250.

The cylinders were scanned in the laboratories of Helsinki University (Finland)
through a µCT Nanotom 180 NF supplied by Phoenix Xray Systems + Services
GmbH (Wunstorf,Germany) (depicted in Fig. 3.2).
The scanning process resulted in 360 projection images of 1127× 576 pixels (for
an e�ective pixel width of 128.3 µm). The reconstruction of the tomography was
then performed by an FDK-algorithm-based [10] software supplied by the scanner
manufacturer. Figure 3.4 shows top (a) and side (b) view of the reconstructed
data. Throughout the reconstruction, a beam hardening (attenuation in grey level
contrast due to the loss of correction module was applied in order to equalise the
grey scale values between the central part of the cylinder and its edges. Due to
the absorbing nature of the concrete though, the intensity values from the core of
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3.2 data filtering

Figure 3.2 – Custom-build SFRC x-ray scanner

the cylinder were too low for the algorithm to perform correctly, and a number
of artefacts were therefore generated during the process.
The resulting raw data, describing a volume of 900× 900× 576 voxels (the 3-
dimensional equivalent of the pixels in 2D) was then used as input for the �ltering.

3.2 data filtering

Due to the nature of the concrete, as already partly described in section 3.1, the
volume datasets were not in ideal conditions for the analysis. The �rst step had
to be a massive �ltering process to prepare them.

Figure 3.3 – Hooked end steel �bre used in the analysis datasets
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(a) (b)

Figure 3.4 – (a) Top view and (b) side view of the reconstructed sample.

Not only could the scanning artefacts spoil the analysis, but also the concrete
matrix itself as well. Sprinkled with air bubbles and gravel aggregates that might
have similar density values of the �bre it would requiring a complex thresholding
in order to be excluded from the data.
In order to save time and optimise the computational times, we decided to use
one of the most widespread and known libraries for image processing, Insight
Toolkit (ITK) [18]. Originally created for medical applications, ITK features a C++
based API of functions (most of them optimised for parallel processing) based on
complex but optimised image processing algorithms. Moreover most of the library
functions are supported by publications that explain in detail their algorithms and
scienti�c basis.
ITK has an intuitive pipeline oriented structure, with the input data �owing through
the separate �lter modules in sequence, being each time processed and sent fur-
ther along the next one until ready.

The idea for the �rst and most important step in the �ltering processing came
from two sources: medical analysis and Redenbach et al. work [33]. In the last two
decades the biomedical imagery �eld has been one of the most innovative and
advanced ones among those dealing with image processing. Due to the bene�ts
produced by the results of the analysis of tomographies and medical data, wide
amount of investments pushed researchers to develop very speci�c and powerful
tools, ITK among them.
The parallelism that we found between a human tomography and our dataset was
the presence of cylindrical/tubular shapes in both of them. Biomedical imagery
developed in the years a variety of techniques to detect such shapes belonging
to one of the most important and more di�cult features to detect in the human
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body: the circulatory system. Despite not belonging to a unique connected net-
work, the steel �bre in the SFRC roughly share their shape with the blood vessels.

One of the most e�ective techniques to highlight the circulatory system, is
based on the Frangi Vesselness �ltering [12] and it is available in ITK as a com-
bination of two �lter modules: HessianRecursiveGaussianImageFilter and Hes-
sian3DToVesselnessMeasureImageFilter [26]. By using the analysis of the Hessian
matrix for each voxel (the Hessian-based algorithm is explained in detail in sec-
tion 3.3 , the algorithm detects which voxels belong to tubular-shaped structures
and extract them from the dataset.

With this method it is su�cient to just specify two parameters for the �lter-
ing: the diameter of the cylindrical elements of interest (a given measure derived
from the type of �bres used and known from the speci�cations of the samples)
and a threshold value that is only dependent on the scanning/material properties
(and remains constant for a full batch of similar samples acquired with the same
settings).

Once the tubular shapes are isolated from the rest of the dataset, a median �l-
tering is applied in order to clean up leftover noise in the dataset i.e. very small
noise aggregates that accidentally happened to have a semi-cylindrical shape. The
MedianImageFilter (belonging to the family of the non-linear �lters processes an
image (or volume) so that a given pixel is the median value of the the pixels in
a neighbourhood around the corresponding input pixel. In practical terms, the
noisy little elements are �attened on the background value and removed.

At this point of the process, the data is ready to be binarised, so to clearly seg-
ment it into two values: foreground (�bre elements) and background (everything
else). ITK o�ers a �ltering module, BinaryThresholdImageFilter, that performs
that in a few seconds even for large datasets.

To ensure that only the correct shapes have been extracted, and to remove,
where possible, larger artefacts that might have been originated by the smoothing
performed by the Vesselness �ltering, we then process the whole binarised data-
set through a morphological �lter, the itk::OpeningByReconstructionImageFilter.
As described in [41], the �lter only preserves unmodi�ed regions that can com-
pletely contain a prede�ned structuring element (a sphere of diameter slightly
smaller than the �bres section diameter). This �lter eliminates all other regions
of foreground voxels that don’t match the condition above.

Now the data is ready to be forked into the �nal steps that will produce the
input for the analysis (see section 3.3).
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Figure 3.5 – Top and front view of a SFRC �ltered dataset

The �rst branch is based on the labeling of separate regions among the bin-
arised data. By assigning a unique label to each non-touching region, that can
represent a single �bre or a cluster of interconnected �bre, this represents the
�rst step in isolating each �bre for the analysis, to later compute their separate
orientation vectors.
Through the use of the BinaryImageToShapeLabelMapFilter module [28], we save
a parameter �le containing, for each voxel of the dataset, the region to which it be-
longs. Regions composed of a too small amount of voxels (i.e 4500, corresponding
to a bit less than 1/4 of a �bre) are dropped along the process. The voxels com-
posing them might be leftover noise or belong to partially cut �bres too small to
be relevant for the given sample.

The second branch of the �ltering, produces instead the raw data for the ana-
lysis. It smooths the clean and binarised data through SmoothingRecursiveGaus-
sianImageFilter and �nally saves it into raw format (header + volume �les) (the
results are depicted in Fig. 3.5).

The whole �ltering process requires 109 minutes to reach completion for a
900x900x576 dataset if executed single-threaded on a Opteron4284 3.0GHz core
and 23 minutes on two Opteron 4284 3.0GHz 8-cores CPU by taking advantage of
ITK parallelisation features. The process requires at its highest consumption peek,
during the Frangi Vesselness phase, approximately 32 GB of RAM.

Mainly thanks to the use of the Frangi Vesselness algorithm, that removes the
need for a manually entered threshold for each dataset, the data �ltering only
requires in input the diameter in voxels of a �bre (8 in our speci�c case), and the
binarisation thresholding that depends on the material and on the scanning pro-
cess, that, as already mentioned, remains constant for all the datasets acquired
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Figure 3.6 – ITK-developed �ltering pipeline for the preparation of SFRC datasets
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with the same method. The need for no further input parameters has proven
extremely useful in order to perform overnight processing of large batches of
datasets. In a single night more than 25 datasets can be �ltered and automatic-
ally prepared for the following analysis. Fig. 3.6 summarises the whole �ltering
process just described.

3.3 fibre orientation analysis

All the steps described in the previous section produced the data to be used in the
analysis of the �bre orientation: a clean �ltered dataset containing only the �bres
and a set of labels that identify the non touching clusters of �bres.

The main analysis we developed for the orientation of the SFRC, self-written
and only employing Eigen as support library [14] was initially inspired by the
method described in [33]. In the paper, the researchers analyse a method to ex-
tract the alignment of plastic �bres in a dense �bre-composed material through
the use of a greyscale-built Hessian matrix.

The Hessian matrix (already mentioned in the �ltering section) is a square mat-
rix of the second-order partial derivatives of a function.
When such a matrix is calculated for each pixel/voxel of a greyscale image (be it
2- or 3-dimensional), its eigenvalues and eigenvectors contain an important set
of information about the pixel/voxel: the intensity of the grey level variation in
all the 8 directions.
In Fig. 3.7 we can observe this concept when applied on the 2-dimensional section
of a cylindrical shape as for example one of our �bres. On the left side of the im-
age, the blue arrow represents the eigenvector of the highest eigenvalue for the
variation on the grey scale (from the core of the �bre towards the outside) while
the white arrow shows the direction of the eigenvector of the smallest eigenvalue,
i.e. the direction of the �bre itself in that given voxel.

The underlying idea for the �bres orientation detection is based on the Hessian
matrix method described in Redenbach et al. [33]. The �bres analysed in the pa-
per, though, where straight, thin plastic �bres with a much higher density than
those in the SFRC. In order to make sure the method would have also worked on
hooked �bres, we created a set of arti�cial volumetric data on which to test the
algorithm: one straight cylindrical shape and one emulating the shape of a real
�bre (depicted in Fig. 3.8).
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Figure 3.7 – Pixels used for the construction of the 2D greyscale-based Hessian matrix. The
direction of the eigenvectors of the matrix in one point is also indicated.

Although the two test �bres had the same size and same main alignment, the
orientation tensors describing them di�ered by a factor of 5 to 10%. In order to
understand the reasons behind the di�erence we stored the per-voxel data of the
two arti�cial datasets in Visualization Toolkit (VTK) [40] �les for visualisation,
and visualised them with ParaView [16] on the Kyb3 VE.

The visual inspection validated on the �rst attempt the Hessian method: for
each voxel there was a vector that described precisely the direction of the �bre
in that point ( as shown in Fig. 3.9).
Once we proved the correctness of the results, the cause for the di�erences in the
tensors built on the averaged sum of the voxel tensors became obvious: the hooks
(see Fig. 3.10).

In next step we applied the algorithm to the full datasets and compare the res-
ults with the skeletonisation method [43] for the same data. The results were the
ones expected: the two processes resulting orientation tensors had a di�erence of
5% to 10% (the skeletonisation approach does not take the hooks orientation into
account while calculating the �bres orientation).

We discarded detection of the hook shapes from the options as practically com-
plex and too prone to a variety of errors in our datasets. Not only are the hooks
bent with a varying angle between 30 and 45 degrees, but the several touching
�bres might generate in their contact points a variety of similar angles, making
the search for bending points very di�cult. We therefore approached the problem
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Figure 3.8 – Arti�cial �bre volume sample for testing and development

from a di�erent point of view.

An individual �bre has, after the above mentioned per-voxel analysis, an amount
of approximately 18000 vectors describing the orientation of the �bre in each of
its voxels (depicted in Fig. 3.9). Although strong enough to compromise the results
of the pure application of the [33] method, the amount of those vectors belonging
to the hooks is very limited compared to those belonging to the �bre main shaft
(as shown in Fig. 3.10).

The idea we decided to apply was therefore the following one: detecting the
dominant directions in a �bre (or cluster of �bre) that could be proportionally
large enough to only belong to the main �bre orientation.

First of all, to facilitate the clustering, we converted all the voxel vectors of a
region from Cartesian to spherical coordinates. we used the Theta (θ) angle to
represent the rotation on the z axis (polar angle) and the Phi (φ) angle for the
rotation on the xy-plane (azimuthal angle). Thanks to symmetrical properties we
constrained the angles so that θ ∈ [0, 90] and φ ∈ [0, 360]. With this approach
it was possible to store the whole region vector data in a 2-dimensional 90× 360
matrix. Each cell index would then represent one of the two angles, while the
integer value stored in the cell would store the amount of vectors that are repres-
ented by those angles.
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Figure 3.9 – Fibre voxels vectors analysis

Figure 3.10 – Zoom on the �bre hook voxel vectors analysis
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(a) (b)

Figure 3.11 – (a) Single �bre region peak detection and (b) complex multiple touching �bre
detection.

The next step consisted in smoothing the matrix through a simple gaussian [5]
�lter. This allowed to solve small errors that the analysis vector retrieval and suc-
cessive spherical coordination conversion might have caused in the values. An
alternative option to the smoothing, clusterisation, might have too often resulted
in excessive approximations.

On a simple isolated single �bre region (a quite rare occurrence in the SFRC
datasets), the extraction of the �bre alignment corresponds to a straightforward
detection of the highest peak in the θ-φmatrix (displayed in Fig. 3.11, a). The ma-
jority of the regions in the datasets, though, partly due to the scanning artefacts
and partly as a consequence of the �ltering and smoothing, are composed of two
or more full or partly cut �bres touching each other in one or more contact points.
This results in a more complex theta-phi matrix (depicted in Fig. 3.11, b).

By analysing the data displayed in Figure .3.11(b) it became obvious that it was
necessary to use more advanced data mining techniques in order to extract the
information from the polar coordinates clustering matrix. The visual inspection
of several similar datasets revealed that the orientation peaks were split into quite
cleanly separated regions.The only exception to that were for a rare number of
cases (<10%) were separate orientation peaks merged into a single one due to an
almost identical orientation of the two touching �bre. From the outcomes of the
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Figure 3.12 – Post-processed rendering of the �ltering process

visualisation we got the idea of using a connected regions labeling [7] similar to
the one employed in separating the �bre clusters in section 3.2.

By imposing a �xed threshold in order to allow the algorithm to ignore very
low values on the matrix (usually generated by noisy vectors of each region), we
labeled each separate cells region with a di�erent value. The results of the method
were very good (as shown Fig. 3.13). In order to also obtain the centre position
of each �bre, the algorithms calculates and stores the average coordinates of all
the vectors contributing to generating each peak. As a last step, the coordinates
are converted back to the Cartesian system and saved into a VTK �le for a �exible
visualisation.

Figure 3.15 shows the same dataset as Figure 3.11 (b) from a di�erent perspect-
ive and with the orientation vectors extracted separately. Each of the light-blue
arrows represents the orientation of one of the three �bres of the interconnected
region. Additionally we visualised the �bres data in several ways in order to val-
idate its correctness (as shown in Fig. 3.12).
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Figure 3.13 – (a) Top-down view of a theta-phi matrix with two �bre peaks and (b) labeled
regions for separate peaks detection.

(a) (b)

Figure 3.14 – Di�erent behavior in the processing of cut �bre orientation for the (a) skelet-
onisation method and (b) the method presented in this dissertation.
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3.4 validation and visualisation of the results

Along the development, the constant visualisation feedback allowed us to high-
light and understand one very unique and important feature of the algorithm: the
per-voxel vectors ( depicted in Fig. 3.9 and 3.10), were not only a step of the pro-
cess, but they also had an important meaning in the understanding of the material.
While the majority of approaches often focuses on the main �bre orientation val-
ues only, the simple fact that there is a di�erence between the total value obtained
by the single �bre orientation and the per-voxel vectors orientation, clearly states
that also the hooked ends in�uence the mechanical behaviour of the uncracked
state of the material.
This means that until the moment in which the bond between �bre and con-
crete matrix is broken, the hooked ends also give a contribution. After the crack-
ing, though, only the main �bre orientation will be responsible for the fracture
bridging.

An additional advantage of the method discussed in this dissertation compared
to the skeletonisation method [43] is related to the orientation calculations for
partially cut �bres. While the skeletonisation method calculates the angle based
on the vector connecting the two ends of the �bre ( as shown in Fig. 3.14, a), our
method retains the correct main �bre orientation ( as depicted in Fig. 3.14, b)

The whole analysis process described above is performed with a 900× 900×
576 input dataset on a desktop computer (Intel i5-3350P quadcore CPU 3.10GHz,
16 GB RAM) in an approximate time of 3.5 minutes. Slight variation in the dura-
tion (+/-30 seconds variations might occur depending on the amount of �bre and
their interconnectedness).

Summing up the �ltering and analysis time, the whole process requires approx-
imately between 28 and 33 minutes per sample, versus the approximate 3 hours
required by the skeletonisation method [43] and the linear regression method
[47].

Once the software was ready and polished, we named it µTAnS-Fib (Micro
Tomographies Analysis Software for Fibres).

3.4 validation and visualisation of the results

We validated the correctness of the results of the algorithm and implementation
described in section 3.3 in two di�erent ways: by numerical comparison with the
results obtained by the skeletonisation method [43] on the same datasets, and
visually on the Kyb3 system (see section Chapter 2).
The visualisation was also used through the entire development (as described in
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Figure 3.15 – Separate orientation peaks extraction for a cluster of 3 partially cut touching
�bres.

Publication II) for a constant fast feedback on the outcomes of the various steps.
Its contribution was extremely bene�cial in terms of time saved and understand-
ing of the data.
A variety of important features, some of them already implemented in the al-
gorithm described in this dissertation and other ones being still developed, only
emerged thanks to the in-process visual inspection.

The numerical validation of the method is performed through the one-to-one
comparison of the results of the analysis on a same dataset, carried out with both
the skeletonisation method and the one presented in this dissertation (displayed
in Fig. 3.19).
Tables 2 and 1 report the numerical results on the dataset for the skeletonisation,
for the single �bre orientation and for the voxel-vectors based orientation.

The orientation is quanti�ed according to three parameters as in [43]: director,
order parameter and orientation number. The director is the eigenvector corres-
ponding to the largest eigenvalue (according to amount) of the second order align-
ment tensor A that is described as:

A =
1

N

N∑
i=1

ni ⊗ni (3.1)

ni represents the direction of the i-th �bre, N the total amount of �bres and
ni ⊗ni the symmetric traceless tensor product. The order parameter is given as

S =
3

2
λ1 (3.2)
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3.4 validation and visualisation of the results

Figure 3.16 – Diagram of the complete analysis process described in this section
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skeletonisation hessian �bre hessian voxel
Sample # �bres % vol. S d = (Φ,Θ) # �bres S d = (Φ,Θ) % vol. S d = (Φ,Θ)

1A middle 167 0.78 0.52 (70,70) 182 -0.44 (185,43) 0.9 0.38 (64,62)
1B middle 201 0.89 0.53 (344,88) 175 0.51 (345,87) 0.6 0.4 (344,87)
2A middle 201 0.9 0.42 (5,41) 217 -0.42 (184,48) 0.9 0.37 (2,38)
2B middle 192 0.83 0.46 (2,89) 243 0.48 (1,88) 0.2 -0.19 (94,17)
3A middle 168 0.77 0.52 (25,36) 189 0.57 (17,37) 0.7 0.54 (25,35)
4B middle 186 0.84 0.62 (181,79) 216 0.59 (185,82) 1.1 0.46 (180,77)
5A middle 189 0.89 -0.44 (169,59) 181 -0.41 (168,57) 1.2 -0.35 (167,60)
5B middle 198 0.92 -0.39 (280,17) 200 -0.4 (281,11) 1 -0.28 (278,24)
6A middle 138 0.7 0.65 (29,51) 169 0.63 (25,53) 0.8 0.56 (331,47)

Table 1 – Summary of properties of the samples. The “# �bres” means parts of �bres longer
than 25% �bre-lenght; the expected number of whole �bres from the real volume fraction
would be 143. In the hessian cases, the “% vol” are calculated from the voxel analysis and
would be equal for both cases, the “# �bres” make only sense in a per-�bre analysis. The
director d is given as a tuple (φ, θ) and de�ned by equation (3.3) and the order parameter
S ∈ [−12 , 1] is de�ned in equation (3.2).

or as

S =

〈
3

2
cos2 α−

1

2

〉
(3.3)

with λ1 the largest eigenvalue of A (according to value) and α is the angle
between the individual �bre and the director.

ηξ =
1

N

N∑
i=1

cosαξi (3.4)

de�nes the orientation numbers with respect to pre-de�ned axis /xi, withαξi ∈
[0deg, 90deg] as the angle between the i-th �bre and the ξ axis (ξ can be for
example the X,Y or Z axis) .

It is easy to immediately notice the similarity of results by comparing the out-
put of the two di�erent methods. Di�erences arise from a variety of factors:

• the evaluation of orientation angles belonging to partially cut �bre (as shown
in Fig. 3.14)

• di�erences in how the two methods deal with touching �bres regions, that
depending on each speci�c case might be slightly more optimal with one
or with the other approach

It is also possible to identify in the table 1, some sign inversion in the tensor
order-parameter S even while the value remains otherwise similar if not identical
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3.4 validation and visualisation of the results

Figure 3.17 – The �ltered �bres volume and the single �bre orientation vectors

Figure 3.18 – Full SFRC volume with �bres orientation extraction
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skeletonisation hessian �bre hessian voxel
Sample ηX ηY ηZ ηX ηY ηZ ηX ηY ηZ

1A middle 0.38 0.72 0.4 0.42 0.69 0.4 0.42 0.64 0.46
1B middle 0.77 0.44 0.22 0.77 0.42 0.23 0.7 0.42 0.32
2A middle 0.49 0.48 0.56 0.5 0.47 0.54 0.47 0.47 0.57
2B middle 0.76 0.44 0.25 0.77 0.42 0.21 0.54 0.55 0.39
3A middle 0.44 0.48 0.64 0.49 0.42 0.65 0.45 0.43 0.66
4B middle 0.82 0.34 0.25 0.81 0.35 0.22 0.73 0.37 0.33
5A middle 0.37 0.58 0.58 0.42 0.55 0.56 0.39 0.54 0.57
5B middle 0.65 0.53 0.25 0.68 0.53 0.19 0.6 0.51 0.34
6A middle 0.59 0.41 0.57 0.62 0.39 0.53 0.55 0.4 0.59

Table 2 – Comparison of the orientation numbers calculated from di�erent analysis methods.
The orientation numbers are given by equation (3.4).

between the skeletonisation method and ours. This inversion is determined by
small variations in the �bres angles distribution but su�ciently like to have the
resulting tensor being classi�ed in a di�erent distribution.

The scatterplots displayed in Fig. 3.19 represent the �bre angles for each dataset
analysed through and the comparison of the values produced by the two meth-
ods and describing the �bre behaviour in the single dataset. By displaying the
two separate results and their superposition the �gures show with clarity the
high similarity in results of the two di�erent methods.

As already mentioned, a very important contribution to the development of
the algorithm and related software was o�ered by visualisation. Using ParaView
[16] on the Kyb3 VE and having each step of the process producing VTK output for
the partial and �nal results, we could constantly monitor and inspect the develop-
ment of the process visually. Implementation mistakes could therefore be quickly
corrected before propagating to the next steps. Moreover, the visualisation of the
�nal software results (depicted in Fig. 3.17 and 3.18) o�ers an insightful and easily
understandable picture of the scope and quality of the whole development pro-
cess.
The visual output, in its clarity can in the future, be used for educational reasons,
both in the academic environment and in teaching to company owners and work-
ers the outcomes of di�erent SFRC productive processes.
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3.5 chapter conclusions

The added value of stereoscopic VR-based visualisation on the Kyb3 ampli�es
the bene�ts of visual feedback. Complex datasets like the �bres volumes, with a
very large number of thin objects, can be extremely di�cult to inspect on stand-
ard 2D display: the loss of depth information tends to �atten the whole data on a
single plane.
On a VE on the other hand, inspection is easier and more complete and, also thanks
to a more natural interaction, the whole process productivity increases.
Also in the popularisation of the results and presentation of the work done, the
increased interest raised in the audience by a VR-visualisation showed a very pos-
itive e�ect: students are more easily attracted by the topics presented, and the
non-academic viewer tends to focus on the data with much more ease.

3.5 chapter conclusions

In this chapter we presented the detailed development of the whole analysis of
SFRC X-ray tomography samples. We described the complete implementation of
the algorithm from the �ltering to the production of the �nal results and we high-
lighted its novel contributions :

• Does not require any user intervention during the process and the user
input is limited to the preliminary insertion of the parameters de�ning the
analyzed material and scanning speci�cations. It allows overnight batch
processing of several datasets.

• It is much faster than the other existing approaches to obtain the orienta-
tion data (it requires approximately 1/6 of the time of the existing similar
processes, where timing is mentioned).

• Through �ltering and pre-processing, is able to operate correctly even on
very noisy datasets.

• Handles correctly the separation of the �bres and the analysis of partially
cut ones.

• Provides data almost always neglected by other methods that describes the
�bres hooks contribution to the material properties of the uncracked SFRC.

• It produces results both in numerical form and in a format that can be visu-
alized on a standard monitor or on a VE.
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(a) Sample 1A
middle (hessian)
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(b) Sample
1A middle
(skeleton)
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(c) Sample 1A
middle (green
skeleton, black
hessian)
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(d) Sample 1B
middle (hessian)
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(e) Sample
1B middle
(skeleton)
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(f) Sample 1B
middle (green
skeleton, black
hessian)
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(g) Sample 2A
middle (hessian)
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(h) Sample
2A middle
(skeleton)
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(i) Sample 2A
middle (green
skeleton, black
hessian)

0

20

40

60

80100

120

140

160

180

200

220

240

260 280

300

320

340

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●
●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●●●

●

●
●

●

●●

●

●

●
●

●

●

●

●

●
●

●

●●

●

●

●

●

●●

●

0 20 40 60 80 100

(j) Sample 2B
middle (hessian)

0

20

40

60

80100

120

140

160

180

200

220

240

260 280

300

320

340

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

● ●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

0 20 40 60 80 100

(k) Sample
2B middle
(skeleton)

0

20

40

60

80100

120

140

160

180

200

220

240

260 280

300

320

340

0 20 40 60 80 100

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●
●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●●●

●

●
●

●

●●

●

●

●
●

●

●

●

●

●
●

●

●●

●

●

●

●

●●

●

(l) Sample 2B
middle (green
skeleton, black
hessian)

Figure 3.19 – Scatter plot of �bre orientation, radius is inclination angle Θ in degrees. View
antiparallel to Z-axis (from bottom to top of cylinder). The solid lines show the director (ei-
genvector) of the existing distributions.
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4
A . C .T. I .V. E

This chapter presents an additional tool we developed to further support the
research on SFRC: A.C.T.I.V.E. Developed to be VR-ready, the software uses su-

perellipsoidal glyphs to visualize CFD simulations that describe the SFRC behavior
at casting time. We �rst clarify the nature of tensor visualization through geomet-
rical glyphs, we detail the algorithm to obtain the superellipsoidal shapes from
the CFD tensor data, and we �nally explain the features and portability properties
of the developed software.

Ever since we completed the construction and the con�guration of the Kyb3 VE,
in December 2013, we worked on �nding and developing applications that could
take advantage of its features.
Among the development platforms able to grant the maximum �exibility and
scalability of software, VRUI [25] was since the beginning our favoured one.
In addition to o�ering a variety of already implemented software (Mesh Visual-
isation, Volume Rendering, VRML navigators, etc) that were among the �rst ones
to be run on the Kyb3, VRUI has several features that make it a very good devel-
opment tool:

• Scalable - With di�erent con�guration �les only, the same software will
run on a desktop computer, on a multi-screen or on a HMD-endowed VE.

• Optimised - VRUI o�ers a complete OpenGL wrapping with maintenance of
rendering contexts in order to avoid replication of data in case of multiple
displays

• Complete - the development toolkit o�ers a full user interaction manage-
ment already implemented (head tracking, interaction tools and menu-based
GUI)

• Well documented - VRUI has a complete documentation and Oliver Kreylos
(University California Davis), its creator, always answers with fast and com-
plete feedback and support.
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a.c.t.i.v.e

(a) (b) (c)

Figure 4.1 – Ellipsoidal di�usion tensor shapes : (a) Isotropy, (b) Linear anisotropy and (c)
Planar anisotropy.

The mentioned properties and the variety of helpful existing open source soft-
ware to be used as an example, make VRUI an excellent development framework.

4.1 tensor visualisation with superellipsoidal glyphs

As part of our research to improve the visualisation techniques related to SFRC,
a large focus has always been towards an easily understandable way to display
tensors. Due to the amount of information contained in these mathematical struc-
tures, the more classical glyphs used for vector visualisation fall short of describ-
ing features.
The visualisation outcome of the �bre analysis algorithm and software described
in the previous chapter performs perfectly when displaying the orientation vec-
tors of the voxels and �bres, but does not provide a way to properly describe the
average orientation tensor for the analysed sample. Already in my masters thesis,
"Liquid Crystals Tensor visualisation with Virtual Reality Displays" (University
of Genova, Italy, 2011) I have been dealing with the complex needs of tensor visu-
alisation, and we therefore decided to port the same approach used there to the
SFRC VR visualisation on the Kyb3.

If properly visualised, alignment tensor (as the ones that can be used to describe
the �bres alignment in the SFRC) can describe unambiguously isotropic and aniso-
tropic characteristics (as depicted in Fig. 4.1).

The low-level visual inspection of single tensor shapes is often a necessary step
in tensor data understanding. Among the several shortcomings of the traditional
shape, one of the most relevant ones is visual ambiguity. Two ellipsoidal glyphs
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4.1 tensor visualisation with superellipsoidal glyphs

Figure 4.2 – Cuboid, cylinders and ellipsoid shapes produced by the Teem software [22]

with di�erent tensor shapes might exhibit very similar image-space shapes due to
the viewpoint, forcing the user to a longer and more thoroughly unnecessary in-
spection. Furthermore, e.g. cylinder-shaped glyphs lack multi-axis symmetry and
would fail in depicting isotropy as instead an ellipsoid would. Traditional shapes
(shown in Fig. 4.2) are therefore not ideal for a correct visualisation.

Probably the most renown technique for tensor visualisation originates from
the work of Gordon Kindlmann [21] that was the �rst to extend the traditional
ellipsoid, cuboid and cylindrical way of visualising tensors with a more complex
geometrical primitive: superquadrics.

Superquadrics [3] are 3D extensions of Piet Hein’s 2D superellipses [9]. Their
shape changes according to six parameters, that determine roundness/squareness
along the horizontal and vertical axis, length, width and depth (and for the super-
quadrics toroids, the diameter of the internal hole) [24]. In the speci�c case of
Kindlmann’s work, a subset of the whole family of primitives was used.

Our work, (and my MSc Thesis before) is based though on an assumption that
requires a slightly di�erent family of glyphs than those used in Kindlmann’s work
[21]: the Superellipsoids as de�ned and built in the Jankun-Kelly,Mehta paper
[17] (depicted in Fig. 4.3). Originally thought for liquid crystals tracelss tensor
alignment visualisation, the Jankun-Kelly,Mehta’s glyphs begin the glyphs con-
struction by de�ning the Q tensor that represents the director and the average
alignment with the director simultaneously:

Q(x, t) = S(x, t)(n(x, t)⊗n(x, t)) −
1

3
S(x, t)I (4.1)

the Q tensor is built by extracting the eigenvalues and takes it into account a
certain amount of biaxiality, represented as the divergence b from the uniaxial
tensor:
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a.c.t.i.v.e

(a) (b) (c)

Figure 4.3 – (a) Superquadrics subset used in Kindlmann’s method [21], (b) the subset used
in Jankun-Kelly,Mehta method [17] and (c) the distributions represented by glyphs shapes in
an image produced with the Teem software [22]

[Q]ε =




2
3S 0 0

0 −13S− bs 0

0 0 −13S+ bs


 =



λ1 0 0

0 λ2 0

0 0 λ3


 (4.2)

with the eigenvalues sorted as |λ1| > |λ2| > |λ3|.
The shapes of the superellipsoidal glyphs o�er, in my opinion, a more under-

standable visualisation of our tensors shapes of interest while retaining the full
�exibility of superquadrics. In particular, the spiked disks they include, one of the
most notable di�erences when compared to the superquadrics, are in our speci�c
case an unambiguous and recognizable sign of certain speci�c tensor con�gura-
tions.

By processing the results produced by the SFRC analysis software, it is possible
to calculate a single orientation tensor for each dataset, based on the averaged
sum of all the single �bres orientation vectors. Extracting the eigenvectors from
the orientation tensor is the �rst step toward understanding its meaning and visu-
alising it. The eigenvectors represent indeed the general orientation distributions
of the �bres in the sample.

52



4.1 tensor visualisation with superellipsoidal glyphs

The data extraction process from the alignment tensor [17] de�nes four met-
rics:

µu+ =

−3λ3 S > 0

0 S < 0
(4.3)

µu− =

0 S > 0

6λ3 S < 0
(4.4)

µb = 6b = |3λ1 + 6λ3| (4.5)

µi =

1− 3
2λ1 S > 0

1+ 3λ1 S < 0
(4.6)

wheremuu+ (4.3) de�nes the strength of the positive uniaxial alignment,muu−

(4.4) the strength of the negative uniaxial alignment. mub (4.5) represents the
amount of biaxiality and mui (4.6) describes the amount of isotropy of the col-
lection.

Superellipsoids shapes are de�ned using the same shape parameters as the tra-
ditional superquadrics [21], using shape parameters α and β according to the
following de�nition:

e(θ,φ,α,β) =



cosαs θcos

β
sφ

sinαs θcos
β
sφ

sin
β
sφ




−π 6 θ 6 π

−
π

2
6 φ 6

π

2

(4.7)

where xys = sgn(x)|x|y.
The α and β shape parameters are extracted from the shape metrics (4.3, 4.4,

4.5 and 4.6) according to:

muu+ > 0,muu− = 0⇒

α = (1−mub)
γb

β = (1−muu+)γu

muu+ = 0,muu− > 0⇒

α = (1−mub)
γb

β = 1+ 3(muu+)γu

(4.8)

with γb and γu as parameters to de�ne the sharpness of the superellipsoids[21].
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a.c.t.i.v.e

The last two steps in de�ning the glyphs are scaling and orientation. Due to the
traceless nature of the tensors, eigenvalues cannot be used to properly scale the
glyph as some of them might be negative. The scaling is therefore determined
so that the magnitude of the axes orthogonal is inversely proportional to the
uniaxiality order of the tensor. The two minor axes of the glyph are additionally
inversely proportionally to biaxiality. The orientation can be then easily applied
by aligning each of the glyphs axes with the corresponding tensor eigenvectors
according to scale.

An uniaxial �bres distribution, represented by an SFRC sample in which the
majority of �bres have a well aligned orientation along an axis is, as shown, de-
pending on their distribution (linear or ring-like shaped) in Fig. 4.3(c) either as
an elongated shape (positive uniaxiality, linear, as depicted in Fig. 4.4,a and Fig.
4.4,b) or as a spiked disk (negative uniaxiality, ring-like as shown in Fig. 4.4,b and
Fig. 4.4,d). Such is the case of a tensor with a strongly dominant eigenvector.

In the speci�c case of the SFRC tomographies from the previous chapter, the
glyphs-based visualisation, has an even more relevant e�cacy when used to visu-
alise the �bres orientation distribution superposed to the concrete slab from which
the samples were taken. Di�erent behaviours will be therefore displayed visually
in the di�erent areas of the slab, giving an understandable way of inspection in
order to analyse the outcomes of the casting techniques and the di�erent materi-
als used for the mould.

4.2 the active software

This whole set of features, pushed us to further expand our set of tools with
the A.C.T.I.V.E. (Anisotropic Composite Tensor Interactive Visualisation Envir-
onment) software. Thanks to the contribution of two interns from the German
DAAD - RISE Worldwide project, Mr. Marcel Padilla (TU Berlin) and Mr. Michael
Krause (RTWH Aachen), we decided to proceed in developing the software to-
wards an SFRC-related but completely new visualisation function: a CFD simula-
tion visualisation representing the coupling of the �bres orientation equation and
the casting of the SFRC concrete.

The simulation, developed in OpenFOAM [49], represents a two-�uids mixing
(air and concrete) during the casting procedure, with the �bre orientation equa-
tion being coupled to the concrete rheology for each step. The concrete is poured
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4.2 the active software
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Figure 4.4 – (a) Fibres orientation distributions in SFRC analysis: Positive uniaxiality (linear)
and (c) the corresponding superellipsoidal glyph, (b) negative uniaxiality (ring-like) and (d)
the corresponding glyph
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a.c.t.i.v.e

Figure 4.5 – Mesh structure for the OpenFOAM-based CFD simulation.

in a box-shaped mould through a large pipe.

The �rst step to use the algorithms described in the previous section, that are
tuned to traceless tensors, is to remove the trace from the orientation tensors
(therefore converting them into alignment tensors).

In order to properly describe the simulation through superellipsoidal tensor
glyphs, the 3D mesh of the simulation (depicted in Fig. 4.5) is divided into cells,
each of them described by an Alpha (α) value that represents the amount of con-
crete present in that given cell at a certain moment of the simulation. Only cells
with a content of concrete su�ciently high are taken into account for the �bres
orientation equation coupling.

The idea behind the A.C.T.I.V.E. software visualisation was therefore to rep-
resent each meaningful cell with an appropriate superellipsoidal glyph shape, de-
scribing the �bre orientation for each cell at each step of the process. By using the
Jankun-Kelly,Mehta [17] method explained in the previous section, we extracted
the necessary metrics from the tensors of each step of the simulation and used
them to model the parametric surfaces of the superellipsoids in OpenGL.
In order to maintain a good scalability of the software with very large amounts
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4.2 the active software

of tensor data (the test datasets contained approximately 80000 tensors) while
preserving a very high visualisation quality (high vertex number in the glyphs
resolution, dynamic lighting and specular shaders, etc.) some precautions where
necessary.
The most in�uential choice for the performances was to separate the metrics com-
putation from the visualisation itself. The whole set of algebraic operations on the
tensors matrices (eigenvalues and eigenvectors extractions) might have represen-
ted a risky bottle-neck in the visualisation.

The whole calculation has therefore been outsourced to an external tool that
takes the whole OpenFOAM simulation folder as input, and produces a �le con-
taining the metrics of each glyph. It is performed, single-threaded, in a total time
of approximately 4 minutes for 20 time steps of animation of approximately 80000
tensors.
At this point, it was already possible to understand that a very large variety of
glyphs, even though generated by slightly di�erent tensors, would have had shape
parameters di�erences so small to be invisible to the human eye. This led to the
successive important optimisation step of A.C.T.I.V.E, that consisted of preparing
a set of precomputed shapes covering the discretised range of the superellipsoidal
domain.
By using the shape metrics extracted in the previous step as indices of the table,
we select which shape better corresponds to the given tensor. Finally we apply
the correct scaling and rotation and we position them in the 3D space.
The above sequence is repeated for each glyph of each time step during the anima-
tion display (as shown in Fig. 4.6). Due to such simpli�ed operations, the software
allows to modify in real time certain parameters of the visualisation (scaling, col-
ors and thresholding according to the α value of each cell or ampli�cation of
certain axes for better visibility), with no in�uence on the performances.

Several lower level optimisation were also applied to the code by using innate
properties of OpenGL and VRUI to reduce the number of draw calls by batching
the vertices before each update of the frame.

Similar performances have been observed in the software on a single screen
computer desktop (i5-3350 3.1GHz 4-cores CPU, 16GB RAM, Quadro600 GPU)
and in multiscreen on the Kyb3 (Opteron 4284 3.0GHz 8-cores CPU, 64 GB RAM,
Quadro4000 GPU).

With the addition of several further visualisation features already designed,
A.C.T.I.V.E. is going to soon become one of the most important tools in our group.
The understanding of a tensor �eld from numerical data, is a long and complex
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a.c.t.i.v.e

Figure 4.6 – A.C.T.I.V.E. visualisation of an SFRC OpenFOAM-based CFD simulation.

process, only accessible to academic people with mathematical and physical back-
grounds. The access to a tool able to reliably inspect a CFD simulation is therefore
a valuable tool for researchers and for company engineers. It allows a much easier
matching of cause-e�ect in the �eld of SFRC casting and working.
For an even more intuitive understanding, further extensions of the A.C.T.I.V.E.
software will include mesh-based visualisation of the �bres, granting therefore
an additional layer of similarity to the real concrete casting situation.

4.3 chapter conclusions

This chapter presented the development of A.C.T.I.V.E., a portable software for
the visualization of CFD simulations of the casting of the SFRC. A.C.T.I.V.E. o�ers
an e�ective and fast method to predict the distribution and orientation of the
�bres in the material according to the di�erent casting method used. Such data
is invaluable in order to spare time and materials otherwise used to perform the
same experiments in a real setup.
The following list summarizes the outcomes of the software:

• Computes CFD simulations of SFRC casting and visualizes them animated
using superellipsoidal glyphs to display the �bres orientation tensors.

• Portable and scalable, o�ers the same functionalities on traditional desktop
computer, immersive and semi-immersive VE.

• Optimized to displays animated simulations of large amounts of data smoothly
also on low-performances systems.

• O�ers full control of the visualization parameters to allow in-depth inspec-
tion of the data
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4.3 chapter conclusions

• Released under open source license and available in the VisPar group re-
pository (see section 1.2 for details)
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5
C O N C L U S I O N S A N D F U T U R E W O R K

Despite the wide variety of topics covered by this dissertation, it is my hope
that I made clear the common ground on which they all joined: scienti�c

visualisation.
Designing and building the Kyb3 with speci�c constraints in mind and develop-
ing a software using a new and unique algorithm that made use of the VR system,
for development and for the �nal display of the results, were the two main com-
ponents of the work done.

By looking at the big picture, it should be evident that the whole research done
during my doctoral studies aimed not only at the development of the separate
components. We performed and reported the research work in a way to both
highlight the place its parts have in the process and how each of them o�ers or
receives bene�ts from scienti�c visualisation.

We developed the Kyb3 so that, as stated in the introduction, despite a speci�c
visualisation aim in mind, it could allow a wide �exibility in use and develop-
ment. The two di�erent software presented, µTAnS-Fib for SFRC µCT analysis
and A.C.T.I.V.E. for CFD simulations visualisation, already highlight two related
but di�erent uses that can be made of the Kyb3. Both of them share the same
application �eld, the research and visualisation on complex materials, but from
completely di�erent points of view.

As described in detail in Publication II, visualisation-assisted development proved
to be a unique asset in terms of time and quality assurance optimisation. It re-
duced the propagation of errors throughout the process, sped up the validation
of partial and �nal results, and simpli�ed the task of broadcasting the obtained
results both to an academic and non-academic audience.

It is my opinion that such bene�ts were absolutely vital for the development
of the SFRC software. Thanks to the VR visualisation on the Kyb3, a variety of
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patterns, previously hidden in the data, have been detected and will soon be in-
spected. An example of that is for example represented by the di�erent behaviour
of the voxel orientation vectors at the extremities of a �bre. If they represent the
real ends of a �bre they will be arranged in a 3d sunburst-like distribution (due
to the ampli�cation of the slightly rounded shape of the �bre’s end caused by the
Gaussian �ltering), while in the case of cut �bres they will just fade away in the
direction of the �bre segment next to the cut.

This is therefore how the separate topics of my research, from Virtual Reality
to Complex Materials analysis, synergistically merge in the frame of Scienti�c
Visualisation. Although each of the topics can represent a stand-alone �eld of re-
search, it was the aim of my studies to use them together in order to highlight
the advantages that such an interdisciplinary approach would generate.

Let us now evaluate the contributions in terms of novelty and results for each
of its components.

Regarding the VR part of the research, that constituted the platform on which
the following development were based on:

• The Kyb3 is a VE with a unique ratio of screen surface, occupied space and
construction costs.

• It represents a novel concept of VE for Scienti�c Visualization and for VR-
oriented development and prototyping.

• With a full documentation on design and construction, and with the use of
opensource software only, the Kyb3 is a tool reproducible by any research
institution in need of a similar VE.

• We designed and built a VE that, despite a speci�c scienti�c visualisation as
its main scope, has the �exibility to start the research �eld in VR in Estonia
and be used in several application �elds.

In the SFRC part, the application �eld of our research:

• Our algorithm and software produces excellent results about �bres orient-
ations in SFRC in much shorter times than the other existing ones (where
timing is mentioned).

• The algorithm correctly handles the separation of touching �bres and par-
tially cut �bres.

• The �ltering component of the software allows the analysis to be run on
very noisy datasets.
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• We obtained additional information about the �bres’ hooks contribution to
the material properties of SFRC otherwise neglected by other software.

• Due to the lack of need for user interaction during the process, the uTAnS-
�b software is able to process autonomously large batches of datasets.

• The A.C.T.I.V.E. software can, thanks to implementation optimisation, visu-
alise in real time and with good quality very large amounts of tensor data
(tested with up to 80000 tensors) also on low performances machines.

We consider the results of both the main components of the research to be very
satisfactory and to have respected the premises with which we began the work.

Even if the Kyb3 and the developed software can be used separately for other
application �elds and on other platforms, I would like once again to highlight the
great symbiosis that joined them in our research: a powerful analysis and visual-
isation tool used on a likewise powerful and intuitive visualisation system.

The whole work I brought on during my Doctoral studies with the help of my
scienti�c advisor Dr. Heiko Herrmann though, was never meant as an arrival
point, but more as a starting point. The Kyb3 and the developed software, aside
from their speci�c uses, need to represent an example of the potential of such a
visualisation approach. During my studies, we already drafted possible extensions
of the work done that would open the way to new researches and new doctoral
students works as well.

With the expertise earned through the development of the Kyb3, larger, CAVE-
like systems can be built for the �rst time in Estonia, as well as a variety of other
more speci�c ones, as L-benches and HMD-based systems, tuned to the needs of
particular application �elds. The Kyb3 itself, although fully functional, might be
used as an experimental platform for di�erent tracking systems (eg. optical ones)
and, with the substitution of only a few components it could easily employ active
polarised stereoscopic or a passive/active hybrid.
Moreover, thanks to the well exposed software infrastructure, almost all the ex-
isting VR software can be used immediately on it, or with only slight minor modi-
�cations.

In the SFRC/complex materials branch of our research, we believe to have opened
up an even wider variety of future possibilities.
The existing software can be further enriched in features and improved in the
already implemented ones.
We believe for example that the µTAnS-Fib SFRC µCT analysis software separ-
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ation of �bres might bene�t by a more detailed data mining processing of the
peaks maps to further enhance �bres separation also in complex setup. Moreover,
a better discretisation of the sphere for the polar coordinates clustering would
enhance the research for separate peeks and minimise the approximation caused
by spherical coordinates when the angles values are too close to the poles. It is
our �rm belief that the information describing the orientation of the �bre hook
is contained in the peeks map as well. A method to extract it would provide addi-
tional insight and details about the datasets.

A possible approach to implement the mentioned development might probably
use neural network algorithms. The same family of algorithms, moreover, prop-
erly trained, might further enhance the �ltering process, possibly completely re-
moving every need for user intervention on the input of parameters.
By using the VTK libraries for an optimised visualisation, it would be also possible
to developed a graphical interface with interactive visualisation of the partial data,
in order to further simplify the software user’s familiarisation process.

The A.C.T.I.V.E. software, with its clean and well documented code, can be
further extended in order to integrate additional information visualisation (�ow
�elds, volumetric visualisation, casting mould meshes, etc). With the scalability
and portability granted by the VRUI platform, I believe its potential, yet partially
untapped, could grow into a very powerful tool in the future.
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Abstract 

This paper describes the design concepts, the making of and some applications of the first Estonian Virtual Reality 
Environment. Using hardware only slightly above the threshold of consumer level, we built a virtual environment (VE) 
aimed at scientific visualization with the lowest possible space requirements (smaller than a cube with 2 m edge length in 
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1. Introduction 

1.1. Introduction to the Kyb3 

The decision process that led to the Kyb3 (kju:b) project originated from two main reasons.  
The first one, specifically related to the research interests of the Institute of Cybernetics at Tallinn 

University of Technology (where the system has been built and by which it has been financed), was the need 
for a modern scientific visualization tool. The system has the dual aim of being a support for research and 
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simulations, and to be used to display to non-scientists, in a visual and therefore more easily understandable 
way, the applications of the physical theories developed at the institute. 

The second reason, more long-term but not less appealing, was to realize the first Virtual Reality project in 
Estonia. As this small Baltic country is currently reaching a European-wide fame for becoming the “Silicon 
valley of northern Europe” [1], our plan was to pioneer the research field of Virtual Reality with a low budget 
virtual environment (VE) that could be used to introduce researchers and industries to Virtual Reality concepts, 
to be eventually extended through a real sized CAVE™-like [2] system.  

To achieve these aims, a small Virtual Reality system, able to reproduce most of the features available in 
room-sized CAVE™-like systems, was needed. The system should be designed in a way that, despite the 
constrained dimensions, it could easily illustrate the potential of such environments. 

With the main (but not only) aim of the Kyb3 system to be applied to scientific visualization, it had to be 
powerful enough to manipulate large datasets but at the same time it had to be operated in a quite small room 
(approx. 3 x 5 meters), occupying no more than a 2 x 2 meter area and, being a prototype project, it had to be of 
limited costs. 

The complete system, including frame, screens, projectors, mirrors, workstation and tracking system, has 
been built so that it can be assembled and disassembled relatively easily and transported in a small van or a 
large car. The total time necessary to assemble the Kyb3 (including projectors and mirrors alignment) is 
approximately 5 hours, while the overall weight does not exceed 150 kg.  

 
The contributions of the Kyb3 are: 

 Space and budget-constrained environment through an accurate use of short-throw projectors and mirrors 
and a single graphic workstation.  

 Adoption of specific requirements for scientific visualization interaction. 
 Opening the way to a completely new research field for Estonia representing a fully functional small scale 

prototype of a CAVE™-like System. 
 Low-cost user tracking and interaction using Wintracker III magnetic tracker and Wiimote Plus. 

 

1.2. CAVE™ Systems and small sized installations 

Despite the initial euphoria that followed Cruz-Neira’s innovative concept in 1992 [2] the last decade 
witnessed a recession in the development of Virtual Reality Environments. The main reason was simply their 
high cost. 

In spite of the availability of powerful low-cost hardware, a full-fledged full-sized VE can still reach costs 
that are unsustainable for small and medium sized research institutes, easily reaching several hundreds of 
thousands of euros, making it a definitely expensive research topic.  

The high cost and the limited ongoing research consequently imposed also a strong constraint on the 
applications of VE in the private sector.  

In its wider definition [3], a semi-immersive VE is a computer-generated environment mainly composed of 
interactive computer graphics, designed to physically and/or psychologically immerse one or more users in an 
alternative reality. A CAVE™-like system is a room-sized semi-immersive VE with the number of rear-
projected bounding surfaces ranging from 3 to 6 (eventually including floor and ceiling). The user position 
inside the VE is tracked through an optical or magnetic-based system which enables the presentation of the 
correct perspectives and the correct stereoscopic effect. 

Despite being visually impressive, the full sized CAVE-like systems have, as we mentioned before, two 
main problems: cost and size. We already spent some words on the price ranges that they can reach, but what 
about the needed space? With a traditional back-projection (mirror endowed), a typical prerequisite is to have at 
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least 3 meters of free space behind each screen (including floor and ceiling). This requirement, summed up 
with the size of the VE itself, usually enclosed in a 3 x 3 x 3 meter cube, results in a huge space requirement of 
a cube with a 9 meter edge length for a 6-wall CAVE™-like system. 

Several research projects have been dealing with space and cost limitations, examples of this are the 
miniCAVE at the Anhalt University of Applied Science in Köthen, Germany [4] and the PIT CAVE at the 
University of North Carolina at Chapel Hill [5]. Our approach, however, even if somehow inspired by those 
projects, presents several differences.  

As we said in the introduction, we intended to realize a system for multiple users and demonstration of 
scientific visualization issues and we also wanted at the same time to implement on a smaller scale most of the 
features present in a room-sized CAVE™, to have a prototype on which to learn, and to be used to open the 
way to research in Estonia towards more complex virtual environments. 

 

2. The Kyb3 

2.1. Frame and screens 

The Kyb3 Virtual Environment is composed by three rear-projection screens (two walls and one table 
screen), each one illuminated by a pair of short-range projectors driven by a multiple-GPU graphics 
workstation. 

Due to the rectangular shape of the screens, and to eventually save additional space, one of the two wall 
screens, the one adjacent to the shorter edge of the table screen, has been slid back so that part of its surface 
(approx. 30 cm) will remain hidden (Fig. 1a). This will give a more compact external look to the system, and 
will moreover allow us to additionally support the screens from inside the frame. 

The proper scene alignment using this particular frame positioning will be compensated through software 
configuration. 

 

     
Fig. 1 (a) Screens configuration concept (b) Screens configuration in the system (with mirroring) (c) Kyb3 Frame design 

 
The whole system is encased in a custom-made aluminium frame (built by OÜ Dimentio, Tallinn, Estonia) 

that supports the three screens and the movable parts that allow the positioning of the projectors and mirrors 
(Fig. 1b, 2b).  

Additionally, the structure can be eventually disassembled to be moved. The whole structure is 1.90 m tall 
and 2 m x 1.70 m large, with the table floor suspended approximately 90 cm from the floor of the room (Fig.  
1c). The height of the whole system has been chosen after several experimental setups (Fig. 2a) to allow a 
proper use of the table screen for above inspection of data, and so that the wall screens are taller than the 
average user height, therefore reducing the chance that the gaze of the user will float outside their boundaries, 
destroying the immersive feeling upon contact with the room. After multiple tests with different users, it has 
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been shown that the data is mostly kept in the corner between the three screens or on the lower part of the side 
screens.  

The users tend to constantly look down with an angle that is approximately always between 30° and 45°, 
making therefore the chosen setup the ideal one.  

The reason for the choice of aluminium versus steel as building material was related to the intention of using 
electromagnetic tracking sensors, and therefore the need to avoid the interferences caused by ferromagnetic 
materials [6]. Wood was ruled out due to its tendency to deform (wooden structures are considered to be sort-of 
“alive”). 

 

    
Fig. 2 : (a) Experimental test setup (b) Kyb3 final setup 

 
For the screens we chose polymer-made acryl glass middle-grey polarization-preserving rigid back-

projection ones of 92 x 122 cm of size. 

2.2. Projectors and mirrors 

We mentioned in Section 1 the need for a space-saving system and we have shown in section 2.1 the small 
size achieved by the system (a cuboid of dimensions 2 x 1.7 x 1.9 m). To achieve an image of the proper size 
(approx. 92 x 122 cm) with such a limited available space behind the screens (70 cm), two necessary 
requirements were short throw projectors and a mirror system.  

After a long search we decided to use the Acer S5201B DLP projectors. With a 3000 lumen brightness and a 
4500:1 contrast ratio on a 1024 x 768 resolution, they represented one the best compromises between quality 
and price of the systems available in Estonia, but what really made them the favourite ones was the extremely 
short throw range. 

With a throw range of approximately 60 cm for an image of 100 cm of base, they were definitely the best 
option to achieve a large bright image while using as small space as possible. Using the online Acer calculator 
first, and performing some direct measurements afterwards, we obtained that the necessary distance to achieve 
the projection size we needed was approximately between 75 and 85 cm, but it had to take into account the 
need for applied keystoning to compensate the double projectors, and also the size of the projectors, whose 
length including cables is approximately 35 cm.  

Summing it up with the necessary distance stated above, would have required a space behind the screens of 
approximately 120-140 cm, far too much for what we had available. From that, imperatively, arose the need to 
use mirrors to reduce that distance. 

Through the use of short-range lenses and optical mirrors, the required image size is obtained with only 70 
cm of space necessary behind each screen.  
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However, a very precise alignment of the projectors that uses the smallest possible amount of keystone 
effect was necessary for every screen due to the properties of short-ranged projectors, with which every fraction 
of degree of rotation, and every millimetre of relocation have an amplified strong effect on the image. This 
heavily influenced the design of the frame that we therefore designed and built with custom-made full movable 
mountings that allow the multi-directional configuration of each projector (as a pair and individually) and of 
the related mirror (Fig. 3a, 3b, 3c). 

     
Fig 3 (a) Projectors and mirror diagram (b) Projectors and mirror movable mountings project (c) Projectors and mirror mountings  

 
To complete the projector mounting, we built one small glass frame for each projector to hold the circular 

polarizing filters, for each pair of projectors the left eye filter and the right eye filter. 
 

2.3. Kyb3 Workstation 

While most of the real-sized CAVE-like systems run on a distributed network of multiple computers 
(usually at least one computer for every screen), this choice would have conflicted with our space and budget 
requirements and, as all the most commonly used VE software can also run on a single computer with multiple 
displays, we decided to choose this solution. The Kyb3 workstation has: 

 
 Dual 8-Core Opteron 4284 3.0 GHz 
 64 Gb ECC Registered 1666 MHz RAM 
 4x Nvidia Quadro 4000 Graphic Cards 
 Intel SSD 300 GB HDD 

 
Three of the graphics card are used to drive the projectors (two projectors per card) while the fourth one is 

used for a control display external to the system. 
While also a weaker computer might have been able to drive a demonstration system, scientific 

visualization, our main aim, has a very high demand for resources that a smaller machine would not support. 
The machine is furthermore equipped with an InfiniBand 40Gb card that will allow a direct high speed 
connection (40Gb/s) with the second graphic workstation in the same room (and that is used to control a Planar 
SD2220W 3D display). The Institute of Cybernetics new computer cluster can be accessed via 10Gb/s Ethernet 
for additional computational power. The operating system running on the graphic machines is Debian 7.1 
“Wheezy”. 
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2.4. User tracking and interaction 

One of the main prerequisites of a usable multi-screen semi-immersive system is the user interaction 
management. To maintain a correct perspective, a realistic stereoscopic 3D and to allow the user to properly 
interact with the scene, it is necessary to implement a reactive and precise system to track the position and 
orientation of the head and of the interaction devices in the three-dimensional space. 

We analysed the advantages and disadvantages of the two main approaches (magnetic and optical tracking) 
and in the end, with both of them fitting our needs, we decided in favour of the electromagnetic tracking as our 
main user tracking system, buying a VR-Space Wintracker III device (Fig. 4a). The reason for this choice was 
first of all budget-related. Despite not being widely common, for a price of 1500€, limited compared to that of 
most of the other devices, the Wintracker III offered three tracked sensors with a high degree of precision (0.01 
cm and 0.1°), with an output of approximately 90 values per second (divided among the number of sensors in 
use) and an effective range of up to 150 cm. 

 

   
 

Fig. 4 (a) Wintracker III with transmitter and 3 sensors; (b) Tracked polarized glasses (c) Tracked Wiimote plus wand 
 

The drawback of working with a low cost almost unknown tracking device was that there were almost no 
documentation or user experiences available online about it, and there was no support software for testing 
under Linux. Also VRPN [7], our choice for input devices management, had no server class for the Wintracker 
III. 

As a first step we therefore wrote a VRPN Server for the device (now part of the main VRPN trunk). Taking 
advantage of the fact that the Wintracker III is an HID (Human Interface Device), we encoded in the server not 
only the data reading and proper conversion into VRPN standards, but also the possibility of sending a list of 
HIDAPI library (http://www.signal11.us/oss/hidapi/) commands to the device when the VRPN server is started.  

Through the configuration file it is therefore now possible to select how many and which sensors have to be 
activated, which hemisphere of the transmitter has to be used (the front one or the upper one) and if the 
optional range extender has to be activated or not. We installed one of the sensors on top of the polarized 
glasses, and we completed our first working head-tracking system (Fig. 4b). 

 
As further progress, we introduced a Wiimote Plus want as the main interaction tool, and we decided to 

adopt VRUI [8]  as the main framework for applications and development. A first experimental attempt made 
with the Wiimote+ IR camera and a IR self-built LED beacon proved the IR tracking to be too limited in 
freedom for the size of our system and too unreliable. We therefore decided to couple the Wiimote controller 
with one of the Wintracker III sensors through a VRUI Device Daemon to provide the position and orientation 
(Fig. 4c). This combination proved to be an ideal low-cost interaction tool, due to the 11 buttons and a practical 
handle of the Wiimote and the precise tracking of the magnetic sensor. 
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3. Applications of the Kyb3 

In Section 1.1 we mentioned that the Kyb3 VE has been built with the double goal of being employed as a 
scientific visualization tool and of being a development workbench for further research in Estonia about Virtual 
Reality and 3D Visualization. In this section we will narrow the focus on the two directions, giving some 
highlights on the applications fields on which the institute is working with the Kyb3, either as a tool or as an 
autonomous research subject. 

3.1. Scientific visualization 

The main multipurpose scientific visualization tool used since the beginning in the Kyb3 environment has 
been ParaView [9]. One of the main ongoing research directions in the Department of Mechanics and Applied 
Mathematics of the Institute of Cybernetics at TUT is related to micro-structured materials. One of the 
investigated materials is Steel Fibres Reinforced Concrete (SFRC) [10] [11]. The understanding of the 
influence of the orientation distribution of the fibres  on the material properties is of crucial importance for safe 
usage of this construction material. 3D visualization is an important tool to achieve this goal. 

 Among the steps taken in the analysis was scanning cylinder samples of SFRC taken from full-scale floor 
slabs through a Computer Tomography. The volumetric data was filtered, segmented and skeletonized and 
afterwards the orientation of each object was analysed [10]. It was necessary to visually inspect the correctness 
of the analysis, especially of the correct separation of the touching fibres, for which a new algorithm had been 
developed. This inspection could not be performed on a 2D computer screen, due to the large number of thin 
objects. Therefore this was performed using stereoscopic visualization, using ParaView. In ParaView visual 
thresholding of the volumetric data has been performed, in order to isolate the fibres from the concrete and 
gravel in the 3D visualization (Fig. 5a). 

 

   
 

Fig. 5 Steel fibres reinforced concrete volumetric 3D Visualization  
 
While the visualization was possible with the Planar 3D Passive Polarized Monitor, there was still room for 

improvement. 
We therefore chose ParaView, the only one among the software used in our lab being able to support a 

multi-screen tracked environment to visualize the fibres data on the Kyb3. Using our self written VRPN server 
for the head-tracking (Section 2.4) jointly with the VRUI Device Daemon for the Wiimote wand interaction 
(Section 2.4), we configured the interaction environment, while the screen positions and sizes could be 
configured directly from ParaView internal configuration files. The resulting level of visual understanding of 
the data was for all the test users much higher than the expectations. The size of the screens, joined with the 3D 
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depth perception and a natural way of interaction with the data (scaling, moving and rotation) given by the 
wand, fully satisfied the need of the user for a deeper interaction with the dataset. Here the system also proved 
its use to disseminate research results: the thresholded volume images have been shown to civil engineers, both 
from a university and a company, to demonstrate the problem of fibre alignment (or non-alignment). The 
possibility to “stick one’s head into the data” helped a lot in the explanation and understanding. Furthermore 
the visualization of fibre orientation distribution using tensor glyphs [12] [13] is under development. Ongoing 
research employs ParaView to visualize the simulation particle-laden flows performed with OpenFOAM. Of 
special interest are Computational Fluid Dynamics simulations of fibre distribution and alignment for different 
concrete casting methods.  

In addition to the fibre-oriented visualization issues, several other software packages have been set up and 
are being investigated, to widen the range of scientific fields whose visualization might be managed through 
the Kyb3. VMD [14] has been installed and configured for molecule and molecular dynamics visualization; 
jReality [15] for mathematical surface visualization and a whole suite of software developed on VRUI for an 
even wider choice of datasets (e.g. LiDAR data, mesh objects, volumetric data). 

3.2. Development 

The second and more open-ended target was, as we said, the starting and pursuit of research focused on 
Virtual Reality techniques improvements and the development of software made and optimized to run on 
multiscreen VE. This research is currently branched in two different directions.  

The first one, closely related to the scientific visualization issues described in Section 3.1, is aiming at the 
development of VE-based software able to fulfil some specific needs of the researchers at the Institute of 
Cybernetics. Employing OpenFOAM for the simulation of the flow of concrete together with the transport of 
cylindrical particles, we are currently designing and developing a visualization tool for VE, based on VRUI, for 
the visualization of the fluid flow together with the orientation distribution of the fibres by tensor glyphs. 
Therefore, the software under development will not only be dealing with the animated visualization of the CFD 
simulation, but also simultaneously extracting data from the simulations and performing a quantitative analysis 
on it, allowing therefore also the visualization of the tensor glyphs. 

The second direction taken by our research team deals with developments related to VR itself, its techniques 
and methods and possible improvements. Currently, several topics have been proposed as BSc and MSc theses 
with the intent to create for the first time a generation of VR researchers in Estonia and to find students with an 
interest in the subject. The main development effort is being aimed towards the investigations on a low-cost 
and marker-free user-tracking system based on consumer-hardware, e.g., using multiple MS Kinect cameras. 

 

4. Concluding remarks 

With the Kyb3 we believe we have managed to obtain the results we were aiming for. That is, with a really 
low budget compared to the cost of traditional semi-immersive VE, we built a system that while fulfilling its 
own purpose as a scientific visualization tool, also allowed the Institute of Cybernetics at Tallinn University of 
Technology to start a complete new field of research, with several possibilities both as an autonomous or as a 
cross-disciplinary one.  

The system, in addition to a really low price/performance ratio, has also been tailored to a very small space, 
obtainable only through a special self-made frame and the use of short-throw projectors and mirrors. 

All in all the above mentioned results exactly fit with the objectives we established two years ago, and the 
first step of the creation of a 3D Scientific Visualization and Virtual Reality group is therefore complete, with 
the way now open for many more related further research topics. 
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Abstract—The paper investigates the beneficial contribution
of visual feedback in the development of an algorithm for the
automatized analysis of fibre orientations in short fibre reinforced
composites. Of special interest was steel fibre reinforced concrete
(SFRC), a multi-disciplinary research area involving material
sciences, physics and civil engineering. More in detail, this paper
explains how scientific visualization techniques, employed on a
Virtual Reality environment, contribute to the understanding of
the SFRC properties, both for research and educational aims.
Furthermore, the analysis algorithm to obtain fibre orientation
distributions from noisy tomography scans is presented.

I. INTRODUCTION

In the last years, with the increasing availability of cost-
accessible hardware components, several researchers all over
the world started relying heavily on scientific visualization
techniques for the validation and understanding of numerical
results. With the growing size and complexity of simulations,
the visual aspects of the scientific investigation are becoming,
in several fields, a priceless asset for the research.
Our interest in Virtual Reality Scientific Visualization arose
from research on complex materials like liquid crystals [1]–[4]
and short fibre reinforced building materials [5]–[7]. The main
difficulty with 2D visualization and typical “3D”-ish visualiza-
tion on 2D computer screens is, that the depth impression is
very difficult to achieve with thin and elongated objects like
fibres. Some 3D impression is possible, if the scene is rotated,
but as soon as the rotation stops, the depth impression is lost.
A solution is provided by use of 3D stereoscopic screens, like
the one used in our lab since 2010. However, the wish and
need for a larger system which provided user tracking soon
became apparent.

A. The VR visualization system “Kyb3”

Designed and built in the beginning of 2013 at the Institute
of Cybernetics at TUT, the Kyb3 [8] is the first Virtual Reality
Environment (VE) ever build in Estonia.
With a visualization surface of approximately 2.6m2, dis-
tributed on three joined rear-projection screens, the Kyb3
makes use of passive circular polarization filters and glasses
to generate a realistic 3-dimensional feeling of the displayed
3D scene.
The system keeps track of the position and rotation of the
user’s head through a sensor connected to an electromagnetic
tracking system. The scene adjusts itself to the user, constantly

recalculating the correct perspective and point of view, to grant
a complete immersive feeling. The interaction is managed
through two tracked wands, with 8 buttons and an analogic
joystick each, and optionally a tracked data-glove, to grant the
widest possible choice of control configurations. Built to be
an affordable VE aimed at a scientific visualization use, the
Kyb3 has also been designed to present all the features that
characterize the room-sized high-cost CAVE-like systems [9].
The reason for that choice was to have not only a tool aimed
at a specific application, but a prototyping system on which to
undertake the first steps to start a field of research in IT still
completely new for Estonia.
The Kyb3 VE was designed with two main constraints in
mind: space and budget. The idea was to build a VR system
that, differently from the big CAVE-like ones, could fit in
a normal room (while the traditional ones usually need an
approximate area of 9x9 meters) and could be affordable for
a normal research institution (while for CAVE-like systems
usually the prices range from about 200.000e to several
million Euro). The full cost of the Kyb3 was kept below
40.000e. This choice influenced every single decision in
the design of the system even though, despite the budget
limitations, the worksation running the Kyb3 has two 8-core
processors, 64GB of RAM and 4 high-end NVIDIA QUADRO
4000 graphic cards, making it a powerful machine on which
to run simulations. More complete details on the design and
features of Kyb3 can be found in [8].

B. Analysis of short fibre orientations

SFRC is a relatively new construction material, introduced
to substitute in certain situations the traditional steel bars
reinforced concrete. Compared to the traditional one, it uses
short steel fibres (of varying lengths) mixed in the concrete
and then cast together with it.
The properties and performance of SFRC depend on several
factors such as shape, aspect ratio, size, surface characteristics
and, as in all the fibre composite materials, strongly on the ori-
entation of the fibres within the matrix. The characteristics of
the composite tend to be often heterogeneous and anisotropic,
due to the non-uniform and non-isotropic distribution of the
fibres within the matrix. Among the most modern techniques to
analyze the properties of the SFRC [6] is the X-ray computed
microtomography [5], [10] of concrete samples extracted from
large structural members. The reconstructed voxel image of the
volume (Fig. 2), allows then a wide choice of possibilities on
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Fig. 1. The Kyb3 virtual environment

how to proceed with the analysis. Each of the analyzed sample
cylinders was scanned in three subsets (top, middle, bottom),
each of them represented by a regular grid of approximately
800 × 800 × 600 elements, that means almost 400 millions
grayscale voxels describing the absorption values in the sub-
volume’s dataset.
Extracting information out of this type of dataset can be
performed through several different paths, but with the size
of the data, it appears obvious that some sort of visual feed-
back is necessary to validate the correctness of the obtained
information.
Throughout the whole data analysis procedure, it might hap-
pen, in several parts of the development, to come across parts
of the algorithm that seem to perform correctly but whose
results are instead wrong. A simple textual printout of the
results, was often not sufficient to determine the correctness
of the process.

Due to the complex structure of SFRC and the differences,
its use requires in the construction process from the traditional
techniques, the visualization of the theoretical results provides
also an additional value in the education of construction
company managers and workers. To obtain optimal distribution
and alignments of the fibres, the casting process need to be
undertaken with specific approaches, and specially when deal-
ing with non-academic people, a 3-dimensional visualization,
representing a tangible example of real-world behavior of the
material, can be in several occasions worth much more than
words and numbers.

II. A NEW SHORT FIBRE ORIENTATION ANALYSIS
ALGORITHM

The target was to implement/develop an algorithm, which
can automatically detect the fibre orientations with as lit-
tle user-interaction as possible. The requirement of non-
interactivity is derived from the wish to minimize user errors.
Typical methods, like skeletonization, require a skilled user,
and respectively training of the staff. To enable a wide-spread
use of the software not only in research and development, but

also in quality control, there should be as minimal as possible
user skills necessary.
The idea was to implement an analysis similar to [11], based
on the hessian analysis. In this approach, the direction of the
smallest change in gray-level is determined from the eigen-
vectors and eigenvalues of the hessian matrix. This direction
should point in the direction of the fibre axis. However, the
algorithm in [11] was derived for dense fibre suspensions,
while in SFRC the fibre content is usually around three vol.-%,
and the large contribution of the isotropic matrix —together
with a noisy dataset and a strong cupping effect— spoils the
analysis.
The filtering process was fundamental for the success of the
analysis of the SFRC sample. By employing the 3-dimensional
Frangi vesselness filter approach [12], usually employed in
detecting blood vessels in medical tomographies, we identified
and highlighted tubular shaped structures in the dataset. This
way, we compensated the cupping effect, a typical problem in
tomography that manifests itself when the low frequencies of
the X-ray are absorbed earlier, therefore causing an intensity
drop of the gray values in the internal parts of the scanned
objects, hampering a uniform traditional thresholding of the
dataset, Fig. 2. The filtering also removed noise areas that had
the same gray values as the fibres from the dataset.
The filtering was applied to the dataset by using the Insight
Segmentation and Registration Toolkit library (ITK) [13],
while the rest of the algorithm is self-implemented in C++:

Phase 1 : Filtering
load nhdr+raw volume
apply itk::HessianRecursiveGaussianImageFilter
apply itk::Hessian3DToVesselnessMeasureImageFilter
apply itk::MedianImageFilter
apply itk::BinaryThresholdImageFilter
apply itk::OpeningByReconstructionImageFilter
apply itk::BinaryImageToShapeLabelMapFilter to extract
separate fibres and save the labels
apply itk::SmoothingRecursiveGaussianImageFilter

Phase 2 : Analysis
for all voxel ∈ label mask do

calculate the Hessian matrix for each voxel belonging
to a fibre and save the eigenvector corresponding to the
smallest eigenvalue (by absolute value)

end for
for all region ∈ labeled fibres regions do

Convert all the vector to polar coordinates and cluster
them in a 90× 360 matrix
Detect the highest peak for each region, convert back to
cartesian coordinates and save to VTK file

end for

After loading the original raw volume obtained from the
scan, we proceed, as mentioned above, first of all by filtering
the data in order to extract the features of interest. By applying
the Hessian 3D Vesselness Measure filter we highlight the
cylindrical structures in the dataset and exclude the background
noise. By means of a Median filter and a Binary Threshold,
we then remove almost completely all the remaining noise,
and keep in the filtered dataset only the elements representing
fibres. At this point, we branch the data into two different
processes, that will be both necessary for the orientation
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(a) (b) (c) (d)

Fig. 2. An SFRC tomography image seen from top with different thresholds, the “cupping effect” (beam hardening) is visible (a),(b),(c). (d) shows how the
Frangi algorithm solved the problem.

analysis. On the first of them we apply a Smoothing Recursive
Gaussian filter to the binary data and we save to file the
obtained dataset, on the other one we apply a Binary to Shape
Label Map in order to identify each separate non-connected
region (fibre) and label the voxel composing it with different
values. We load the smoothed data on the second part of the
software and we perform the real orientation analysis. For each
voxel in the volume we calculate the Hesse matrix on the gray
values and we find the eigenvector of the smallest (according
to amount) eigenvalue of the Hesse matrix. Finally, we average
the orientation vectors of the whole volume and we calculate
the overall orientation tensor.

Due to some unexpected results of the main C++ software,
an additional prototype was implemented in GNU Octave [14],
[15] using the image toolbox [16]. In our case several func-
tions from [17] have been used. However, both independent
implementations give the same results (up to rounding errors).

As the results of the algorithm seemed to be correct but
were still different from the ones obtained by the skele-
tonization algorithms [5], we undertook a detailed visual
investigation of the dataset by comparing the results for
smaller subvolumes and for self-built single fibre test datasets.
The investigation revealed that the voxel by voxel analysis
was indeed correct, but that the presence of the small hook
structures in each fibre was influencing the results enough to
cauce a noticeable difference in the results, as the orientation
describing the main shaft of each fibre was averaged with the
orientation of the vectors describing the hooks. Even though
this unexpected result revealed further properties related to
the uncracked state of SFRC otherwise not shown by the
skeletonization approach, we developed the algorithm further
to also extract the fibre orientation through an analysis of each
separate fibre (by using the labels extracted in the first part of
the algorithm). Fig. 3 shows a fibre orientation peak in its
polar coordinates representation (Theta on the Z-axis, Phi on
the X-Y -plane).

The new part of the algorithm works as follows: For each
fibre the local orientation vectors of each voxel are converted
to spherical coordinates, after, they are grouped into 5 degree
bins. The highest peak is determined and converted back into
cartesian coordinates. This peak value describes the orientation
of the shaft of each fibre. For each fibre the orientation and the
position, determined by the region centroid, are saved. These
can be visualized together with the local orientation vectors,
see Fig. 5.

Fig. 3. Orientation peaks for a single fibre region; Theta is the inclination
angle with respect to the Z-axis, Phi is the X-Y -in-plane angle.
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Fig. 4. (a) Scatterplot of test volume orientation distribution using skele-
tonization. (b) Scatterplot of test volume orientation distribution using the
algorithm described in this paper. Radius: Theta, Circumference: Phi

III. PERFORMANCES AND CORRECTNESS OF THE
ALGORITHM

Although some further improvements of the algorithm and
optimizations of the software are being currently still devel-
oped, the first results given where extremely satisfactory in
terms of performances and correctness of the results. In Fig. 4
it is possible to see the results of the algorithm (Fig. 4(b))
compared to those obtained with the skeletonization approach
from [5], [10] (Fig. 4(a)). Despite some minor differences,
the two orientation distribution scatterplots show an almost
identical pattern. Regarding the performances, the algorithm
is producing the results in approximately one third of the
skeletonization method, that means two hours less. Further
optimization will probably improve the computation speed.
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Fig. 5. Voxel orientation vectors (brown) and main fibre orientation vectors
(colored)

IV. USING THE VR SYSTEM FOR FEEDBACK TO TEST THE
PERFORMANCE OF THE ALGORITHM

A crucial point was the assessment of the filtering of the
image, here the 3D visualization proved to be invaluable to
distinguish artefacts from fibres and to investigate how well
touching fibres had been separated. The successful recon-
struction of the Frangi vesselness filter features with different
values and the validation of the labeling mask results were also
only possible through a visual inspection of partial and final
results (Fig. 5). Furthermore, the visualization of the results,
displayed unexpected patterns in the dataset. An example is a
completely different behavior in the eigenvalues corresponding
to the voxel vector in the real ends of the fiber or in the
points in which the fiber is cut. That sort of patterns would
have probably never emerged from the simple analysis of the
values, but thanks to the visualization of the analysis, our
group will further investigate them, in order to write even more
specialized information extraction algorithms.

V. CONCLUSION

Throughout the whole development process, the visual-
ization feedback of partial and final results proved to be a
unique, fundamental asset for the final successful results. The
constant inspection of the data through the Kyb3 displays
(using ParaView) allowed to locate and correct conceptual
and implementation faults that showed up while applying
techniques usually used in medical image processing to SFRC.
The successful bond between a natural system interaction
and a wide choice of visualization options throughout the
process proved that the expectation we had when we built
the Kyb3 VR were indeed correct. The process will now
continue by following the same guideline and by expanding the
visualization system with further price-accessibile components
and by further developing the SFRC analysis software to
extract and visualize an even wider range of features.

ACKNOWLEDGMENT

The paper was compiled with the assistance of the Tiger
University Program of the Estonian Information Technology
Foundation (VisPar system, EITSA/HITSA Tiigriülikool grants
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Abstract
The paper presents a flexible software (A.C.T.I.V.E.) able to visualize the superellipsoidal glyphs describing the
orientation of short fibres during the dynamic process of casting Short Fibre Reinforced Composite in a container.
The software is designed to run on the VRUI framework and it features an optional face-tracking to grant a more
natural interaction also on standard non-3D displays. Due to its flexibility it can be used on a wide range of
environments, from desktop computer to multi-screen CAVE-like systems.

Categories and Subject Descriptors (according to ACM CCS): I.3.3 [Computer Graphics]: Picture/Image
Generation—Line and curve generation

1. Introduction

Virtual Reality Environments (VE) are nowadays more and
more a fact, not only for a niche of researchers and rich pri-
vate institutions, but also for more limited budgets and for
the public. What no less than ten years ago could have only
been achieved with a budget of hundreds of thousands of
Euro, is now available for a small fraction of that price. With
consumer HMD and 3D Screens getting lower in prices and
available in a wider offer, simple personal VEs are now a re-
ality often only slightly more expensive than common desk-
top computer. Obvious and unavoidable differences in size
and performances between small VEs and the large ones ex-
ist, but the gap between them is slowly being filled by the
advancements in hardware technologies.

1.1. Our VRE

At the visualization group of the Institute of Cybernetics of
Tallinn, we began our way towards Virtual Reality in 2010
with a graphic workstation endowed with a 3D Planar Dis-
play (linear polarization) to explore 3-dimensional data, to
continue in 2012/2013 with the design of construction of our
CAVE-like [CNSD∗92] system, the Kyb3 Fig. 1 [PH13].

Conceived to abide to strict constraints of budget and
space, with an occupied space of only 2.35m × 2.04m ×
1.77m, the Kyb3 features three 1.1m× 0.8m screens and a
full magnetic tracking of the user position and interaction,

for a total cost of approximately e 35000. The Kyb3 is cur-
rently used at the Institute of Cybernetics for a wide of sci-
entific applications.

1.2. Short Fibre Reinforced Composites and Tensor
Visualization

Short fibre reinforced composites are very popular in many
application areas from glass fibre plastics to steel fibre rein-
forced concrete (SFRC) in civil engineering. The mechanical
properties of these composites strongly depend on the distri-
bution of the fibres, i.e. they depend on both the spatial and
orientational distribution [HEBP14,SKE∗13,PH14]. There-
fore simulations of the production process, e.g. injection
molding, are necessary. These simulations involve the CFD
simulation of the matrix material (plastic, concrete, metal,
etc) and the fibres, which can be either included as individ-
ual particles or by use of a tensorial equation. The orientation
distribution of the fibres can be characterized by orientation
tensors or alignment tensors (the traceless part of the orien-
tation tensors).

Therefore the visualization of the orientation tensors is
important for the analysis of the computer simulations. The
second order tensors can be visualized using superquadric
or superellipsoid glyphs [Kin04, JM06, SK10]. To be able to
visualize a large number of tensors in a VRE, the visualiza-
tion of the parametric glyph surfaces needs to be fast, this is

c© The Eurographics Association 2014.
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Figure 1: The Kyb3 VRE at IoC

a problem of several of the available visualization tools. A
reason for this can be, that the shape of the glyph, and the
vertices to display, is calculated on-the-fly.

2. A.C.T.I.V.E.: Anisotropic Composite Tensor
Interactive Visualization Environment

Our goal for this project was to visualize datasets of tensor
fields for visual inspection and analysis, while making the
process reproducible on many machines with different Vir-
tual Reality set-ups such as different displays and trackers.
Additionally we wanted to extend the possibilities of experi-
encing (in a limited way), a partial data immersivity on any
Desktop setup, by creating a 3D-tracker that could work on
many common desktop set-ups. In the end we wanted a cost
effective visualisation with a virtual experience that could
run on a wide range of system, such as CAVE-like envi-
ronments, 3D monitors, HMD or regular displays (the latter
with anaglyphic stereo). As one of the main research fields
involving the visualization of data and results through the
Kyb3 VE, is the study of Micro-structured composite ma-
terials and their physical properties [PH14], the data used
for the visualization is obtained from an OpenFOAM sim-
ulation [Fig. 2]. representing the casting of SFRC (steel fi-
bre reinforced concrete) into a box-shaped container. The fi-
bres themselves are not represented as single elements in the
simulation, but their orientation equation is coupled with the
fluid rheology. The simulation allows us to obtain, for each
time step, a tensor field describing the properties of the fibres
orientation in the concrete.

Figure 2: The OpenFOAM SFRC casting setup (including
the pipe through which the concrete flows in the container)

Each tensor is used to calculate the shape metrics from
which the parametrization of the corresponding superellip-
soid glyph is determined. OpenGL is eventually used to draw
the parametric surfaces of the glyphs in the 3D space, Fig. 3.
Due to the high amount of small Glyphs with different sizes
and shapes visualized for each time step of the simulation,
it becomes increasingly hard to see their 3D relative posi-
tions towards each other on a static 2D screen. As a solution,
we ported our OpenGL code to the VRUI (Virtual Reality
User Interface) [?] framework, mainly in order to take ad-
vantage of its ability to hide the characteristics of the sys-
tem on which it will be executed from the developer. User
input and tracking, 3D stereoscopy and scene manipulation
are also directly managed by VRUI . Additionally, in its last
release, VRUI also embeds the possibility to be used with
HMD as well, for example with the Oculus Rift.

2.1. Superellipsoidal glyphs

Superellipsoids, whose definition is often ambiguously
mixed with that of superquadrics, are a group of solids
whose domain partly intersect the domain of the su-
perquadrics but also extends towards a range of different
shapes. Although also built through the use of two param-
eters (one defining the exponent of the super-ellipses rep-
resenting their horizontal section and the second the expo-
nent of the ones constituting their vertical sections) as for
the superquadrics, the shapes obtained in the extremes of
the domain range of superellipsoids, tend to be more easily
identifiable, less prone to visual ambiguities and to allow a
smoother and recognizable transition among shapes [JM06].
Due to this properties, each glyph can be more expressive
about the properties of the related Tensor at the given lo-
cation. To speed up the computation, since the datasets in-
volves the plotting of several thousand glyphs for each time-
frame of the simulation, we created a discrete set of pre-

c© The Eurographics Association 2014.
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computed super ellipsoid vertices with a range of parame-
ters fine enough for the human eye not to notice. From the
OpenFOAM simulation data we compute the positions, ori-
entations and parameters of the glyph once and store them
in separate files.

Figure 3: A.C.T.I.V.E. Tensor Glyphs Visualization

2.2. User tracking on desktop environments

The A.C.T.I.V.E. software can be used on anything from
a full-size CAVE-like environment over Oculus Rift, over

desktop 3D monitors down to standard 2D monitors. How-
ever, the degree of immersivity is obviously reduced. On 2D
screens it is still possible to obtain a 3D impression, if the
scene is rotated or adjusted to changes is the user position.
However, the adjustment to the changes is user position re-
quire the user to be tracked.

The traditional stereoscopic effect of showing the user two
different images, one for each eye, is usually only effective
for a single user set in a specified location. To produce the
best possible 3-dimensional effect, we need the camera in
the scene to be in sync with every yet so slightly move-
ment of the users head. This implies at least one display per
user, but allows him to look beyond the edges of the usu-
ally static viewing volume. By tweaking the view frustum
with the input of a head tracker we can create the illusion
of looking through a window. To reach a true virtual reality
we will always need both: stereoscopic views and a tracker
for the user’s eyes. While this doesn’t represent an issue on
our Kyb3 system, where the user head position and rotation
is constantly tracked by electromagnetic sensors, the same
feature was not available for our 3D planar display and other
normal desktop posts. Luckily, the fact that a human head
can never be held perfectly still came to our benefit. Ev-
ery small head movement results indeed in small changes
to our perspective of our surrounding; causing closer objects
to shift farther than further once. We decided to implement
this subtle yet important effect to the common desktop expe-
rience by tracking the position of the face of the user in front
of the display.

2.3. Camera Facetracking

Tracking hardware is usually quite expensive and not yet
widespread enough. Therefore, for the convenience of all
users we decided to create a tracker that only relies on a de-
vice easily accessible for every laptop and desktop computer
: a front facing camera parallel to the display. This means
that most users would probably not require any additional
hardware to benefit of this feature of our software. To imple-
ment the whole face-tracking component, we relied on the
OpenCV library features [Bra00] and its including features
detections in images, by continuously reading the pixel lo-
cation and pixel size of the biggest face found in the camera.
With knowledge of the pixel resolutions, the field of view an-
gle of the camera and approximate height of the face we can
estimate the absolute position of the eyes in the face relative
to the camera itself, Fig. 4.

The tracker has been implemented in C++ and is endowed
with configurable smoothers for the raw pixel data and the
final tracking data. If the tracking was successful in the last
frame, we also predict the size of the face and focus on the
area of the image where we expect the face to be next. All
of these features result in a smooth tracking experience that
is reliable and fast when used in a common desktop envi-
ronment. The limitations that this approach holds are that

c© The Eurographics Association 2014.
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Figure 4: Face tracking

it only tracks 3D positions and not rotations and that the fa-
cial detection is limited to frontal and profile faces. However,
the detection protocols are easily swappable in the configu-
ration file and can therefore be easily updated when better
ones become available [VJ01]. The framerate is kept at 60
fps, which is essential since a high frame rate is always nec-
essary to have a comfortable tracking experience. It is not
meant to track a user walking around a room or complex
motions, the user has to stay in the camera viewing volume
and show his face to the camera without rotating or his head
too far.

Finally, in order to grant the face-tracking component the
maximum flexibility of use, we created a VRPN (Virtual-
Reality Peripheral Network) [THS∗01] server using our
face-tracking features for the convenience to easily connect
it to any client that reads VRPN tracker inputs. VRPN is
a very helpful tool to connect multiple tracker, analog and
button input devices with client software while maintaining
a simple interface for clients and being available on windows
and linux. VRUI, that we used as a framework for our tensor
field visualisation, can launch a device daemon specifically
for any VRPN input.

Conclusions

The A.C.T.I.V.E software represents one of our several sub-
projects aimed towards building a complete research en-
vironment for Micro-structured composite materials analy-
sis and visualization. Other software elements composing
the full final system [PH14] are being developed or are al-
ready functional, and all of them are meant for flexibility
and portability among different types of platforms.
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Abstract. One of the most important factors to determine the mechanical properties of a fibre composite material is the orientation
of the fibres in the matrix. Their orientation might differ in distinct parts of the structural element as dependent from the casting
techniques and mould materials. This paper presents an algorithm to retrieve the single fibre’s orientation information out of SFRC
samples scanned through a µCT scanner. The software implemented with the algorithm includes a data filtering component to
remove the noise from the datasets and prepare them correctly for the analysis. Due to its short computational times and its almost
complete lack of need for external user intervention, the software is able to process and analyse large batches of data in short periods
by providing results in a variety of visual and numerical formats.

Key words: computer engineering, image analysis, tomography, steel fibre reinforced concrete, fibre orientation.

1. Introduction

Steel Fibre Reinforced Concrete (SFRC) is a cementitious composite material made of cement and ag-
gregate, that incorporates discrete discontinuous fibres. Also thanks to its advantages in terms of production
speed and required labour force, SFRC is probably going to gradually supplement or substitute the tradi-
tional metal bars or grids reinforced concrete in several construction industry applications.
The need to reinforce concrete arises from the nature of the material itself. Unreinforced concrete is brittle
and with a low tensile strength and low strain capacity. In order to perform properly it needs a way to bridge
the micro cracks that propagate in its structure to prevent sudden failure.
That method is represented, in the specific case of SFRC described in this paper, by incorporating into the
mixture a certain amount of steel fibres with hooked ends, 50 mm long and 1 mm thick. Their presence is
fundamental in order to improve the mechanical property of the material. They help the concrete in bearing
part of the tensile stress and chemically and mechanically transfer the remaining part to more stable regions
of the matrix. Multiple factors influence the efficiency of the fibres: shape, volume fraction, aspect ratio,
their surface properties and their orientation [1, 2].
As the orientation distribution of the fibres within the matrix is non-uniform, the properties of the system
often tend towards anisotropy. A number of investigations [3–7] demonstrated the strong influence that the
orientation has on the material properties.

2. Motivation of the research

Several methods already exist in order to extract orientation information from X-ray tomographies of
SFRC concrete [8–11]. Most of them are based on approaches very different from each other, among which
are: skeletonisation [8], linear regression [10] and separate regions labeling [11].
For several of them though, the use of commercial software and libraries prevented the disclosure of the
detailed implementation of the methods. Additionally, most of the methods require either long processing
times or the user interaction along the process or even both. This prevents the overnight processing of large
batches of datasets, slowing down the whole research process and increasing the possibility for mistakes.
In order to find a solution to the above mentioned problems, we decided to design and implement our own
algorithm. The choice was made with the need in mind to have a flexible fast system for the analysis that
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could be progressively expanded and improved according to new needs that might arise during our research.

3. Introduction to the analysis

The development of the algorithm was initially inspired by [12] and by their use of the Hessian matrix
to detect cylindrical shapes in the volumes.
Its pure application though, being developed for higher density straight fibres could not perform correctly in
order to analyse the sparsely distributed hooked-end fibres of our samples.
Our specific datasets provided moreover a variety of additional challenges that required a more complex
combined approach. The first step of the process was to filter them in order to optimize the data to be fed to
the analysis. Filtering was done with the Insight Toolkit (ITK) libraries [13] in order to flag on the volume
all the voxels that would not be of interest for the analysis. This meant for the analysis to ignore all the
voxels belonging to the matrix (cement, aggregate and air bubbles), all the scanning artefacts and noise.
In better formed datasets (i.e. with no touching fibres), this phase might have also be sufficient to already
isolate and label each fibre separately. Unfortunately it was not the case for our data. Due to the tomographic
reconstruction and partly as a by-product of the data filtering to isolate cylindrical shapes with the Frangi
Vesselness filter [14], it is very rare to have completely separated fibres. Most of them have indeed contact
points with other fibres, quite often forming chains of fibres of three or more elements. Only two input
parameters are needed in order to perform the data filtering: the thickness of the fibres (in voxels) and the
threshold for the binarisation. The first one depends on the properties of the specific type of SFRC analysed
and the scanner resolution. The second one depends on the properties of the scanner, of the analysed material
and the volume reconstruction. Both the parameters remain constant for all the samples belonging to a batch
of the same material scanned with the same technique and devices and using the same parameters for the
volume reconstruction.

4. Analysis

The data prepared for the analysis after the filtering phase is:

• Cleared of all the voxels not belonging to fibres,

• Binarised,

• The non touching regions have been labeled uniquely [15] and their indices stored to file and

• Smoothed with a Gaussian 3D filter.

The last step, in particular, was necessary in order to use the Hessian-based method mentioned in the
previous section.
The Hessian matrix is the square matrix of the second-order partial derivatives of a function. When such
a matrix is calculated for each pixel/voxel of a greyscale image (be it 2- or 3-dimensional), its eigenvalues
and eigenvectors contain an important set of information about the input element: the variation of intensity
of the grey level in all the directions. Equations (1)–(4) and Figure 1 show the construction of the matrix on
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a 2D image:

(H)i j =

(
∂ 2 f
∂ i∂ j

)
,where i, j = x,y (1)

∂ 2 f (x,y)
∂x∂x

≈ f (x+1,y)−2 f (x,y)+ f (x−1,y)
h2 , (2)

∂ 2 f (x,y)
∂y∂y

≈ f (x,y+1)−2 f (x,y)+ f (x,y−1)
k2 , (3)

∂ 2 f (x,y)
∂x∂y

≈ f (x+1,y+1)− f (x+1,y−1)− f (x−1,y+1)+ f (x−1,y−1)
4hk

, (4)

here h and k are the pixel (voxel) sizes in x and y directions respectively. In 3D, i, j = x,y,z and correspond-
ing equations for z would be added. In order to be constructed correctly, the matrix requires the cylindrical
elements to have a grey level gradient from the inside (high values) to the outside (lower values).

Figure 1. Pixels used for the construction of the 2D greyscale-based Hessian matrix. The direction of the eigenvectors of the matrix
in one point is also indicated.

A problem related to our specific datasets arose from the scanning devices not being prepared to pro-
cess so large concrete samples (10 cm diameter). Because of that, the reconstructed volumes presented a
cylindrically shaped artefact, see Fig. 2, in their middle. This artefact contaminated the analysis for multiple
reasons.
It connected multiple touching fibres regions making their following separation even more complex, but it
also would have been recognised by the analysis as a very large fibre (due to the cylindrical shape), and
would have been therefore difficult to manage in the automated analysis.
In order to avoid problems, we filtered the data prior the analysis by coring out the voxels belonging to a

parallelepiped-shaped region wrapping the artefact. The results with the core removed immediately proved
to be much better than the ones with it still in the volume.
For each voxel belonging to a fibre (using the labels stored during the filtering) the algorithm calculates
the Hessian matrix and extracts its eigenvectors. The smallest of them represents the direction of the fibre
in that specific voxel (Fig. 1). The orientation vectors for each of the regions are then stored together for
the next phase of the analysis. The data gathered so far though, does not represent the fibres’ main shaft
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(a) horizontal (b) vertical

Figure 2. Slice images of the tomography showing the artefact in the middle

contribution (i.e. the important one to determine the fibres’ contribution at crack time) due to the presence
of those vectors belonging to the hooked ends (Fig. 3). In the next section we explain the algorithm we
developed to extract the main orientation of the fibres.

5. Separation of Touching Fibres

The next step was the most important one of the algorithm in order to identify the orientation of the
single fibres.
The idea came from the observation of the voxel vectors visualised on the Kyb3 system, our Virtual Reality
environment [16]. Even in case of chains of touching fibres it was quite obvious from the visual inspection
that the majority of orientation vectors was aligned along the shafts of the fibres. Therefore the distribution
of the orientation vectors of the voxels should show peaks corresponding to the main shafts of each fibre.
Unless two fibres of the chain would have identical orientation (in which case they would be seen as a single
very large peak), this behaviour had to be isolated and analysed properly.
To cast the data into a more easily analysable format, we converted the voxel orientation vectors from carte-
sian to spherical coordinates. This operation suffers of some of the weaknesses of the spherical coordinates
for angles very close to the poles of the sphere, but allows clustering to be done more easily on a 90×360
2D matrix. As for the indices of the matrix we used the Theta (ϑ ) angle to represent the rotation on the z
axis (polar angle) and the Phi (ϕ) angle for the rotation on the x-y-plane (azimuthal angle).
In order to clean the results from noise and facilitate peak detection we smoothed the whole matrix with a
simple Gaussian filtering.
The analysis of a single fibre (a rare occurrence in the dataset) generates a single dominating peak and rep-
resents no particular problem for the detection (Fig. 4(a)). Slightly more complex was the case of multiple
touching fibres. The angles corresponding to the main fibres orientation, though, generated peaks of such
a size to be easily identifiable in the matrix (Fig. 4(b)). To ignore the noise and the much smaller peaks
resulting from the hooked ends of the fibre, we thresholded the data proportionally to the highest peaks in
the matrix.We then proceeded to isolate the separate clusters through a connected regions labelling algo-
rithm [17].

Publication IV 110



5

Figure 3. Detail on the voxel vectors in proximity of one of the hooked ends of a fibre

In each of the clusters, we proceeded then by locating the highest local peak, i.e. the one corresponding to
the fibre shaft orientation.
As the last step we converted back the angles from spherical to cartesian coordinates. The outcome is that for
each fibre, we now had the centre point (obtained by averaging the coordinates of all the voxels belonging
to the peak) and the orientation.

6. Performances and timings

While the filtering process can be expensive in terms of resources (the ITK Frangi Vesselness filter [18]
applied to a 900×900×576 volume requires up to 32GB of RAM) and takes approximately 23 to 25 min-
utes per volume, the analysis component of the software is, by contrast, very fast and lightweight.
Thanks to the labels provided by the filtering phase, only the relevant voxels are analysed while all the others
are completely skipped and speeds up computation up additionally.
A series of optimisation in the data structure’s use, allows to run the whole process on a 900× 900× 576
dataset in a time that ranges between 2 and 3.5 minutes depending on the amount of fibres in the volume.
The RAM consumption for the analysis barely reaches 4GB and requires absolutely no additional input from
the user.
The whole filtering and analysis process for a single dataset can be therefore performed in approximately
25 to 28 minutes.

7. Validation of results

The validation of the algorithm and its implementation has been made in two ways: visually and numeri-
cally. The visual feedback was used throughout the whole development for a quick testing of the correctness
of all the steps (Fig. 4), from filtering until the final analysis was performed.

Throughout software execution, we saved a variety of data describing each step’s outcome in formats
easy to read and visualise. This allowed a constant correctness control and the possibility to quickly detect
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(a)

(b) (c)

Figure 4. (a) a single fibre orientation extraction, (b) the peaks describing three touching fibres, (c) the three touching fibres separate
orientations after the analysis of the regions peaks map.

and correct algorithmic and implementation mistakes. The data produced at the end of the whole analysis
consisted of:

• Volume file (in the NRRD/NHDR format [19]; header+raw volume) containing the filtered and smoothed
volume showing only the fibres,

• a VTK [20] point based visualisation file containing all the voxel vectors of all fibres (Fig. 5),

• a VTK file containing the single fibre orientation vectors correctly positioned in space.

As it can be seen in Fig. 3, Fig. 4 and Fig. 5, the voxel vectors and fibre orientation vectors show unambigu-
ously the correctness of the algorithm and the software.
In order to perform a numerical validation, we compared the results of the analysis with those provided by
the skeletonisation approach [8] on the same datasets. Aside from small differences depending on a variety
of factors, the two analyses were very similar in the results. The scatterplots in Fig. 6 show the superposition
of the fibre orientation angles as obtained by skeletonisation (Fig. 6(a)) and by our method (Fig. 6(b)). The
comparison performed correctly on all the 15 datasets . By using the same equations described in [6, 8],
we calculated from the data the order parameter and director describing the orientation of the fibres in the
sample.

The director is the eigenvector corresponding to the largest eigenvalue (according to absolute value:
|λ1| ≥ |λ2| ≥ |λ3|) of the second order alignment tensor A that is described as:

A =
1
N

N

∑
i=1

ni⊗ni (5)
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(a) (b)

Figure 5. (a) full orientation extraction, voxel and fibres vectors, (b) orientation extraction detail on single fibre.
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Figure 6. Scatterplot describing the orientation angles in a sample: (a) with the skeletonisation method [8], (b) with the method
described in this paper, and (c) the superposition of the two results.

ni represents the direction of the i-th fibre, N the total amount of fibres and ni⊗ni the symmetric
traceless tensor product. The order parameter is given as

S =
3
2

λ1 (6)

or as

S =

〈
3
2

cos2 α− 1
2

〉
(7)

with λ1 the largest eigenvalue of A and α is the angle between the individual fibre and the director.
The director of the sample displayed in Fig. 6 (expressed in ϑ , ϕ angles) is (ϕ = 169,ϑ = 59) for the

skeletonisation approach and (ϕ = 168,ϑ = 57) with our method.
The order parameter is S = −44 for the skeletonisation, and S = −41 for our algorithm. The differences
among the parameters is sufficiently small to validate the results.
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8. Conclusion

Although still under improvement, the described method and software already proved to provide very
reliable results.
The limited human interaction and very fast processing times minimize the possibility for human errors and
allow the autonomous analysis of large batches of data.
The software builds its own structured directories in order to store all the output orderly and process the
numeric data further for additional analyses. With further steps towards an even more precise analysis of
the peaks in order to succeed also in case of very similarly aligned fibres and a more easily usable graphical
interface, we strongly believe that the software has a chance to become a widespread tool for SFRC analysis.
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