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1 Introduction 

Discourse surrounding the use and application of Artificial Intelligence (AI) has garnered 

increasing attention in the past few years (Boyd and Wilson 2017). Multiple competing 

narratives exist over its use and impact on society. For instance, a Forbes article titled 

Artificial Intelligence for Good: How AI is Helping Humanity argues that AI is one of the 

most revolutionary human developments to exist, and that it is capable of addressing 

complex societal challenges (Sukhadeve 2021). Conversely, in an article titled Artificial 

Intelligence Will ‘Likely’ Destroy Humans, Researchers Say, Kokkinidis (2022) 

highlights that using AI may endanger society as it poses an existential risk. Media 

discourse thus attempts to idealise or diminish what AI as a concept and its applications 

entail, rather than addressing its core. This creates ambiguity, including how AI is 

understood and perceived by the general public.   

Research regarding AI emerged in the 1940s, with studies focusing on the possibilities of 

decision-making by machines (e.g., McCulloch and Pitts 1943). Following that, general 

areas where AI solutions can be applied were searched for in the 1970s (e.g., Waterman 

and Newell 1971). Nowadays, research has expanded its focus to analysing the 

opportunities and applications of AI in public sector functions (Pan 2016). Relevant 

domains include education (Chen et al. 2020), public health (Benke and Benke 2018) and 

national security (Radulov 2019).  

AI can be defined as autonomous systems operating in the absence of human mediation, 

that learn through identifying patterns in data to make decisions and realise different 

conclusions based on the analyses of various contexts (Čerka et al. 2017). The self-

learning algorithm, which is the foundation for AI, is key for the emergence of 

innovations within different sectors in society (Wirtz et al. 2019). A report by the 

McKinsey Global Institute reiterates this assumption by highlighting that “rapid advances 

in automation and artificial intelligence have a significant impact on the way we work 

and our productivity” (Batra et al. 2018, p. 4).  

Such assumptions prompted investments in AI-based technologies within the public 

sectors of various countries worldwide (de Sousa et al. 2019). For instance, The People’s 

Republic of China (2017) has committed to investing approximately $150 billion to 

establish itself as a frontier in AI by 2030. In the United Kingdom (UK), the 

implementation of AI is anticipated to contribute £200bn to the country’s gross domestic 

product by 2030 and create 80,000 new jobs, highlighting the public sector’s willingness 

to transform established practices (Mikhaylov et al. 2018). 
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The introduction of AI as a novel technology in the public sector is often done under the 

guise of providing benefits to end users, which within this sector includes citizens. As the 

influence of AI has transformative impacts on social, political, economic and ethical 

elements, the incorporation of citizens’ perceptions on the use of AI in the public sector 

is considered important (Chen et al. 2021). Their perceptions are relevant as the public 

sector operates under the mandate of providing public value, alongside achieving 

economic objectives (Rosemann et al. 2021). Despite this, citizens find it difficult to form 

definite opinions as AI implementations are considered “invisible elements of daily life, 

mostly driven by proprietary algorithms” (Yigitcanlar et al. 2022, p. 2). Accordingly, 

various elements pertaining to AI are difficult to grasp, making it harder for citizens to 

shape their opinions accurately. 

As such, government authorities call for increasing discussions on AI advances and 

implementations in public discourse to engage and educate citizens about its use (Lee et 

al. 2020). This attempts to overcome what Crawford and Calo (2016) refer to as the blind 

spot in AI research – the lack of citizen involvement. Understanding citizens’ perceptions 

of AI use in the public sector is relevant, particularly when upholding values that underpin 

democratic societies. While the use of AI aims to achieve more efficient outcomes, 

Hildebrandt (2016) highlights that democratic elements such as pluralism and upholding 

conflicting societal views ought to be considered too. In doing so, the risk of rising 

democratic paternalism perpetrated by government officials when chasing efficiency 

benefits is diminished.  

Additionally, social scientific research iterates the intertwined link between technological 

progression and social acceptance. As Zhai et al. (2020) stated: “public perceptions and 

concerns about AI are important because the success of any emergent technology depends 

in large on public acceptance” (p. 140). Citizens’ perceptions thus impact the adoption 

and scale of AI, which has profound impacts on how we structure society (Bao et al. 

2022). This provides public administrators with the motivation to incorporate citizens’ 

perspectives within AI discussions in order to enhance the successful implementation of 

AI in the public sector. 

Ingrams et al. (2022) argue that there are two conflicting dimensions at play which impact 

citizens’ perceptions on the use of AI. On the one hand, the instrumental dimension 

highlights that AI use in public sector organizations (PSOs) delivers greater efficiency 

benefits as opposed to traditional established methods and strategies (Young et al. 2019). 

Citizens hold optimistic views regarding the opportunities that AI offers, particularly 

when focusing on benefits related to time-saving when performing administrative tasks, 

such as filing taxes (Starke and Lünich 2020). On the other hand, the value-based 
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dimension entails that citizens consider the social, normative, and political implications 

of AI use in the public sector. Such value-based judgements are heightened when citizens 

consider elements such as faceless decision-making done by AI, which may be perceived 

as illegitimate interference or power attributed to AI (Busuioc 2022). These elements may 

adversely impact citizens’ perceptions of ill-outcomes resulting of AI use, including 

inequalities and consistent biases (Easton 2018). 

Accordingly, based on the aforementioned instrumental and value-based dimensions, the 

public sector finds itself in a predicament – being tempted by the promised efficiency 

benefits from implementing AI while protecting citizens from potential negative 

consequences of its use (Kuziemski and Misuraca 2020). The latter is important to 

consider as AI programs are adopted over diverse application areas, despite these 

programs posing risks of social destruction. Social destruction entails negative societal 

and organizational consequences that are considered undesirable (Newell and Marabelli 

2015). This is particularly salient within the public sector context, as impacted 

stakeholders include citizens who are unable to opt-out of interacting with organizations 

implementing AI.  

For instance, the use of AI in immigration enforcement in the UK has led to the 

cancellation of thousands of visas for immigrants due to a system error (McDonald 2020). 

Other examples include negative consequences arising from using AI in application 

screenings of university exams (Hao 2020) and for recidivism prediction in justice 

systems (Buranyi 2017), which brought about controversy due to heightened racial and 

socio-economic discrimination. A Gartner (2018) report predicts that erroneous outcomes 

may emerge in 85 percent of AI projects as a result of biased data or incorrect 

management. As such, this calls into question the government’s ability to ensure citizens’ 

rights are safeguarded when deploying AI (Crawford and Calo 2016).  

As a response to the recognition of AI’s transformative impact on various societal 

domains, debates surrounding the need for principles that safeguard values emerged to 

guide the development and use of AI. Worldwide, an ever-increasing number of 

organizations developed ethical AI frameworks and principles that enforce more careful 

implementation of AI to address the emergence of negative consequences from its use 

(Kuziemski and Misuraca 2020). This is part of the larger responsible business agenda 

that prioritises good governance and upholds societal concerns. Chen et al. (2021) argue 

that these guidelines and principles are meant to serve as a tool to increase citizen trust in 

AI systems, which impact their experiences with AI programs. 
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1.1 Outline of the Problem 

Jobin et al. (2019) emphasise that in recent years, the heightened proliferation of ethical 

AI frameworks and principles in the public sector is seen as propagating soft-law efforts 

to address advances in AI use and implementation. Accordingly, national and 

international organizations created committees specialised in AI, with a mandate to 

produce guidelines and policy reports. Such committees include the Select Committee on 

Artificial Intelligence of the UK House of Lords and the High-Level Expert Group on 

Artificial Intelligence (HLEG AI) of the European Commission (EC). Due to the 

increasing diversity of guidelines and principles published, Floridi et al. (2018) aimed to 

produce a comprehensive ethical AI framework encompassing the most cited ethical AI 

principles – the AI4People Framework.  

This was developed following a synthesis of reports published by six trusted initiatives 

and organizations. The five resulting principles were common across the reports analysed: 

beneficence, non-maleficence, autonomy, justice and explicability. Ashok et al. (2022) 

further the framework by mapping the principles on an ontological framework which 

consists of three domains – physical, cognitive, information – and a fourth governance 

domain added by the authors. In addition, they detail various ethical implications 

pertaining to each of the ethical AI principles. The resultant framework – Extended 

AI4People Framework – thus shows which ontological domains the principles impact, 

alongside their more detailed ethical implications as shown by research. 

Despite the perceived positive turn of developing ethical AI frameworks, they are not 

without critique. Scrutiny is voiced by a growing number of researchers who highlight 

the ineffectiveness of the move to ethical AI principles (e.g., Lauer 2021).  For instance, 

Mittelstadt (2019) emphasises that ethical AI frameworks result in “vague, high-level 

principles, and value statements which promise to be action-guiding, but in practice 

provide few specific recommendations and fail to address fundamental normative and 

political tensions embedded in key concepts” (p. 501). This statement reflects upon two 

main criticisms regarding the proliferation and use of ethical AI frameworks put forward. 

First, ethical AI principles lack consensus over their operationalisation. The issue lies in 

translating normative concepts, such as autonomy and justice, into technical rules and 

best practices adopted by AI practitioners. Mittelstadt (2019) argues that these concepts 

are significantly shaped by local contexts, and high level abstractions may not provide 

adequate guidance. In this regard, practitioners often translate principles and make 

normative decisions in the way they deem fit in the absence of coherent implementation, 

which entails that the issue of operationalising principles “is kicked down the road like 

the proverbial can” (Mittelstadt 2019, p. 503). 
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Second, tensions emerge when ethical AI principles are adopted in specific contexts. 

These tensions may reflect the presence of a moral trade-off, wherein two goals or values 

conflict with each other and one cannot be pursued without foregoing the other. For 

instance, a report by the AI Committee of the UK House of Lords (2018) mentions that 

“it is not acceptable to deploy any artificial intelligence system which could have a 

substantial impact on an individual’s life, unless it can generate a full and satisfactory 

explanation for the decisions it will take” (n.p.). Here a tension lies between the use of 

algorithms for social benefit and assuring understandings of the algorithms to the wider 

public. As such, without acknowledging the impact of ethical tensions, Whittlestone et 

al. (2019) argue that standards adopted may be unachievable and regulations which ought 

to protect certain values may inadvertently impact others. 

1.2 Motivation for Research 

Thenceforth, although AI is increasingly used to enhance the efficiency and reduce costs 

of PSOs, decisions made by such organizations have great impacts on both individuals 

and society. Despite this, Hickok (2021) emphasises that a limited number of stakeholders 

still remain in charge of making crucial decisions regarding AI, such as deciding on what 

is prioritised, where AI systems will be used and which decisions they deem important. 

This marks an asymmetry between those who decide and the wider public impacted by 

these decisions, leading to a power asymmetry between involved stakeholders.  

Thus, this research follows the argumentation of various ethical guidelines that posit 

citizens must be more involved in crucial decisions regarding AI (e.g., Floridi et al. 2018), 

as doing so would enable them to hold decision-makers accountable regarding the societal 

impacts of AI. The plurality of opinions and diverse viewpoints may then be captured in 

these systems, which are designed with human-centricity and beneficence in mind.  

The Netherlands is taken as a case study in this research. This serves as an interesting 

case since despite the country showing large progress in adopting AI systems in the public 

sector and becoming a recent frontier on the ethical use of AI (Asser Institute 2021), over 

60% of Dutch citizens distrust the national government (Statista 2022). This is 

paradoxical considering that trust is regarded as an important factor underpinning the use 

and social acceptance of AI in the public sector, especially when values are leading (Chen 

et al. 2021). As other European countries start to engage with and implement AI projects 

throughout their public sector, insights from the Netherlands may provide ample 

knowledge on how to roll out such projects whilst ensuring that citizens’ needs are 

considered. Hence, the main research question and sub-questions addressed in this 

research are: 
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Main RQ:     How do Dutch citizens perceive the ethical implications of AI use 

in the public sector? 

Sub-Q One:   What are Dutch citizens’ understandings of ethical AI principles? 

Sub-Q Two:     What values are prioritised by Dutch citizens when tensions 

emerge following the implementation of ethical AI principles? 

The aforementioned questions are answered by conducting focus groups with Dutch 

citizens to grasp how they make sense of ethical AI principles in practice – relating to the 

operationalisation element – and what values are leading within specific local contexts. 

The latter provides insight on addressing tensions resulting from the implementation of 

ethical AI principles. Although the Dutch citizens questioned are not meant to be 

representative of the broader society, they can provide initial exploratory insights into 

how citizens perceive these elements, which has thus far been under researched in 

academic literature (Ingrams et al. 2022).  

The transcripts of the focus groups are deductively coded using the aggregate of the 

frameworks from Floridi et al. (2018) and Ashok et al. (2022) – the Extended AI4People 

Framework. This serves as the theoretical foundation to which citizens’ understandings 

of the ethical implications of AI use are compared to, as the Framework discusses 

established guidelines, practices and research in the AI domain. Additionally, the four 

main ethical tensions identified by Whittlestone et al. (2019) are analysed to grasp what 

values citizens prioritise when the ethical tensions emerge. Hence, combining both the 

Extended AI4People Framework and view on the ethical tensions provides a guiding lens 

to highlight data that aids in answering the research questions posed, generating greater 

insight about how citizens perceive the technological changes in the public sector and 

their associated repercussions. 

By moving beyond citizens’ ethical perceptions of AI as a mere obstacle that needs to be 

overcome, this research contributes to understandings of how Dutch citizens perceive the 

use of AI in their society, alongside the ethical implications such use entails. A single 

case-study allows greater insight on the intertwinement of technology, local norms and 

the context of use, which are deeply embedded within the cultural and social context. 

Additionally, highlighting the values that Dutch citizens deem important can aid 

practitioners when resolving trade-offs which emerge when ethical AI principles are 

implemented in practice. As there is not one best method to minimise tensions, Abedin 

(2021) highlights that balancing organizational, environmental and individual needs is 

key when deploying ethical principles to ensure that trust and approval in AI systems are 

maintained. By addressing these points, Berendt (2019) argues that such insights can aid 
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developers with better designing ethical AI systems suited towards the end users’ needs 

– the citizen.  

1.3 Structure of the Paper 

The structure of this research is as follows; the next section discusses key research in the 

domain of AI, including advancing a working definition and application areas. The 

literature background also emphasises the roles and perspectives of citizens’ on AI, 

established ethical frameworks and principles, alongside relevant critiques.  In particular, 

the main theoretical lens – the Extended AI4People Framework – is presented alongside 

the four main ethical tensions, which serve as the foundation of this research. The research 

design then follows, wherein the focus group method adopted is elaborated upon, 

alongside relevant practical elements of how this method is conducted and utilised.  

Further, the results convey Dutch citizens’ perceptions on the ethical implications of AI 

use in the public sector, and are reported under three main themes. These themes coincide 

with the research questions posed in this research, hence providing a concrete structure 

to the results. The next section advances discussions about the results of this research, 

highlighting novel perspectives put forward by citizens and relevant contextual elements. 

In the conclusion, the research questions are explicitly answered, both academic and 

practical implications are noted, alongside the limitations of this research and suggestions 

for future research. 
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2 Literature Background 

This section provides an overview of AI, with a particular emphasis on ethics. First, AI 

is defined due to its conceptual ambiguity and its application areas in the public sector 

are highlighted. Following this, the benefits and values of AI as perceived by citizens are 

discussed. This shifts the focus to the ethics aspect of AI, wherein ethical AI frameworks 

and principles are elaborated upon. The Extended AI4People Framework is presented, 

since it serves as the main theoretical background for this research. To provide a more 

nuanced view, critiques against the framework are also advanced and considered, 

highlighting current shortcomings to ethical approaches. Finally, the citizens’ importance 

in AI development is reiterated, and provides a segue to the results wherein citizens’ 

perceptions on the ethical implications of AI are discussed.   

2.1 Overview of AI in the Public Sector 

The discipline and field of AI has been discussed for decades by both practitioners and 

academics alike, but only recently gained relevance for and momentum in the public 

sector. This marks a critical step considering that the public sector is perceived as playing 

a crucial role in the development of AI – both in advancing legislation (e.g., Misuraca 

and van Noordt 2020) and incorporating it within application areas (e.g., Wirtz et al. 

2019). Nevertheless, research on the applications of AI in the public sector remain limited 

despite the increasing momentum, which in turn brought about confusion regarding how 

AI is defined and understood (Ahn and Chen 2022).  

Thus, Maragno et al. (2022) argue that the present problem is twofold. First, AI is still 

being used as a general term encompassing diverse technologies such as video recognition 

and machine learning. Second, ambiguity remains regarding the role governments are 

playing within applications of AI, the decisions being made and reporting on successful 

implementation. With the latter, Misuraca et al. (2020) are seen as having conducted one 

of the few research that focuses on AI projects within the European setting. 

2.1.1 Defining AI  

Despite that the field of AI has been studied for several decades, a consensus regarding 

how to define the term is yet to be achieved. Legg and Hutter (2006) argue that the 

ambiguity limits our understandings of AI, which they perceive as a problem that persists 

nowadays. A recent report published by AI Watch reiterates this issue, thus attempting to 

put forward an operational definition of AI (Samoili et al. 2021). This highlights how 

attempts regarding defining AI still persist, adding to the conceptual ambiguity.  
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Previous definitions of AI refer to the systems in relation to people, and were thus 

disproportionately human-focused. For instance, Rich et al. (2009) defined AI as “the 

study of how to make computer do things, which at the moment, people do better” (p.3). 

Similarly, Russel and Norvig (2010) put forward the definition that AI can be organised 

into four categories: “systems that think like humans; systems that act like humans; 

systems that think rationally; systems that act rationally” (p. 2). These definitions are then 

followed by ones describing AI systems more distinctly in relation to people. Adams et 

al. (2012) is an example of such definition, who describes AI as a “systems that could 

learn, replicate, and possibly exceed human-level performance in the full breadth of 

cognitive and intellectual abilities” (p. 28).  

More recent approaches to defining AI focus on defining these systems as intelligent 

beings, beyond reference to humans. For example, Wirtz et al. (2019) suggest to first 

delineate and define the term intelligence explicitly, which can then be applied to 

machines and provide a more nuanced definition to the compounded artificial 

intelligence. Accordingly, Legg and Hutter (2006) define intelligence as possessing the 

capabilities to interact with and acquire information pertaining to past experiences, 

alongside handling uncertainty. Artificial is then defined by Patrick and Fattu (1986) as a 

copy of something natural, which is produced by humans.  

The aforementioned definitions thus highlight that the core characteristics of AI include 

a machine-based system which displays intelligent human-like behaviour. Such 

behaviour includes perception, learning, and understanding. These allow AI to mimic 

human thinking and practices when targeting efficient solutions, leading to better 

performances (Wirtz et al. 2019). The working definition put forward by the EC (2019a) 

HLEG AI highlights the elements posed above, and is thus adopted in this research – AI 

is seen as a “systems that display intelligent behaviour by analysing their environment 

and taking actions – with some degree of autonomy – to achieve specific goals” (p. 1). 

2.1.2 Application Areas  

As a result of increasing societal pressures to digitalise their processes, Pfotenhauer and 

Jasanoff (2017) indicate that governments responded by catering to innovation discourses 

as to appear politically legitimate and economically feasible. Consequently, 

governmental offices and PSOs worldwide are implementing AI applications. Research 

initially focused on AI’s ability to deliver enhanced outcomes to the private sector, 

including intelligent automation, virtualisation of labour and complimentary benefits to 

the abilities of personnel (Bataller and Harris 2016). Hence, the public sector is able to 

use insights and best practices from the private sector wherein AI uses are perceived as 
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common knowledge, whilst safeguarding public interests and upholding the provision of 

public values (Wirtz et al. 2019). 

De Sousa et al. (2019) conducted a systematic literature review (SLR) to identify studies 

published during the 21st century with a focus on AI in the public sector. The 59 resulting 

studies discussed AI applications in nine of the ten functions of government, as 

ascertained by the Classification of Functions of Government. Accordingly, the functions 

of government where AI use is most reported are: general public services, economic 

affairs, environmental protection, public order and safety, housing and community 

amenities, social protection, health, defence and finally, education. The only function of 

government where the authors did not find research regarding AI applications is within 

the recreation, culture and religion domain. 

Diving deeper into some of the AI application areas, various authors refer to education as 

a function of government where AI has a pivotal role. Within this context, following their 

SLR on AI use cases in education between 2010-2020, Chen et al. (2020) argue that AI 

has various beneficial use cases. These include aiding in the assessment of students and 

the grading of exams or reports, providing personalised intelligent teaching, and further 

enabling online education. The AI techniques associated with these benefits include 

adaptive learning methods, image recognition and prediction systems, learning analytics 

and virtual personalised assistants respectively.  

Nevertheless, some challenges from using AI within this domain persist. These include 

the changing role of teacher vis-à-vis their students in the classroom. From the teacher’s 

perspective, they may either wholly resist AI implementations due to their beliefs 

regarding own self-competency, or due to the overreliance on AI and associated 

unrealistic expectations that are often unmet (Kessler 2018). From the student’s 

perspective, AI seems to provide the relevant tools required to produce outcomes without 

the need for knowledge processing work, undermining students’ learning (Zhai et al. 

2021). For instance, instead of exploring relevant examples to questions posed by 

teachers, students can obtain results using smart tools, compromising their learning.  

Also considered a vital area where AI plays a positive role is the domain of public order 

and safety. For instance, various countries such as the Netherlands implemented 

intelligent image processing software to enhance crowd monitoring and control. This 

software, which is also considered a facial recognition system, is supported and used by 

various intelligence agencies and police departments to identify and locate criminals 

within the natural environment, missing persons and victims (Misuraca et al. 2020).  
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Besides the Netherlands, other countries such as China and the UK employ edge video 

analytics as an essential means of upholding public safety. This method involves the 

gathering and analysis of data continuously from live camera streams or sensors. Zhang 

et al. (2019) highlight how video analytics utilise AI to address the so-called four W 

Problem: the actor (Who), doing something (What), the place it occurs in (Where), and 

the time (When). The answers to these questions are relevant within the contexts of 

building awareness about situations, providing alerts when something goes wrong and for 

detecting relevant objects (e.g., missing vehicles and suspects).  

Local governments also incorporate AI within their structures in order to enhance 

interactions between their organizations and the wider public (e.g., businesses and 

citizens). Tangi et al. (2020) argue that such technology reinvents communication lines 

between PSOs and their constituents, making it easier for public demands to be expressed 

and heard. For instance, a report published by the European Regional Development Fund 

shows how various Dutch cities are using chatbots to answer questions posed by the 

public as the next step in digital customer service, thereby reducing administrative burden 

on the staff (de Voogd 2019).  

Van Noordt and Misuraca (2019) highlight that the current application of chatbots is 

limited to the emergence of only first-order changes – those pertaining to the automation 

of established activities and slight changes to the organization as to facilitate the 

introduction of chatbots. This denotes the lack of second-order changes within chatbot 

applications in the public sector – those pertaining to the radical transformation of public 

service delivery, changes in governance mechanisms, or new methods for citizen 

engagement surpassing established figures. Despite this, the improved communication 

between governments and citizens seen in first-order changes still provide value by easing 

requirements of looking for information (Aoki 2020). The resultant response uniformity, 

quality and timeliness leads to strengthened public trust in AI systems, and thus such 

changes should not be neglected.  

As such, the aforementioned AI application areas and use cases are not meant to provide 

an exhaustive account. Instead, they show the increasing implementation of AI in the 

public sector. Some challenges still remain and the full potential of AI in various cases is 

yet to be met, but the overview shows how the implementation of new technologies in the 

public sector is developing, which for long was considered lagging behind the private 

sector in this regard. 
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2.2 Instrumental and Value-Based Dimensions 

The application areas discussed above show how AI permeates expansive areas in 

citizens’ daily lives, including education, public safety and their interactions with local 

government. Despite this, König (2022) highlights that evidence on citizens’ perceptions 

of AI remain limited and disparate. Whereas Marcinkowski et al. (2020) put forward 

findings showing that citizens are sceptical of AI use in political decision-making, Miller 

and Keiser (2021) show citizen acceptance of AI use in simple public administration 

tasks. This highlights the existence of disparate opinions on how AI in the public sector 

is viewed by citizens, requiring further analyses.  

Hence, to better understand how citizens perceive and make sense of AI use in the public 

sector, Ingrams et al. (2022) argue that discussions surrounding improvements offered by 

AI focus on both instrumental impacts of AI use, alongside the moral and societal 

outcomes of AI. The former iterates the efficiency advances associated with AI and is 

referred to as the instrumental dimension, wherein the latter highlights the impact of AI 

on both the generation of public values and public sector-citizen relationships, and is 

dubbed the value-based dimension. 

The instrumental dimension focuses on the perceived positive benefits of AI use in the 

public sector due to technical advances that improve the efficiency of PSOs and their 

respective services. This line of argumentation is the most cited in research when 

referencing rationales behind the implementations of AI projects by the public sector – in 

pursuit of efficiency while lowering costs. These benefits can be achieved through various 

ways.  

First, AI offers benefits through decreasing both indirect and direct costs. For instance, 

Chun (2008) shows how AI is used in optimising immigration forms through improving 

workflow case assignments, providing decision support and follow-up actions, alongside 

learning from established practices. Such actions have minimised employees’ workloads 

and improved the overall flow of work, entailing both efficiency and economic benefits. 

Meijer and Wessels (2019) also highlight how AI use in predictive policing allows law 

enforcement to better identify problematic geographical areas that aids in better deploying 

existing resources. In this regard, public employees can focus their efforts on specialised 

activities and tasks, allowing machines to support routine procedures.   

Second, AI may be used to enhance decision-making accuracy. In a research conducted 

by Nasseef et al. (2022), the ability of AI to enhance the quality of decisions within public 

healthcare is empirically shown by using Saudi Arabia as a case study. Similarly, research 

by Moingeon et al. (2022) emphasises how AI can be converged with existing health 
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technology to provide personalised therapy and preventative measures. Combining 

information about patients’ physiology, exposure to environmental risks and disease 

features, AI aids in decision-making through the provision of predictive models. Hence, 

though the results are limited to the health sector, the perceived benefits of AI in decision-

making are gaining momentum in research, showing AI’s potential in diverse application 

areas (Kuziemski and Misuraca 2020). 

Although the instrumental impacts of AI use are largely positively perceived in academic 

research and by public administrations, the emphasis of the value-based dimension on 

public values entails that more contentious elements are at play. This dimension focuses 

on citizens’ views related to the social, normative, and political implications of AI use. In 

the public sector, AI use is often promoted under the guise of objectivity and neutrality. 

Nevertheless, this is not the case in practice as Kitchin (2017) argues that AI is “created 

for purposes that are often far from neutral: to create value and capital; to nudge behaviour 

and structure preferences in a certain way; and to identify, sort and classify people” (p. 

18). Worries thus emerge about AI’s ability to replicate deep, structural biases found in 

society that are embedded into computer codes, leading to ill-outcomes and biased 

decisions (e.g., Miller and Keiser 2021). 

Accordingly, Kieslich et al. (2022) advance the four most prominent concerns voiced by 

citizens regarding AI use. These concerns contradict the core public sector ethos, which 

is based on the Weberian principles regarding transparency, oversight, equality and 

upholding the public’s well-being (Willems et al. 2022). Accordingly, identifying these 

principles helps shed greater light on what citizens find problematic with AI 

implementation and its ethical implications, providing a starting point on what elements 

can be improved to enhance citizens’ perceptions.  

First, citizens fear that AI use may threaten and violate their privacy. Citizens hold 

concerns that their personal data is collected and processed without their consent or in 

accordance with established laws (Wirtz et al. 2019). Rössler (2004) argues that such 

violations can occur in one of three ways: “as illicit interference in one’s actions, as illicit 

surveillance, [or] as illicit intrusions in rooms or dwellings” (p. 9), which Calo (2011) 

argues are applicable within an AI context.  

Willems et al. (2022) discuss privacy concerns associated with AI more concretely. The 

authors argue that the self-learning algorithm, the foundation for AI, requires large data 

sets that are based on personal data as inputs to the systems, impeding on citizens’ 

privacy. The use of these algorithms and the input data collected are often deployed in a 

non-transparent manner without a definitive ownership structure, adding to the 

complexity of citizens establishing when their information is accessed or the purpose 
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behind using their data. This in turn can hamper public sector AI projects since citizen 

support is considered a crucial precondition for justifying the use of new technologies 

(Chen et al. 2021).  

Second, citizens worry about the emergence of unfair outcomes when AI is used, 

particularly in decision-making areas. Issues regarding fairness are discussed in literature, 

woth AI outcomes adversely impacting certain societal groups including the elderly 

(Roseman and Stephenson 2005) and low-income members (Zhou et al. 2022). Starke 

and Lünich (2020) argue that fairness is a vital criterion for evaluating AI systems, 

wherein systems that are perceived as a potential cause of detrimental consequences on 

the implementing institutions. 

One method suggested in research to address issues regarding fairness is put forward by 

Nakao et al. (2022). They suggest incorporating citizens as providers of feedback to AI 

systems. More concretely, AI system designs can encompass understandable and 

interactive human-in-the-loop interfaces, which enable ordinary citizens without 

technical expertise to spot issues pertaining to fairness and be able to fix them. In an 

implemented prototype, the authors show how the feedback mechanism works. Citizens 

can view why certain predictions are put forward, and can then change the weight of each 

feature assessed as a way to enhance fairness. Conceptions of fairness are not static 

worldwide, and thus cultural dimensions are explored in each setting to see what citizens 

regard as fair, which is then incorporated within the human-in-the-loop approach.  

Third, removing the human element from decision-making is negatively perceived by 

citizens who believe that certain areas are more suited for human evaluations. This is due 

to the presence of immeasurable characteristics (e.g., the role of human empathy on 

decisions). Starke and Lünich (2020) argue that decision-making processes which 

incorporate some degree of human oversight are more positively perceived by citizens as 

they are regarded as fairer and more legitimate.  

Nevertheless, concerns regarding black box decision-making influenced the emergence 

of contemporary data protection regulations and laws regarding the incorporation of 

citizens’ rights to intervention when decision-making occurs through AI support (Almada 

2019). These interventions, which can either be perceived as a minimum requirement for 

data processing or a guiding norm for AI-aided decisions, are a mechanism to ensure 

safeguarding citizens’ freedoms, rights, and interests. Nevertheless, two main issues exist 

within this approach that ought to be considered. These issues include questions regarding 

which decisions should be able to warrant interventions (e.g., only fully automated 

decisions or is partial automation enough?), and the lack of knowledge citizens have to 
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exercise their rights fully. The presence of these issues indicates that concerns regarding 

black box decision-making still persist nowadays.  

Finally, citizens fear that AI cannot replicate elements pertaining to human complexity, 

wherein AI systems fail to address unique aspects in individual cases and can lead to 

inaccurate decisions. Empirical evidence put forward by Dietvorst et al. (2015) shows 

that citizens negatively perceive and refrain from engaging with algorithms that have 

made mistakes, and even lose trust in these systems. 

A different perspective is found in research put forward by Jarrahi (2018), who posits that 

both AI and humans complement each other and have their own strengths that impact 

decision-making processes. These processes are often defined by their complexity and 

uncertainty. From the side of the AI, the systems provide an analytical approach to 

decision-making, compounded with sophisticated computational information processing 

capacities. On the human side, people can offer more comprehensive, intuitive 

approaches in the face of complexity and uncertainty, addressing concerns put forward 

by citizens. Hence, rather than replacing human contributions, AI systems should be 

regarded as augmenting human capacities than replacing it. Jarrahi (2018) refers to this 

as the Human-AI symbiosis in organizational decision-making.  

As such, the abovementioned instrumental and value-based dimensions provide a guiding 

lens to understand how citizens perceive the use of AI in the public sector. Within the 

domain of AI, the citizen view is construed as important since AI systems are considered 

socio-technical artefacts. This entails that AI is perceived to incorporate more than just 

technical elements, moving beyond its “encoded procedures for transforming input data 

into a desired output, based on specified calculations” (Gillespie et al. 2014, p. 1). Instead, 

AI systems are viewed as being embedded in a certain environment impacted by 

institutional and societal structures. Kitchin (2017) argues that AI “can be thought about 

in a number of ways: technically, computationally, mathematically, politically, culturally, 

economically, contextually, materially, philosophically, ethically and so on” (p. 16). 

Consequently, Lee (2018) highlights that understanding citizens’ views on this system is 

important, since how they understand AI and its functions aid in their acceptance. 

Thus, the use of AI is not only driven by output optimisation, but also incorporates 

elements that safeguard important societal values. In this regard, some researchers argue 

that on the input side, AI should consider citizens’ sociocultural complexities while 

providing understandable explanations on the output side for the general public (Riedl 

2019). In the same vein, Gurr (1971) highlights that “governance can be considered 

legitimate in so far as its subjects regard it as proper and deserving of support” (p. 185). 
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For citizens, this entails that AI-related risks are adequately handled, alongside safeguards 

that uphold their safety and stability within their environment. 

2.3 Ethical AI Framework(s) 

Benefits of AI use in the public sector are increasingly covered in research (e.g., de Sousa 

et al. 2019), but questions remain regarding their ethical and responsible use, alongside 

their immediate and far-term consequences on societies, including citizens (Leikas et al. 

2019). When in use, AI systems are progressively engaged in situations where their 

outcomes are judged as either morally good or bad, based on their imposed effects on 

society. As such, ensuring the emergence of socially preferable outcomes requires a 

balance between the benefits AI offers and minimising potential negative consequences. 

An ethical approach to AI thus upholds the notion that compliance with existing rules 

regulations, though necessary, is an insufficient standard as it is not the most that can be 

done (Floridi 2018). 

Floridi et al. (2018) highlight that adhering to an ethical approach provides a dual 

advantage. On the one hand, adopting organizations can reap the benefits of leveraging 

new opportunities enabled by AI that are preferred by the public, due to the potential of 

enhanced services and cost savings. This provides social value from which the 

organizations can benefit. On the other hand, the adopting organizations also minimise 

risk and the emergence of costly mistakes by following an ethical approach. Without this 

approach, the negative outcomes of AI are deemed socially unacceptable as not enough 

was done to mitigate associated risks, and the systems are rejected. In this regard, Floridi 

et al. (2018) highlight that the adoption of AI in the public sector can only occur under 

conditions where the benefits are seen as important, and risks are minimised through the 

adoption of risk management approaches. 

2.3.1 AI4People Framework 

The strong interrelation between social acceptability and incorporation of ethics in 

technology paved the way for the development of ethical AI frameworks (Leikas et al. 

2019). Floridi (2018) argued that the field lacked a direction and collective vision that 

would enable AI to surpass its rate of development. Although several ethical AI principles 

were adopted at the national level (e.g., in the UK) or published by organizations (e.g., 

The Tenets of the Partnership on AI), no overarching ethical AI framework was 

published. In this regard, Floridi et al. (2018) introduced an ethical AI framework – the 

AI4People Framework – which was established after a comprehensive synthesis of 

existing principles published by six trusted sources. These sources are: 
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• The Asilomar AI Principles (2017), sponsored by the Future of Life 

Institute, in association with participants of the Asilomar conference 

• The Montreal Declaration for Responsible AI (2017), developed by the 

University of Montreal, ensuing the conference on the Socially Responsible 

Development of AI 

• The General Principles put forward in the Ethically Aligned Design: A 

Vision for Prioritising Human Well-being with Autonomous and Intelligent 

Systems (2017) by the Institute of Electrical and Electronics Engineers 

• The Ethical Principles discussed in the Statement on Artificial Intelligence, 

Robotics and ‘Autonomous’ Systems (2018), published by the EC’s Group 

on Ethics in Science and New Technologies 

• The Five Overarching Principles for an AI Code stated in the report AI in 

the UK: ready, willing and able? (2018) by the UK House of Lords Artificial 

Intelligence Committee 

• The Tenets of the Partnership on AI (2018), a cross-sector organization 

encompassing academics, researchers, civil society organizations, and others 

The authors indicate that the framework represents a European approach to ethical AI 

(Floridi et al. 2018). Five main ethical AI principles are thus incorporated within the 

framework, which were the most salient during the synthesis of the sources. The resulting 

principles are: beneficence, non-maleficence, autonomy, justice and explicability.  

The first four principles overlap with the core principles of bioethics. Floridi (2013) 

suggests that this result is not surprising since bioethics is closely intertwined with digital 

ethics, as both incorporate “new forms of agents, patients, and environments” (Floridi et 

al. 2018, p. 696). Nevertheless, the final principle of explicability, which is not part of the 

bioethics principles, is deemed necessary within the context of AI and was thus added. 

Explicability is regarded as incorporating both intelligibility and accountability.   

2.3.1.1 Beneficence 

Beneficence necessitates that AI should be developed and deployed to empower the 

common good. This includes promoting the well-being of humans and upholding their 

basic rights. Despite the fact that beneficence is the most prominent principle among the 

six sources, the principle is referred to through varying degrees throughout. For instance, 

while the Asilomar AI Principles (2017) promote the view that AI should strive towards 
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achieving benefits for humanity, the Montreal Principles (2017) refer to AI benefiting not 

only humans, but all sentient creatures. On the other hand, the EC’s (2018) definition 

encompasses both human dignity and sustainability. Floridi et al. (2018) regard this as 

the broadest understanding of beneficence between the analysed sources.  

Sustainability, as an underlying component in the benefice principle, entails that AI “must 

be in line with the human responsibility to ensure the basic preconditions for life on our 

planet, continued prospering for mankind and preservation of a good environment for 

future generations” (EC 2018, p. 19). The incorporation of sustainability can be perceived 

as promoting an information systems’ perspective, which requires organizations to 

consider aspects such as the environment (Thiebes et al. 2021).  

McKnight et al. (2002) highlight that beneficence is aligned with beliefs regarding 

helpfulness, benevolence and acting with a purpose. Accordingly, AI systems working 

under this principle ought to act in the citizens’ interests. This includes maximising 

benefits when possible, and minimising manipulative or opportunistic actions relative to 

humans, other sentient beings and the environment. 

2.3.1.2 Non-maleficence 

Whereas the beneficence principle promotes AI use for the common good, non-

maleficence entails that AI operates with the intent of do no harm. The over or misuse of 

AI may result in negative consequences, most notably violations of personal privacy. 

Safeguarding individuals’ privacy is interlinked with their access and control over their 

personal data, alongside how it is used. Other mentioned negative consequences include 

an AI arms race threat or the ever-evolving self-development of AI. In this regard, this 

principle cautions against and calls for upper limits on the capabilities of AI. Hence, non-

maleficence is based on assumptions of reliability and integrity, where AI systems work 

in an honest manner and produce consistent outcomes while adhering to ethical principles 

embedded in their design (Thiebes et al. 2021).  

Research proposes various methods for protecting citizens’ privacy both within the 

training and operating of AI. This includes adding noise to data, thereby expanding the 

size of training datasets and minimising the memorising of training samples (Song et al. 

2013). Alongside this, the use of relevant and credible execution environments is 

suggested, with the environments representing a particular execution platform such as a 

database management system or operating system (Zhu et al. 2020). These approaches 

are encouraged due to the sensitivity of citizens’ stored information and their concerns 

regarding privacy.  
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Nevertheless, Floridi et al. (2018) discuss some confusion regarding this principle. It 

remains unclear whether do no harm applies on the side of the AI developers where intent 

plays a role or the AI systems themselves and their potentially unpredictable behaviour. 

Moor (2006) offers a possible answer to this conundrum when suggesting three possible 

methods to educate AI systems to be ethical: training AI into implicit ethical agents by 

restraining their actions to prevent unethical outcomes, explicit ethical agents wherein 

some actions are explicitly approved while others are prohibited, and full ethical agents 

wherein AI has consciousness and free will.  

Wang and Siau (2018) argue that the explicit ethical agent is most salient in academic 

research and deemed practical. In this regard, more emphasis is placed on the AI 

developers and the conditions they set for AI systems. This may be the case until “the 

ultimate goal of machine ethics” is achieved, which encompasses “creating a machine 

that itself follows an ideal ethical principle or set of principles” (Anderson and Anderson 

2007, p.15). 

2.3.1.3 Autonomy    

In bioethics, the third principle of autonomy incorporates the assumption that individuals 

retain the right to decide on matters pertaining to any treatment they receive. That is 

referred to as informed consent, wherein patients are given information about their course 

of action and contemplate between various options (Farrell et al. 2014). This principle is 

violated when patients do not possess the required mental faculties to uphold decisions 

promoting their best interests, hence autonomy is forcedly ceded (Floridi et al. 2018).   

Within an AI context, this principle becomes complex in the absence of a definite 

definition. Autonomy is elaborated upon in two main ways by the six sources – as 

promoting human agency and autonomy, or as restricting the autonomy of AI systems. 

The former highlights that the use of AI systems presupposes that individuals cede some 

autonomy and power. Hence, autonomy as a principle within an AI context aims to 

balance power relations between agents and that delegated to machines concerned with 

decision-making. This sentiment is echoed by the Asilomar AI Principles (2017) when 

stating that “humans should choose how and whether to delegate decisions to AI systems, 

to accomplish human-chosen objectives” (n.p.) and by the EC (2018) wherein AI “must 

not impair the freedom of human beings to set their own standards and norms and be able 

to live according to them” (p. 16). 

The latter emphasises that the principle of autonomy does not only set out to safeguard 

the autonomy of individuals, but also ensures restrictions can be placed on that of the 

machines’. Any autonomy ceded to AI must be reversible. Floridi et al. (2018) dub this 
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as the meta-autonomy model of AI. This model states that agents must always be able to 

control and have the freedom to dictate which decisions are within their prerogative, and 

when decision-making powers can be ceded in case efficiency gains and benefits are 

anticipated. As these decisions do not exist in a vacuum, social and cultural contexts 

impact the division of autonomy between both parties. Hence, safeguarding autonomy 

necessitates that integrity and reliability risks are mitigated through securing a balance 

within machine-led and human-led decision-making processes (Thiebes et al. 2021).  

2.3.1.4 Justice 

As the last core bioethics principles, justice within a healthcare setting is related to 

resource distribution across the groups in society. The AI context is similar in this, as the 

principle encompasses the notion that AI should enable phasing out all types of 

discrimination, resulting in both shared prosperity and benefits in society (Asilomar AI 

Principles 2017). This highlights that justice is not understood in the judicial sense of 

following regulations and laws, but from an ethical perspective wherein elements 

regarding fairness are emphasised (Floridi et al. 2018). The Montreal Declaration (2017) 

reiterates the ethical, rather than judicial, perspective when stating that the “development 

and use of [AI] must contribute to the creation of a just and equitable society” (p. 13). 

Alongside the outcomes of AI being non-discriminatory, the principle also calls for 

caution against introducing biased datasets for training. 

Comparable to the non-maleficence principle, justice within AI aligns with beliefs 

regarding helpfulness, benevolence and acting with a purpose (Thiebes et al. 2021). 

Contemporary research regarding the justice principle in AI highlights the presence of 

biases in AI systems alongside ways to overcome them (e.g., Mehrabi et al. 2021), as well 

as developing approaches to quantify fairness in such systems (e.g., Bellamy et al. 2019). 

In short, Floridi et al. (2018) summarise the main issues that the principle encompasses 

as the following: (1) AI is used to eliminate past mistakes, such as bias; (2) AI is used to 

create societal benefits, that are shared by all; and (3) AI does not contribute to new harms, 

such as eroding established structures. 

2.3.1.5 Explicability 

Explicability is the only principle falling outside the realm of bioethics and is deemed 

necessary to incorporate by Floridi et al. (2018) within the ethical AI principles. The need 

to incorporate this principle is the result of issues regarding the development of AI. Only 

a small group of technical experts are currently part of the design and development of AI 

systems, with these systems having profound impact on peoples’ daily lives.  
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Explicability is referred to by various synonyms in the six sources, including 

accountability, understandability, transparency and interpretability. Despite the different 

terminology, Floridi et al. (2018) argue that the underlying meaning is the same – how 

AI functions is often not visible or understandable to the wider public who are impacted 

by the outcomes of AI systems. In this regard, explicability incorporates both an 

epistemological element and an ethical element. The former encompasses the concept of 

intelligibility, which relates to questions regarding how does AI work? In this regard, 

intelligibility focuses on the greater production of understandable AI models that perform 

well and are accurate. The latter embraces the concept of accountability, which relate to 

questions regarding who is responsible for how AI works? Hence, the principle highlights 

elements pertaining to explainable and intelligible performance, functionality and 

competence of AI systems (Thiebes et al. 2021).  

In contemporary AI research, explicability is a common theme discussed due to the 

perceived black box decision-making surrounding AI systems – that they are not 

transparent nor accountable. These elements have a negative effect on citizens’ 

perceptions since they do not understand nor trust the outcomes of AI systems (Thiebes 

et al. 2021). Thus, various approaches are discussed and analysed in literature to 

overcome issues pertaining to explicability, such as the production of transparent and 

understandable models, alongside instituting post-hoc explainability (Arrieta et al., 2020). 

Other researchers promote attempts to quantify uncertainties (e.g., Bellamy et al. 2019) 

and auditing of AI systems (e.g., Mökander and Floridi 2021). From an information 

systems’ perspective, promoting explicability goes beyond ensuring AI compliance 

requirements, as it is considered key for AI acceptance by citizens and public 

administrators.  

2.3.1.6 Interlinkages between Principles 

Floridi et al. (2018) argue that the ethical AI principles enable people to understand the 

relationship between themselves and the disruptive technology in an intelligible manner. 

Explicability is considered an enabling principle for the first four ethical AI principles, 

which are the core bioethics principles. The interlinkage between explicability and the 

first four principles are highlighted by Floridi et al. (2018) in the following: 

For AI to be beneficent and non-maleficent, we must be able to understand 

the good or harm it is actually doing to society, and in which ways; for AI to 

promote and not constrain human autonomy, our “decision about who should 

decide” must be informed by knowledge of how AI would act instead of us; 

and for AI to be just, we must ensure that the technology— or, more 

accurately, the people and organizations developing and deploying it—are 
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held accountable in the event of a negative outcome, which would require in 

turn some understanding of why this outcome arose (p. 700).  

As such, the five ethical AI principles are proposed as constituting a comprehensive 

ethical AI framework, which helps adopting organizations make use of the dual 

advantage of an ethics approach. Floridi et al. (2018) underscore that these principles 

must be incorporated within established practices regarding AI. More specifically, the 

design and development of AI should align with the goals of promoting well-being and 

reducing inequalities, while upholding autonomy and ensuring that benefits gained are 

equally distributed within the society. The explicability of AI is also crucial, as it is the 

mechanism by which citizens’ trust can be built (Thiebes et al. 2021). Floridi et al. (2018) 

promote this view and recommend public administrators to establish guidance for AI 

developers, users and rule-makers, as such a multistakeholder approach is considered a 

valuable method to serving societal needs.  

2.3.2 An Extended AI4People Framework 

Despite the salience of the five ethical AI principles advanced by Floridi et al. (2018) 

between the analysed sources, Ashok et al. (2022) argue that the principles do not share 

an ontological basis, which may hinder ethics evaluations and lead to discrepancies. 

These discrepancies occur amongst actors, fuelled by economic and social motives, and 

their interpretations of the AI principles in practice. Accordingly, the authors provide an 

extension to the AI4People Framework proposed by Floridi et al. (2018), which is dubbed 

in this research as the Extended AI4People Framework. The extension of the framework 

is done in two main steps.  

First, Ashok et al. (2022) incorporate an ontological framework to further categorise the 

ethical AI principles, providing an ontological foundation for the principles and reducing 

ambiguity due to their abstract nature. Following this, the authors develop a list of ethical 

implications pertaining to each of the ethical AI principles, as discussed in AI ethics 

literature. The resultant framework – the Extended AI4People Framework – thus 

categorises the ethical AI principles on an ontological framework and integrates the 

ethical implications for the principles.  

2.3.2.1 Ontological Framework 

First, rather than defining ontology from a philosophical viewpoint, an information 

systems’ perspective is put forward instead, highlighting that ontology aims to produce a 

“shared taxonomy of entities” (Smith and Welty 2001, p. vi). Following this definition, 

the authors utilise three main ontological frameworks (Popper 1979; Ogden and Richards 
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1989; Denning and Rosenbloom 2009), which aid in the identification of three domain 

areas to discern the relationship between the use of AI and its ethical impacts.  

The first domain is the physical domain, referred to as Popper’s World I ontology, the 

referent/object by Ogden and Richards (1989), and the physical by Denning and 

Rosenbloom (2009). The second domain is the cognitive domain, referred to as Popper’s 

World II ontology, the reference/interpretant, and the social respectively. The third 

domain is the information domain, referred to as Popper’s World III ontology, the 

symbol/sign, and the life respectively. Table 1 shows an overview of the three domains, 

alongside how they are referenced by the respective ontological framework authors. 

Ashok et al. (2022), building on research by Liu (2000), introduced a fourth domain, 

which they title governance. This domain aims to capture elements related to the 

functioning of the information system. 

Table 1 - Ontological Framework 

Ontological 

Framework 

Popper 

(1979) 

Ogden and Richards 

(1923) 

Denning and 

Rosenbloom (2009) 

Physical domain World I Referent/object Physical 

Cognitive domain World II Reference/interpretant Social 

Information domain World III Symbol/sign Life 

2.3.2.2 Ethical Implications 

Second, Ashok et al. (2022) conducted a SLR, alongside qualitative synthesis to discern 

the ethical implications of AI use discussed in academic research, until a point of 

theoretical saturation is reached. The inclusion criteria is peer-reviewed studies 

discussing AI applications and ethical implications in English, published after 2000 as to 

encompass current AI research. From 195 initial identified records, 59 papers remained 

as they fit the inclusion criteria (for an overview, see Ashok et al. 2022, p. 15).  

Following the SLR, a qualitative synthesis was done on the remaining papers through the 

use of template analysis. Such an analysis allows the emergence of first conceptual 

themes, which can then be grouped into constituent themes and later identify global 

themes. An a-priori template was used, which outlined the ethical AI principles advanced 

by Floridi et al. (2018). Based on the template, the ethical implications of AI use discussed 

in the literature review papers were coded, and further categorised into global themes. 

The coding took place over multiple rounds as a method for the authors to check for 

reflexivity. 
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2.3.2.3 The Extended Framework 

The combination of the ontological framework and the use of the a-priori template based 

on the ethical AI principle yields an extension to the AI4People Framework. The 

Extended AI4People Framework shows both the principles and their ethical implications 

clustered around the four main ontological domains – physical, cognitive, information 

and governance – representing the global themes. Alongside discussions of the ethical 

implications of each of the five principles, Ashok et al. (2022) put forward a sixth 

principle pertaining to governance, which they argue is relevant for the digital technology 

environment nowadays. Table 2 shows an overview of the Extended AI4People 

Framework. 

Table 2 - Extended AI4People Framework 

Ontological 

Domain 

AI Principle Ethical Implication Codes 

Cognitive Explicability  C1 - Intelligibility right to explanation, transparency, opacity, black-

box design, interpretability, explainability, 

comprehensibility, traceability, intelligibility, 

accuracy, efficiency, quality, reliability, minimise 

error, reduce risk, detecting causality than 

correlations, trust in an algorithm, faith, fidelity, 

generality, scalability, 

 Explicability C2 - Accountability accountability, responsibility, liability, ownership 

of data and decisions, culpability 

 Justice  C3 - Fairness avoiding bias, fairness, justice, accessibility, 

discrimination, human rights, racial and gender 

stereotypes, information asymmetries, equality, 

freedom and justice, basic rights, equality, fair use, 

unfair outcomes 

 Justice C4 - Promoting 

prosperity 

Socially beneficial, prudence, human values 

principle, common good, augment human 

capabilities than replacing them, the benefit of 

humanity, attention to context and culture 

 Justice C5 – Solidarity moral 

sensitivity, empathy, 

and appreciation for 

human rights 

solidarity, empathy, social inequality issues, social 

justice 

 Autonomy C6 - Autonomy autonomy, choice, human free agency, freedom of 

choice, nudging, power of user 

Physical Beneficence P1 - Dignity and well 

being 

temperance, responsible leadership, stakeholder 

rights, human dignity, how potential users are 

treated, loss of agency, compassion, genuine 

concern, datafication of society 
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 Beneficence P2 – Safety  safety, mitigate harm, reduce fatality, damage 

 Beneficence P3 - Sustainability a positive view of the future, respect for the public 

good, utilitarian, energy use, environmental 

effects, sustainability of the planet 

Information Non-

maleficence  

I1 - Privacy privacy, access to personal data, surveillance, 

digital rights, trust, consent, datafication 

 Non-

maleficence 

I2 - Security security, data protection, confidentiality 

Governance Governance  G1 - Regulatory impact avoid deception and coercion, policies to reduce 

social injustice, human rights and victim access to 

an effective remedy, intellectual property, data 

ownership, occupational rights, surveillance, 

consent 

 Governance G2 - Financial and 

economic impact 

positive benefits in the marketplace, reduce cost, 

data monetisation, additional revenues, antitrust 

factors, corporate digital responsibility, national 

and international economic impacts 

 Governance G3 - Individual and 

societal impact 

shifts in society with technological advancement, 

change in cultural and personal values, moral 

consequences, unemployment, retraining of 

displaced workers, deskilling, basic existential 

principles of humanity and society, social effects, 

the wealth gap, digital gap, job displacement and 

replacement, isolation, deprofessionalisation 

Encompassed under the physical domain are the ethical implications pertaining to the 

introduction and evolution of new technologies. The eneficence principle is only 

discussed in this domain. Some of the ethical implications listed include well-being and 

sustainability. Under the cognitive domain, the ethical implications identified pertain to 

the use of algorithms. The principles of explicability and justice are relevant here, with 

their associated implications including solidarity, fairness and promoting prosperity. The 

information domain incorporates ethical implications surrounding privacy and security, 

which are core to the non-maleficence principle. Hence, non-maleficence is the only 

principle discussed under the information domain.  

As the sixth ethical AI principle, governance is seen as “the practice of establishing and 

implementing policies, procedures, and standards for the proper development, use, and 

management of the infosphere” (Floridi 2018, p. 3). Governance incorporates both the 

formal and informal rules, alongside morals and values which are conveyed within the 

ramifications of regulatory, economic, and societal impacts.  
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Regulatory impacts pertain to relevant laws and legislation that regulate AI behaviour 

(Floridi 2018), the economic impact highlights the economic effects of AI diffusion on 

adopting organizations (Grewal et al. 2020), while the individual and social impact looks 

at the changes in individual agency due to the transformational impacts of AI on society 

(Akter et al. 2021). Examples of such impacts include relevant human rights regulations, 

revenues accrued and cost savings, and changes in society to address new technologies 

respectively. 

Hence, the framework presented in Table 2 combines elements of the AI4People 

Framework by Floridi et al. (2018), alongside several ontological frameworks and ethical 

implications discussed in literature and introduced by Ashok et al. (2022). The addition 

of governance as the sixth principle allows better understanding of the interlinkages 

between the role of regulation and its impact on ethics. The Extended AI4People 

Framework is used as the main theoretical background for this research. In particular, the 

codes provided in the Framework are useful heuristics for analysing citizen perceptions 

of ethical implications of AI in the public sector, as citizens may use different 

terminologies to refer to similar concepts or focus on relevant implications.   

The theorical background acts as a guiding lens to analyse how citizens experience the 

practical ethical implications of AI use, which principles these implications pertain to and 

the ontological domains they concern, which have great social impacts. Ashok et al. 

(2022) argue that this categorisation gives greater insight into the ethical implications 

affecting each domain, so that if negative outcomes or tensions arise, certain domains or 

ethical principles can be prioritised based on the context. 

2.4 Shortcomings of Ethical AI Frameworks 

The establishment of ethical AI frameworks follows the recognition that technology plays 

a crucial role in peoples’ daily lives, with some of their outcomes regarded as neither 

inherently positive nor preferable (Héder 2020). Most crucially, the assumption that 

technology can be controlled serves as the basis for these frameworks, which contribute 

to setting the direction of what should be done from a moral perspective (Floridi 2018). 

Ethical frameworks thus aim to provide guidelines on the use of new technologies, which 

if left unattended, may have far-reaching economical and societal consequences, 

including value erosion (Héder 2020).  

Consequently, Floridi et al. (2018) argue that establishing high-level principles is crucial 

to ensure that outcomes of AI are for society’s benefit. These principles aid with 

summarising compound ethical issues into key statements that can be comprehended and 

accepted by diverse societal actors. Principles are used as a method to show formal 
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obligations to ethics by organizations, with the aim of addressing public concerns and 

promoting ethical commitments. This is done by following a soft-law approach, wherein 

the ethical principles are not regarded as legally-binding, but instead uphold a persuasive 

character (Heilinger 2022).  

Despite this, scrutiny is still voiced by a growing number of researchers about the shift to 

ethical AI principles, with researchers deeming them ineffective (e.g., Lauer 2021). For 

instance, Mittelstadt (2019) argues that the high-level principles are too abstract to be 

action-guiding. His sentiment is echoed by Metzinger (2019), member of the EC HLEG 

AI, who stated that the “guidelines are lukewarm, short-sighted and deliberately vague”, 

alongside “ignoring long-term risks, glossing over difficult problems” and “violating 

elementary principles of rationality” (n.p.).  

Although principles play a valuable role, the statement highlights that they are not enough 

to ensure that societal benefits can be reaped, and the risks associated with the 

introduction of new technologies can be mitigated. Hence, two main criticisms pertaining 

to ethical AI principles are discussed in academic research: (1) they are too general and 

abstract to create a common understanding regarding their meaning and (2) a principle-

implementation gap currently persists, leading to ethical tensions.  

2.4.1 Operationalisation 

Ethical AI principles are the result of initiatives that aim to express general societal values 

into broadly accepted, high-level principles that guide people and processes relating to 

AI implementation and governance in diverse contexts. These principles are at the 

intersection between values, ethics and technology, which together contribute to the 

advancement of a moral background to which elements regarding AI projects can be 

compared to (Hickok 2021). Accordingly, the value of the general, high-level principles 

lies in their attempt to identify relevant moral themes applicable in a multitude of contexts 

(Anderson and Anderson 2007).  

Nevertheless, the ethical principles are incorporated into the systems by AI developers, 

who Munn (2022) highlights possess diverse backgrounds and come from different 

disciplines, leading to discrepancies in their incentives, histories and moral obligations. 

Hence, although there may be a consensus on which ethical AI principles should be 

upheld in practice, differences may emerge regarding “how the principles are interpreted; 

why they are deemed important; what issue, domain or actors they pertain to; and how 

they should be implemented” (Jobin et al. 2019, p. 396). 
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Here, the issue pertaining to the operationalisation of principles is two-fold. First, the 

ethical AI principles are conveyed using vague terms, rendering them ambiguous and 

hard to interpret, hindering the emergence of a common understanding regarding their 

definitions. For instance, beneficence is defined under the Montreal Principles (2017) as 

promoting the “well-being of all sentient creatures” (p. 545). In this regard, Munn (2022) 

argues that while the use of information and communication technologies supported 

human flourishing by enhancing communications and business ventures, they 

simultaneously caused harm to the environment through degradations, emissions and 

contributions to the climate crisis. In this context, AI can be seen as furthering the well-

being of humans at the expense of other sentient beings.  

Beneficence also denotes the importance of sustainability to ensure that AI promotes the 

essential conditions required to sustain life on Earth. However, different stakeholders 

hold different interpretations as to how this objective is realised. Whereas 

environmentalists encourage the use of AI to optimise energy, resources and stay within 

planetary boundaries (e.g., Steffen et al. 2015), neoliberal proponents argue that economic 

growth is what is required to sustain life, as shown by how oil conglomerates claim their 

work furthers sustainability (e.g., Desai et al. 2021). Hence, the ambiguity of the concept 

results in different definitions by actors that align with their activities and interests.  

Second, the issue with operationalising principles lies in trying to translate normative 

concepts into technical rules and best practices, which is greatly underestimated within 

the technically-oriented industry. For instance, Hagendroff (2020) argues that technical 

fixes for commonly recurring ethical issues already exist, or can be easily developed. He 

elaborates further on how “accountability, explainability, privacy, justice, but also other 

values such as robustness or safety are most easily operationalised mathematically and 

thus tend to be implemented in terms of technical solutions” (Hagendroff 2020, p. 103). 

This technical view upholds a checklist approach to ethics, in the absence of meaningful 

reflexive practices on what technological implementations of high-level principles entail. 

Hickok (2021) argues that the main critique of this approach is that it promotes technical 

fixes to societal issues and does not consider the underlying social and economic 

situations surrounding these issues. 

Translating high-level principles into norms and requirements to be applied in a specific 

context yields normative considerations that AI developers must decide on in the manner 

they deem appropriate, in the absence of coherent roadmap or implementation plan. 

Although a high-level consensus between actors regarding ethical AI principles is present, 

Mittelstadt (2019) highlights that these principles are too vague to give meaningful 

guidance. Diverse interpretations of the principles (e.g., beneficence) exist, which result 
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in significant differences between requirements in practice. Such discrepancies in 

requirements emerge when the principles are first translated and implemented in a 

concrete setting.  

Clouser and Gert (1990) argue that such an approach to principles hides the presence and 

significance of moral disagreements found in society for the sake of developing a 

comprehensive theory. This leads the ethical AI principles towards a position of moral 

relativism. Moral philosopher McIntyre (1988) put forward two main questions when 

exploring the role of moral reasoning when constructing moral machines: whose justice? 

and which rationality? Modifying these for the AI context leads to questions regarding 

whose morality? and which rationality? do ethical AI principles uphold (Serafimova 

2020).  

To (partly) overcome this issue, de Bruin and Floridi (2017) suggest that AI developers 

should be aware of the required technical details within their frameworks, which requires 

reflections on how the data is created, handled, shared and utilised. Kitchin (2017) also 

emphasises these reflective practices when coding and designing algorithms. Hagendroff 

(2020) argues that for these steps to be followed sufficiently, a (partial) shift by AI 

developers to micro ethics should occur. This shift entails that changes to the abstraction 

level of the principles ought to occur if ethics are to fulfil their aim of achieving their 

desired influence and impact in society (Morley et al. 2020). This is relevant as clearly 

articulated principles are more beneficial for guiding practitioners and promoting self-

governance within developers (Mittelstadt 2019).  

Nevertheless, remedying issues pertaining to the vagueness of the principles and 

translating normative concepts is made more difficult due to the ethics shopping approach 

suggested by Floridi et al. (2018). Ethics shopping entails that both public and private 

actors borrow terms from various disciplines and fields, which furthers the presence of 

fuzzy principles through a mix-and-match approach that best matches the actors’ interests 

and rationalise their behaviour. This is done instead of scrutinising actors’ behaviours in 

reference to publicly upheld ethical standards. Consequently, the adoption of ethical AI 

principles can be regarded as no more than just virtue-signalling, used to defer laws and 

regulations while shifting debates to vague issues, abstract principles and technical 

solutions (Greene et al. 2019). 

2.4.2 Principles-Implementation Gap 

According to Morley et al. (2020), several challenges persist when ethical AI principles 

are implemented in practice as a result of their subjectivity, complexity, and lack of 

standardisation within the definition of each ethical principle. Schiff et al. (2020) 
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summarise five main concerns regarding why AI principles are difficult to implement and 

do not yield effective practices.  

First, AI has complex impacts on society that are underestimated. AI developers often 

focus their efforts on a single product and its associated harms, without considering the 

wider societal and economic consequences. Second, dubbed as the many hands problem 

by Floridi (2013), the large number of stakeholders muddles where the distribution of 

accountability lies. Whereas AI developers regard their role as ensuring the quality of 

products, businesses regard their role as accruing revenue, hence creating a gap on who 

tackles key societal impacts of AI. Third, the diversity of stakeholders from different 

disciplines and fields yields a variety of frames, attitudes and values. Hence, the resultant 

perspectives are regarded as either being too narrow or wide, or promote solutions that 

prove challenging to translate.  

Fourth, the over-abundance of methodologies and tools present for the ethical use of AI 

poses difficulties for evaluating each’s utility, or easily comparing it to other established 

methodologies or tools. Mittelstadt (2019) even argues that tools that are yet to exist 

cannot be tested effectively to ascertain which works best in what context. Fifth, the 

functional separation between the technical teams (i.e., AI developers) and non-technical 

teams (i.e., compliance staff) builds obstacles. Whereas the former may not have adequate 

insight on how normative considerations are weighed to incorporate these concepts into 

systems, the latter may struggle with comprehending or modifying the designs of AI 

systems alone. 

Whittlestone et al. (2019) argue that the gap between the ethical principles and their 

implementation is exacerbated when considering that the principles will inevitably lead 

to the rise of ethical tensions. The authors define tension as “any conflict whether 

apparent, contingent or fundamental, between important values or goals, where it appears 

necessary to give up one in order to realise the other” (p. 197). Tensions arising as a result 

of the implementation of principles may present a moral trade-off, wherein two goals or 

values cannot be pursued simultaneously.  

For instance, the need for AI systems to be trained with large, diverse datasets to minimise 

the emergence of biased results may impede on individuals’ need for autonomy and 

privacy, as their data is increasingly used and remain out of their control (Hagendroff 

2020). Similarly, the utilisation of risk-benefit evaluations may result in diverging 

outcomes based on considerations of whose well-being is pursued, alongside by which 

stakeholder and their interests. These examples highlight the difficulty of implementing 

ethical AI principles in practice, which heighten uncertainties regarding the prioritisation 
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of principles and approaches to resolving conflicts. Jobin et al. (2019) indicate that such 

difficulties may undermine efforts of establishing a global ethical AI agenda. 

Beauchamp and Childress (2001) propose that for principles to be action-guiding, they 

need to be supplanted by an explanation on their application in distinct scenarios, 

alongside how they are balanced when tensions emerge. This entails that the 

implementation of principles needs to consider the social and cultural context (Greene et 

al. 2019), established structures and practices (Latour 2007), alongside adopting a 

tension-focused approach (Whittlestone et al. 2019). Such an approach aids in 

emphasising which ambiguities exist between principles and which gaps in knowledge 

regarding the societal impact of AI prevail, in the absence of a universally established 

hierarchy between principles. Due to the fact that similar tensions are expected to emerge 

across a variety of cases, Whittlestone et al. (2019) argue that a tension-focused approach 

is beneficial as it is not case-specific, nor overly reliant on vague high-level principles. 

Accordingly, the authors point out four main tensions apparent in practice: 

Tension One: Advancing the efficiency and quality of services versus 

safeguarding citizens’ privacy. This tension relates to the large number of 

datasets required for AI to work sufficiently, which comes at the expense of 

needing to collect and use citizens’ data. 

Tension Two: Accurate predictions for individuals versus fair treatment. 

This tension relates to the fact that AI can improve services delivered to 

citizens based on future predictions of what their lives will look like, but the 

predictions may be biased or not established for sub-groups where 

representative data is scarce. 

Tension Three: Personalisation versus citizenship. This tension relates to 

data collected about individuals which can help provide more personalised 

services, but at the cost of differentiating between citizens, threatening 

citizenship ideals. 

Tension Four: Benefits of automation versus safeguarding dignity. This 

tension relates to the fact that automation reduces the amount of mundane 

tasks that are done by administrators, but at the risk of disrupting established 

practices, homogenisation and deskilling of society. 

Whittlestone et al. (2019) also underscore the importance of realising when tensions 

occur, then deploying necessary actions and efforts to mitigate, or at least minimise their 

negative effects. Although not all tensions are resolvable, trade-offs will be needed to 

prioritise certain values over others. This can be perceived as a crucial step to bridging 

the gap between high-level principles and their implementation in practice. Nevertheless, 
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prioritising principles and values is inherently a political process, and should incorporate 

the voices of different stakeholders and members in society. 

The criticisms towards the ethical AI principles highlight that while a global consensus is 

sought within the ethics domain, this should not come at the expense of ensuring moral 

and cultural pluralism relative to specific contexts (König 2022). In this regard, the 

principles ought not be perceived as comprehensive checklists that ensure ethical 

decision-making, but instead as general ethical considerations that are tailored to diverse 

societies’ specific needs. This may entail the emergence of tensions, which reiterates the 

importance of prioritising values based on differing needs. Such a perspective may reduce 

costly ethical AI mistakes, heighten public acceptance in the systems and provide benefits 

to society. As Hagendroff (2020) states this:  

A transition is required from a more deontologically oriented, action-

restricting ethic based on universal abidance of principles and rules, to a 

situation-sensitive ethical approach based on virtues and personality 

dispositions, knowledge expansions, responsible autonomy and freedom of 

action (p. 114). 

2.5 Role of Citizens 

The critiques regarding ethical frameworks highlight that the field of AI ethics consists 

of various value tensions and moral trade-offs. Often, it is up to the developers of AI 

systems to form, execute and voice decisions in the absence of a coherent implementation 

plan (Hickok 2021). As such, when analysing governance mechanisms relating to AI, 

Cath (2018) poses various important questions such as “who sets the agenda for AI 

governance? What cultural logic is represented by that agenda? And who benefits from 

it?” (p. 4). These questions are relevant considering Hickok (2021) argues that ethical AI 

principles have thus far failed to include the opinions of people targeted by AI systems.   

Powles (2018) posits that citizens have a vested interest in the responses to these 

questions. The EC (2019b) puts forward the overarching objective of AI as “in the service 

of humanity and the common good, with the goal of improving human welfare and 

freedom” (p. 4). Kieslich et al. (2022) argue that the pursuit towards a human-centric AI 

is conveyed in this objective, which entails that the perceptions of people targeted by AI 

systems should be incorporated. Nevertheless, the lack of inclusion of relevant societal 

members leads to ambiguity regarding which priorities and values are pursued. A power 

asymmetry is present between developers and people impacted by their decisions 

(Whittlestone et al. 2019). In this regard, Coeckelbergh (2020) suggests that “if we 

endorse the ideal of democracy and if that concept includes inclusiveness and 
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participation in decision-making about the future of our societies, then hearing the voice 

of stakeholders is not optional but ethically and politically required” (p. 170). 

Accordingly, Habermas’s (1991) argument of discourse ethics may tackle issues relating 

to inclusion and pluralism, as shown by Buhmann et al. (2019) in their research regarding 

the management of algorithmic accountability. Habermas (1991) argues that societal 

norms and morals are not hierarchically established, but instead are the result of 

discussions between societal members who present different views, consider each other’s 

perspectives, justify and reassess their positions to reach a universally agreed upon 

decision. This perspective is relevant nowadays due to rising interest in the social 

acceptance of new technologies (e.g., Taebi 2017), in the aftermath of public opposition 

and controversies. 

For various decision-makers, public opposition is regarded as a mere obstacle to the 

implementation of new technologies that must be overcome. Hence, altering public 

opinion is pursued through “[using] marketing methods [to] maximise the likelihood of 

[technology’s] successful introduction” (Schulte et al. 2004, p. 677). Such methods ignore 

the root of the issue – understanding the factors influencing the perceptions of new 

technologies. In this regard, Taebi (2017) argues that both ethics acceptability and social 

acceptance are important elements to consider. The former is defined as “reflections on 

new technology that take into account the moral issues that emerge from its introduction” 

while the latter considers the acceptance (or at least, toleration) of a new technology by a 

community (p. 1818). Both these concepts are interlinked, as before a technology is 

accepted in society, the ethical considerations pertaining to it are discussed and reflected 

upon. 

Accordingly, a growing number of research suggests relevant criteria for assessing ethics 

acceptability (e.g., Asveld and Roeser 2009), which impacts social acceptance. Taebi 

(2017) puts forward three main criteria: right to consent, integration of stakeholders’ 

opinions to ensure pluralism and their contextual knowledge. The first criteria refers to 

citizens having the moral right to be informed about potential risks and have the ability 

to consent to such risks. The right to be informed is established in the Aarhus Convention, 

which dictates that access to information and public participation in decision-making is 

upheld (Cramer 2008). Nevertheless, it may not be realistic for every individual impacted 

by AI to provide their consent, as society cannot function if every possibility of risk is 

removed (Asveld and Roeser 2009). Despite this, Taebi (2017) argues that pluralism 

should at least be acknowledged and considered when making decisions.  

The second criteria advances the need for pluralism, a key democratic element, to 

highlight the various moral opinions present. Within the context of AI, pluralism refers 
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to the various moral and cultural values in a society. The final criteria argues that 

stakeholders can have crucial local knowledge and information, emphasising the need for 

their opinions to be considered. Unlike widespread assumptions that citizens’ 

understandings of risk are illogical and emotional, Asveld and Roeser (2009) argue that 

citizens can provide invaluable insight into issues due to their exposure to risk-related 

ethical outcomes. 

The presence of value tensions and moral trade-offs highlights the need to address the 

power asymmetry between AI developers and people impacted by the outcomes of these 

systems. Ethics acceptability entails that citizens can reflect on the ethical and moral 

aspects regarding the introduction of AI, which is considered a crucial element by various 

ethical guidelines and researchers. Incorporating citizens’ opinions regarding AI upholds 

pluralism within a society, which is a key democratic element. Once citizens adequately 

reflect and voice their ethical concerns, this presents an opportunity to make changes that 

enhance citizens’ trust in new technologies. This may aid motivate the social acceptance 

of AI as it is increasingly implemented in public sectors worldwide, allowing for more of 

its benefits to be reaped.  

In conclusion, although research regarding AI is not a new effort, it only recently gained 

momentum in the public sector. While the use of AI promises efficiency and cost benefits, 

it also requires value-based judgements and ethical considerations. These impact citizens’ 

perceptions and judgements regarding AI projects. Value-based and ethical elements are 

often discussed within ethical guidelines and principles. Although various are put 

forward, the five ethical principles by Floridi et al. (2018), and their further categorisation 

by Ashok et al. (2022) are highlighted and serve as the main theoretical framework of this 

research to which citizens’ answers can be compared to.  

Critiques against ethical approaches are also discussed, as they serve to shed light on the 

shortcomings of current practices. These elements highlight the contentiousness relating 

to ethics and AI, emphasising the importance of incorporating citizens’ views on the 

matter as individuals impacted by AI outcomes. Citizens’ perceptions are elaborated on 

in the coming sections, in relation to the Extended AI4People Framework and the four 

main ethical tensions. 
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3 Research Design 

The ethical implications relating to the use of AI in the public sector are studied within 

the context of the Netherlands. The reason the Netherlands serves as an interesting case 

study are three-fold: (1) focus on digitalisation, (2) empowerment of municipalities, and 

(3) established importance of ethics. These three aspects shaped the way that AI is 

implemented in and perceived within the Dutch society. By elaborating on these, a more 

nuanced understanding on how the Netherlands reached its current AI position and ethics 

in the public sector can be discerned. Flyvbjerg (2006) argues that underpinning salient 

elements can help create a narrative, which aids with understanding experiences. 

3.1 Case Study 

In terms of digitalisation, the Netherlands continues to promote a culture of innovation 

and actively prioritises this at the national level. These elements are underpinned in the 

Dutch Digital Strategy report, which highlights governmental digital policies and is 

updated on a yearly basis (Rijksoverheid 2021). As a result, the 2022 Digital Economy 

and Society Index (DESI) shows the Netherlands ranking third in the European Union 

(EU), which is one spot higher than the country’s ranking for the past two years. Particular 

areas where the Netherlands excels include human capital, connectivity and the 

integration of digital technology, such as in the provision of digital public services. The 

DESI (2022) report shows positive perceptions of the digital advancements of the 

Netherlands and anticipates positive spill overs across EU countries, as shown in the 

following statement: 

As the fifth-largest economy in the EU and top performer in DESI rankings, 

the Netherlands’ progress in digital transition over the coming years will be 

crucial to enable the EU as a whole to reach the 2030 Digital Decade targets 

(p. 4). 

Digitalisation efforts are not delimited to the national scale. As a result of increased 

decentralisation between 2014-2015, local municipalities’ responsibilities and tasks were 

expanded (Franzke et al. 2021). This was done to increase government efficiency by 

delegating social responsibilities to the local level, altering the relationship between 

municipalities and their residents through heightening the former’s influence. 

Municipalities thus felt incentivised to innovate their processes in order to tackle the 

increased workload (Maarse and Jeurissen 2016).  

Municipalities also emphasised that citizens’ data should be handled in an ethical and 

responsible way (van Noort 2015). This resulted in many initiatives, including in the 
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municipalities of Amsterdam, Utrecht and Zaanstad. For example, the Amsterdam 

Municipality published an ethical data manifesto, made publicly available a register of 

algorithms used and issued guidelines relating to algorithm procurement (Franzke et al. 

2021). This shows the ethical turn on the local level, established for the past eight years. 

Despite the focus on ethical data usage at the local level, widespread critiques are posed 

against the Dutch government at the national level. These critiques followed reports of 

the Dutch childcare benefits scandal (toeselganaffaire) in the media, which still serves as 

a cautionary tale arguing for the establishment of ethical guidelines and reiterating ethics 

importance (Amnesty 2021). The scandal brought to light how the government-developed 

algorithm used to detect social benefit fraud, deployed since 2013, discriminated against 

ethnic minorities and individuals with immigrant backgrounds by falsely labelling them 

as fraudsters. The algorithm was later outlawed by a Dutch court, as it was considered 

discriminatory and violating fundamental human rights (Brown 2020). 

This scandal contributed to the decreasing public trust in the national government. In the 

aftermath of the social destruction caused by the algorithm, the Dutch State Secretary of 

the Interior and Kingdom Relations (2019) published a policy brief on the use of AI, 

which was presented to the Dutch Lower House. The brief emphasised the recognition of 

relevant opportunities and risks relating to AI, while safeguarding public values that are 

based on fundamental human rights. Special attention is paid to AI applications that have 

an impact on individuals and society. The public values highlighted are non-

discrimination, privacy, freedom of expression, human dignity and personal autonomy.  

The focus on digitalisation and upholding ethical guidelines at both local and national 

levels aided in shaping the current environment of AI use in the Dutch public sector. 

Currently, the establishment of a National Growth Fund Investment Programme 

expedited the accruement of €2.1 billion investments in AI for 2021–2027 (Rathenau 

2021). This contributed to the Netherlands ranking 8th in the 2022 Global AI Index and 

1st amongst EU countries (Tortoise Media 2022). The Index captures the capacity of AI 

in the analysed countries through three main pillars of analysis: implementation, 

innovation and investment. 

The Index also highlights that the Netherlands is not only aiming to increase AI 

implementations, but also actively attempts to weave the novel technology into the 

societal fabric. In this regard, considering the previous ethical breach and attempts by the 

Netherlands to embed AI into society whilst ensuring fundamental rights are upheld, 

citizens can play a greater role in setting the direction of future AI implementations. 

Particularly regarding the ethical implications of AI, citizens are crucially affected by 

these and have a greater stake in ensuring their rights are upheld. This view was 
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emphasised in a Deloitte report about AI ethics, which stated that “AI systems’ behaviour 

should reflect societal values, [thus] gaining societal consensus on the ethics of AI is one 

of the key tasks of the government” (Hashimi 2019, p. 8). 

As such, the incorporation of citizens’ opinions sheds light on how they perceive the 

current AI climate in the Dutch public sector. This provides insight into what public 

values citizens prioritise, alongside their perspectives on the benefits and risks of current 

AI applications. AI developers and practitioners can use these insights to designate 

potential areas for improvement in implemented and future AI projects, with hopes of 

advancing the social acceptance of AI in society. 

3.2 Focus Group Method 

Focus groups are used as the main method to illicit responses from Dutch citizens 

regarding their perceptions of the ethical implications of AI use in the public sector. This 

method is defined as “an informal discussion among selected individuals about specific 

topics” (Beck et al. 1986, p. 73). Though minimal, the definition posits an interactive 

element as participants engage with each other. The moderator does not play an active 

role in the discussions as this heightens risks of embodying preconceived ideas and 

biasing answers. Instead, the moderator is provided the opportunity to discern how 

participants construct, express, defend and modify their views throughout, alongside 

observing how the process of collective sense-making occurs (Wilkinson 1998).  

These elements show that the emphasis in focus groups is placed on the participants rather 

than the interviewer (i.e., moderator), who are with provided a platform to share their 

(divergent) perspectives and views (Guba and Lincoln 1994). To enhance the utilisation 

of focus groups as a main method, Morgan et al. (1998) discuss four main steps that need 

to be undertaken: (1) design, (2) data collection, (3) analysis, and (4) results and reporting. 

Figure 1 shows an overview of these steps, alongside the considerations each step entails.  

3.2.1 Design 

The process starts by defining the main research objectives, which sets the direction for 

the design of the focus group. As the purpose of the focus group is to explore insights on 

citizens’ understandings and views on the ethical implications of AI use in the Dutch 

public sector, a phenomenological approach is undertaken. Wilkinson (1998) argues that 

this approach is relevant for research which is primarily concerned with peoples’ own 

perspectives and understandings in relation to the issue(s) under focus. In this regard, pre-

existing conceptions and notions of the moderator do not easily materialise due to the fact 

that collective sense-making occurs in the interactions between participants. 
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  Define the objective of the study 

Define the purpose of the focus group 

Develop a list of key questions (schedule) 

Seek ethics clearance 

Identify and recruit participants 

Ensure homogenous composition (gender, education, language, etc) 

Decide on the number of participants, (4-15, over-recruit by 10-25%) 

Identify and recruit a facilitator and an assistant (flexible, observant) 

Decide on number of focus groups 

Identify suitable location 

Select an accessible, reasonably sized venue away from distractions 

Arrange materials (recording equipment, consent form, name tags) 

Pre-session preparation 

Familiarize with script, group dynamics, seating preferences, equipment operation 

Record duration of each meeting 

Facilitation during meeting 

Introduce (randomized self-introduction, consent and confidentiality, ground rules) 

Discuss (record and observe discussion, probe, pause, reflect, observe non-verbal cues) 

Track questions for completion and follow up on themes of discussion 
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Figure 1 – Focus Group Method Steps by Morgan et al. (1998) 
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While the phenomenological approach is the primary approach to the focus groups, the 

discussions also aim to empower participants. The participatory action approach towards 

focus groups is especially relevant for gaining insight into the views of people who are 

not adequately represented in research or whose voices are otherwise ignored (Plaut et al. 

1993). Johnson (1996) highlights that focus groups conducted within this approach serve 

“to empower and to foster social change” (p. 536), resulting in the emergence of a 

collective understanding, and usually solutions to these societal problems. 

A list of questions (i.e., schedule) to help structure the focus group discussions is then 

developed following the identification of the research objectives. Krueger (1988) 

recommends that the schedule has no more than ten questions, and usually contains 

around five to six questions. The Appendix provides an overview of the schedule used in 

this research, which contains a total of eight questions. The schedule was developed 

according to Krueger’s (1988) guide on the categorisation of questions to pose, which 

follows a funnel approach from highly general to more specific questions. Accordingly, 

five categories are presented: opening questions, introductory questions, transition 

questions, key questions and ending question.  

Opening questions are used to gauge participants’ knowledge of the subject, and sets the 

tone for the rest of the discussion. The questions are meant to be highly general as to 

encourage discussions and provide an opportunity for the participants to open up. An 

example of an opening question posed in the focus groups conducted is can you tell me 

what comes to mind when you hear the term artificial intelligence? and what do you know 

about how AI is used in the public sector in the Netherlands? 

Before proceeding to the following category of questions, some time was taken for the 

moderator to provide participants with additional information regarding AI uses in the 

Dutch public sector, as suggested by Breen (2006). Two AI implementation cases are 

briefly presented, which helped participants with orienting their answers along the 

discussion. The cases highlight both negative (i.e., toeslagenaffaire) and positive (i.e., 

notifications public space Amsterdam; SIA) implications of AI use, and were selected on 

the basis of two main criteria. First, both are relatively recent and covered in the media 

since 2018. This suggests that citizens were subjected to these cases beforehand and are 

more likely to hold opinions on the matter. Second, providing both a positive and negative 

example reduces the risk of swaying opinions in one direction and allows participants to 

contrast case elements to each other. This can provide fruitful debates on the topic and 

aid in discerning elements that citizens prioritise and find problematic. 

Following elaborations on the cases, the remaining questions are introduced, starting with 

more general questions then honing in further as the discussion continues. Participants 
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are asked what are important things to consider for the public sector when using AI? as 

an introductory question to the topic. Questions similar to these encourage initial dialogue 

and brainstorming between participants about important elements, which are often built 

upon and recur throughout the discussion. These initial dialogues later aid in the 

emergence of more concrete views and opinions as the discussion progresses, which is 

key to obtaining relevant answers to key questions later posed.  

Based on the established main and sub-questions of this research, key questions pertained 

to gaining insight on participants’ understandings of ethical principles (e.g., how 

important are ethical aspects of AI?) and priorities pursued when ethical tensions emerge 

(e.g., what is the one most important thing for the public sector to prioritise when using 

AI?). Following this, to finalise the discussion, participants are presented the opportunity 

to share any final thoughts as an ending question before the focus group is adjourned. As 

the topic is not considered sensitive, nor the questions introduced or the answers collected 

from the participants, no ethics clearance is required. 

Identification of participants is the next step, which Kitzinger (1994) highlights is critical 

for determining group dynamics and impacts the data generated throughout the focus 

group. Krueger (1988) also emphasises the importance of participants sharing similar 

characteristics since homogenous compositions are regarded as positively effecting group 

dynamics. Due to the main aim of this research, education and age range were the two 

characteristics most emphasised when identifying participants. The former to increase the 

probability that participants have relevant knowledge about the complex topic of ethical 

implications of AI, and the latter for participants to relate to each other and have similar 

experiences to share. 

The identification of participants is followed by their recruitment, which can be done in 

various ways. Convenience sampling is used in this research to recruit participants who 

are accessible, geographically close and showed willingness to discuss the topic. These 

criteria are generally accepted for when using this sampling method (Krueger 1988). 

Although this does not yield a randomised representative sample of the population, 

convenience sampling is relevant in this research due to the aim of exploring initial 

perceptions of citizens, instead of producing generalisable results for the Netherlands.   

Three focus groups were conducted with Dutch citizens to gain insight about their 

perceptions of the ethical implications of AI use in the public sector, with this number in 

line with research recommendations (Burrows and Kendall 1997). Although five groups 

were initially planned, theoretical saturation was reached within the participants’ 

responses wherein no new information was produced (Guba and Lincoln 1994). There 

were thirteen participants in total; five in the first group and four in subsequent ones. 
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Table 3 provides demographic data for the participants. Although between six to eight 

participants per group is recommended, smaller group sizes are favoured when the topic 

is complex as to allow adequate room for in-depth discussions (Krueger 1988). 

Table 3 - Demographic Information 

Gender # % Education # % 

Male 8 61.5 High School Graduate 1 7.7 

Female 5 38.5 Bachelor’s Degree 3 23.1 

Age # % Master’s Degree 9 69.2 

20 - 35  5 38.4    

35 – 55 2 15.4    

>55 6 46.2    

An assistant accompanied the moderator throughout each of the focus groups, with the 

primary responsibility of taking down notes on the participants, their body language, non-

verbal cues, general discussions, and ensuring that the time limit for the focus group is 

upheld. On average, each focus group lasted for one hour and ten minutes, which is in 

line with expectations communicated to the participants in advance. To ensure that 

participants remained comfortable and focused during the discussions, the focus groups 

were held in the moderator’s house. This is in line with recommendations that the location 

is accessible, comfortable, reduces distractions and has enough seating so that participants 

can visibly see each other (e.g., Smith 1972). Participants were provided the opportunity 

to consent before the focus group was initiated. After obtaining consent, a mobile device 

was placed centrally between the participants to record the discussion. 

3.2.2 Data collection 

According to Burrows and Kendall (1997), a focus group requires to be led by both a 

moderator and assistant. The former is key for facilitating interactions between 

participants in a comfortable environment. The latter is relevant for taking notes, focusing 

on elements such as non-verbal cues, group dynamics and interesting findings. These 

notes supplement the data, and thus offer thicker descriptions about the focus group 

discussions in comparison to just examining verbal data (Fonteyn et al. 2008).  

In each group, the participants were previously familiar with each other and thus required 

no introductions. Due to their relationships, the participants felt comfortable to share 

information and were relaxed throughout. Prior to the discussion, participants were 

reminded that their confidentiality will be upheld, and their participation is voluntary. 

Thereafter, the research topic was discussed, and the moderator only intervened when 

following up on emergent themes. The discussion lasted on average around one hour and 

ten minutes. Participants were provided the opportunity to make final comments towards 

the end, alongside being acknowledged for their contribution.   
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No major changes relative to the manner each focus group was conducted in occurred. 

While conducting the first focus group, special attention was paid to the wordings of the 

questions, how participants understood and responded to the questions posed, alongside 

additional practical elements such as time allocation. In doing so, relevant changes that 

enhance participants’ experiences can be identified and established, as proposed by 

Krueger (1988). A minor change was introduced in the subsequent focus groups, which 

was in relation to honouring the time limit communicated. Following the question how 

important are ethical aspects of AI?, every participant was within a set order invited to 

summarise their key thoughts on the ethical aspects of AI in a few sentences. This is 

unlike the first focus group, wherein participants freely shared their opinions, resulting in 

new discussions that were off-topic and lengthy. Adopting this change resulted in 

responses from participants in a more orderly manner, while staying true to the question 

on hand.  

3.2.3 Analysis 

An interpretative phenomenological approach (IPA) was used when analysing the 

transcripts of the focus groups. IPA is relevant when examining individuals’ lived 

experiences, alongside the meaning behind and sense-making of these experiences (Smith 

et al. 2009). Reid et al. (2005) suggest that the small group sizes and homogenous 

sampling are conducive towards IPA as to allow participants meaningful opportunities to 

discuss the topic in-depth. In addition to this, the use of IPA indicates that convergences 

and divergences between participants’ answers in each group can be compared, 

highlighting recurring themes and the ways in which these themes emerge. 

Smith et al. (2009) describe IPA as incorporating a double hermeneutic process, wherein 

participants make sense of their experiences, and the researcher attempts to make sense 

of their responses. Regarding the latter, although an inductive approach is commonly used 

with IPA, a deductive approach is instead adopted in this research. Smith et al. (2009) 

recognise the possibility of utilising a deductive approach, though this should be 

secondary to understanding participants’ lived experiences in their words. Additionally, 

Byrne (2022) argues that in pursuing deductive approach, “the relationship between 

different items in the data set to identify recurring commonalities with regard to a 

conceptual framework” can be discerned (p. 1397).  

A thematic analysis of the data through a deductive approach is used in this research, 

which assumes a top-down application of pre-determined codes on the data. This allows 

the analysis to be aligned with the goal of preserving focus on and answering the research 

questions through the systematic application of the theoretical framework (Bingham and 

Witkowsky 2022). The pre-determined codes are obtained from two sources: the codes in 
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the ExtendedAI4People Framework presented in Table 2 and the ethical tensions put 

forward by Whittlestone et al. (2019). These codes are incorporated into a codebook, 

which includes a list of the nine main codes used (i.e., five principles with each’s sub-

codes and four tensions), in addition to a detailed description of these codes, including 

what is included and restricted.  

The codebook approach to thematic analysis results in the development of themes prior 

to engaging with the data (Byrne 2022), thus enhancing alignment with the research 

questions. This allows the theoretical framework to act as a guiding lens to better 

understanding citizens’ perceptions of the ethical implications of AI, and aids in centring 

the analysis around established ethical AI principles rather than imposing meaning on the 

data.  

The analysis of the transcripts was done in line with Braun and Clarke’s (2006) six-phase 

framework for undergoing thematic analysis: (1) become familiar with the data, (2) 

generate initial codes, (3) search for themes, (4) review themes, (5) define themes, and 

(6) write-up. Although these phases portray a logical sequence, data analysis may not 

follow a linear order. This allows for iterative analysis, wherein movement between the 

phases is done when necessary. Hence, the six phases ought not be perceived as hard 

rules, but instead as general guidelines that can be iteratively applied to be aligned with 

the research questions and goal. 

For the first phase, familiarisation with the data entailed reading and re-reading the focus 

group transcripts to get a first impression over what was said. In doing so, initial 

interesting information and passages can be identified that are relevant for addressing the 

research questions. Active listening is encouraged during this phase. Following this, 

codes are used to categorise the data, which were pre-determined based on the ethical 

principles and tensions highlighted. Codes serve the purpose of summarising key 

information into a few words, which is useful for examining relationships and patterns 

that address the research topic and reflect the variety of perspectives (Braun and Clarke 

2012). The qualitative data analysis software Atlas.ti was used to code the data, which is 

recommended for research with thematic analysis (e.g., Friese 2019). The transcripts were 

subjected to three iterations of coding to ensure all relevant data was highlighted. 

Themes are then searched for after the relevant data has been coded. This entails a shift 

from analysis of single data items to finding aggregate meaning across the entire 

transcript. Braun and Clarke (2019) advance the understanding that themes typically 

incorporate domain summaries, which are defined as “summaries of what participants 

said in relation to a particular topic” (p. 5). Hence, this phase encompasses understanding 

and actively forming relationships between codes, which in turn communicates 
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meaningful information relevant to the topic. Nevertheless, due to the deductive approach 

adopted in this research, this and the following step are not as relevant considering that 

the themes were pre-determined.  

Hence, despite the deductive identification of the themes, they are still subjected to a 

recursive review. This is done through Patton’s (1990) dual criteria for judging 

categories, wherein at one level internal homogeneity ensures that codes are aligned with 

the theme, and at the external level heterogeneity ensures that themes are relevant for 

answering the research questions. In total, three themes are established, and inform 

subsequent analysis. The themes are then defined and joined together to create a narrative, 

alongside finalising their naming to be short and descriptive.  

3.2.4 Reporting 

The final phase for thematic analysis (i.e., write-up) is similar to the reporting step of 

focus group discussions, thus both are elaborated upon together. This step occurs 

following data analysis, as the results of the previous phases are consolidated to produce 

a coherent report. Nevertheless, it should be noted that report writing is a recursive 

process, subjected to change as codes and themes evolve throughout the analysis. Key 

quotes put forward by participants in their own words regarding relevant points are 

highlighted and presented under three main themes: (1) general perceptions of AI ethical 

implications, (2) understanding and prioritisation of ethical principles, and (3) ethical 

tensions. This research is shared with the participants at the end to validate the results and 

increase its credibility, through the process of member checking (Guba and Lincoln 1994).  

As such, the research design outlines relevant elements pertaining to the Dutch case study 

as to motivate its use and to address the research question regarding citizens’ perspectives 

of the ethical implications of AI use in the public sector. This topic is considered novel, 

as citizens’ perspectives are inadequately encompassed in current research. Accordingly, 

the emphasis on the phenomenological and IPA approaches within the analysis of data 

aids in understanding local perceptions in citizens’ own words. Coupled with the use of 

a deductive approach to thematic analysis, this allows insights to be compared to existing 

literature, hence contributing to theoretical knowledge, alongside highlighting relevant 

areas where research is yet to explore. The approach also allows for practical 

recommendations to regarding the local Dutch context. 
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4 Results 

The use of AI in the Dutch public sector is not a recent phenomenon. To date, there are 

various applications of AI both within the national government and at the local level, 

predominantly with the purpose of reducing public costs and enhancing the delivery of 

public services (e.g., social benefits). Despite this, a common perception in the 

Netherlands is that citizens are wholly unaware of concrete applications of AI in the 

public sector. This lack of awareness impacts how citizens perceive the use of AI, 

alongside its repercussions on their daily lives. Responses from the participants should 

thus be considered within this backdrop and are discussed under three main themes: (1) 

general perceptions of AI ethical implications, (2) understanding and prioritisation of 

ethical principles, and (3) ethical tensions. 

4.1 General Perceptions of AI Ethical Implications 

This theme discusses Dutch citizens’ general perceptions of the ethical implications of AI 

use in the public sector. Their perceptions are shaped by their understanding of AI, 

alongside media coverage of use cases and implications. With the former, most 

participants cited that their understanding of AI relates to “robots”. Whereas regarding 

the latter, participants reported that the topic of AI was too difficult to grasp, mainly due 

to convoluted reporting and lack of transparency. This is shown by the answer of one 

participant who proclaimed that “it is too complicated for me as a normal citizen to fully 

grasp [AI]”. Another participant had lesser knowledge about the topic, claiming that “it 

is the first time I have heard them using AI in the Dutch public sector”. As such, though 

lacking a solid basis for what the term entails and how AI is used, participants were still 

eager to discuss various elements that they deem important and should be safeguarded 

when the public sector uses AI.  

Overall, participants reported mixed feelings about the use of AI in the public sector due 

to the resultant emerging ethical implications in society. Relevant snippets pertaining to 

this claim are participants sharing that AI is “scary, and hopeful” and that it is “something 

mysterious”. Whereas the participants do believe that the use of AI has undeniable 

benefits both for the public sector and society in terms of efficiency and accuracy, 

questions and concerns persist regarding ethical elements. Accordingly, both the positive 

and negative perceptions are discussed under the following two sub-themes. 

4.1.1 Positive Perceptions 

Participants advanced three main positive aspects pertaining to AI use, which they regard 

as benefitting perceptions and understandings of AI use in the Dutch public sector. The 
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most cited positive use of AI amongst participants regards its ability to help make (more 

accurate) predictions that augment human knowledge and capabilities. Relevant areas 

mentioned include healthcare, mobility and infrastructure, as well as sustainability.  

Within healthcare, it was repeatedly noted that “a lot of progress is being made, and a lot 

of benefits” exist within this domain. For instance, AI can be used to judge scans, better 

and faster detection cancerous cells, as well as reducing costs associated with “the whole 

health care system [which] is virtually collapsing on the demand globally for elderly, [as] 

it is not affordable or sustainable anymore”. In this regard, AI serves the function of 

gathering medical complaints and aids with diagnosing, reducing pressures on hospitals 

and staff. Positive benefits are also reported within mobility and infrastructure, alongside 

sustainability. With the former, AI proves useful when providing inputs based on data 

points that improve “flows of traffic” and “to reduce accidents”. With the latter, 

participants reported that AI can be used to produce climate models and “make more 

accurate estimations regarding the environment”, which lessen the need for intensive 

human work. 

Moreover, AI is also emphasised as enhancing the provision of services. This is done 

through improving collaborations between different PSOs, alongside increasing their 

efficiency. Currently, participants view the different organizations as encompassing data 

siloes, diminishing the flow of information. To this end, one participant noted that:  

Different parts of government have a lot of data that could be useful to other 

parts of the government, but are very closed off to that only that specific 

department… And if that would open up, then that would radically improve 

the government.  

This improvement can already be seen, for instance by the tax authorities wherein most 

relevant information regarding citizens are pre-filled. Efficiency gains can also be the 

result of using AI in PSOs. Multiple participants noted these gains in the form of 

decreasing the intensity and time required for workloads since “going through those 

bureaucratic steps otherwise would be a very slow process”. Particularly in the context of 

a labour shortage, AI can be conducive to increasing the productivity of existing people 

and automating routine jobs. This entails that citizens are able to automatically process 

simple requests online, rather than “having to queue or to interact with someone at the 

office just to get a document”.  

Though less common, the use of AI to enhance social elements is also reported. One 

participant noted how AI may aid in tackling one of society’s wicked issues – loneliness. 
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This issue is exacerbated within the elderly population, who often feel isolated from the 

rest of society. The participant emphasised the following:  

I mean, if you look in elderly homes, everybody is lonely and all the people 

are alone, you know. In Japan and China, they put these robots there and 

people feel all of the sudden much more happy because there is a robot, 

maybe a furry robot, that talks with them and interacts with them. 

Thus, these robots may utilise AI to personalise conversations with recipients and help 

tackle the aforementioned wicked challenge. In addition to this, one participant 

emphasised that contrary to more widespread beliefs, AI can be used to advance social 

justice issues. These can take various forms. For instance, one participant expressed how 

a PSO-deployed algorithm aided in improving their circumstances through providing 

evidence of misconduct by another individual, which otherwise would have been hard to 

obtain. In this regard, the participant claimed:  

I think it is a very helpful way sometimes and in some cases to help and give 

voice to those who might not be represented and might not able to reach out 

to anyone for their living circumstances or any other problem … in case you 

are the victim. It gives you an opportunity to at least show a problem you are 

facing first on a local level, then it could be expanded. 

Similarly, AI can be deployed to bring more honesty when it comes to politics, and 

transparency when it comes to pursuing justice. With the former, one participant 

suggested that AI can provide decision support, and thus “telling more the truth to 

governments and policy makers”. These may aid in the production of long-term oriented 

decisions in a more transparent way. Regarding the latter, various participants proclaimed 

that the use of AI when pursuing justice may be beneficial as judgments can be monitored 

and recorded. This is perceived as a better alternative to human judgement as “human 

racism, human errors and human misjudgement are still a greater problem than AI-led 

misjustice”. 

4.1.2 Negative Perceptions 

Despite participants reporting on various beneficial uses and positive perceptions of AI 

in the Dutch public sector, negative perceptions dominate discussions, particularly 

regarding ethical concerns and implications of AI both at the personal level and on greater 

society. Participants initially expressed a lack of transparency by the government on 

concrete applications of AI in the public sector, which leads to a lack of awareness 

amongst citizens. Even when such instances are reported, the language used is often “so 
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complicated” that no common understanding between citizens emerges. Complicated 

language use is not delimited to reporting on AI use cases, but also related to aspects of 

AI and privacy. Participants alluded to the fact that the Dutch government collects 

excessive amounts of personal data, then “uses your data everywhere, often time without 

you knowing or give consent”. This is often “hidden in the fine print” as to make it overly 

complicated for citizens to opt out. One participant claimed that this may be a necessary 

evil for individuals to accept: 

[AI] overreaches its territory. We share information with AI that we would 

not share with the personnel in the municipality for example. So, it is a very 

peculiar relationship where in order to enjoy the security [AI] gives, you have 

to sacrifice a lot of information from your side as we use it that we would not 

do otherwise. 

Though privacy concerns are felt at the individual level, they also have larger 

ramifications on society. Participants referred multiple times to the perceived datafication 

of society, promoting that “data really is the new gold”. Thus, to enjoy benefits that AI 

promises to deliver, society is “unnoticeably sacrificing all aspects of life”. The data 

collected is used by AI, and “lead towards certain answers that could be manipulated as 

well”. This signals a genuine concern cited by every participant – prejudice in AI 

outcomes. Having access to large amounts of personal data that aid in decisions, 

participants worried that these decisions increasingly become opaque the more AI is used.  

Individuals in society are reduced to sets of categorizable criteria, resulting in a lack of 

nuance. This nuance is often attributed to the result of human judgment – a skill that AI 

lacks. Even more worrying, is that this categorisation occurs “behind the scenes, where 

there are a lot of things going on that people do not know about” and that “you [may be] 

considered a suspect just based on factual information about yourself”. One participant 

indicated that “it is like shooting with hail”. As a result, certain groups of people may be 

overrepresented in specific datasets, which leads to unfair outcomes. For instance, one 

participant highlighted that when developing criteria to detect social benefit fraudsters, 

“certain groups of people are not even in the selection criteria so they will be completely 

overlooked in principle, which is horrifying”. 

Moving beyond prejudice, participants discussed three main ways in which the ethical 

implications of AI can cause breakdowns in the cohesive elements of society. First, as AI 

applications become ubiquitous in society, this leads to deskilling and de-

professionalisation in certain job areas. This may widen the gap between individuals with 

different levels of education. For instance, one participant recalls how they lost their job 

due to the implementation of an automation project in their organization. Similarly, 
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another participant also underscored the need for “awareness that some of the intelligence 

takes jobs of people that cannot go anywhere else”. Second, elements pertaining to digital 

literacy play an important role, particularly when individuals are users of AI systems. 

Older individuals are often at risk of being isolated if they do not possess the necessary 

digital skills. As one participant exclaimed: 

I think that there will be a division between the old, the elderly, people like 

me. And the new generation. I mean, they probably lived easier with this new 

development than people our age or a bit older. I feel a sort of resistance 

myself, but I am a digital fossil. 

The aforementioned statement highlights that the gap may not only be the result of a lack 

of digital literacy, but also due to resistance from older generations to change their 

established techniques. Third, the access of AI to large amounts of personal data lays the 

foundation for opportunities relating to personalisation of content, public services, 

information, etc. Participants consider personalisation as a threat to their “secure 

democracy” and the cohesion of societal members. If the government is able to 

personalise services and information based on personal data, then this channels certain 

societal groups in a one direction while others in a different direction. Thus, citizens are 

no longer all subjected to the same information, and in the absence of an “overarching 

view, everybody just can be confirmed in whatever you want by whatever algorithm fits 

you and your ideas”. 

In light of these ethical implications of AI use, participants highlighted the current lack 

of establishment of required safeguards to ensure these concerns are mitigated. 

Accordingly, AI is attributed this omnipotent quality that is supposedly untouchable. 

Hence, AI development is seen as a given in society, that cannot be intervened with: 

For me, [AI] it is something mysterious, something that humans do not have 

control over … is something that we have no impact on, something that works 

on its own, and independently… It is an unstoppable process, it is emerging, 

so we have a kind of nothing to do with each other. We can just rely on the 

technology that is evolving. 

This view of AI as something mysterious stirred some concerns amongst participants, 

who emphasised that not enough oversight exists over the use of AI systems. Whereas 

citizens do recognise that there is a certain degree of autonomy they have to cede, 

participants called for safeguards to ensure that this cession is not misused. In this regard, 

human oversight is advanced as a requirement over AI decisions. Decisions should not 

all be left to AI systems, but that the human factor is important to ensure that nuance in 
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decisions is considered. Participants underlined that whereas AI systems cannot be held 

legally responsible if things go wrong, humans can still be put on trial. Thus, the ability 

to hold a person accountable and culpable for unfair outcomes is an important safeguard 

required. 

Participants did not only call for oversight over the decisions of AI systems, but also their 

programmers who are deemed isolated from the repercussions of their actions (i.e., role 

in developing algorithms) on broader society. Participants referred to the “white male 

programmers programming” who “at the end of the day, have to kind of self-check 

themselves”. To narrow the gap between programmers and society, as well as enhancing 

the realisation of policy makers on the impacts of their policies, one participant suggested 

that: 

There should be more connections between programmers and policy makers. 

That is where the communication falls apart. Maybe that is case. If it us 

helping policy makers to make more better informed decisions, then I am all 

for it. But, again, oversight, oversight, oversight [for the programmers]. I do 

not think that can be overstated enough. 

Beyond the role of programmers, participants also attributed certain responsibilities to the 

government for mitigating the negative ethical implications of AI use in the Dutch public 

sector. Currently, the current environment of AI use in the public sector is considered as 

the “Wild West”, wherein increasing negative implications are faced by society, and 

legislative efforts are too late to mitigate most damages. If not addressed, participants fear 

that their once democratic society will unravel, with more authoritarian practices by a 

“more closed off government” becoming more apparent. In such a scenario, participants 

fear that “everyone accepts that they are basically being watched all the time not only by 

corporations, but also by the government”. In addition to worries regarding surveillance, 

one participant noted worries about decreased capacities of upcoming generations due to 

AI use. They cited concerns related to “our capabilities going down because of all kinds 

of innovations…our ability to rationalise or to synthesise [may] go down because AI does 

it for us”. 

Thus, in the name of upholding democracy, participants call for control and oversight 

elements to fall within the realm of the government. In this way, people may be able to 

influence the actions of democratically elected politicians “who control our data”. This is 

deemed necessary, even if it entails “accepting the bloated public sector with new layers 

of overseers and ethical committees”. 
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The increasing role of government as an entity that safeguards individuals and society 

from the negative ethical implications of AI is more necessary now than ever considering 

the current context. In the absence of the concrete deployment of legislative procedures 

ahead of emergent negative repercussions of AI use in society, the government is 

currently not highly regarded amongst citizens. For one, participants had doubts over the 

true role of the government in advancing their interests as opposed to solely pursuing 

efficiency gains. Various participants alluded to the fact that: 

Artificial intelligence in the public sector is more and more run like a business 

[with a] focus on efficiency and delivering value for the best possible efficient 

standard. So, I see a big similarity in drive in using AI to become more lean, 

more agile, more cost efficient, instead of really trying to make it something 

that is helping citizens or that is increasing citizen participation. 

Other participants referred to the “corporatizing of the government for focusing on 

efficiency”. In this regard, participants fear that the government is losing sight of its actual 

goals of advancing citizens’ interests. These elements have overall decreased citizens’ 

trust in the government, with reference to prioritising their interests and establishing 

proper oversight policies and procedures. 

Overall, both the positive and negative perceptions of the ethical implications of AI use 

shape how citizens understand AI in the public sector. Currently, citizens’ perceptions are 

overtly negative, which can be attributed to the lack of legislation and role of government 

in safeguarding citizens’ interests. These negative elements overshadow beneficial uses 

of AI, which may cause citizens to pre-emptively reject AI use in their public sector. 

4.2 Understanding and Prioritisation of Ethical Principles 

This theme discusses how Dutch citizens personally understand the meanings behind each 

of the ethical AI principles, as the principles’ definitions remain contested between 

different documents. The five ethical principles put forward by Floridi et al. (2018) are 

reported on, alongside the sixth domain of governance incorporated in the Extended 

AI4People Framework by Ashok et al. (2022). In addition to discussing citizens’ 

understanding of the principles, their prioritisations of the ethical principles are also 

explored. This provides insights into what Dutch citizens deem important for the use of 

AI in the public sector, which is heavily influenced by the local context. As such, the 

principles are elaborated upon in the order of their importance, as suggested by the 

participants in their discussions. 
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4.2.1 Autonomy 

Participants cited autonomy, explicability and justice as the most crucial principles to 

prioritise within AI use in the public sector, deeming them equally important. The 

Asilomar AI Principles (2017) regard autonomy as “humans should choose how and 

whether to delegate decisions to AI systems, to accomplish human-chosen objectives” 

(n.p). With reference to this definition, participants heavily indicated that AI decision-

making “should be mostly advisory and supporting”, rather than giving the final verdict. 

One participant underscored how augmenting AI decision-making by humans failed 

within the context of the toeselagenaffaire: 

If you then set a standard like [the Dutch government] did, like, okay, we do 

not have the time or the degree to check everything, so we just put everybody 

on zero unless otherwise decided, then you are going wrong. No, it should 

help you to find fraudulent cases earlier. And that still means that humans 

need to check; everybody is innocent until proven guilty. So, you need to go 

about it in a very highly integrated way. 

This shows how participants value having a “real person” checking AI decisions, to 

mitigate the emergence of unfair decisions that do not incorporate the “human element” 

or “nuance in decisions”. More than just overseeing AI decisions, participants also 

highlighted the importance of monitoring procedures throughout the entire process. Such 

monitoring is crucial for instances where AI is deemed contested, such as in facial 

recognition applications. As much ambiguity remains regarding how exactly AI operates 

concretely, the increased monitoring is suggested by participants as an approach to tackle 

this. If any issues arise throughout the process, adequate “escape routes” must be present, 

delegating decision-making power back to humans. As such, the need for both monitoring 

and oversight for AI decisions is highlighted in the following: 

I think that people, the citizens should always have the final say, the final rule 

over AI. And that is not black and white, I think it is going to be a spectrum 

of sacrifices. In autonomy, you have to agree what level of citizens’ 

autonomy you are willing to give up, even if you know that some citizens are 

not going to be happy that designing AI means it is autonomous to make sure 

decisions over them. And at the highest level, it should always be a way to 

basically oversee the AI decisions to limit its autonomy. 
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4.2.2 Explicability 

Intertwined with how participants regard autonomy is the principle of explicability. This 

encompasses two distinct concepts: intelligibility regarding how AI works and 

accountability which encompasses responsibility for how AI works. Within autonomy, 

participants underpinned the need for humans to be incorporated in the process, one of 

the reasons being to ensure that nuance is part of the decision-making process. 

Participants expressed that an important precondition for incorporating nuance in 

decisions is to have transparency as to how these decisions were made. Thus, this shows 

how intelligibility is mostly regarded as relating to transparency. Transparency is deemed 

important as within the Dutch public sector, information regarding AI systems and how 

they are used remains ambiguous. As one participant proclaimed: 

… is that the technological possibilities are way ahead of what we know as 

normal citizens. We do not understand the ethical and the moral implications 

of what is going on. And we are all like, Wow, this is possible. This is 

possible, but it is not going in this [direction]. It should develop more. And 

we are always walking behind. That is what scares me. 

The lack of transparency is not only regarding concrete AI applications in the public 

sector. Participants also expressed that they are unaware of how their data is used and 

how decisions using AI are made, often describing these things as occurring “behind the 

scenes, without us knowing”. As such, participants emphasise that “transparency is 

almost vital to the function of AI”. Nevertheless, in the current Dutch public sector 

context, this is not yet the case. In the absence of knowing what goes on behind the scenes, 

participants place heavy emphasis on accountability for the decisions produced. This 

relates back to the principle of autonomy, requiring that a human is always in the loop.  

The incorporation of humans in the process is vital for accountability, as “if something 

goes wrong, you could hold somebody responsible for it” and “humans you can put on 

trial”. These aspects show that in cases where miscarriages of justice occur, that would 

be the result of a lack of human monitoring and oversight, wherein responsibility to a 

human must be made so that they can be held accountable. In doing so, participants regard 

the process as still being with the control of the government (“the democracy elect”), 

which gives them some influence over the process.  

Encompassed under accountability is also the idea of proportionality. Various participants 

proclaimed that in most cases, the government should be held accountable in instances 

where unfair outcomes emerge. In addition to this, some participants noted that the 

government is also responsible to respond in a proportional manner if such outcomes are 
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identified. Taking the example of the toeslageneaffaire, the AI system flagged various 

individuals as potential suspects for fraud. In this regard, it is the government’s 

responsibility to respond in a manner proportional to the severity of the situation. One 

participant expressed some concerns when stating that “but to collect millions of millions 

of data of a taxpayer's, innocent taxpayers, to hunt five people down for fraud or 

something, that is not proportional”. 

4.2.3 Justice 

Participants relate the lack of oversight and transparency in AI-related decision-making 

with the emergence of unfair outcomes, highlighting the intertwinement of the three 

ethical AI principles. These unfair outcomes are perceived as inherent to the use of AI 

since justice is “directly opposite to algorithms. You have to bring down everything to 

rules, to sets of data and categories, so nuance is not there”. In this regard, AI is seen as 

“limited” since it depends on “facts, and nothing more”. Accordingly, the principle of 

justice within the context of AI is understood by participants as pertaining to 

discriminatory decision-making, which overrepresents certain groups such as in crime 

statistics, while ignoring others. As one participant phrased the issue: 

As cases showed, [AI] is very likely to start discriminating against certain 

groups of people. I will be afraid if you start involving AI into enforcing laws, 

or try to predict where crime is, I think it is probably going lead to a very 

discriminatory style of policing and probably people in areas which are not 

doing quite well will probably be more punished for the same crimes than 

those people in wealthy areas. 

This suggests a recurring view amongst participants that AI use should be minimised 

when dealing with social matters in the public sector. Another element associated with 

the principle of justice is the adaptability of AI within local contexts. This can be viewed 

under the header of promoting prosperity, which incorporates attention to local culture 

and context. Adaptability of AI entails that such systems can incorporate relevant factors 

in their decision-making, which can bear varying significance in different contexts. As 

one participant summarised the issue:  

The reason why I think [adaptability] is very important is to think about the 

masses of people, and we have to consider the factors that are similar and 

different on a greater scale since AI is being used on a global platform right 

now. AI is going to hit everybody. We have to pay attention to new aspects. 

When we talk about the wheelchair for example, how AI will decide who is 

worthy of or more intensive, let us say treatment or health. Then, you will 
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have to figure out a formula of what impacts people’s health in a given 

geographical area – is it the heat, is it hunger? And according to those 

measurements, you have to apply to a different geographical setting. 

Hence, participants regard justice in relation to discriminatory outcomes within the Dutch 

public sector. Perceptions regarding justice are not only affected by the 

overrepresentation of certain groups, but underrepresentation of others, leading to biased 

results and breaking down of social cohesion. Nevertheless, the aspect of adaptability 

highlights possible room for improvement through considering the needs of citizens in 

differing contexts. This might address an issue commonly cited by participants regarding 

ambiguity surrounding terms such as fairness, as “fairness is what is the most important 

thing to us, is something different than fair to somebody else in a different place”. 

4.2.4 Non-maleficence 

The prioritisation of the non-maleficence principle follows that of autonomy, 

explicability and justice. This principle incorporates the assumption that AI should do no 

harm, wherein similar sentiments were reported by the participants. In discussions, 

participants conveyed the emergence of AI-related harm in regard to three main elements: 

privacy, personalisation and education. 

In relation to the first element, participants voiced genuine concern over privacy issues 

relating to the use of AI in the public sector. Participants noted that inherent to the use of 

AI, is this aspect of privacy, as can be shown in the following excerpt highlighting a 

discussion between the participants: 

[Participant 1]: I am wondering the use of AI, has it always to do with 

privacy? Is it always connected to privacy, to submit to privacy? Or is this 

always connected using AI? Is it always about privacy, gathering data for 

citizens? 

[Participant 2]: I think it is, yeah. 

[Participant 3]: Yeah. In the public sector, of course. 

[Participant 2]: The data is really the new gold. 

The main issues pertaining to privacy is that data is collected about citizens who lack 

enough information about how their data is used, and often are not given the opportunity 

to consent for their data being used. Participants indicated that this poses an ethical issue 

for the use of AI in the public sector, particularly as the government is portrayed as the 
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instigator of these processes, ultimately harming citizens rather than advancing their best 

interests. Participants also expressed concern over their data “coming in the wrong hands, 

as it can be used against you if there is not enough transparency”. To tackle these 

concerns, participants expressed that AI may uphold the principle of non-maleficence if 

citizens are able to retain control over their data. In regards to the case discussed (see 

Appendix, example 02), participants noted how the non-maleficence can be upheld when 

using AI: 

They do it pretty well because you can submit your own data. Yeah, which is 

nice because then you can choose for yourself what type of data you submit. 

And there is nothing straining the relation between the municipality and 

residents. 

As for the second element, participants proclaimed that personalisation relating to AI use 

results in harm within society, particularly for already vulnerable individuals (e.g., 

children). With such personalisation, people “do not communicate anymore with each 

other” as they are channelled in directions that are relevant to them, thus negatively 

impacting social cohesion. To be able to personalise, citizens are reduced to a set of a 

quantifiable criteria, which undermines “the human factor” of considering nuance. This 

allows for citizens to be steered in particular directions while having their own views 

reinforced. For this, participants called for “opening up” by ensuring that “the information 

coming in [should be] unfiltered”. 

The last element pertaining to how AI use can cause harm is related to education. For 

instance, within the public sector, AI can be used to personalise public services according 

to citizens’ information and stage in life. In doing so, citizens no longer have to 

excessively search for their choices and sift through alternatives. Although this highlights 

a simplified example, a few participants expressed concerns over how the use of AI might 

reduce our abilities to rationalise and synthesise information on our own, as AI does these 

tasks on our behalf. This results in “programs that become even better than us”. Thus, this 

issue highlights an important aspect, a question posed by another participant: “that is 

something to consider; to use AI pretty much for everything and how much power it will 

use. Do you really need AI for everything?”. 

4.2.5 Beneficence 

Beneficence, though highlighted by the participants, was prioritised below the 

abovementioned principles. Corresponding to AI should “only do good”, participants 

indicated several areas where AI promotes the benefits of citizens and society. Such areas 

include the using of AI in mobility and infrastructure, to connect previously siloed 
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organizations and make prediction models based on data provided, particularly relating 

to environmental issues. In these cases, AI is perceived as speeding up “slow independent 

manual processes”, which otherwise would have taken too long. One participant 

conveyed the benefits AI use can have in addressing societal issues: 

Because you have hackathons and you get all these really crazy, uh, whiz 

kids. And that is interesting. Every sector can have a problem; medical, 

biological, whatever. Lately, there was a woman who was working with 

illiterate people, and she sort of posed a problem. And then you have these 

tech nerds and they do not see, for them it is data. They just work on the data. 

And for them it does not really matter if they are working on something 

medical or whatever, but they can find a solution. 

Despite this view, various other participants strongly urged that AI use should be 

delimited to non-social elements as “when it comes to certain social things, an AI just 

simply cannot comprehend the situation properly in my opinion”. Accordingly, in the 

words of another participant, AI should “stay out the social sphere, and limit yourself to 

environmental problems”. 

In addition to noting the benefits that AI use can offer, participants also mentioned 

elements pertaining to its impact on human dignity. The term entails not just ensuring that 

AI decisions are non-discriminatory as to uphold the dignity of citizens, but also to 

elements such as job displacement or shifts in society as a consequence of technological 

use. The digital gap between generations was the most cited concern impacting human 

dignity, which participants suggested will only become more prevalent as the ubiquity of 

AI use is more prevalent. When asked if we should only rely on chatbots for customer 

service, one participant argued that only “in maybe 20 or 25 years, when there is only 

generations that have been growing up with learn to use it” can AI be considered not 

exacerbating gaps between citizens. Thus, in the name of upholding dignity, multiple 

participants noted the need for a non-AI option, particularly when a human-machine 

interaction is central to the service. 

An interesting perspective put forward by one of the participants was in relation to the 

principle of beneficence incorporating more than just human dignity, but ultimately AI 

dignity too. Although this statement is not applicable in the current context of AI use in 

the public sector, this participant spoke of a future where AI becomes “truly aware”. In 

this context, the participant called for respecting AI, for it to be seen as “a friend and a 

companion, and not just a tool”. Although other participants resonated with this 

statement, they noted that other relevant moral consequences of AI currently take 

precedence over technical elements. 
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4.2.6 Governance 

Alongside highlighting elements pertaining to the five ethical AI principles as put forward 

by Floridi et al. (2018), participants also discussed aspects relating to the governance of 

AI, signifying the relevance of this additional domain as discussed by Ashok et al. (2022). 

Similar to the definition put forward regarding this domain, participants elaborated upon 

the regulatory, financial and economic, as well as the individual and societal impacts of 

AI in their discussions.  

Regarding the regulatory context of AI use, participants suggest that in its current context, 

inadequate regulatory mechanisms are in place, presenting a cause for concern. One 

participant noted that accidents pertaining to AI use inevitably occur, but that they may 

be beneficial as these provide the necessary push to adopt legislation regarding the matter 

and “get it into their cage again, under control”. There is the perception that the private 

sector is bound by much greater rules than the public sector, who participants believe only 

uphold minimum rules pertaining to the General Data Protection Regulation of the EU. 

One participant emphasised that due to the lack of transparency over relevant regulation 

or what is exactly lawful, citizens are forced to take a “leap of faith that the [government] 

will use [AI] in a positive way”. Nevertheless, even if regulation is sought, participants 

expressed concern over what values will be leading, and how to conceptualise terms such 

as fairness in an uncontested manner. Political debates are to be expected, but a first step 

is still required in the matter: 

I think it is going to come down to a clear and defined document that we all 

have to follow. I think, based on past experience, that seems to be the best 

way to implement something. If we cannot agree, let us just figure it out and 

put it in a document and we can disagree later on. 

The financial and economic impact of AI use was more negatively perceived, due to the 

aforementioned concerns of the “corporatizing of the government by focusing on 

efficiency”, causing them to “lose sight of the actual goals”. With these views, 

participants conveyed a decreasing sense of trust in the government, which is no longer 

acting in the citizens’ best interests. Other concerns include citizens’ information being 

“monetized” and “used as a commodity”. Thus, rather than upholding public values and 

safeguarding citizens’ interests, the use of AI in the Dutch public sector is associated with 

the government being run more like a business, which comes at the detriment of their 

reputation and citizens’ perceptions. 

Various issues cited under the individual and societal impact of AI use intertwined with 

the previous ethical AI principles, most notably beneficence. AI use is perceived as 
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causing fundamental shifts in society, which participants expressed concern and fear over. 

These shifts relate to the de-professionalisation of certain jobs in society, including AI 

taking over jobs “of people that cannot go anywhere else”. Alongside job displacement, 

the digital gap between generations is also spotlighted as the older participants 

emphasised they feel personal resistance to the technology. This resistance stems from 

the unfamiliarity with AI systems (exacerbated by the lack of transparency), but also 

perceptions that AI cannot adequately incorporate nuance in its systems and decisions. 

Considering that older generations did not grow up with similar levels of technology, they 

are less willing to adapt. 

As such, this theme portrayed how Dutch citizens understood and prioritised the ethical 

AI principles, based on their general knowledge and experiences with how AI is used in 

the Dutch public sector. Their understandings of the principles are similar to that in the 

literature, with a few additional interesting findings, such as AI dignity. How participants 

prioritised the ethical principles sheds light on the local context, highlighting the need for 

transparency, explicability and justice foremost. This adheres to rationales of first 

focusing on moral aspects of AI, then to the technical aspects (e.g., regulation). These 

elements thus provide a glimpse as to what is deemed important in the Dutch context. 

4.3 Ethical Tensions 

This theme discusses the values prioritised by participants when AI is deployed in the 

public sector. These prioritisations are influenced by citizens’ needs, relative to the local 

context. As such, the results of this theme provide insight into how high-level principles 

should be implemented in practice, and priorities for when ethical tensions emerge. Four 

main ethical tensions were presented to the participants, as put forward by Whittlestone 

et al. (2019). These tensions were introduced by four fictious scenarios (see Appendix, 

cases 01-04), wherein participants discussed which values they found leading.  

4.3.1 Efficiency vs. Privacy 

The first tension refers to issues arising when efficiency benefits are pursued, which are 

at odds with privacy as large amounts of (personal) data are needed to enhance efficiency. 

Most participants proclaimed that within the public sector, privacy is more important to 

uphold, even at the expense of AI efficiency. When asked why they prioritise privacy, 

one participant highlighted that “I am a bit allergic to the word efficiency”. Two main 

reasons were shared in support of privacy. First, participants expressed genuine concern 

over the security of their personal data after it is collected, particularly when the data is 

gathered for social services. A lack of trust in the government to ensure the security of 

data was advanced by one participated when stating that “I do not trust my government 
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with the data they will take from me as it would be on the street in ten years”. In social 

services, these fears are heightened as such services are considered “very personal”, with 

privacy perceived as relating “to the dignity of human beings”.  

Second, the increasing efficiency of AI is seen as coming at the expense of ensuring 

nuance in decision-making, referred to by participants as the “human element”. 

Individuals seeking public services “all have different stories”, with their details unable 

to be captured adequately by AI. Particularly in relation to social services (e.g., 

unemployment benefits; see Appendix, case 01), participants exclaimed that the element 

of nuance is crucial:  

The reason why I would go with upholding privacy is because I would say 

that it would be very difficult for people with criminal backgrounds or drug 

use for example, to enter the society, it will be very difficult to find a job and 

to enter the job market. So, I think that privacy would be the priority in this 

sense over efficiency because it might eliminate a large group of people from 

everyday economics and social interactions. 

Hence, for instances where AI decision-making is used, participants highlighted that “AI 

is going to have to make a decision on limited information, it is going to have to be left 

efficiency because you need to uphold privacy”. 

Despite this, participants expressed that the efficiency of AI is one of the main reasons 

behind its use in the public sector, and that it should be pursued. For instance, the use of 

AI to speed up processes pertaining to the provision of services is deemed as a positive 

aspect of AI. In this regard, participants underscored the need for the establishment of 

several safeguards to harvest efficiency gains in a more controlled manner. Several 

relevant pre-conditions were advanced by the participants, which they currently do not 

view as established in the Dutch public sector.  

One pre-condition noted by the participants is that the data used by AI should be large 

enough, as that is perceived as enhancing nuance in decision-making. Nevertheless, there 

should be a boundary for the data that the government is able to collect about certain 

individuals, which ought to be clearly defined. On its own, “efficiency sometimes can be 

very careless”. Accordingly, citizens should not be asked to provide data that is irrelevant 

for the process for which AI is used, such as obtaining information on one’s ethnicity 

when applying for benefits. Another pre-condition is creating a committee or a controlling 

body which monitors the outcomes of AI, rather than blindly following AI-made 

decisions. This relates to the importance of oversight. Upholding these conditions is seen 
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as a positive step by participants to sharing their data more willingly, which serves to 

boost the efficiency of AI: 

But if we just can work out the issue of how data is being used, consent forms, 

whatever it is, again we need to have tighter regulations on these procedures. 

If we can control that part, I think the answer becomes more geared towards 

efficiency. 

This highlights the current lack of safeguards for citizens’ personal data, leading to 

concerns regarding the security of this data and hence, the prioritisation of privacy.  

4.3.2 Accurate Predictions vs. Fair Treatment 

The second tension refers to the conflict arising when using an accurate AI system, at the 

expense of having representative data for the population that enhance fair treatment in 

outcomes. Participants were split on which value is more important to pursue within this 

tension. On the one hand, some participants perceived this tension as relating to issues of 

equality and representation. In this regard, this group wanted to ensure that AI systems, 

though supposedly accurate, should only be used when it can be “made sure that both 

groups are treated in the same way”. When elaborating on whether accuracy alone in AI 

systems should be pursued, one participant claimed: 

Absolutely not. I do not think accuracy is a factor here, just the purpose of 

such system is already inherently discriminatory. You are already 

sidestepping an obstacle and you are using the system in a discriminatory 

way. Again, I am not saying that human judgment is perfect, you could have 

discriminatory practices in parole hearings for example. I do not think that 

can be avoided, but if you are putting the two things on the table, I would go 

for the human judgement on that one. 

In this regard, participants emphasised that in the absence of representative data for all 

groups, decisions made by AI should not be considered, and human judgment solely relied 

upon. The latter’s judgement, though not flawless, is perceived less discriminatory than 

using AI systems, and has the added factor of considering nuance in decisions. 

On the other hand, participants also underscored that the accuracy of the AI system cannot 

be ignored, sometimes even at the expense of the system not resulting in fair treatment. 

If given the choice between using the accurate AI system but that representativeness 

cannot be ensured, participants voiced support towards using the system, even if it solely 

works for specific groups of people. The rationale behind this argument is that an accurate 

AI system can provide sped up processes and outcomes for a subset of people, thus the 
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system should not be completely eliminated. In this regard, enough nuance is expected to 

be in the data for the subset of people it serves, promoting its use. For the other groups of 

people where representative data is not available, participants suggested to just “figure it 

out” and “find something else”, including the introduction of “customised” and 

“personalised decision-making”. This is highlighted in the following: 

Assuming there is still a final decision of a [human], I think you can keep 

using the system even though it excludes a group of people because at the 

end of the day that helps to get more people, it improves the well-being of a 

number of people. You can even call it affective altruism. It is not entirely 

fair to the group of people who are not getting to speed up the process. So, 

for me in this case it does not harm the consideration that if there is already 

right now a way to speed up the process for a large group of people then start 

with that and see if you can apply that more universally. 

As such, emphasis is still placed on ensuring that even for groups where AI systems are 

used, they should be supplemented with human oversight. Accordingly, the 

aforementioned perceptions hold in instances where AI is part of the decision-making 

process, and not the sole decision-making entity. As for the other groups where 

representative data is not present, participants called for prioritising human decision-

making when AI decision-making is inadequate. Moreover, one participant expressed that 

in such cases, this pitfall gives an incentive to gather additional data and fill in gaps, 

which serves both short and long-term benefits. 

4.3.3 Personalisation vs. Solidarity 

The third tension refers to the predicament between ensuring that every citizen is treated 

equally and applying filtering tactics for citizens relative to the information and services 

they receive. The former relates to the element of solidarity, while the latter incorporates 

personalisation. Similar to the previous tension, participants were also split in reference 

to which value they deemed more important, presenting relevant arguments for both sides. 

In regard to solidarity, some participants noted that it is crucial to uphold, particularly in 

a democratic, pluralistic society. In this sense, it is not the role of the government nor 

PSOs to decide on what information or services citizens need to be notified about. 

Accordingly, citizens reserve the right to be made aware of what is going on within 

society, whether they are interested or involved in a specific topic. For instance, the 

scenario for which this tension referred to introduced a potential municipal meeting 

regarding sustainability, and inquired who invitations should be sent to (see Appendix, 

case 03). Those in favour of solidarity responded that these invitations can “just be put in 
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everybody’s door”, otherwise “you are already profiling”. This allows ample opportunity 

for discussions between social circles (e.g., neighbors). In doing so, this provides all 

citizens the opportunity to participate, and potentially even gain knowledge regarding a 

topic they have not previously engaged in as “you do not know what you miss”. 

Nevertheless, concerns were voiced over the lack of efficiency associated with solidarity 

in this context. Citizens are already overly stimulated with the amount of information they 

receive, with one participant noting that “I think there is so much coming at citizens in 

terms of communication and information overload”. In addition to this, sending out 

invitations to everyone “will cost too much money”, often taxpayers’ money, without 

guarantee that all those invited will attend. Even if a greater number of citizens attend, 

they may not be interested enough in the topic to actively participate and share their 

views, which can stifle discussions around proposed solutions and next steps, and result 

in longer meeting times. As such, participants note that such personalisation is more 

conducive to small topic matters, as larger social issues ought to be discussed with all 

members in society affected: 

I think only people who previously shown interest, at least when it comes to 

small things, mostly advanced interest in giving their opinion about all things 

related to governments. So, I think it would be just a waste of time to insist 

on having everybody know about this essentially.  

Moreover, sending invitations to everyone also entails sending to those who have recently 

moved into new areas/communities for which they were previously unfamiliar with. This 

raises concerns over newcomers sharing opinions on matters impacting their community, 

where they themselves cannot be considered representative of the community’s general 

perceptions. Sometimes, newcomers “need months, even years to grasp the social settings 

of a closed environment”, and thus need “time and lots of investment to understand where 

they actually are”. Although opposed to solidarity, one participant indicated that this 

approach is “not discriminatory, I do not think it is a favouritism-type scenario, it is 

personalised”.  

As such, participants recognise the value of ensuring that all relevant information/services 

towards a specific community/society need to be delivered to its citizens as their right. 

However, this may be too costly or inefficient for the result achieved. In some instances, 

such as with newcomers and people who have not expressed interest, solidarity is not 

sought and the personalised effects of AI use can prove beneficial. 
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4.3.4 Automation vs. Dignity 

The last tension is considered core to debates surrounding AI – to what extent should AI 

be used and what should be left within the realm of human control, and by extension the 

dignity of humans. In the context of the public sector, the use of AI promises efficiency 

benefits, but often at the expense of processes citizens are used to, and even consider 

crucial to their perceptions on how society functions. This dilemma is apparent in 

discussions between the participants. The use of AI, for instance to respond to general 

inquiries and retrieve information, is beneficial and reduces the need for performing 

mundane, routine tasks:  

You just want to get over with your problems, you just want to get over with 

whatever difficulty you are facing. I think that it is a great way. It is also saves 

so much energy for public workers who do not have to listen to unreasonable 

arguments…So, you can sort these things out and go through with these in a 

lot easier ways with AI.  

Despite this, the lack of nuance and room for discussions with AI is negatively perceived, 

and leads to much hesitation over the use of AI in social contexts (e.g., AI-enabled 

government chatbots). AI is seen as conducive to offering “yes or no answers” or “very 

limited open answers” instead of  providing well-rounded responses considering multiple 

aspects. Citizens do not want to feel that their inquiries can be categorised and their 

answers pre-determined, even if that is indeed the case. As one participant noted, “I think 

it is really in poor taste that there are no real people at certain spots, I really miss them”. 

As such, this issue can be summed by the following statement: 

For the public sector you should always keep humans beside of [AI] for those 

that want. But as long as AI cannot perfectly emulate humans then those 

people who are older or are not familiar with technology will struggle with 

that. So, you need to keep the humans. 

This touches upon a second concern voiced by participants – the digital gap. As one 

participant claimed, the use of AI “is a generation thing I am afraid”. This entails that the 

use of AI is not inclusive to the needs of all groups in society, including older generations 

and those with lower education. If AI were to replace service employees, one participant 

highlighted that “I hope that I do not live then anymore, it is really sad”. The same 

participant expressed that the exclusion of people “is my phobia”, representing a repeating 

concern within the discussions.  
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Nevertheless, participants suggested that these perceptions are due to the current 

developments and uses of AI, which are ever-evolving. Current and upcoming 

generations grew up with technology, and are considered more adept to witnessing 

technological changes in society. One participant noted an instance where a major change 

was accepted within society: 

For example, if we think of maybe ten years ago, I do not know when we 

could buy a ticket at a at a railway station. Yeah. And then the oldest 

personnel got gone and there is only automata. And we were like, oh my God, 

this is what is happening. And it is oh, impossible. And old people cannot 

travel anymore. And now it is completely normal and nobody misses this 

kiosk with a person. But I am just thinking it also very difficult to step away 

from your reality right now. 

Although AI is not currently at the level where it can replace employees and be positively 

perceived in this regard, participants proclaimed that that point is likely to be reached in 

the future. 

In conclusion, this section elaborated upon the general perceptions of Dutch citizens over 

the use of AI in the public sector. Although the benefits of AI use were duly noted and 

the gains from that acknowledged, negative perceptions continue to dominate discussions. 

The overly negative perceptions influence the prioritisation of ethical principles amongst 

citizens, citing transparency, explicability and justice as the most relevant to uphold. This 

highlights a trend wherein moral consequences of AI use should first be considered, 

followed by their technical elements. Participants also shed light on what values are 

leading within society, noting important values to pursue when ethical tensions and 

conflicts inevitably emerge. All the aforementioned themes are regarded as reflecting 

elements relating to the Dutch local context, which presents peculiar aspects in a unique 

setting. As such, the results from the participants are analysed relative to the Dutch 

context, and their consequences on society discussed. 
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5 Discussion 

The Netherlands has recently been pushing an expansive agenda for strengthening the 

role of ethical safeguards within AI use, both within the public and private sectors. The 

agenda is considered relevant due to the ubiquitous use of AI in the Netherlands, as 

evidenced by the country’s advanced position in both the DESI and AI Indices. These 

ethical safeguards are regarded as being established ahead of the implementation of the 

AI Act by the EU, which is a stringent regulation promoting the responsible use of AI 

through strict conditions and procedures.  

Nevertheless, the Netherlands was previously ill-regarded in relation to the AI use in the 

public sector. Considered the worst AI scandal in Europe, the toeslagenaffaire was 

heavily covered in the media as a warning story against the incorporation of AI systems 

into the public sphere. Such media coverage was extensive, and heavily influenced Dutch 

citizens’ perceptions of AI use. This is exacerbated by the low level of public trust in the 

current government, which can be seen in the all-time low approval rating of 20 percent 

– the lowest in a decade (Reuters 2023). As such, a complex environment currently exists 

in the Netherlands – a country which is ahead in innovation, digitalisation and provision 

of public services, but within the backdrop of declining public trust and wavering citizen 

acceptance of AI use. This highlights relevant contextual elements that influence 

participants’ answers and perceptions over the ethical implications of AI use. 

5.1 General Perceptions 

The use of AI in the Dutch public sector has ramifications on broader society. Citizens 

are impacted by the use of AI within various domains of their lives, including healthcare, 

education and employment. Despite being impacted by the implications of AI use and its 

increasing incorporation in society, a lack of understanding of what AI entails persists. 

This conceptual ambiguity is a heavily cited concern in AI research (e.g., Wirtz et al. 

2019), with a common consensus regarding defining AI in research still not established.  

Beyond research, there is a current lack of sufficient sources for Dutch citizens to draw 

from to further their understanding about AI, particularly regarding the public sector. 

News media coverage regarding concrete applications of AI in the Netherlands are scarce, 

and mostly refer to the toeslagenaffaire as a cautionary tale against AI use (e.g., Heikkilä 

2022). Even when AI is discussed in the media, various terms such as machine learning, 

automation, and AI are often grouped together or used interchangeably that it is hard to 

discern the meaning behind each term (e.g., Aldane 2023). The lack of media coverage 

may be the result of the lack of communication by the Dutch government and 
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municipalities regarding the incorporation of AI in their processes and services, which 

further contributes to ambiguity regarding the concept.  

These patterns are in line with the argument put forward by Maragno et al. (2022) 

regarding the two-fold nature of the issue of defining AI – the term is used too broadly to 

be understood and the lack of communication regarding (successful) applications of AI. 

As a response, organizations like the World Economic Forum advanced the need for 

universal AI literacy, prompting the Netherlands AI Coalition to lead an AI Parade 

wherein dialogues with citizens and demystification of AI occur. The goal was the 

“sharing of a complete story in a qualitative and human-centred way”, and aided the 

Coalition in researching citizens’ perspectives and knowledge on AI, alongside 

contextualising relevant benefits and limitations (Loohuis 2022, n.p.). 

The general perceptions of Dutch citizens towards AI use are aligned with the two 

conflicting dimensions put forward by Ingrams et al. (2022) as impacting citizens’ 

perceptions – the instrumental and value-based dimensions. Under the instrumental 

dimension, Dutch citizens positively acknowledge the benefits provided by AI in terms 

of efficiency, cost savings and improving accuracy. In government domains such as 

environmental protection and the provision of general public services, citizens express 

support for the use of AI as it offers more accurate predictions with the former and 

enhances the speed at which public services can be provided with the latter. These 

perceptions align with research regarding positive benefits of AI use in relation to 

decreasing costs and enhancing decision-making accuracy (e.g., Miller and Keiser 2021).  

Dutch citizens also advance benefits of AI use beyond the often cited efficiency and cost 

savings in research. AI use is suggested for tackling societal wicked issues. For instance, 

loneliness is now an urgent issue in the Netherlands, impacting 40 percent of Dutch 

people aged 15 and older (NOS 2022). In this regard, the public sector can expand on the 

opportunities of AI to tackle the issue, such as through widespread deployment of a 

conversational chatbot, particularly amongst the elderly who are most isolated.   

Moreover, AI can be utilised for increasing transparency surrounding politics by 

providing decision support. This aids policy makers with required insights and predictions 

for long-term oriented decisions and in addressing complex societal challenges. Although 

this overlaps with accuracy and efficiency claims, there is a broader benefit of enhanced 

transparency in decision-making, which is particularly relevant in the context of 

decreasing public trust in the government. In this regard, AI use is associated with 

delivering a government of the future more responsive to citizens’ needs and enhancing 

trust through heightened transparency (Margetts 2022).  
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The value-based dimension is more salient in citizens’ perceptions of AI use in the Dutch 

public sector. This dimension is heightened considering the critical coverage of the ethical 

implications of AI use associated with the toeselagenaffaire. Such coverage negatively 

frames the ethical implications of AI use, impacting citizens’ opinions and acceptance of 

the technology (Ouchchy et al. 2020). Despite more recent coverage focusing on the 

benefits of AI use and the establishment of ethical safeguards in the Netherlands, the 

negative frame persists and continues to dominate perceptions towards AI use.   

Dutch citizens pose similar concerns about AI use as those put forward by Kieslich et al. 

(2022). The lack of transparency and oversight in the public sector is associated with AI 

black box decision-making, which Thiebes et al. (2021) argues negatively impact 

citizens’ perceptions. This can be seen in responses highlighting issues regarding privacy, 

unfair outcomes, the lack of human element and nuance. These issues are important to 

address, considering the loss of trust in the government and increasing heterogeneity in 

the country.  

Regarding the former, privacy concerns are dominant due to the recurrence of data 

scandals in the Netherlands, alluding to structural privacy issues (Mooi 2021). As such, 

citizens hold perceptions that their data is unsecure and can be used against them. This 

contradicts the view of Willems et al. (2022), who argue that the government should 

uphold public sector ethos. With the latter, the increasing heterogeneity in the Netherlands 

entails that the public sector has more diverse citizens to attend to. Unfair outcomes which 

disproportionately impact certain groups are already recognised as a problem, particularly 

in the context of the toeslagenaffaire (Heikkilä 2022). Alongside increasing feelings of 

discrimination by citizens with a migration background (Dagevos et al. 2022), AI use is 

construed as a system that replicates societal biases and is negatively perceived, in line 

with the findings of Miller and Keiser (2021).   

These negative perceptions are attributed to the lack of adoption of an ethical approach 

towards AI in the Netherlands prior to the toeslagenaffaire and its ethical implications on 

society. This resulted in missed benefits from leveraging AI and costly mistakes. Hence, 

Dutch citizens pose similar sentiments to Floridi et al. (2018), emphasising the urgency 

of an ethical approach, particularly within the public sector where citizens are impacted. 

The increased government involvement in regards to setting out safeguards and 

regulations is called for to ensure that the benefits of AI are reaped. In addition to this, 

Dutch citizens support the approach of a shift to micro ethics suggested by Hagendroff et 

al. (2020). More emphasis and safeguards are called for to be placed on AI developers, 

considering their role in societal impacts. These points are currently being addressed 

(ECNL 2022), indicating the start of an ethical shift in the use of AI in the Netherlands.  
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5.2 Ethical AI Principles 

Based on the ethical implications of AI use in the Dutch public sector, citizens discerned 

the need for an ethical approach, and also formed their understanding of the ethical 

principles required for such an approach. Citizens’ perceptions of the ethical implications 

aid in setting priorities between the ethical AI principles that are greater aligned with the 

Dutch local context. In addition to this, the prioritisations provide insight into core values 

that citizens deem most important. The local context is heavily influenced by the 

aftermath of the toeslagenaffaire, providing empirical evidence for the need of an ethical 

approach and serves to discern citizens’ perceptions on priority areas and values within 

the public sector.   

Autonomy, explicability and justice are considered the most crucial ethical principles to 

safeguard and prioritise in AI use. This relates to elements regarding the toeslagenaffaire, 

wherein AI decisions were perceived as lacking human oversight, transparency and 

accountability, leading to unfair outcomes accordingly (Amnesty 2021). As such, this 

highlights that Dutch citizens hold similar understandings of the ethical AI principles as 

those put forward in research, particularly Floridi et al. (2018). Autonomy is associated 

with the overdependence on AI decision-making without sufficient oversight and 

incorporation of nuance, explicability with the inadequate transparency and 

accountability in the public sector, and justice with the emergence of discriminatory 

outcomes. Similar to the argument of Floridi et al. (2018), Dutch citizens also note the 

intertwinement between the ethical AI principles, realising that pursuing one principle 

has implications on the others. Accordingly, when referring to the toeselagenaffaire, 

citizens underscore the need for stifling the autonomy of AI considering the lack of 

transparency surrounding how it works, entailing that human oversight incorporates more 

nuance and likely to enhance the emergence of fair outcomes.  

Dutch citizens’ understandings of these ethical principles also incorporate novel aspects. 

For instance, the concept of proportionality is deemed relevant for accountability under 

the explicability principle, despite this aspect not discussed in AI research. Karliuk (2022) 

argues that although proportionality is recognised in law, it should be considered in AI 

ethics as it “allows to identify whether a legal act of the organization (1) pursues a 

legitimate aim (suitability or appropriateness), (2) does not go beyond what is necessary 

to achieve such an aim (necessity) and (3) does not impose excessive burden upon the 

individual” (p. 3). This relationship between means and ends is relevant within the AI 

context, as shown by the disproportionate actions undertaken by the Dutch government 

in the toesleagenaffaire against presumed fraudsters. Furthermore, in agreement with the 

critiques of ethical AI principles by Mittelstadt (2019), the adaptability of AI to local 
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contexts is considered necessary when making normative decisions, and is suggested to 

be incorporated under the principle of justice. In light of the increasing adoption of AI 

worldwide, Dutch citizens want to ensure that local elements are considered, impacting 

the outcomes of AI decisions. 

Non-maleficence, the principle incorporating the assumption that AI should do no harm, 

is perceived by citizens as mainly pertaining to privacy. Fears surrounding the privacy of 

their data are held by Dutch citizens, heightened by scandals including the 

toeselagenaffaire, the selling of unlawful data by the Chamber of Commerce for €3.3m 

(Boztas 2021), alongside the trade of personal medical data during the COVID-19 

pandemic (Mooi 2021). These views are compounded by strained public trust in the 

government. Nevertheless, non-maleficence is ranked below the principles of autonomy, 

explicability and justice. A similar prioritisation was reported by Kieslich et al. (2022) 

when evaluating German citizens’ perceptions of ethical AI principles. 

Beyond privacy, Dutch citizens express concerns regarding AI omnipresence, 

personalisation and education. Corresponding to what Floridi et al. (2018) posited, the 

ever-evolving self-development of AI is seen as inevitable, wherein its pace of 

development cannot be controlled. This is considered at odds with the assumption of do 

no harm as citizens conceive that AI encroaches on their daily lives, yet lack the ability 

to consent to its use. The ethics acceptability of AI is thus impacted, as the first criteria 

of informed consent by Taebi (2017) was not upheld. Moreover, although personalisation 

is widely regarded as a benefit of AI use, Dutch citizens incorporate it under non-

maleficence. Following this principle, AI is to be understood as limiting harm through 

allowing autonomy of citizens and not nudging in specific directions.  

In relation to education, Dutch citizens deem it important to ensure that AI does not 

adversely impact learning and education. With rising reports of AI applications (e.g., 

ChatGPT) disrupting education (e.g., Heaven 2023), opportunities on how to capitalise 

on these technologies for good are promoted. These concerns are also echoed by Zhai et 

al. (2021) in their review of AI in education, highlighting the potential negative impact 

of AI in learning due to students’ ability to delegate process-intensive work.  

Beneficence is aligned with the instrumental-based dimension advanced by Ingrams et al. 

(2022). Dutch citizens acknowledge AI as advancing the common good in matters 

pertaining to predictions and accurate decision-making. Hence, the principle of 

beneficence is associated with the AI use to contribute to efficiency and knowledge, albeit 

outside the social realm wherein perceptions of the negative ethical implications of AI 

use are heightened. This is in line with findings from Gesk and Leyer (2022), who argue 
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that citizens express more support for AI use in the provision of general public services, 

as they do not go beyond the individual level nor facilitate citizen-AI interactions.  

Citizens consider beneficence as incorporating sustainability. Within the ten functions of 

government, environmental protection is most associated with beneficence, with beliefs 

that AI can provide opportunities in this domain. Upholding human dignity under 

beneficence is also discussed as a priority. Considering that 300 million jobs could be 

affected by the latest wave of AI worldwide (Toh 2023), Dutch citizens express concerns 

regarding job displacement and shifts in society due to technological use. Although this 

may be an inevitable outcome of AI use, citizens have relevant contextual knowledge and 

want their opinions considered, which Taebi (2017) argues as a relevant criteria for 

assessing ethics acceptability. The incorporation of citizens’ knowledge can aid in 

identifying opportunities where AI use is beneficial and providing insight regarding how 

societal shifts are experienced. AI dignity is also highlighted in relation to beneficence, 

anticipating the rise of a truly aware AI. This is associated with the Kantian idea that 

dignity is derived from autonomy (White 2011), which is relevant as AI is becoming 

increasingly autonomous. Nevertheless, when reflecting on the topic of whether robots 

can have dignity, Krämer (2020) argues that AI cannot be regarded as possessing dignity. 

The incorporation of the additional governance domain advanced by Ashok et al. (2022) 

is relevant as Dutch citizens incorporate elements pertaining to the regulatory, financial 

and economic, as well as the individual and societal impacts of AI use. The establishment 

of regulatory mechanisms on AI use is considered a priority under governance, despite 

concerns about regulation keeping up with AI growth (e.g., Gerrish and Morrison 2020). 

The financial and economic impact of AI is associated with the so-called corporatisation 

of the government. As evidenced by the scandal relating to unlawful data selling by a 

Dutch PSO, citizens express a decreasing sense of trust and public values.  De-

professionalisation in certain jobs and the digital gap are the two main societal impacts 

underscored for AI use. With the latter, although the Netherlands is top ranked in the EU 

for digital skills (CBS 2020), a lack of willingness to adapt to AI is expressed by the older 

generations, which is also supported in research (e.g., Knowles and Hanson 2018). 

Concerns regarding the potential of a heightened digital gap between generations are 

expressed, conveying the need to identify and address significant societal impacts of AI.   

Dutch citizens’ understanding and subsequent prioritisation of the ethical AI principles 

are closely aligned with the definitions put forward in research (e.g., Floridi et al. 2018) 

and highlight similar prioritisations to citizens in other Western countries (e.g., Kieslich 

et al. 2022). Hence, the first critique posed against ethical AI principles in relation to their 

vagueness and ambiguity not resulting in a common understanding may not be relevant 
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in the Dutch context. Whereas Dutch citizens express some novel aspects in relation to 

the principles, their understanding of the principles incorporate key elements of the 

definitions advanced in research. Nevertheless, the second critique relating to the 

technical implementation of normative concepts persists. Dutch citizens hold concerns 

over how normative concepts can be set into technical rules while upholding the various 

moral and cultural values in society. This underpins the need for upholding the second 

criteria for assessing ethics acceptability, which pertains to the need for pluralism (Taebi 

2017). Incorporating citizens’ perceptions as people impacted by AI systems promotes 

the pursuit of the human-centric goal, aligning with the Netherland’s AI goals. 

5.3 Ethical Tensions 

For the Dutch public sector to adopt a tension-focused approach in the implementation of 

the ethical AI principles, consideration for elements pertaining to the social and cultural 

contexts is emphasised by research (e.g., Greene et al. 2019) and citizens. By highlighting 

which values are leading in distinct scenarios, citizens can provide relevant insights that 

enhance the human-centric goal of AI and are applicable to the local context. This can 

serve as a means to address the second critique against the ethical AI principles of the 

principles-implementation gap (Munn 2022). 

Regarding the first ethical tension advanced by Whittlestone et al. (2019), privacy is 

deemed more crucial to uphold for AI use in the Dutch public sector. Concerns regarding 

the theft of citizens’ data are prominent considering the various privacy scandals in the 

public sector, compounded with the low level of trust in the government. These concerns 

are heightened when AI is used for social services, considering the discriminatory 

outcomes highlighted within the toeselagenaffaire and belief that privacy is related to 

human dignity. This is in line with citizens’ fundamental right of privacy, which 

underpins dignity and values such as freedom of speech (Floridi 2016). Although 

efficiency gains relating to AI use promote their adoption, Dutch citizens do not currently 

consider that adequate privacy safeguards are established. This highlights that action is 

needed to improve this aspect before efficiency can be prioritised.    

The second tension between the values of fairness and accuracy in AI use indicates 

diverging opinions between Dutch citizens. Whereas with the former citizens emphasise 

the need for representative data and equal treatment in society, efficiency gains relative 

to time and cost savings are highly acknowledged by citizens promoting the latter value. 

In regard to the ethical AI principles, this can be considered a tension between justice and 

beneficence (Floridi et al. 2018). Accordingly, such diverging opinions contradict 

citizens’ higher ranking of the justice principle over beneficence. 
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This provides insight that priorities between values can differ according to specific AI 

use cases, which is also emphasised by Whittlestone et al. (2019). As Dutch citizens’ 

perceptions of the ethical implications of AI use are impacted by the toeselagenaffaire, 

the principle of justice is recognised as more important to uphold in society. Justice is 

prioritised as the AI system in this case was nationally deployed, thus the absence of 

representative data and fair outcomes can have large, negative societal impacts. Wherein 

under the use case presented for this tension (see Appendix, case 02), citizens promoting 

accuracy did so under the assumption that a smaller subset of individuals are impacted by 

the AI use. Thus, within a small-scale setting where human oversight is feasible, AI can 

promote accuracy while sufficiently monitored. This argument is also present in research, 

highlighting that AI benefits are hard to achieve at scale, considering elements such as 

larger risk management (Cam et al. 2019).  

Divergent opinions regarding which value to prioritise is also apparent in the third tension 

between personalisation and solidarity. In support of solidary, Dutch citizens underscore 

the importance of equal access to information impacting them, as should be the standard 

in a democratic, pluralistic society. Having equal knowledge on relevant matters can 

encourage debates and promote public participation, underpinning the importance of 

solidarity in public sector communication (Luomo-aho and Canel 2020). Calls for 

incorporating solidarity as an ethical AI principle were advanced by Luengo-Oroz (2019) 

to promote “sharing the prosperity created by AI, implementing mechanisms to 

redistribute the augmentation of productivity for all, and sharing the burdens” (p. 1). 

Nevertheless, Dutch citizens also point out the benefits of personalisation in reducing 

cognitive efforts for information retrieval. Lee et al. (2020) show how citizens are overly 

stimulated due to the intake of large volumes of information, impacting their interactions 

with the government. In this regard, personalisation can serve to reduce both cognitive 

loads and costs associated with information sharing. 

To balance both values in the Netherlands, Dutch citizens promote the view that 

personalisation is conducive to small topic matters (e.g., general discussions), wherein 

absences would not gravely impact citizens and relevant information can otherwise be 

retrieved. Conversely, Dutch citizens do not support personalisation for the provision of 

or the enforcement of public services, due to the reliance on large datasets of personal 

data, which is also discussed in research regarding the Netherlands (e.g., van Veenstra et 

al. 2021). Such data previously discriminated against vulnerable groups, highlighting the 

re-prioritisation of solidarity in such instances. Although the personalisation of services 

is considered still under development, this can provide insight into how to develop the 

use of data analytics in a manner consistent with upholding public values. 
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Promoting values pertaining to human dignity is prioritised by Dutch citizens regarding 

the last tension between automation and dignity. Similar to the arguments advanced by 

Whittlestone et al. (2019), Dutch citizens hold concerns related to widespread de-skilling, 

weakening of existing practices and exacerbation of social cohesion decline if automation 

is solely pursued by the government. Relevant to the scenario discussed under this tension 

(see Appendix, case 04) are three main criteria of assessing the effectiveness of chatbot 

performance, as suggested by Chaves and Gerosa (2018) – conversational intelligence, 

social intelligence and personification. Whereas Dutch citizens perceive the 

conversational intelligence of AI as adequate considering its ability to recognise and 

categorise speech, the latter elements hinder citizens’ acceptance of the adoption of AI in 

social spheres. AI development is not considered at the level where social intelligence is 

met through the recognition of citizens’ psychological and emotional states, nor is 

personification as chatbots with their perceived limited answers do not replicate human 

complexity and nuance.  

These views can be interpreted using the findings of Aoki (2020) regarding Japanese 

citizens’ trust in public AI chatbots, which varied based on its application area. In specific 

areas, citizens hold high expectations for the information they receive, wherein responses 

“must provide enquirers with the information they want, employ situational judgement, 

and communicate with them in a socially proper and empathetic manner” (p. 9). Support 

for AI chatbots in these instances are lower than in other application areas, where AI can 

aid with information retrieval whilst not requiring high social skills. This is consistent 

with the previously expressed views of Dutch citizens wherein the value pursued is 

dependent on specific scenarios. 

As such, reflecting on Dutch citizens’ prioritisations within ethical tensions provides 

insight that can enhance the implementation and acceptance of AI in society. Particular 

consideration is given to the intertwinement between ethical principles, the need to 

balance different interests in society, alongside considering both the short and long-term 

impacts of AI use. Whittlestone et al. (2019) highlight how public engagement is 

necessary for providing insights on how to tackle tensions whilst representing 

stakeholders’ diverse interests with rigour. Incorporating Dutch citizens’ considerations 

when addressing tensions serves the dual purpose of identifying leading values for AI 

applications, and providing democratic legitimacy for PSOs with new AI 

implementations. 
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6 Conclusion 

Resembling various countries worldwide, the Netherlands is promoting AI use in the 

public sector in pursuit of efficiency benefits and tackling rising societal expectations. 

Nevertheless, both research and citizens advance support for the view that AI use should 

not only target output optimisation, but also incorporate crucial safeguards on AI that 

protect important societal values. The adherence to an ethical approach for AI use is thus 

called for in the Netherlands, considering previous scandals and the emergence of costly 

mistakes negatively impacting society and the public’s acceptance of AI use.  

Although critiques against ethical frameworks and principles are established in literature, 

they provide relevant guidelines for the implementation of new technologies, without 

which the emergence of negative societal consequences are unavoidable. Crucially, these 

frameworks underpin the importance of incorporating citizens’ perspectives within the 

development and design of AI, despite the identification of these perspectives largely 

missing practically (i.e., in the Netherlands) and academically. As such, this research 

provides exploratory insights on Dutch citizens’ perspectives on the ethical implications 

of AI use, emphasising pertinent considerations for AI use in the local context. 

Regarding the main research question, Dutch citizens’ perceptions of the ethical 

implications of AI use in the public sector are complex, shaped by a context of advanced 

AI development, declining public trust and experiences of unethical use. In general, Dutch 

citizens appreciate the instrumental benefits of AI in public services such as improving 

accuracy, while also acknowledging its potential to tackle complex societal issues such 

as loneliness. Despite this, value-based concerns dominate citizens' perceptions. High-

profile cases such as the toeselagenaffaire negatively frame the ethical implications of 

AI, overshadowing its potential benefits. Dutch citizens worry about privacy issues, 

unfair outcomes, and the loss of the human element, alongside concerns about AI as a 

potential tool for discrimination. These worries are exacerbated by the lack of 

understanding and transparency regarding AI and its use cases.  

For the first sub-question, Dutch citizens show a comprehensive understanding of the 

ethical AI principles, aligning closely with academic definitions and prioritisations seen 

in other Western countries. Citizens also express unique perspectives, such as the 

concepts of proportionality and AI dignity under the justice and beneficence principles 

respectively. Furthermore, aspects relevant to the additional governance domain are 

advanced, with citizens considering this domain intertwined with their understanding of 

the ethical AI principles. The principles of autonomy, explicability and justice are 

prioritised, though emphasis is still placed by citizens on the remaining ethical principles. 

This prioritisation reflects growing concerns about the lack of oversight, transparency and 
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accountability in AI use, alongside the emergence of discriminatory outcomes, all of 

which were evident in the toeslagenaffaire. Hence, Dutch citizens call for strengthening 

the practical implementation of normative values through a pluralistic approach, 

consistent with critiques against the ethical AI principles. 

For the second sub-question, Dutch citizens' value priorities within ethical tensions offer 

invaluable insights for enhancing the acceptance and integration of AI in society. Whereas 

there is a consensus between citizens on the promotion of privacy and human dignity, 

diverging opinions are held about the tensions between fairness-accuracy and solidarity-

personalisation. The divergence in the former tension contradicts citizens’ prioritisation 

of the justice principle. Nevertheless, this indicates that value priorities can shift 

depending on specific AI use scenarios. These insights underscore the necessity to 

consider the balance between values, pluralistic societal interests, and the short and long-

term impacts of AI use in each application. Further, they accentuate the importance of 

public engagement in the discourse on AI applications, ensuring democratic legitimacy 

and identifying guiding values. 

As such, the perceptions of Dutch citizens indicate that instrumental-based benefits 

should not be solely pursued until concerns under the value-based dimension are 

addressed. Given the legacy of past ethical failings, Dutch citizens underscore the urgency 

of adopting an ethical approach to AI. Autonomy, explicability and justice are deemed 

crucial principles to prioritise in the public sector, alongside calls for more robust 

safeguards and regulations from the government. The Netherlands has begun responding 

to these demands, suggesting the beginning of greater ethically-aware AI practices in the 

country. 

6.1 Theoretical Implications 

This research contributes to academic literature relating to AI and ethics in various ways. 

First, the operationalisation of the ethical AI principles is complementary to current 

understandings of these principles. Hence, contrary to the first main critique of the ethical 

AI principles regarding their vagueness and ambiguity, Dutch citizens show an expansive 

understanding of the principles. Second, novel aspects regarding the ethical AI principles 

are expressed by Dutch citizens. Such aspects can expand on current definitions of the 

ethical AI principles, or even promote the addition of new principles for a more expansive 

ethical scope.  

Third, the relevance of the governance domain is shown, suggesting that the use of the 

Extended AI4People Framework better encapsulates citizens’ perceptions of the ethical 

implications of AI use in the public sector. The use of this domain as an additional ethical 
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AI principle is promoted, highlighting its intertwinement with AI ethics understandings. 

Fourth, evidence supporting the second critique of the principles-implementation gap is 

shown, indicating the relevance of and the need to address this critique to bolster the 

social acceptance of AI. Fifth, prioritisations of the ethical AI principles are not static, 

with different values leading in different applications. This furthers the understanding of 

principles as representing values that hold dynamic degrees of support and are impacted 

by the specific context.  

Hence, this research addresses a large and pertinent gap in current AI research – the lack 

of inclusion of citizens’ perspectives. More than ever, citizens want to feel that their 

voices are heard in matters that have direct implications on both them and the wider 

society. This is regarded a necessary step to enhance citizens’ social acceptance of and 

trust in AI. 

6.2 Practical Implications  

The practical implications of this research are manifold. First, presenting citizens’ 

understandings of the ethical AI principles and their prioritisations can aid in the 

formulation of policies regarding AI that are greater aligned with societal values and 

expectations. This research can guide Dutch policy makers on where to focus their efforts, 

especially regarding the prioritisation of principles and the identification of leading values 

when ethical tensions emerge. By addressing citizens’ concerns proactively, the public 

sector can work to increase public trust and acceptance of AI. Furthermore, transparency 

about how these issues are addressed can foster trust in AI systems and their use in the 

public sector, underpinning the need for greater communication and more expansive 

media coverage on the matter to actively engage with citizens. This enhances pursuits 

towards the human-centric goal of AI.  

Second, insights from this research indicate the need for greater scrutiny on the 

developers and implementers of AI systems. The outcomes of AI have a widespread 

impact, yet developers are regarded as isolated from the repercussions of their actions on 

broader society. Accordingly, safeguards to ensure that AI developers and implementers 

are acting in the public’s best interested are strongly recommended. This incorporates 

integrating diverse stakeholders’ concerns into the design process, underscoring the 

importance of involving the public in discussions around AI and its ethical implications. 

Participatory approaches in policy-making are thus promoted, ensuring a diverse set of 

voices are heard and bolstering democratic legitimacy. 

Third, this research contributes to the broader discourse on AI ethics, emphasising the 

need to align the usage and outputs of AI with societal values and ethical principles. The 



78 

 

values and ethical principles deemed leading by citizens are dynamic, and often 

dependent on the specific contexts of AI use. Ethical considerations pertaining to specific 

use cases need to be considered, as they have practical implications on society that can 

impact the public’s perceptions and trust. Accordingly, this can enhance the development 

of ethical, effective, and accepted AI systems within the public sector, ultimately 

contributing to a more responsible and inclusive digital society. 

6.3 Limitations and Future Research 

This research is also subject to several limitations, which are important to note. First, a 

single case study of the Netherlands was used, which impacts the generalisability of the 

results. A unique context of advanced AI development, declining public trust and the 

legacy of past ethical failings is found in the Netherlands, which may impact Dutch 

citizens’ perceptions on AI in a manner that may not apply in other contexts. 

Nevertheless, focusing on a single case enabled a more nuanced understanding of the 

local context and provided the opportunity for novel aspects to emerge. Insights from the 

Netherlands can thus aid AI developers, implementers and policy makers in other 

countries with the deployment of AI, whilst also ensuring that relevant concerns and 

societal needs are considered. 

The second limitation relates to data collection. The method of convenience sampling in 

this research hindered opportunities of obtaining a representative sample from the Dutch 

population. In particular, the sample consists predominantly of highly educated citizens 

and clustered around two main age groups (i.e., 20–35 and >55), indicating a level of 

familiarity with technology and knowledge about risks. These elements impact the 

perceptions of participants, which might not be representative of broader society’s views. 

Despite this, this research provides an initial exploratory view on Dutch citizens 

perceptions of the ethical implications of AI use in the public sector, which is a 

perspective thus far underdeveloped in research. 

Third, the results and subsequent discussion of the ethical tensions and leading values 

may not be generalisable beyond the specific contexts they are applied to. Participants 

may have personal experiences with the cases discussed under the ethical tensions, 

impacting their responses. This can limit the generalisability of the values deemed leading 

when ethical tensions emerge, as such perceptions are impacted by the peculiarities of the 

specific case and can lead to different results based on the context. Nevertheless, the 

initial exploration of leading values in ethical tensions aid in underpinning salient 

elements and understanding citizens’ experiences. 
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Beyond these limitations, this research extends valuable insights on citizens’ perceptions 

within the domain of AI and ethics. There are multiple aspects of this research that can 

be expanded on to further knowledge and insights in this domain. One aspect includes 

promoting a deeper understanding of the specific ethical AI tensions. Each of the tensions 

identified — efficiency vs. privacy, accuracy vs. fairness, personalisation vs. solidarity, 

and automation vs. dignity—can be further explored. Research can delve into the nuances 

of these tensions, how they manifest in different contexts, and potential strategies for 

managing them.  

Regarding the need to balance different values in AI design and implementation, future 

studies can investigate potential mechanisms or frameworks to achieve this balance, such 

as models for incorporating public input or decision-making strategies when navigating 

ethical trade-offs. The impact of public participation in AI design and implementation, 

including its effects on policy outcomes, public trust, and democratic legitimacy can also 

be assessed. This assessment can help with discerning the effects of incorporating diverse 

perspectives on the social acceptance of AI use. Moreover, given the low level of trust in 

the Dutch government, future studies can explore how the adoption of ethical AI 

principles in the public sector affects this trust. A longitudinal study is fit for this purpose 

and can map the interlinkages between the implementation of principles, changing 

citizens’ perceptions of the ethical implications of AI use and the level of trust in the 

government, particularly in relation to advancing citizens’ best interests. 

These suggestions for future research should not only be considered relevant for the 

Netherlands, but offer a more expansive scope. For instance, this research can be 

replicated with a larger sample of participants, alongside utilising a cross-unit analysis of 

different countries to enhance generalisability. Divergences between citizens’ perceptions 

in varying contexts can thus be analysed, providing valuable insights on the impact of 

local contexts on ethical understandings.  

By delving deeper into these areas, insights for the ongoing development and 

implementation of ethical AI in the Dutch public sector and beyond can be expanded. The 

emphasis on and the future incorporation of citizens’ perspectives can potentially 

diminish current negative perceptions associated with the ethical implications of AI use, 

heightening citizens’ and broader society’s opportunities to reap the expansive benefits 

that AI has to offer. 
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Appendix 

 Focus Group Schedule 

 

10 min 

1. AI introduction 

• Can you tell me what comes to mind when you hear the term 

"artificial intelligence"? 

• What do you know about how AI is used in the public sector in 

the Netherlands? 

 

5 min 

2. Example 01:  

• The Dutch government developed a system to better detect 

welfare fraud.  

• The system created risk profiles of people supposedly more like 

to commit fraud by looking at things like their taxes, birthplace 

and education. 

• In 2019, the toeslagenaffaire showed that the system 

discriminated against certain groups.  

Example 02:  

• Signalen Informatievoorziening Amsterdam (SIA) is an online 

service where Amsterdam residents can submit complaints 

about public spaces and noise. 

• Residents can report any complaint on the same website page 

and AI categorizes it, sending it to the right department. 

• This service improves communication between the municipality 

and residents, and can help with the 250,000 misfiled reports per 

year in Amsterdam. 

Please keep these examples in mind for the coming questions. 

 

20  min 

3. AI & public sector 

• What are important things to consider for the public sector when 

using AI? 

• Are there any specific concerns you have about the use of AI in 

the public sector? 

• How important are ethical aspects of AI? 

 

10 min 

4. Ranking 

• What is the one most important thing for the public sector to 

prioritize when using AI? Write it down on a piece of paper. 

• Agree on a ranking with each other. 

 

15 min 

5. Tension examples 

Not all priorities can be pursued to the same extent, because sometimes 

they conflict with each other. What is more important? 

Case 01 

• AI can speed up the process of reviewing unemployment 

benefits, but needs access to a large amount of personal data to 

be able to work faster and accurately.  

• Should we allow the data to be used or not?  

Case 02 

• Prisons use AI to select which individuals can be released early 

on good behaviour. Only the data of individuals with registered 
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addresses are considered, but not others (e.g immigrants). Most 

of the time, the system’s predictions are accurate.  

• Should we continue to use this system or not?  

Case 03 

• An AI system was used to identify potential residents interested 

in discussing sustainability with the municipality. You receive 

an invitation, but your friend David did not because he just 

moved to the city.  

• Should we send invitations to everyone, or only those who 

showed interest?  

Case 04 

• An AI-enabled virtual assistant is used to help answer citizens’ 

general questions. It is no longer possible to call an information 

desk for help. The virtual assistant is available any time and 

responds quickly.  

• Should we only use virtual assistants or keep employees? 

 

5 min 

6. Question round 

• Do you have anything to add? 
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