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Introduction 
Turbulence generated by breaking waves is important for most processes within the 
surf zone. Processes like wave transformation, generation of nearshore currents, 
sediment transport, and diffusion of materials are directly connected to turbulence.  
Resulting from the distribution of wave field and viscous flow velocity and 
concentration of moving particles over the flow field, determination of turbulence is 
one of the basic tasks of engineers working in the field of fluid mechanics. However, 
because the turbulent transport processes cannot be calculated with an exact method, 
they must be approximated by a turbulent model, with the aid of empirical information. 
This approach still fails to solve many real-life flow problems. 

During the last decades, research of the processes where turbulence dominates the 
flow has shifted from simple phenomenological descriptions to sophisticated numerical 
models in which the flow is described in detail. Even though, engineers still resort to 
physical modelling; advances in computer technology have made it possible to test 
thoroughly increasingly complex turbulence theories and to apply them in practical 
calculations. As a result, the theoretical treatment of field problems is gaining ground. 

Most of the turbulent model development and application work is based on the 
hypothesis that turbulent processes require empirical input, which simulates the effect 
of turbulence on the mean-flow behaviour but does not access the details of the 
turbulent motion. Today it is recognized that a simple model that does not include such 
essential parameters as eddy viscosity or turbulent shear stresses is not acceptable for 
the complex problem of wave motion in the surf zone. 

Objectives of the research 
The purpose of the present thesis is to work out the turbulent model applicable to the 
flow in the surf zone on the sloping bottom that would give adequate results for eddy 
viscosity under breaking waves.  

To meet the goal, firstly, an intensive work along with in-depth analysis of the raw 
data measured on the surf zone model was carried out. According to previous authors, 
considerable difficulties are encountered in determining turbulent eddy viscosity; thus, 
based on previous analysis, a calculation method for eddy viscosity was developed. 
Thirdly, a sophisticated numerical model for eddy viscosity was proposed. 

Methodology and structure of the thesis 
In this thesis, three methodologies are used – analysis of the physical model, 
development of a theoretical method and comparison of the results with empirical 
models and numerical modelling. 

Chapter 1 outlines the fundamentals of experimental measurements in the field and 
laboratory environment with the necessary literature overview.  In this research, Laser 
Doppler Anemometer measurement in an open wave flume was used. The chapter 
concludes with the interpretation of wave characteristics from the raw data.  

Chapter 2 introduces the basic theory behind coastal hydrodynamics and provides a 
literature overview of the fields of application. Then, the turbulence models are 
classified with a detailed literature overview. Next, a theoretical method for weakly 
compressible fluid is proposed and processed with modifications. Also, in this chapter, 
empirical models are outlined with a literature review covering their compatibility with 
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the free shear flow and near-wall shear flow. The final section of this chapter addresses 
the modified wave characteristics, and shear stress, turbulent kinetic energy and eddy 
viscosity are calculated and discussed.  

Chapter 3 presents a theoretical background for modelling and simulations by 
outlining the equations of fluid motion. Also, in this chapter, the literature review gives 
thorough insight for empirical and numerical modelling. Smoothed Particle 
Hydrodynamics modified model was tested for eddy viscosity in the open channel 
environment. The chapter concludes with a comparison of experimental and numerical 
findings.  

Chapter 4 summarizes the results and discusses the findings. 

Publications overview 
For this thesis, in Publication I (and Conference presentation), the values of shear 
velocity on the boundary layers under breaking waves were investigated. The results 
confirmed that shear velocity values vary both in time and space, and the maximum 
value is always under the wave crest and the value decreases rapidly after the crest has 
passed. It was found that the shear velocity profiles gathered from an open channel flow 
are different from the shear velocity profiles measured in the experiments with a U-pipe.  

Turbulence progresses because of the instability of a vortical flow, so turbulence 
injection description can only be simplified once the mechanisms for vorticity production 
in a wave are known. This can be done through handling turbulent stresses utilizing the 
Boussinesq eddy viscosity assumption. However, following the commonly used 
incompressible fluid concept from U-pipes, the results in Publication II (and Conference 
presentation) were obtained with eddy viscosity that contains singularities. It was also 
confirmed that eddy viscosity varies both in time and space as the wave propagates and is 
at least two orders of magnitude larger than the corresponding dynamic viscosity.  

Later studies revealed that the spurious peaks and negative values in eddy viscosity 
are related to the velocity corresponding to a potential part of the flow where its 
gradient components do not represent the shear straining and manifest themselves 
when the shear stress and the velocity gradient change signs, i.e., flow reversal. 
However, removing the premise of an irrotational flow and regarding the production of 
vorticity due to the roller as the fundamental ingredient for a physical description of 
the energy dissipation will lead to the use of a nonlinear Boussinesq-type model. 
As such, the breaking terms are derived directly through the decomposition of the 
velocity into a potential and a rotational part. For that purpose, in Publication III (and 
Seminar presentations), turbulent stresses are described by the Boussinesq eddy viscosity 
assumption for a weakly compressible fluid. The irrotational flow that masked the 
turbulence velocity field under a breaking wave was removed through oscillating velocity 
at the bottom and four coefficients were used to modify the particular mean velocity 
gradient components. The resulting eddy viscosity is positively valued during the wave 
period, which gives evidence of the modified velocity field corresponding well to the 
shear and compression strain that results from the bottom and surface boundary layers.  

In addition to the theoretical formulae, empirical formulae were used to estimate 
the eddy viscosity values during the wave period. Furthermore, a meshless numerical 
model is proposed to determine artificial viscosity and demonstrate its dependence on 
eddy viscosity in the case of a weakly compressible fluid. Publication IV confirms 
further the results from Publication III that the eddy viscosity does not vary just during 
the wave period, but it also varies over the water depth. 
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Abbreviations 
ADCP Acoustic Doppler Current Profilers 
ADP Acoustic Doppler Profilers 
ADV Acoustic Doppler Velocimeters 
CFD Computational Fluid Dynamics 
CFL Courant-Freidrichs-Lewy (constraint) 
DES Detached Eddy Simulation 
DNS Direct Numerical Simulation 
EMCM Electromagnetic Current Meters 
EVM linear Eddy Viscosity Model 
LES Large Eddy Simulations 
LDA Laser Doppler Anemometer 
NLEVM Non-linear Eddy Viscosity Model 
RANS Reynolds-Averaged Navier-Stokes model 
RNG Re-Normalization Group model 
RP Reference point 
SPH Smoothed Particle Hydrodynamics 
SST Shear Stress Transport model 
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Symbols 
Upper-case Roman 
𝐴𝐴,𝐵𝐵,𝐶𝐶,𝐷𝐷 function 
𝐶𝐶 wave celerity (m s-2) 
𝐶𝐶0 deep water wave celerity (m s-2) 
𝐶𝐶𝜇𝜇, 𝐶𝐶𝑆𝑆 empirical constant (-) 
𝐷𝐷/𝐷𝐷𝐷𝐷 substantial derivative 
𝐷𝐷�/𝐷𝐷�𝐷𝐷 mean substantial derivative 
𝐻𝐻0 deep water wave height (m) 
𝐻𝐻𝑏𝑏  wave height at the breaking point (m) 
𝐿𝐿 turbulence length scale (m) 
𝐿𝐿0 deep water wave length (m) 
𝐿𝐿𝜖𝜖  Kolmogorov length scale (m) 
𝒫𝒫 Turbulent production (m2 s-3) 
𝑇𝑇 wave period (s) 
𝑈𝑈 instantaneous local velocity (m s-1) 
〈𝑈𝑈〉 ensemble-averaged velocity (m s-1) 
〈𝑈𝑈1〉 ensemble-averaged horizontal velocity (m s-1) 
〈𝑈𝑈2〉 ensemble-averaged vertical velocity (m s-1) 
〈𝑈𝑈〉𝑏𝑏 ensemble-averaged velocity on bottom boundary (m s-1) 
〈𝑈𝑈〉𝑝𝑝 ensemble-averaged potential velocity (m s-1) 
〈𝑈𝑈〉𝑡𝑡 modified ensemble-averaged velocity (m s-1) 
𝑈𝑈∗ shear velocity (m s-1) 
𝑊𝑊𝑖𝑖𝑖𝑖  interpolating kernel 
Lower-case Roman 
𝑎𝑎𝑖𝑖𝑖𝑖  Reynolds stress anisotropic component (m2 s-2) 
𝑐𝑐 sound speed (m s-1) 
𝑑𝑑 still water depth (m) 
𝑑𝑑𝑏𝑏 still water depth at the breaking point (m) 
𝑔𝑔 gravity (m s-2) 
ℎ water depth including water set-up (m) 
ℎ smoothing length in SPH (m) 
ℎ𝑏𝑏 water depth at the breaking point including water set-up (m) 
𝑘𝑘𝑇𝑇 turbulent kinetic energy (m2 s-2) 
𝑚𝑚 particle mass (kg) 
𝑝𝑝 pressure (kg m-1 s-2) 
∆𝑟𝑟 interparticle spacing (m) 
〈𝑢𝑢〉 velocity fluctuation (m s-1) 
〈𝑢𝑢1〉 horizontal velocity fluctuation (m s-1) 
〈𝑢𝑢2〉 vertical velocity fluctuation (m s-1) 
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𝑥𝑥1 along the flow horizontal coordinate 
𝑥𝑥2 vertical coordinate 
𝑥𝑥𝑏𝑏 horizontal distance from the reference point (m) 
Upper-case Greek 
Π𝑖𝑖𝑖𝑖    viscosity term 
Lower-case Greek 
𝛼𝛼 artificial viscosity coefficient 

𝛿𝛿𝑖𝑖𝑖𝑖 Kronecker delta (-) 
𝜀𝜀 turbulence energy dissipation rate (m2 s-3) 
𝜇𝜇 dynamic viscosity (N s m-2) 
𝜈𝜈 kinematic viscosity (m2 s) 
𝜈𝜈𝐴𝐴,𝑖𝑖𝑖𝑖  artificial viscosity 
𝜈𝜈𝑇𝑇  eddy viscosity (m2 s-1) 
𝜌𝜌 fluid density (kg m3) 
𝜏𝜏𝑏𝑏 bottom shear stress (N m-2) 
𝜏𝜏𝑖𝑖𝑖𝑖  stress tensor 
𝜔𝜔 turbulence energy dissipation rate (m2 s-3) 
Symbols 
𝜕𝜕/𝜕𝜕𝑥𝑥 partial differential 
𝛻𝛻 vector differential operator 
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1 Experimental measurements and data analysis 
The development of shoaling leads to a change in wave height, when waves propagate 
into shallower water. At a certain location, where the wave height is about 0.8 times 
the local water depth, the wave breaks. The wave crest topples over because instability 
from the forward wave orbital velocity becomes too large. While the shoaling process is 
considered as a process with a very small loss of wave energy, the wave-breaking is 
characterised as a process with a large portion of wave energy dissipation.  

The breaking waves can be divided into three most commonly used types: spilling, 
plunging and surging breakers (Fig. 1). The relation between wave geometry and the 
breaker type was given by Galvin (1968). 

 

Figure 1. Breaker types. 

Spilling breakers are categorized by the unstable wave front, where a spiral of water 
and air bubbles slides down the slope from the crest while travelling with the wave as a 
surface roller. Spilling breakers occur at very moderate beach slopes, where incoming 
waves are relatively steep. Besides beaches, spilling breakers can be found in deep 
water, where energy dissipation is an important part of the wind-generated waves. 

In case of a plunging breaker, the crest of the wave moves forward and then 
overtops to the trough in front of it as a single controlled mass of water. The impact of 
the mass of water acts as the jet and generates a splash-up of water, which ensures the 
breaking process and further creates large vortices. This jet can reach the bottom and 
stir up a significant amount of sediment. Possible manners of producing the splash-up 
have been described by Peregrine (1983). Plunging breakers are found on steeper 
beach slopes, where incoming waves are less steep than on spilling breakers. 

However, in surging breakers, it is the foot of the very steep beach slope that causes 
the wave crest to decrease and disappear rapidly, without giving wave time to become 
unstable. 

Grouping into breaker types is done by the surf similarity parameter developed by 
Battjes (1974), which gives the ratio between the beach slope and the square root of 
the wave steepness.  
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After a wave-breaking in both spilling or plunging breaker, a wave transition occurs. 
In the case of the spilling breaker, the surface roller grows, and the wave height 
decreases rapidly. At the same time, the jet of water in front of the plunging breaker 
pushes up a relatively turbulent mass of water that continues the wave-breaking 
process. This area of the surf zone where in both cases the wave is changed from  
wave-breaking into a bore-like broken wave is called an outer part of the surf zone.  
In the inner part of the surf zone, waves can be described as a series of periodic bores 
(Svendsen, Madsen, & Hansen, 1978). An additional difference between the inner and 
the outer part is the ratio between the local wave height and the mean water depth, 
whereas in the outer part, it decreases from the value of near 0.8 at the point of  
wave-breaking to convert practically constant at about 0.5 in the inner zone. 

It is required to gain further information about the experimental measurements of 
the breaking waves, which can be divided into two large categories. The first group is 
field measurements that give basic knowledge about the wave processes and their 
physical parameters. The second group is laboratory measurements that provide a 
more controlled environment for determining specific parameters for furthering 
empirical models.  

Field measurements give the scale reference to laboratory measurements. 

1.1 Field measurements 
Field measurements are necessary for investigating methods to predict the geometric 
characteristics of breaking waves and breaking circumstances. In nature, physical 
measurements of individual waves are complex due to the wide range of wave heights, 
periods, directions and relative placement of the breaking point.  

In the past, many researchers used photographic techniques with photo poles to 
observe wave properties in the surf zone. Maresca & Seibel (1976) monitored waves, 
water levels, and longshore currents with single and stereoscopic oblique-image analysis 
of films shot with 35 mm cameras. Suhayda & Pettigrew (1977) observed wave crest and 
trough elevations with a 16 mm movie camera to determine wave heights and wave 
celerity. Weishar & Byrne (1978) gathered information relative to breaking depth, plunge 
distance, breaking wave height and breaking wave classification using a 16 mm movie 
camera. Hotta & Mizuguchi (1980) observed water surface fluctuations with 11 
synchronized 16 mm movie cameras. Holman & Guza (1984) detected the along-shore 
and temporal variation in wave runup with three synchronized movie cameras. Ebersole 
& Hughes (1986) monitored free surface elevation with 16 mm movie cameras. Advances 
in video remote sensors allow spatial resolution of individual breaking locations, wave 
period and height (Santel, Linder, & Heipke, 2004), (Benetazzo, 2006), (De Vries, De 
Schipper, Hill, & Stive, 2011), (Gal, Browne, & Lane, 2011), and (Holman & Haller, 2013). 

In addition to photographic techniques, remote sensing methods are used. Those 
methods can be divided into non-directional wave measurements and directional wave 
and current measurements. The first group works with pressure transducers for field 
studies and includes seafloor mounted pressure sensors (Birkemeier, Donoghue, Long, 
Hathaway, & Baron, 1997), Ridd (1992), Saulter, Russell, Gallagher & Miles (2003), 
Arnaud, Mory, Abadie & Cassen (2009), Puleo, Faries, Davidson & Hicks (2010), and Puleo, 
Lanckriet & Blenkinsopp (2014). The second group works with velocity sensors for field 
studies and is in turn divided into the Eulerian method that measures the fluid flow at a 
fixed location through time and the Lagrangian method that follows fluid parcels through 
time and space. The Eulerian method includes Acoustic Doppler Current Profilers (ADCP) 
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(Terray, Brumley, & Strong, 1999), (Hansen, Carstensen, Christensen, & Aagaard, 2017), 
(Velasco & Polonichko, 2009), Acoustic Doppler Velocimeters (ADV) (MacVicar, Beaulieu, 
Champagne, & Roy, 2007), Electromagnetic Current Meters (EMCM) (Rodriguez, 
Sanchez-Arcilla, Redondo, & Mosso, 1999), (Elgar, Raubenheimer, & Guza, 2001), and 
Acoustic Doppler Profilers (ADP) (Senechal, et al., 2011), (Puleo, Lanckriet, & Wang, 
2012). The Lagrangian method includes GPS-tracked drifters (Schmidt, et al., 2003), 
(MacMahan, Brown, & Thornton, 2009), (Austin, Masselink, Scott, & Russell, 2014). 

Today, a breaking wave is often studied combining field measurements and a 
laboratory flume (Goda, 2010) or a numerical algorithm (Black & Rosenberg, 1992), 
(Shand, Bailey, & Shand, 2012). Throughout the years, various limitations have been 
imposed on the studies of breaking waves - height predictors are often based on 
regular waves rather than on irregular wave systems (MacCowan, 1894), (Weggel, 
1972), (Battjes J., 1974), (Ostendorf & Madsen, 1979), (Seyama & Kimura, 1988), 
(Kamphuis, 1991), (Smith & Kraus, 1991), (Rattanapitikon & Shibayama, 2000), (Goda, 
2010), or limitations of tank dimensions (Robertson, Hall, Nistor, & Zytner, 2013) etc. 

1.2 Laboratory measurements 
Extensive experimental work has focused on coastal hydrodynamics and sediment 
transport in the laboratories to understand complicated dynamics involved in accurate 
field measurements. However, since the size of most wave flumes is fairly limited, it is 
difficult to obtain adequately large values of the Reynolds number for modelling 
boundary layer dynamics. A simplified commonly used experimental setup, a U-shaped 
oscillating tunnel (U-tube), was suggested by Lundgren & Sorensen (1958), where the 
orbital motion in the test section differs from the real wave-induced flow by being 
entirely uniform in the along tube direction and the vertical axis of the orbit is nearly zero.  

In real wave motion, the wall generated turbulence, as in the U-tube experiments, is 
complemented with the turbulence generated at the free surface, which is absent in 
the U-tube oscillating flow. The U-shape oscillatory wave motion is an acceptable 
solution for modelling characteristics of the wave bottom boundary layer on a constant 
water depth with regular non-breaking waves. However, the method is lacking accuracy 
on the sloping bottom with breaking waves, where the free surface generated 
turbulence can extend into a full water column. Studies by Ting & Kirby (1994), Ting & 
Kirby (1995), Ting & Kirby (1996), Chang & Liu (1999), and Liiv (2007) have reported 
laboratory measurements of velocities and turbulence intensities in periodic breaking 
waves. All of these measurements were recorded by a Laser Doppler Anemometer 
(LDA). The latest of these experiments reported by Liiv (2007) is revisited herein to 
make use of the novel unpublished experimental data. 

1.3 Wave data analysis 
1.3.1 Existing physical model 
The physical model of the wave flume and preliminary data processing of the 
experimental tests of breaking waves on the sloping bottom developed at Tallinn 
University of Technology (TalTech) is described in detail by Liiv (2007). Essentially, 
findings of previous investigations on the bottom boundary layer (Fredsoe & Deigaard, 
1992) in U-shaped oscillating tunnels were compared with new experimentally observed 
results produced in the TalTech wave flume, and it was concluded that calculations of 
semi-logarithmic dimensionless velocity distributions were significantly different from 
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those proposed previously. Also, the two-dimensional ensemble-averaged velocity 
components and turbulent kinetic energy fields are presented by Liiv & Lagemaa (2008).  

Experimental studies of breaking waves with the propagation of regular waves over 
a uniformly sloping bottom were carried out in the 0.6 m wide, 0.6 m deep and 22 m 
long wave flume with a bottom slope of a constant 1 to 17 positioned on one end and a 
flap-type wave generator on the other end. The origin of the coordinate system as a 
reference point (RP) was taken at the still water height 0.3 m, where the inclined 
bottom of the flume begins. The wave flume is shown in Fig. 2. 

Figure 2. Bird’s view of the wave flume: dimensions and notations. 

Regular waves were created using a flap-type wave generator. The wave generator 
divided the constant depth of the water body into a regular waves area and a 
backwater area. Dumping of the wave generator backside waves was established inside 
the backwater area by using four layers of metal net with a size of 3 mm by 3 mm and 
50 mm step in between the layers. A computer was used to produce signals for making 
regular sinusoidal waves controlled by the generator. Velocity profiles were measured 
in the breaking waves using a two-component Argon-ion LDA with an output power of 
1.3 W. The measuring system was based on a two-dimensional tracker that operated in 
forward scatter fringe mode. The two velocity components were measured 
simultaneously. The flow velocity data was collected with a sampling frequency of 1 kHz 
during 151 wave periods. During the signal drop-out caused by air bubbles blocking the 
laser beams, the frequency tracker keeps the output voltage the same as the voltage 
just before the drop-out. To ensure signal dropping, the drop-out signal was recorded 
simultaneously with the output of regular channels. The synchronizing mechanism was 
made by a pair of electrodes and was positioned above the still water level in the 
constant depth section of the flume. Capacity probes in wave gauge were used to 
measure variations in the wave height. Table 1 shows the main characteristics of the 
regular wave in the experimental runs. Here 𝑇𝑇 is the wave period, ℎ𝑏𝑏 is the water depth 
at the breaking point, including the change of the water level due to the wave set-up, 
𝑑𝑑𝑏𝑏 is still water depth at the breaking point, 𝑥𝑥𝑏𝑏 is the horizontal coordinate of the 
breaking point measured from the reference point, 𝐻𝐻0 is the deep water wave height, 
𝐿𝐿0 is the deep water wavelength, 𝐻𝐻𝑏𝑏  is the wave height at the breaking point, and 𝐶𝐶0 is 
the deep water wave celerity. The breaking point characteristics were calculated 
according to Komar & Gaughan (1972) and include the wave set-up. However, actual 
wave breaking started from profile no 1 in the outer part of the surf zone and lasted 
until profile no 19 (Table 2). 



18 

Table 1. Regular wave characteristics 

T (s) hb (m) db (m) xb (m) H0 (m) L0 (m) Hb (m) C0 (m s-²) 
2.03 0.106 0.111 2.90 0.072 6.0 0.118 1.72 

 
As the LDA system allows measurements at one point, the measurements were 

repeated over 29 profiles along the slope. The measuring step in the vertical direction 
was 1 mm in the near-bed zone, 3 mm in the intermediate zone and 2 mm in the zone 
affected directly by the water surface motion. The closest measurement point to the 
bottom was 0.05 mm above the rigid bed of the slope. The parameters observed in the 
experimental runs are presented in Table 2. 

 
Table 2. Location of measuring points and corresponding wave parameters 

Profile 
no 

Distance from 
the reference 
point RP (m) 

Still water 
depth d (m) 

Water depth 
with wave set-
up h (m) 

Wave celerity C 
(m s-²) 

1 2.65 0.129 0.127 1.117 
2 2.66 0.128 0.127 1.115 
3 2.67 0.128 0.126 1.111 
4 2.68 0.127 0.125 1.108 
5 2.69 0.126 0.124 1.104 
6 2.70 0.125 0.124 1.101 
7 2.71 0.125 0.123 1.098 
8 2.72 0.124 0.122 1.094 
9 2.73 0.123 0.121 1.091 
10 2.74 0.123 0.121 1.090 
11 2.75 0.122 0.120 1.086 
12 2.76 0.121 0.119 1.082 
13 2.77 0.120 0.119 1.079 
14 2.78 0.120 0.118 1.077 
15 2.79 0.119 0.117 1.071 
16 2.80 0.118 0.116 1.069 
17 2.81 0.118 0.115 1.064 
18 2.82 0.117 0.114 1.059 
19 2.91 0.110 0.104 1.012 
20 2.94 0.108 0.104 1.010 
21 2.97 0.106 0.102 1.001 
22 3.00 0.104 0.101 0.997 
23 3.03 0.102 0.100 0.990 
24 3.06 0.100 0.099 0.983 
25 3.09 0.098 0.097 0.975 
26 3.12 0.095 0.095 0.964 
27 3.15 0.093 0.093 0.955 
28 3.18 0.091 0.091 0.944 
29 3.21 0.089 0.089 0.933 
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During experimental runs, horizontal and vertical components, the corresponding 
signal drop-outs, water level variation, and the signal from the synchronizing 
mechanism were stored. To determine the ensemble-averaged unsteady mean velocity 
and velocity fluctuation, data was collected for 151 waves. 

1.3.2 Measurement data analysis 
Preliminary data collecting and processing was done by Liiv (2007) where the flow 
velocity was divided into modified ensemble-averaged mean velocity according to Petti 
& Longo (2001) and the velocity fluctuating component. However, all in-depth raw-data 
analysis with smoothing according to (Zarchan & Musoff, 2000) and further processing 
was done by the thesis author. For author’s Publication I, profiles no 1, 19 and 27 were 
chosen to analyze the shear velocity changes over the surf zone and at the different 
timesteps. For author’s Publication II, profile no 13 was chosen to analyze eddy 
viscosity changes in time and space. For author’s Publications III and IV, three 
neighbouring profiles no 16, 17 and 18 were chosen to analyze the modified eddy 
velocity changes during the breaking waves. 

Wave patterns are characterized by the mean free surface displacement within the 
wave period (Fig. 3) along with the chosen profiles (see Table 2), normalized by the 
local time average water depth. According to Fig. 3, wave breaking appears from 0.7 to 
0.9 of the dimensionless wave periods. Profile no 16 is positioned in deeper water as 
compared to the position of profile no 17, which is positioned in deeper water than the 
position of profile no 18 on the slope. 

Figure 3. Mean free-surface displacement for three profiles. 

The following figures show the measured wave characteristics on five different 
heights at profile no 17: Fig. 4 on 0.067 m; Fig. 5 on 0.052 m; Fig. 6 on 0.040 m; Fig. 7 on 
0.028 m, and Fig. 8 on 0.006 m on the sloping bottom. These heights were chosen 
because 0.006 m and 0.067 m were the closest measuring heights to the bottom and to 
the surface, respectively. The rest of the measuring heights are at the equal distances 
between the two. 

Section a) in the figures shows 〈𝑈𝑈1〉 as horizontal velocity (shown by the continuous 
curve) and 〈𝑈𝑈2〉 as vertical velocity (shown by the dashed curve), section b) shows 〈𝑢𝑢1〉 
as horizontal velocity fluctuation (shown by the continuous curve) and 〈𝑢𝑢2〉 as vertical 
velocity fluctuation (shown by the dashed curve), section c) shows 𝜕𝜕〈𝑈𝑈1〉

𝜕𝜕𝑥𝑥1
 as horizontal 

velocity gradients along the channel direction (shown by the continuous curve) and 
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𝜕𝜕〈𝑈𝑈1〉
𝜕𝜕𝑥𝑥2

 as horizontal velocity gradient in the channel vertical direction (shown by the 

dashed curve), and section d) shows 𝜕𝜕〈𝑈𝑈2〉
𝜕𝜕𝑥𝑥1

 as vertical velocity gradient along the channel 

direction (shown by the continuous curve)  and  𝜕𝜕〈𝑈𝑈2〉
𝜕𝜕𝑥𝑥2

 as vertical velocity gradient along 

the channel vertical direction (shown by the dashed curve). 

  

Figure 4. Wave characteristics 0.067 m above the sloping bottom from the measurements:  
a) horizontal velocity 〈𝑈𝑈1〉 (m s-1) (continuous curve) and vertical velocity 〈𝑈𝑈2〉 (m s-1) (dashed 
curve); b) horizontal velocity fluctuation 〈𝑢𝑢1〉 (m s-1) (continuous curve) and vertical velocity 
fluctuation 〈𝑢𝑢2〉 (m s-1) (dashed curve); c) horizontal velocity gradients along the channel direction 
𝜕𝜕〈𝑈𝑈1〉
𝜕𝜕𝑥𝑥1

 (s-1) (continuous curve) and horizontal velocity gradient in the channel vertical direction 

 𝜕𝜕〈𝑈𝑈1〉
𝜕𝜕𝑥𝑥2

 (s-1) (dashed curve); d) vertical velocity gradient along the channel direction 𝜕𝜕〈𝑈𝑈2〉
𝜕𝜕𝑥𝑥1

 (s-1) 

(continuous curve) and vertical velocity gradient along the channel vertical direction  𝜕𝜕〈𝑈𝑈2〉
𝜕𝜕𝑥𝑥2

 (s-1) 

(dashed curve). 
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Figure 5. Wave characteristics 0.052 m above the sloping bottom from the measurements:  
a) velocities 〈𝑈𝑈1〉 and 〈𝑈𝑈2〉 (m s-1); b) fluctuations 〈𝑢𝑢1〉 and 〈𝑢𝑢2〉 (m s-1); c) velocity gradients 𝜕𝜕〈𝑈𝑈1〉

𝜕𝜕𝑥𝑥1
 

and 𝜕𝜕〈𝑈𝑈1〉
𝜕𝜕𝑥𝑥2

 (s-1); d) velocity gradients 𝜕𝜕〈𝑈𝑈2〉
𝜕𝜕𝑥𝑥1

 and  𝜕𝜕〈𝑈𝑈2〉
𝜕𝜕𝑥𝑥2

 (s-1)  (explanation to axis titles under Fig. 4). 

  

Figure 6. Wave characteristics 0.040 m above the sloping bottom from the measurements:  
a) velocities 〈𝑈𝑈1〉 and 〈𝑈𝑈2〉 (m s-1); b) fluctuations 〈𝑢𝑢1〉 and 〈𝑢𝑢2〉 (m s-1); c) velocity gradients 𝜕𝜕〈𝑈𝑈1〉

𝜕𝜕𝑥𝑥1
 

and 𝜕𝜕〈𝑈𝑈1〉
𝜕𝜕𝑥𝑥2

 (s-1); d) velocity gradients 𝜕𝜕〈𝑈𝑈2〉
𝜕𝜕𝑥𝑥1

 and  𝜕𝜕〈𝑈𝑈2〉
𝜕𝜕𝑥𝑥2

 (s-1)  (explanation to axis titles under Fig. 4). 
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Figure 7. Wave characteristics 0.028 m above the sloping bottom from the measurements:  
a) velocities 〈𝑈𝑈1〉 and 〈𝑈𝑈2〉 (m s-1); b) fluctuations 〈𝑢𝑢1〉 and 〈𝑢𝑢2〉 (m s-1); c) velocity gradients 𝜕𝜕〈𝑈𝑈1〉

𝜕𝜕𝑥𝑥1
 

and 𝜕𝜕〈𝑈𝑈1〉
𝜕𝜕𝑥𝑥2

 (s-1); d) velocity gradients 𝜕𝜕〈𝑈𝑈2〉
𝜕𝜕𝑥𝑥1

 and  𝜕𝜕〈𝑈𝑈2〉
𝜕𝜕𝑥𝑥2

 (s-1)  (explanation to axis titles under Fig. 4). 

 

 Figure 8. Wave characteristics 0.006 m above the sloping bottom from the measurements:  
a) velocities 〈𝑈𝑈1〉 and 〈𝑈𝑈2〉 (m s-1); b) fluctuations 〈𝑢𝑢1〉 and 〈𝑢𝑢2〉 (m s-1); c) velocity gradients 𝜕𝜕〈𝑈𝑈1〉

𝜕𝜕𝑥𝑥1
 

and 𝜕𝜕〈𝑈𝑈1〉
𝜕𝜕𝑥𝑥2

 (s-1); d) velocity gradients 𝜕𝜕〈𝑈𝑈2〉
𝜕𝜕𝑥𝑥1

 and  𝜕𝜕〈𝑈𝑈2〉
𝜕𝜕𝑥𝑥2

 (s-1)  (explanation to axis titles under Fig. 4). 
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Table 3 shows the maximum and minimum values of velocities and velocity 
fluctuations. The highest horizontal velocity 〈𝑈𝑈1〉 values are directly under the wave 
crest while the lowest values are directly under the wave trough. 〈𝑈𝑈1〉 values are near-
constant throughout the water depth, varying from the highest 0.395 to 0.444 m s-1 to 
the lowest -0.332 to -0.269 m s-1. 〈𝑈𝑈1〉 value amplitude is between 0.687 to 0.732 m s-1. 
The horizontal velocity fluctuation 〈𝑢𝑢1〉 values are more intense under the surface 
roller, values increasing from the bottom boundary layer 0.061 m s-1 to the surface 
boundary layer 0.088 m s-1.  

The highest vertical velocity 〈𝑈𝑈2〉 values are directly under the surface roller while 
there is no distinct local minimum throughout the wave period. 〈𝑈𝑈2〉 values increase 
from near-zero from the bottom boundary layer to the amplitude of 0.290 m s-1 surface 
boundary layer. The vertical velocity fluctuation 〈𝑢𝑢2〉 values increase from 0.012 m s-1 
from the bottom boundary layer to 0.057 m s-1 to the surface boundary layer.  

Furthermore, the negative or positive sign before velocities states their direction 
inside the oscillating elliptical motion. High values of horizontal velocity are associated 
with the increasing wave celerity during and after breaking and those water particles 
are drawn from the wave trough into the crest to maintain continuity. 

Table 3. Maximum and minimum values of velocities and velocity fluctuations 

 〈𝑼𝑼𝟏𝟏〉𝒎𝒎𝒎𝒎𝒎𝒎 
(m s-1) 

〈𝑼𝑼𝟏𝟏〉𝒎𝒎𝒎𝒎𝒎𝒎 
(m s-1) 

〈𝑼𝑼𝟐𝟐〉𝒎𝒎𝒎𝒎𝒎𝒎 
(m s-1) 

〈𝑼𝑼𝟐𝟐〉𝒎𝒎𝒎𝒎𝒎𝒎 
(m s-1) 

〈𝒖𝒖𝟏𝟏〉𝒎𝒎𝒎𝒎𝒎𝒎 
(m s-1) 

〈𝒖𝒖𝟏𝟏〉𝒎𝒎𝒎𝒎𝒎𝒎 
(m s-1) 

〈𝒖𝒖𝟐𝟐〉𝒎𝒎𝒎𝒎𝒎𝒎 
(m s-1) 

〈𝒖𝒖𝟐𝟐〉𝒎𝒎𝒎𝒎𝒎𝒎 
(m s-1) 

Fig.3 0.400 -0.332 0.290 -0.041 0.088 0.020 0.057 0.024 
Fig.4 0.400 -0.314 0.224 -0.024 0.077 0.018 0.045 0.023 
Fig.5 0.395 -0.298 0.178 -0.006 0.072 0.017 0.041 0.023 
Fig.6 0.405 -0.282 0.142 -0.002 0.072 0.021 0.033 0.019 
Fig.7 0.444 -0.269 0.044 0.001 0.061 0.024 0.016 0.012 

Table 4 shows the maximum and minimum values of velocity gradients. Negative 
sign before the velocity gradient means that the velocity is slowing down, positive sign 
before the velocity gradient refers to the velocity accelerating. The highest acceleration 
takes place on the bottom boundary layer by the vertical velocity gradient in the 
channel vertical direction, creating uplifting motion towards the surface roller. The 
slowest motion takes place on the surface boundary layer by the horizontal velocity 
gradient in the channel vertical direction, under the highest point of the wave crest.  

Table 4. Maximum and minimum values of velocity gradients 

 
 

𝝏𝝏〈𝑼𝑼𝟏𝟏〉
𝝏𝝏𝒎𝒎𝟏𝟏 𝐦𝐦𝐦𝐦𝐦𝐦

 

(s-1) 

 𝝏𝝏〈𝑼𝑼𝟏𝟏〉
𝝏𝝏𝒎𝒎𝟏𝟏 𝐦𝐦𝐦𝐦𝐦𝐦

 

(s-1) 

𝝏𝝏〈𝑼𝑼𝟏𝟏〉
𝝏𝝏𝒎𝒎𝟐𝟐 𝒎𝒎𝒎𝒎𝒎𝒎

 

(s-1) 

𝝏𝝏〈𝑼𝑼𝟏𝟏〉
𝝏𝝏𝒎𝒎𝟐𝟐 𝒎𝒎𝒎𝒎𝒎𝒎

 

(s-1) 

𝝏𝝏〈𝑼𝑼𝟐𝟐〉
𝝏𝝏𝒎𝒎𝟏𝟏 𝒎𝒎𝒎𝒎𝒎𝒎

 

(s-1) 

𝝏𝝏〈𝑼𝑼𝟐𝟐〉
𝝏𝝏𝒎𝒎𝟏𝟏 𝒎𝒎𝒎𝒎𝒎𝒎

 

(s-1) 

𝝏𝝏〈𝑼𝑼𝟐𝟐〉
𝝏𝝏𝒎𝒎𝟐𝟐 𝒎𝒎𝒎𝒎𝒎𝒎

 

(s-1) 

𝝏𝝏〈𝑼𝑼𝟐𝟐〉
𝝏𝝏𝒎𝒎𝟐𝟐 𝒎𝒎𝒎𝒎𝒎𝒎

 

(s-1) 
Fig.3 2.384 -3.768 0.781 -7.174 2.678 -0.882 5.808 -1.396 
Fig.4 1.528 -2.378 0.332 -4.859 1.722 -0.288 4.737 -1.240 
Fig.5 1.564 -3.231 0.762 -3.651 1.803 -0.333 3.682 -1.869 
Fig.6 1.430 -3.004 1.191 -1.616 0.720 -0.668 4.271 -0.768 
Fig.7 1.843 -0.748 1.252 -5.507 -0.053 -2.301 10.572 0.459 
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2 Turbulence models in coastal engineering 
Wave breaking on the sloping bottom in shallow waters is defined as the 
transformation of the irrotational wave motion into the turbulent rotational flow.  
This can be observed for plunging breaking waves, when part of the wavefront 
becomes unstable and overturns into the wave trough in front of it. This drastic 
transition of large scale vortices inside the wave shape occurs in the outer region of the 
surf zone (Svendsen, Madsen, & Hansen, 1978). Meanwhile, in the inner region, the 
flow is very similar to a hydraulic jump or to a moving bore.  

Regarding hydrodynamics, in the outer region of the surf zone, wave energy is 
dissipated dominantly due to the large-scale vortices (Battjes, 1988). However, inside 
the inner region of the surf zone, the loss of wave energy is governed by the bore-like 
broken waves that transform turbulent motion to small-scale vortices.  

To model the turbulence generated by the wave-breaking in the surf zone, the 
estimation of the turbulence dissipation rate of wave energy is a primary aim. 
Turbulent dissipation rate is taken as the basis for the turbulent kinetic energy.  
First investigations for energy dissipation in the breaking waves were conducted by  
Le Mehaute, Divoky, & Lin (1968) and by Divoky, Le Mehaute, & Lin (1970). The relation 
between turbulent kinetic energy and the rate of its dissipation was reported by 
Launder & Sharma (1974). 

Based on visual observation, Peregrine & Svendsen (1978) described the nature of 
the flow in a quasi-steady breaking wave; their conclusion was that the turbulence is 
generated primarily in the toe region of the bore and spreads downstream and 
dissipates in awake. Experimentally proved by Battjes & Sakai (1980) and by Stive & 
Wind (1982), this applies to the inner region, while the outer region needs further 
investigation. 

You, Wilkinson & Nielsen (1992) assumed that eddy viscosity in turbulent oscillatory 
boundary layers can be a time-independent and real-valued parameter. Until then, 
several time-constant eddy viscosity profiles were proposed by Kajiura (1968), Brevik 
(1981), Myrhaug (1982) for oscillatory flows and by Lundgren (1972), Smith (1977), 
Grant & Madsen (1979) for combined steady and oscillatory flows. More specific details 
about different assumptions were made in Fredsoe & Deigaard (1992). Even though, 
the concept of time-independents and real-valuing, the parabolic-uniform profile 
developed by Myrhaug (1982) was further used by Liu & Sato (2006) and Van Rijn 
(2007). Also, the exponential-linear profile developed by Gelfenbaum & Smith (1986) 
and Beach & Sternberg (1988) was further used by Hsu & Jan (1998) and Absi (2010). 

To further previous empirical works that give a more flexible and accurate 
description of the turbulence in breaking wave, Briganti, Musumeci, Bellotti, Brocchini, 
& Foti (2004) suggested that more specific eddy viscosity profiles are needed for wave 
modelling.  

The turbulence intensity in a thin bottom boundary layer can be strongly unsteady 
and very high valued. Justesen (1985) was the first to investigate the use of turbulence 
modelling in the turbulent wave boundary layer. 

Studies of turbulence properties have established the importance of bed shear stress 
on the bottom boundary layer in the surf zone. While Deigaard (1993) measured the 
time variation of the bed shear stress and showed the effect of the turbulence 
produced by wave-breaking, Cox, Kobayashi & Okayasu (1996) concluded that the 
bottom friction factor for quasi-steady breaking can be estimated from a quadratic 
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friction equation based on the measured horizontal velocity with the estimated shear 
velocity above the bottom boundary layer.  

2.1 Classification of turbulence models 
Eddy viscosity is not a fluid property; it depends on the state of the turbulence, 
therefore, turbulence models can be divided into several groups (see Fig. 9).  
This chapter concentrates on Reynolds-Averaged Navier-Stokes (RANS) models. 
Computation models, like Large Eddy Simulation (LES) and Direct Numerical Simulation 
(DNS), will be addressed in Chapter 3. 

RANS models can be divided into linear (EVM) and non-linear eddy viscosity models 
(NLEVM), referring to the tensor used for the model. The linear models accept a 
Boussinesq approach between the mean strain rate tensor and the turbulent stresses. 
The nonlinear models adopt a higher-order tensor representation connecting in one 
case powers of the mean velocity gradient tensor or in another case, combinations of 
the rotation rate tensors and mean strain rate. 

Under 1st order, there are 0-equation models, also known as algebraic models. 
Under this category are constant eddy viscosity, mixing length (Prandtl, 1925) and 
Prandtl’s free shear layer (Prandtl, 1942) models. Also, Cebeci-Smith model (Smith & 
Cebeci, 1967), Baldwin-Lomax model (Baldwin & Lomax, 1978) and Johnson-King  
model (Johnson & King, 1985) belong to this group. 1-equation models include  
Kolmogorov-Prandtl 𝑘𝑘-equation model, even though they introduced it independently, 
the same conclusions were reached in Kolmogorov (1942) and Prandtl & Wieghardt 
(1945).  Bradshaw’s model (Bradshaw, Ferriss, & Atwell, 1967) is also a 1-equation 
model where heat and mass transfer calculations and buoyancy effects are related. 
Also, Baldwin-Barth’s model (Baldwin & Barth, 1990) and Spalart-Allmaras’ model 
(Spalart & Allmaras, 1994) belong to this group. 2-equation turbulence models are the 
most common models. 𝑘𝑘 − 𝜀𝜀 and 𝑘𝑘 − 𝜔𝜔 models are commonly used for most types of 
engineering problems, and they are based on Boussinesq’s eddy viscosity assumption. 
Considering their popularity, further developments in both cases are common.  

Non-linear eddy viscosity models, under 2nd order, are featured by the polynomial 
tensor representation for the second-moments or Reynolds stresses. Explicit algebraic 
Reynolds Stress models attempt to obtain explicit solutions to the algebraic stress 
models. Pope (1975) developed the model for two-dimensional flows, which was later 
extended for three-dimensional flows by Gatski & Speziale (1993). Algebraic stress 
models have been further developed by Apsley & Leschziner (1998) and Abe, Jang & 
Leschziner (2003). Regarding to the Reynolds stress anisotropy, the first quadratic 
model was proposed by Speziale (1987) and then by Nisizima & Yoshizawa (1987).  
The quadratic model has been further improved by Rubinstein & Barton (1990), Myong 
& Kasagi (1990) and Shih, Zhu & Lumley (1993). The cubic model was developed by 
Suga (1995), Craft, Launder & Suga (1996) and Craft, Launder & Suga (1997).   
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Figure 9. Classification of turbulence models. 
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2.2 Theoretical model  
2.2.1 The turbulent-viscosity hypothesis 
The first proposal for modelling the turbulence was suggested by Boussinesq (1877) 
and is known as Boussinesq’s eddy viscosity assumption, which assumes that it is 
possible to model the momentum transfer produced by turbulent eddies with an eddy 
viscosity. Boussinesq’s assumption states that the Reynolds stress tensor is related to 
the mean strain rate tensor. 

According to this, an essential association of the linear eddy viscosity with the mean 
flow straining field can be determined through the Reynolds stresses at any given point 
and time inside of the turbulent flow field. The Reynolds stress anisotropy is 
 𝑎𝑎𝑖𝑖𝑖𝑖 ≡ 〈𝑢𝑢𝑖𝑖𝑢𝑢𝑖𝑖〉 −

2
3
𝑘𝑘𝑇𝑇𝛿𝛿𝑖𝑖𝑖𝑖. (1) 

The author has adopted an approatch with compressible fluid, as wave breaking 
mixes water and thus air results in a compressible medium. Here Reynolds stresses are 
defined as: 

 −〈𝑢𝑢𝑖𝑖𝑢𝑢𝑖𝑖〉 = −2
3
𝑘𝑘𝑇𝑇 𝛿𝛿𝑖𝑖𝑖𝑖 + 𝜈𝜈𝑇𝑇 �

𝜕𝜕〈𝑈𝑈𝑖𝑖〉
𝜕𝜕𝑥𝑥𝑗𝑗

+
𝜕𝜕〈𝑈𝑈𝑗𝑗〉

𝜕𝜕𝑥𝑥𝑖𝑖
− 2

3
𝜕𝜕〈𝑈𝑈𝑘𝑘〉
𝜕𝜕𝑥𝑥𝑘𝑘

 𝛿𝛿𝑖𝑖𝑖𝑖� =  

 = − 2
3
�𝑘𝑘𝑇𝑇 + 𝜈𝜈𝑇𝑇

𝜕𝜕〈𝑈𝑈𝑘𝑘〉
𝜕𝜕𝑥𝑥𝑘𝑘

�  𝛿𝛿𝑖𝑖𝑖𝑖 + 𝜈𝜈𝑇𝑇 �
𝜕𝜕〈𝑈𝑈𝑖𝑖〉
𝜕𝜕𝑥𝑥𝑗𝑗

+
𝜕𝜕〈𝑈𝑈𝑗𝑗〉

𝜕𝜕𝑥𝑥𝑖𝑖
�, (2) 

where 𝑘𝑘𝑇𝑇 is the turbulent kinetic energy, 𝛿𝛿𝑖𝑖𝑖𝑖 is the Kronecker delta and 𝜈𝜈𝑇𝑇  is the eddy 
viscosity. Reynolds stress is proportional to the mean rate of the strain, where the 
positive scalar coefficient 𝜈𝜈𝑇𝑇  is the eddy viscosity. It is only the anisotropic component 
𝑎𝑎𝑖𝑖𝑖𝑖  that is effective in transporting momentum, while the isotropic component 2

3
𝑘𝑘𝑇𝑇 can 

be absorbed in a modified mean pressure. Inclusion of  2
3
𝜌𝜌𝑘𝑘𝑇𝑇 𝛿𝛿𝑖𝑖𝑖𝑖  into the Eq. (2) is 

required for tensorial algebra purposes when solving the transport equation for the 
turbulent kinetic energy. The total viscous stresses are given by augmenting the 
molecular viscosity with an eddy viscosity (Bertin, Periaux, & Ballmann, 1992). 

2.2.2 Channel flow case 
Considering a statistically two-dimensional flow in which statistics are independent of 
the cross-channel coordinate 𝑥𝑥3 (see Fig. 2), the Reynolds stress tensor for a turbulent 
flow in the flume may be approximated as: 

 〈𝑢𝑢𝑖𝑖𝑢𝑢𝑖𝑖〉 = �
〈𝑢𝑢12〉 〈𝑢𝑢1𝑢𝑢2〉 0
〈𝑢𝑢1𝑢𝑢2〉 〈𝑢𝑢22〉 0

0 0 〈𝑢𝑢32〉
�, (3) 

which applies to the turbulent channel flow. In the present study, bottom height 
increases along the channel coordinate 𝑥𝑥1 direction and in the channel vertical 
coordinate  𝑥𝑥2  direction. 

In a two-dimensional turbulent oscillatory flow, the instantaneous local velocity 
components (𝑈𝑈1 for the horizontal component, 𝑈𝑈2 for the vertical component) may be 
decomposed into phase ensemble components (〈𝑈𝑈1〉, 〈𝑈𝑈2〉) and turbulent components 
(〈𝑢𝑢1〉, 〈𝑢𝑢2〉), e.g., 
 𝑈𝑈��⃗ = 〈𝑈𝑈〉������⃗ + 〈𝑢𝑢〉�����⃗ . (4) 
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The vertically averaged (over three measurement points) variables are functions of 
time and distance, e.g.,  
 〈𝑈𝑈𝑖𝑖〉 = 1

∆𝑥𝑥𝑗𝑗
∫ 𝑈𝑈𝑖𝑖𝑑𝑑𝑥𝑥𝑖𝑖
𝑥𝑥𝑗𝑗+∆𝑥𝑥𝑗𝑗
𝑥𝑥𝑗𝑗

. (5) 

Reynolds stress anisotropy, Eq. (1), can be applied to derive a formula for the eddy 
viscosity coefficient that results from the non-diagonal elements: 
 𝜈𝜈𝑇𝑇 = −〈𝑢𝑢1𝑢𝑢2〉

𝜕𝜕〈𝑈𝑈1〉
𝜕𝜕𝑥𝑥2

+𝜕𝜕〈𝑈𝑈2〉𝜕𝜕𝑥𝑥1

,  (6) 

and from the diagonal elements: 

 𝜈𝜈𝑇𝑇 =
2
3𝑘𝑘𝑇𝑇−〈𝑢𝑢𝑖𝑖𝑢𝑢𝑖𝑖〉

2
𝜕𝜕〈𝑈𝑈𝑖𝑖〉
𝜕𝜕𝑥𝑥𝑖𝑖

−23�
𝜕𝜕〈𝑈𝑈1〉
𝜕𝜕𝑥𝑥1

+𝜕𝜕〈𝑈𝑈2〉𝜕𝜕𝑥𝑥2
�
. (7) 

It should be noted that Eq. (6) can be used in the case of compressible and also 
incompressible fluid, and Eq. (7) can be used only in the case of compressible fluid or in 
the case of incompressible fluid if the compression rate is zero, i.e. ∇ ∙ 〈𝑈𝑈��⃗ 〉 = 0. 

The turbulent kinetic energy 
 𝑘𝑘𝑇𝑇 ≈

1
2

(〈𝑢𝑢12〉 + 〈𝑢𝑢22〉 + 〈𝑢𝑢32〉)  (8) 

is approximated for the two-dimensional turbulent oscillatory flow as: 
 𝑘𝑘𝑇𝑇 ≈

1
2

(〈𝑢𝑢12〉 + 〈𝑢𝑢22〉) , (9) 

where the turbulent kinetic energy calculation is simplified due to conditions 

 〈𝑢𝑢1〉 > 〈𝑢𝑢2〉 ≫ 〈𝑢𝑢3〉 . (10) 

Turbulent production term used in the turbulent kinetic energy equation, is  
 𝒫𝒫 = −〈𝑢𝑢i𝑢𝑢j〉

𝜕𝜕〈𝑈𝑈𝑖𝑖〉
𝜕𝜕𝑥𝑥𝑗𝑗

  (11) 

Assuming that in the quasi-steady breaking wave, the bottom surface is hydraulically 
smooth such that the height of the surface roughness is insignificant to affect the flow, 
we suggest that the velocity profile near the bottom depends only on the parameters 
that are relevant near the bottom and does not depend on the free-stream velocity or 
the thickness of the flow. So, the shear velocity is 

 𝑈𝑈∗ = �
𝜏𝜏𝑏𝑏
𝜌𝜌

 , (12) 

where 𝜏𝜏𝑏𝑏 is the bottom shear stress and 𝜌𝜌 is the density of water. 
The bottom shear stress is calculated: 

 𝜏𝜏𝑏𝑏 = 𝜇𝜇 𝜕𝜕〈𝑈𝑈𝑖𝑖〉
𝜕𝜕𝑥𝑥𝑗𝑗

 , (13) 

where 𝜇𝜇 is the dynamic viscosity of the fluid and 𝜕𝜕〈𝑈𝑈𝑖𝑖〉
𝜕𝜕𝑥𝑥𝑗𝑗

 is the velocity gradient on the 

bottom. 
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2.3 Empirical models 
In the momentum transport models, such as two-equation models, e.g., 𝑘𝑘 − 𝜀𝜀 model, 
velocity and length are related to the turbulent kinetic energy as well as to the rate at 
which energy is dissipated. Even in relatively simple flows, the eddy viscosity concept 
can fail due to regions inside of which the shear stress and the velocity gradient of the 
flow have opposite signs (cf. Eq. (6)) (Rodi, 1980). 

In 2-equation models, the most widely used 𝑘𝑘 − 𝜀𝜀 turbulence closures model was 
suggested by (Launder & Sharma (1974): 

𝜈𝜈𝑇𝑇 = 𝐶𝐶𝜇𝜇
𝑘𝑘𝑇𝑇

   2

𝜀𝜀
, (14) 

where 𝐶𝐶 𝜇𝜇  = 0.09 is an empirical constant of proportionality, which states that at high 
Reynolds number, the rates of production and dissipation are of a similar order of 
magnitude. Turbulent kinetic energy 𝑘𝑘𝑇𝑇 is  ta ken ac cording to  Eq . (9) an d tu rbulence 
dissipation rate due to viscous loss: 

𝜀𝜀 = 2𝜈𝜈𝑆𝑆𝚤𝚤𝚤𝚤����𝑆𝑆𝚤𝚤𝚤𝚤����,  (15) 

where 𝑆𝑆𝚤𝚤𝚤𝚤���� = 1
2
�𝜕𝜕〈𝑈𝑈𝑖𝑖〉
𝜕𝜕𝑥𝑥𝑗𝑗

+
𝜕𝜕〈𝑈𝑈𝑗𝑗〉

𝜕𝜕𝑥𝑥𝑖𝑖
�.    At   the   same  time,   turbulence  dissipation  rate  for 

1-equation turbulent model, is 

𝜀𝜀 = 𝐶𝐶𝜇𝜇
3 4� 𝑘𝑘𝑇𝑇

3 2�

𝐿𝐿
, (16) 

where 𝐿𝐿 is the turbulence length scale.  
Puleo, Mouraenko & Hanes (2004) concluded that comparing laminar, linear, 

parabolic eddy viscosities, 𝑘𝑘 – 1-equation turbulence closure, 𝑘𝑘 − 𝜀𝜀 and 𝑘𝑘 − 𝜔𝜔 
2-equation turbulence closures with laboratory measurements, the eddy viscosity 
models where the vertical profile shape is specified performs just as well as other 
turbulence closures. It was found that the linear profile of eddy viscosity produces 
slightly better results than the 𝑘𝑘 − 𝜔𝜔 model on rough beds. However, 𝑘𝑘 − 𝜔𝜔 result 
provides the best prediction of the bed stress. While, in terms of turbulent kinetic 
energy, the 𝑘𝑘 and 𝑘𝑘 − 𝜔𝜔 showed relatively high predictability. 

Woelke (2007) concluded that in flows with adverse pressure gradients, all 
turbulence models based on the turbulence dissipation rate overpredict the turbulent 
length scale. That issue is improved with Realizable 𝑘𝑘 − 𝜀𝜀 model and provides better 
performance under strong adverse pressure gradients, recirculations and separations. 
However, RNG 𝑘𝑘 − 𝜀𝜀 model handles only low-Reynolds numbers in near-wall flows. 
At the same time, all 𝑘𝑘 − 𝜀𝜀 models provide excellent results in free shear flows. 
Comparing 𝑘𝑘 − 𝜔𝜔 to 𝑘𝑘 − 𝜀𝜀 models, the first one performs accurately near walls, leading 
to improved wall shear stress and heat transfer predictions, while it fails in free shear 
flows.  

According to Menter (1994), the Shear Stress Transport (SST) model takes advantage 
of the standard 𝑘𝑘 − 𝜀𝜀 model’s better performance in free shear flows and 𝑘𝑘 − 𝜔𝜔 
model’s better performance in near-wall shear flows and is tested mainly for 
aerodynamic applications. 

Toorman (2000) found that the near-wall damping effects that are taken account in 
the 𝑘𝑘 − 𝜀𝜀 model by multiplication of the constant 𝐶𝐶𝜇𝜇 have been developed only for 
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smooth walls and are dependent on the Reynolds number, which leads to wrong values 
of the wall stress. 

2.4 Development of the calculation method 
The measurement data described in Section 1.3.2 was used in further calculations. 
Author’s Publication I analyzed shear velocity changes on the bottom and surface 
boundary over the surf zone and at the different timesteps. For author’s Publication II, 
the measured data was used to calculate eddy viscosity changes in time and space. 
As Boussinesq’s eddy viscosity assumption does not allow negative values of this 
quantity, the result is a loss of mean mechanical energy and a gain of turbulent kinetic 
energy. In addition, in the case of measured velocity, peaked values of eddy viscosity 
are filtered out, as they are caused by mathematical instability due to division by zero, 
modifications in the used theory were required.  In author’s Publication III, turbulent 
kinetic energy and averaged eddy velocity based on modified data were calculated and 
analyzed. 

2.4.1 Processing of experimental results 
The approach presented by Briganti, Musumeci, Bellotti, Brocchini, & Foti (2004) was 
tested by using the formulae Eq. (6) and Eq. (7) in the present study, where the mean 
velocity and its derivatives were specifically treated. The irrotational flow was removed 
from the measured velocity by removing the oscillating part of the flow from the mean 
velocity and modifying its derivatives fields by the depth-dependent and 
time-independent constants in a oscillating frame of reference. So, the velocity 
corresponding to a rotational part was obtained by subtracting the velocity above the 
bottom boundary layer from the local velocity, and the mean velocity gradient 
components were modified by functions 𝐴𝐴(𝑥𝑥2), 𝐵𝐵(𝑥𝑥2), 𝐶𝐶(𝑥𝑥2), 𝐷𝐷(𝑥𝑥2), which depend 
on the distance from the bottom. In present approach, the used functions follow some 
conditions, i.e., 

𝐴𝐴(𝑥𝑥2) ≪ 𝐵𝐵(𝑥𝑥2) (17) 

and 
𝐶𝐶(𝑥𝑥2) = 𝐷𝐷(𝑥𝑥2). (18) 

The latter indicates that the specific correction functions correspond to the 
irrotational flow of the velocity field. In other words, according to the approach by 
Briganti, Musumeci, Bellotti, Brocchini, & Foti (2004), the rotational velocity can be 
expressed as 

〈𝑈𝑈〉������⃗ 𝑝𝑝 = 〈𝑈𝑈〉������⃗ 𝑏𝑏 + 𝑎𝑎1 𝑥𝑥2𝑎𝑎�1 + 𝑎𝑎2 𝑥𝑥22𝑎𝑎�2, (19) 

where coefficients  𝑎𝑎1 = 𝑓𝑓1(𝐴𝐴,𝐵𝐵,𝐶𝐶,𝐷𝐷) and 𝑎𝑎2 = 𝑓𝑓2(𝐴𝐴,𝐵𝐵,𝐶𝐶,𝐷𝐷) and unit vectors are 𝑎𝑎�1 
and 𝑎𝑎�2. It should be mention here that in the present model higher order velocity 
profiles are considered, i.e. ∑ 𝑎𝑎𝑖𝑖  𝑥𝑥2𝑖𝑖 𝑎𝑎�𝑖𝑖𝑛𝑛

𝑖𝑖=0 , where 𝑛𝑛 > 2.  
It should be pointed out that the assumption of a purely shear straining velocity field 

in the bottom and surface boundary layers, which allows the use of Eq. (6), is not valid 
for all instants. There are compressible flow areas in the shoaling region, where the 
flow depends on the superposition of the incoming waves, surface breaking and 
reflected wave. In the Boussinesq-type models for surface waves, the flow is 
represented through a decomposition of the velocity into a potential and a rotational 
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part (Briganti, Musumeci, Bellotti, Brocchini, & Foti, 2004). The direct ensemble-averaged 
measured velocity solutions confirm that both eddy viscosity formulae Eq. (6) and  
Eq. (7) can result in peaks and negative values. This is apparently due to the velocity 
corresponding to a potential part where its gradient components do not represent the 
shear straining. Thus, an irrotational flow may be removed from the measured velocity 
by linear decomposition of the mean velocity and its derivatives. The velocity 
corresponding to a rotational part may be obtained by subtracting the velocity just 
outside the bottom boundary layer from the local velocity: 
 〈𝑈𝑈〉������⃗ 𝑡𝑡 = 〈𝑈𝑈〉������⃗ − 〈𝑈𝑈〉������⃗ 𝑏𝑏 . (20) 

Furthermore, mean velocity gradient components should be modified by the 
functions that depend on the distance above the bottom: 
 �𝜕𝜕〈𝑈𝑈1〉

𝜕𝜕𝑥𝑥1
�
𝑡𝑡

= 𝜕𝜕〈𝑈𝑈1〉
𝜕𝜕𝑥𝑥1

− 𝐴𝐴(𝑥𝑥2) , (21) 

 �𝜕𝜕〈𝑈𝑈2〉
𝜕𝜕𝑥𝑥2

�
𝑡𝑡

= 𝜕𝜕〈𝑈𝑈2〉
𝜕𝜕𝑥𝑥2

− 𝐵𝐵(𝑥𝑥2) , (22) 

 �𝜕𝜕〈𝑈𝑈1〉
𝜕𝜕𝑥𝑥2

�
𝑡𝑡

= 𝜕𝜕〈𝑈𝑈1〉
𝜕𝜕𝑥𝑥2

− 𝐶𝐶(𝑥𝑥2) , (23) 

 �𝜕𝜕〈𝑈𝑈2〉
𝜕𝜕𝑥𝑥1

�
𝑡𝑡

= 𝜕𝜕〈𝑈𝑈2〉
𝜕𝜕𝑥𝑥1

− 𝐷𝐷(𝑥𝑥2) , (24) 

Table 5. Change of functions 𝐴𝐴(𝑥𝑥2), 𝐵𝐵(𝑥𝑥2), 𝐶𝐶(𝑥𝑥2), 𝐷𝐷(𝑥𝑥2) over depth 

Function (s-1) Height on the sloping bottom (m) 

0.067 0.052 0.040 0.028 0.006 

𝑨𝑨(𝒎𝒎𝟐𝟐) 0 1 1 4 4 
𝑩𝑩(𝒎𝒎𝟐𝟐) 13 14 15 15 33 
𝑪𝑪(𝒎𝒎𝟐𝟐) = 𝑫𝑫(𝒎𝒎𝟐𝟐) -45 -45 -44 -45 -135 

 
The compressibility of the fluid considered in Eq. (7) is based on the experimental 

observations, showing that the wave motion in the surf zone is accompanied by a 
substantial amount of air mixed into the water due to surface breaking. A change in the 
water density over time implies that the fluid in breaking waves could compress and 
expand, which is associated with compression, shear and extension stresses. Only the 
compression stress is not included in an incompressible flow. Consequently, for a  
two-dimensional flow in a breaking wave, which corresponds to the experimental 
results, the non-zero divergence of the mean velocity is found, i.e.,   

 
𝜕𝜕〈𝑈𝑈1〉
𝜕𝜕𝑥𝑥1

+ 𝜕𝜕〈𝑈𝑈2〉
𝜕𝜕𝑥𝑥2

≠ 0, (25) 

a vertical velocity gradient component is negligible, i.e.,    

 
𝜕𝜕〈𝑈𝑈3〉
𝜕𝜕𝑥𝑥3

≈ 0, (26) 

and can be therefore ignored in Eq. (7). 
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2.4.2 Modified wave characteristics 
The following figures show modified wave characteristics after the irrotational flow has 
been removed on five different heights at one profile: Fig. 10 on 0.067 m; Fig. 11 on 
0.052 m; Fig. 12 on 0.040 m; Fig. 13 on 0.028 m, and Fig. 14 on 0.006 m on the sloping 
bottom. 

Section a) in the figures shows 〈𝑈𝑈1〉𝑡𝑡 as modified horizontal velocity (shown by the 
continuous curve) and 〈𝑈𝑈2〉𝑡𝑡 as modified vertical velocity (shown by the dashed curve), 
section b) shows 〈𝑢𝑢1〉 as horizontal velocity fluctuation (shown by the continuous 
curve) and 〈𝑢𝑢2〉 as vertical velocity fluctuation (shown by the dashed curve), section c) 
shows �𝜕𝜕〈𝑈𝑈1〉

𝜕𝜕𝑥𝑥1
�
𝑡𝑡
 as modified horizontal velocity gradients in along-channel direction 

(shown by the continuous curve) and �𝜕𝜕〈𝑈𝑈1〉
𝜕𝜕𝑥𝑥2

�
𝑡𝑡
 as modified horizontal velocity gradient 

in vertical direction (shown by the dashed curve) and section d) shows �𝜕𝜕〈𝑈𝑈2〉
𝜕𝜕𝑥𝑥1

�
𝑡𝑡
as 

modified vertical velocity gradient along-channel direction (shown by the continuous 
curve),  and  �𝜕𝜕〈𝑈𝑈2〉

𝜕𝜕𝑥𝑥2
�
𝑡𝑡
as modified vertical velocity gradient vertical direction (shown by 

the dashed curve). 
After modifying the velocities, the lowest horizontal velocity 〈𝑈𝑈1〉𝑡𝑡 values are now 

under the surface roller while there is no distinct local maximum throughout the wave 
period. 〈𝑈𝑈1〉𝑡𝑡 value amplitude is between 0.192 m s-1 on the surface to 0.007 m s-1 near 
the bottom.  This is almost four times smaller than the value directly from the 
measurements.  

The vertical velocity 〈𝑈𝑈2〉𝑡𝑡 values and behaviour have stayed similar to the measured 
values. 〈𝑈𝑈2〉𝑡𝑡 values increase from near-zero from the bottom boundary layer to the 
amplitude of 0.318 m s-1 surface boundary layer.  

Most drastical change occurred in the �𝜕𝜕〈𝑈𝑈1〉
𝜕𝜕𝑥𝑥2

�
𝑡𝑡
 velocity gradient after the 

modification, the amplitude of minimum and maximum values is 30 times higher than 
before on the surface (dashed curve in Fig. 10c), and 100 times higher on the bottom 
(dashed curve in Fig. 14c). While the �𝜕𝜕〈𝑈𝑈2〉

𝜕𝜕𝑥𝑥2
�
𝑡𝑡
 velocity gradient after the modification 

changed the amplitude of minimum and maximum values two times higher than before 
on the bottom (dashed curve in Fig. 14d); however, on the surface, the change was not 
that significant (dashed curve in Fig. 10d). Velocity gradients �𝜕𝜕〈𝑈𝑈1〉

𝜕𝜕𝑥𝑥1
�
𝑡𝑡
 and �𝜕𝜕〈𝑈𝑈2〉

𝜕𝜕𝑥𝑥1
�
𝑡𝑡
stayed 

close to similar to the measured values (Fig. 10-14c continuous curve and Fig. 10-14d 
continuous curve, respectively). 
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Figure 10. Wave characteristics 0.067 m above the sloping bottom after irrotational flow removal: 
a) modified horizontal velocity 〈𝑈𝑈1〉𝑡𝑡 (m s-1) (continuous curve) and modified vertical velocity 
〈𝑈𝑈2〉𝑡𝑡 (m s-1) (dashed curve); b) horizontal velocity fluctuations 〈𝑢𝑢1〉 (m s-1) (continuous curve) and 
vertical velocity fluctuation 〈𝑢𝑢2〉 (m s-1) (dashed curve); c) modified horizontal velocity gradient 
along the channel direction �𝜕𝜕〈𝑈𝑈1〉

𝜕𝜕𝑥𝑥1
�
𝑡𝑡
  (s-1) (continuous curve) and modified horizontal velocity 

gradient in the channel vertical direction �𝜕𝜕〈𝑈𝑈1〉
𝜕𝜕𝑥𝑥2

�
𝑡𝑡
 (s-1) (dashed curve); d) modified vertical velocity 

gradient along the channel direction �𝜕𝜕〈𝑈𝑈2〉
𝜕𝜕𝑥𝑥1

�
𝑡𝑡
 (s-1) (continuous curve) and modified vertical 

velocity gradient along the channel vertical direction  �𝜕𝜕〈𝑈𝑈2〉
𝜕𝜕𝑥𝑥2

�
𝑡𝑡
(s-1) (dashed curve). 
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Figure 11. Wave characteristics 0.052 m above the sloping bottom after irrotational flow removal: 
a) modified velocities 〈𝑈𝑈1〉𝑡𝑡 and 〈𝑈𝑈2〉𝑡𝑡  (m s-1); b) fluctuations 〈𝑢𝑢1〉 and 〈𝑢𝑢2〉 (m s-1); c) modified
gradients �𝜕𝜕〈𝑈𝑈1〉

𝜕𝜕𝑥𝑥1
�
𝑡𝑡
 and �𝜕𝜕〈𝑈𝑈1〉

𝜕𝜕𝑥𝑥2
�
𝑡𝑡

(s-1) ; d) modified gradients �𝜕𝜕〈𝑈𝑈2〉
𝜕𝜕𝑥𝑥1

�
𝑡𝑡

and  �𝜕𝜕〈𝑈𝑈2〉
𝜕𝜕𝑥𝑥2

�
𝑡𝑡

(s-1) 

(explanation to axis titles under Fig. 10). 

Figure 12. Wave characteristics 0.040 m above the sloping bottom after irrotational flow removal: 
a) modified velocities 〈𝑈𝑈1〉𝑡𝑡 and 〈𝑈𝑈2〉𝑡𝑡  (m s-1); b) fluctuations 〈𝑢𝑢1〉 and 〈𝑢𝑢2〉 (m s-1); c) modified
gradients �𝜕𝜕〈𝑈𝑈1〉

𝜕𝜕𝑥𝑥1
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 and �𝜕𝜕〈𝑈𝑈1〉
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(s-1) ; d) modified gradients �𝜕𝜕〈𝑈𝑈2〉
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and  �𝜕𝜕〈𝑈𝑈2〉
𝜕𝜕𝑥𝑥2
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𝑡𝑡

(s-1) 

(explanation to axis titles under Fig. 10). 
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Figure 13. Wave characteristics 0.028 m above the sloping bottom after irrotational flow removal: 
a) modified velocities 〈𝑈𝑈1〉𝑡𝑡 and 〈𝑈𝑈2〉𝑡𝑡  (m s-1); b) fluctuations 〈𝑢𝑢1〉 and 〈𝑢𝑢2〉 (m s-1); c) modified
gradients �𝜕𝜕〈𝑈𝑈1〉
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(explanation to axis titles under Fig. 10). 

Figure 14. Wave characteristics 0.006 m above the sloping bottom after irrotational flow removal: 
a) modified velocities 〈𝑈𝑈1〉𝑡𝑡 and 〈𝑈𝑈2〉𝑡𝑡  (m s-1); b) fluctuations 〈𝑢𝑢1〉 and 〈𝑢𝑢2〉 (m s-1); c) modified
gradients �𝜕𝜕〈𝑈𝑈1〉
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�
𝑡𝑡

(s-1) 

(explanation to axis titles under Fig. 10). 
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2.4.3 Shear velocity 
An empirical Shields diagram (Shields, 1936) that demonstrates the critical shear stress 
for the start of sediment uplift as a relation between the grain Reynolds number based 
on the shear velocity and the nondimensional shear stress, is the most commonly used 
method for sediment transport. An alternative method is to use the movability number, 
which is defined as the ratio of the shear velocity to the particle's settling velocity 
(Simões, 2014). That requires accurate defining of the shear velocity on the bottom 
boundary layer. 

Calculated shear velocity according to Eq. (12) (see Fig. 15) was calculated at the 
height of 0.006 m on the sloping bottom, which was the closest measuring height to 
the bottom. Also, Fig. 15 shows local horizontal and vertical velocities. Highest values of 
shear velocity are directly under the wave crest, i.e., dimensionless wave period 0.78, 
and lowest values are directly under the wave trough, i.e., dimensionless wave period 
0.5 – 0.6. Shear velocity demonstrates good correlation with local horizontal velocity 
taking use of linear assumption; however, the shear velocity values are times lower due 
to dynamic viscosity in Eq. (12). 

Figure 15. Calculated shear velocity 𝑈𝑈∗ (m s-1) and local horizontal velocity 〈𝑈𝑈1〉𝑏𝑏  (m s-1) and 
vertical velocity 〈𝑈𝑈2〉𝑏𝑏 (m s-1) of 0.006 m above the sloping bottom. 

Based on the ensemble-averaged shear velocities in all 29 profiles, Fig. 16 presents 
the variation of shear velocity on the bottom of the surf zone model at different 
dimensionless time moments: a) 0.3, b) 0.5, c) 0.7, d) 0.8 and e) 0.9. Also, the surface 
elevations are shown in the plots of Fig. 16. It can be seen that at the given time 
moment, the shear velocity is different in different profiles and the behaviour over the 
wave cycle varies in different locations in the surf zone.  

Fig. 16 also shows that there is a good correlation between the surface elevation and 
the shear velocity. The approaching wave crest increases the values of the bottom 
shear velocity. It can also be seen that the value of the shear velocity drops rapidly to 
the wave trough levels after the passing of the wave crest. It stays nearly constant 
under the wave trough. The figures demonstrate that the direction of the shear velocity 
mainly follows the direction of the flow outside the boundary layer. An exception to the 
trend is the area directly in front of the wave crest. In this area, the jet generated by 
the overturning of the wave crest hits the water and reaches the bottom. It can be seen 
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that despite the overall direction of the flow, the shear velocity is directed mainly 
towards the coastline. Further profiles are shown in author’s Publication I. 

Figure 16. Correlation between the shear velocity U∗ (m s-1) (dots) and the mean free-surface 
displacement along the sloping bottom (continuous curve) on different dimensionless wave 
periods. 

2.4.4 Turbulent kinetic energy 
Measured turbulent kinetic energy according to Eq. (9) (see Fig. 17) was calculated at 
five different heights at one profile: a) 0.067 m; b) 0.052 m; c) 0.040 m; d) 0.028 m, and 
e) 0.006 m on the sloping bottom. Turbulent kinetic energy demonstrates two local
maximums: at instants when the surface roller is passing measurement profile 17, 
i.e., dimensionless wave period 0.65 – 0.75, and directly after the wave crest,
i.e., dimensionless wave period 0.80 – 0.85. After breaking of a wave, there is a local
minimum in the turbulent kinetic energy value occurring during a dimensionless wave 
period 0.00 – 0.10, which then converges to more or less constant value during a 
dimensionless wave period 0.10 – 0.60. It can be seen (Fig. 18 and Fig. 28) that the 
turbulent kinetic energy varies almost linearly with the increasing height from the bed. 
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Figure 17. Measured turbulent kinetic energy 𝑘𝑘𝑇𝑇 (m2 s-2) on separate plots at different heights 
above the sloping bottom: a) 0.067 m; b) 0.052 m; c) 0.040 m; d) 0.028 m and e) 0.006 m. 

Figure 18. Measured turbulent kinetic energy 𝑘𝑘𝑇𝑇 (m2 s-2) on the same plot at different heights 
above the sloping bottom: a) 0.067 m; b) 0.052 m; c) 0.040 m; d) 0.028 m and e) 0.006 m. 

Turbulent production from Eq. (11) follows turbulent kinetic energy movements 
(see Fig. 19), and stays positive throughout the period. 
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Figure 19. Measured turbulent production 𝒫𝒫 (m2 s-3) on the same plot at different heights above 
the sloping bottom: a) 0.067 m; b) 0.052 m; c) 0.040 m; d) 0.028 m and e) 0.006 m. 

2.4.5 Eddy viscosity 
The eddy viscosity was determined at a height of 0.067 m above the bottom in Fig. 20, 
at a height of 0.052 m above the bottom in Fig. 21, at a height of 0.040 m above the 
bottom in Fig. 22, at a height of 0.028 m above the bottom in Fig. 23, and at a height of 
0.006 m above the bottom in Fig. 24. Using the modified velocity gradient components, 
the solution resulting from the non-diagonal elements from the Reynolds stress tensor 
in Eq. (6) is shown by a dash-dot curve in Figs. 20-24. Eddy viscosity based on the first 
and second diagonal elements from the Reynolds stress tensor in Eq. (7) is shown as 
curves with shorter and longer dashed lines, respectively in Figs. 20-24. Also, Figs. 20-24 
show averaged eddy viscosity values derived from the results of Eq. (6) and Eq. (7) 
(shown as a continuous curve). 

  

Figure 20. Eddy viscosity 𝜈𝜈𝑇𝑇 (m2 s-1) based on theoretical equations with the surface direction 
index 𝑖𝑖 and the flow direction index 𝑖𝑖 0.067 m above the sloping bottom. 
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Figure 21. Eddy viscosity 𝜈𝜈𝑇𝑇 (m2 s-1) based on theoretical equations with the surface direction 
index 𝑖𝑖 and the flow direction index 𝑖𝑖 0.052 m above the sloping bottom. 

Figure 22. Eddy viscosity 𝜈𝜈𝑇𝑇 (m2 s-1) based on theoretical equations with the surface direction 
index 𝑖𝑖 and the flow direction index 𝑖𝑖 0.040 m above the sloping bottom. 

Figure 23. Eddy viscosity νT (m2 s-1) based on theoretical equations with the surface direction 
index 𝑖𝑖 and the flow direction index 𝑖𝑖 0.028 m above the sloping bottom. 
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Figure 24. Eddy viscosity νT (m2 s-1) based on theoretical equations with the surface direction 
index 𝑖𝑖 and the flow direction index 𝑖𝑖 0.006 m above the sloping bottom. 

The eddy viscosity (see Fig. 25) demonstrates three maximums on four higher 
measurement points, i.e., 0.028 m, 0.040 m, 0.052 m and 0.067 m: at instants when 
the surface roller hits the water surface, i.e., dimensionless wave period interval 
0.50 – 0.60, when the surface roller is passing the measuring point, i.e., dimensionless 
wave period interval 0.65 – 0.75, and after the wave crest is passing the measuring 
point, i.e., dimensionless wave period interval 0.80 – 0.85. The last two maximums out 
of the three correspond in time with the turbulent kinetic energy maximums.  

Furthermore, the eddy viscosity based on the non-diagonal elements from the 
Reynolds stress tensor with shear deformation in Eq. (6) is responsive of the first 
maximum, while eddy viscosity based on the first and second diagonal elements from 
the Reynolds stress tensor with expansion and compression deformation in Eq. (7) is 
responsive of the last two maximums. 

The last eddy viscosity (see Fig. 25e) shows only the first two maximums, leaving out 
the one from the wave crest passing.  

After breaking of a wave, the eddy viscosity value is more or less constant during a 
dimensionless wave period interval 0.90 – 0.50. However, on the lowest measurement 
point, i.e., 0.006 m, there are only two first maximums compared to previous higher 
measurement heights. In other words, the turbulence develops in the layers close to 
the bottom when the roller generated turbulence develops downwards and the eddy 
viscosity maximum appears when the surface roller has passed and then disappears in 
the layer closest to the bottom, i.e., 0.006 m. 

It can be observed that both maximums of the measured turbulent kinetic energy 
from Fig. 17 align with the second and third maximums of averaged eddy viscosity from 
Fig. 25. As can be seen, the largest maximum of eddy viscosity does not appear in 
correspondence with the largest turbulent kinetic energy maximum, rather it is related 
to the secondary maximum.  

However, considering the alternative option suggested by Luracelli (Luracelli, Lugni, 
Falchi, Felli, & Brocchini, 2018), by changing the cross coordinate system to the 
ortogonal coorinate system, which follows the velocity field, results in two maximums 
only. This is due to the eddy viscosity relation to the turbulent kinetic energy, 
i.e. 𝜈𝜈𝑇𝑇 = 𝐶𝐶𝑘𝑘�𝑐𝑐�𝑘𝑘𝑇𝑇�𝑏𝑏, where 𝐶𝐶𝑘𝑘 = 0.4 is von Karman constant, 𝑐𝑐�𝑘𝑘𝑇𝑇 is estimation of 
the turbulent velocity scale and 𝑏𝑏 is the single-phase turbulent layer thickness, 
estimating the turbulence length scale. 
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Figure 25. Averaged eddy viscosity 𝜈𝜈𝑇𝑇 (m2 s-1) values on separate plots based on theoretical 
equations with the surface direction index i and the flow direction index j at different heights 
above the sloping bottom: a) 0.067 m; b) 0.052 m; c) 0.040 m; d) 0.028 m and e) 0.006 m. 

Figure 26. Averaged eddy viscosity νT (m2 s-1) values on a singular plot based on theoretical 
equations with the surface direction index i and the flow direction index j at different heights 
above the sloping bottom: a) 0.067 m; b) 0.052 m; c) 0.040 m; d) 0.028 m and e) 0.006 m. 

Furthermore, eddy viscosity values demonstrate obvious maximums in Fig. 26, i.e., 
highest values at wave period dimensionless instants 0.568753, 0.711681 and 
0.814687, the corresponding eddy viscosity profiles of whose are shown in Fig. 27; 
corresponding turbulent kinetic energy profiles at the same instants are shown in 
Fig. 28. The highest eddy viscosity value, i.e., ~0.00085 m2 s-1, is on the highest 
measurement point, i.e., 0.067 m, appearing directly after the wave crest passing the 
measuring point (shown by the continuous curve on Fig. 27). Next highest values of the 
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eddy viscosity, i.e., ~0.00048 m2 s-1 and ~0.00042 m2 s-1 respectively, are both on the 
second lowest measurement point, i.e., 0.028 m, when the wave crest has passed the 
measuring point and when the surface roller is passing (shown by longer dashed-dot 
curve on Fig. 27). The same highest value range of the eddy viscosity, i.e., ~0.00046 m2 s-1, 
is on the middle measurement point, i.e., 0.040 m, at the instants when the surface 
roller hits the water surface (shown by the shorter dashed curve on Fig. 27). In other 
words, the eddy viscosity generated in the surface roller hitting the surface affects 
mostly middle depths, while the surface roller passing affects mostly bottom region and 
the wave crest passing affects both the surface and bottom region. For comparison, 
Fig. 27 presents the selected dimensionless wave period instant 0.245441 to show eddy 
viscosity values outside of the maximum values, where the eddy viscosity values are 
more or less constant over the water depth.  

Fig. 27 shows that eddy viscosity profiles over the water depth are more complex 
than commonly used eddy viscosity profiles like, for instance, work by Briganti, 
Musumeci, Bellotti, Brocchini, & Foti (2004) where the eddy viscosity is taken as 
uniform over the water depth and as uniform over the top half of the water depth 
while linear decrease to zero occurs over the lower half.  

Figure 27. Averaged eddy viscosity νT (m2 s-1) values over the water depth at the maximums 
shown in Fig. 25 and Fig. 26 in the dimensionless wave period: a) 0.245441; b) 0.568753;  
c) 0.711681 and d) 0.814687. 

The eddy viscosity values estimated with formulae Eq. (6) and Eq. (7) represent
certain relationships between the velocity fluctuations correlation coefficients, 
turbulence kinetic energy and mean velocity gradient components. It was found by the 
author in Publication II that the ensemble-averaged measured velocity predicted eddy 
viscosity is associated with peaks and negative values, which are absent in the broadly 
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accepted empirical predictions. Mentioned peaks and negative values are related to the 
velocity corresponding to a potential part of the flow where its gradient components do 
not represent the shear straining and manifest themselves when the shear stress and 
the velocity gradient change signs, i.e., flow reversal. This phenomenon has been 
reported by Perrier, Villaret, Davies, & Hansen (1995), Davies & Villaret (1999) and 
Malarkey & Davies (2004). We followed the methodology proposed by Briganti, 
Musumeci, Bellotti, Brocchini, & Foti (2004), where the flow is represented through a 
decomposition of the velocity into a potential and a rotational part. A possible 
alternative to solve the eddy viscosity problem was suggested by Shih, Zhu, & Lumley 
(1996), which was based on the relation between the Reynolds stress tensor and the 
strain rate of the mean flow through the nonlinear Reynolds stress model. 

Figure 28. Measured turbulent kinetic energy 𝑘𝑘𝑇𝑇 (m2 s-2) values over the water depth at the 
averaged eddy viscosity maximums shown in Fig. 27 in the dimensionless wave period:  
a) 0.245441; b) 0.568753; c) 0.711681 and d) 0.814687. 

In the surf zone, the surface wave changes due to the velocity shear near the bottom 
and free surface non-linear deformation, the turbulence is generated from two sources: 
bottom boundary layer and surface boundary layer. Also, the present study takes into 
account that eddy viscosity is not related to the tube flow oscillation approximation, 
where it is sufficient to use the relationship between the correlation coefficient of 
cross-flow directional fluctuations and the vertical component of the along channel 
velocity gradient. Furthermore, a substantial amount of air that is captured within the 
wave motion due to breaking results in the non-zero divergence of the mean velocity. 
This indicates that the air mixing in the water of the plunging breaker corresponds to a 
weakly compressible fluid. 
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3 Modelling and simulation 

3.1 Theoretical background 
Turbulence model’s classification is outlined in Fig. 9. While Chapter 2 concentrated on 
RANS models, this chapter concentrates on turbulence models such as LES and DNS 
used in Computational Fluid Dynamics (CFD). 

LES is a mathematical model in CFD for simulating turbulence. It was originally 
developed by Smagorinsky (1963) to simulate atmospheric air currents, and then 
modified by Deardorff (1970). By numerically solving the Navier–Stokes equations, the 
simulation of turbulent flows needs a very wide range of length scales and time.  
This can be reached with DNS, which is computationally expensive.  

The primary goal behind LES is to decrease the computational cost by ignoring the 
smallest length scales. Through low-pass filtering smaller length scales of the  
Navier–Stokes equations, computational costs are saved. Removed small-scale 
information is not irrelevant, but its consequences on the flow field, such as near-wall 
flows, must be modelled (Piomelli & Balaras, 2002). 

One of the main challenges in coastal wave modelling is to derive a model capable of 
describing simultaneously the dispersive effects and the dissipative effects in waves, 
while predicting accurately the breaking point. The dispersive effects dominate before 
wave breaking, and the dissipation dominates after wave breaking. The classical 
dispersive equations (Green & Naghdi, 1976) lack dissipative terms while the nonlinear 
shallow-water equations (Barre de Saint Venant, 1871) are non-dispersive. However, 
the weak nonlinearity assumption (Boussinesq, 1872) in dispersive equations reduces 
the validity of these equations, which has been improved by Madsen, Murray & 
Sorensen (1991) and also by Nwogu (1993). 

Existing Large Eddy Simulations give options for choosing a turbulence model.  
For instance, MIKE21 HD (product of MIKE Powered by DHI foundation) can work with 
uniform eddy viscosity and Smagorinsky model. At the same time, Delft3D (developed 
by Deltares) besides uniform eddy viscosity, supports the 𝑘𝑘 − 𝐿𝐿 transport model for the 
turbulent kinetic energy and mixing length, algebraic model and 𝑘𝑘 − 𝜀𝜀 transport models 
for the turbulent kinetic energy and the turbulent kinetic energy dissipation rate. Fluent 
(developed by ANSYS) could adapt Spalart Allmaras 1-equation model, standard, RNG, 
Realizable 𝑘𝑘 − 𝜀𝜀 models, Standard and SST 𝑘𝑘 − 𝜔𝜔 models, and finally Reynolds Stress 
Model.  

3.1.1 The equations of fluid motion 
The main equations for a fluid flow are the Navier-Stokes equations, which are derived 
from fundamental physical laws as conservation of fluid mass and momentum. In the 
case of turbulent flow, it is important to consider the energy equations to distinguish 
the viscous flow from the wave processes. 

The momentum equation of motion relates acceleration to the net force at an 
elementary volume: 

 𝜌𝜌 𝐷𝐷𝑈𝑈𝑖𝑖
𝐷𝐷𝑡𝑡

= 𝜌𝜌𝑔𝑔𝑖𝑖 +
𝜕𝜕𝜏𝜏𝑖𝑖𝑗𝑗
𝜕𝜕𝑥𝑥𝑗𝑗

 . (27) 

A flowing fluid due to viscosity develops additional components of stress.  
The diagonal terms of the stress tensor become unequal and can be divided into 
compressive stress and shear stress: 
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 𝜏𝜏𝑖𝑖𝑖𝑖 = −𝑝𝑝𝛿𝛿𝑖𝑖𝑖𝑖 + 𝜎𝜎𝑖𝑖𝑖𝑖, (28) 

where 𝜎𝜎𝑖𝑖𝑖𝑖, is related to the velocity gradients 𝜕𝜕𝑈𝑈𝑖𝑖
𝜕𝜕𝑥𝑥𝑗𝑗

. 

For a compressible fluid, difference to the rate of expansion is solved through the 
coefficient of bulk viscosity, 𝜅𝜅 = 𝜆𝜆 + 2

3
𝜇𝜇, where 𝜆𝜆 and 𝜇𝜇 are scalars that depend on the 

local thermodynamic state (Kundu & Cohen, 2010). The assumption 𝜅𝜅 = 0 allows us to 
simplify the viscous stress tensor to: 
 𝜏𝜏𝑖𝑖𝑖𝑖 = −�𝑝𝑝 + 2

3
𝜇𝜇∇ ∙ 𝑈𝑈��⃗ � 𝛿𝛿𝑖𝑖𝑖𝑖 + 2𝜇𝜇𝑒𝑒𝑖𝑖𝑖𝑖  (29) 

where the symmetric part of the velocity gradient is 𝑒𝑒𝑖𝑖𝑖𝑖 = 1
2
�𝜕𝜕𝑈𝑈𝑖𝑖
𝜕𝜕𝑥𝑥𝑗𝑗

+
𝜕𝜕𝑈𝑈𝑗𝑗
𝜕𝜕𝑥𝑥𝑖𝑖
�. 

For an incompressible fluid, the divergence of the velocity vector is zero and the 
viscous stress tensor is simplified to: 
 𝜏𝜏𝑖𝑖𝑖𝑖 = −𝑝𝑝𝛿𝛿𝑖𝑖𝑖𝑖 + 2𝜇𝜇𝑒𝑒𝑖𝑖𝑖𝑖  (30) 

The general form of the Navier-Stokes equation of motion for a Newtonian fluid is 
obtained by substituting Eq. (29) into Eq. (27) to obtain: 
 𝜌𝜌 𝐷𝐷𝑈𝑈𝑖𝑖

𝐷𝐷𝑡𝑡
= − 𝜕𝜕𝑝𝑝

𝜕𝜕𝑥𝑥𝑖𝑖
+ 𝜌𝜌𝑔𝑔𝑖𝑖 + 𝜕𝜕

𝜕𝜕𝑥𝑥𝑗𝑗
�2𝜇𝜇𝑒𝑒𝑖𝑖𝑖𝑖 −

2
3
𝜇𝜇�∇ ∙ 𝑈𝑈��⃗ �𝛿𝛿𝑖𝑖𝑖𝑖� (31) 

In the case of an incompressible fluid, the density is considered constant and the 
mass-conservation equation is simplified to the continuity equation for velocity: 
 ∇ ∙ 𝑈𝑈��⃗ = 0 (32) 

and the Navier-Stokes momentum equation is reduced to: 

 𝜌𝜌 𝐷𝐷𝑈𝑈��⃗

𝐷𝐷𝑡𝑡
= −∇𝑝𝑝 + 𝜌𝜌�⃗�𝑔 + 𝜇𝜇∇2𝑈𝑈��⃗  (33) 

The decomposition of the velocity into its mean and the fluctuation (Eq. (4)) results 
in the compressible RANS continuity equation: 

 
𝜕𝜕〈𝜌𝜌〉
𝜕𝜕𝐷𝐷

+
𝜕𝜕〈𝜌𝜌𝑈𝑈𝑖𝑖〉
𝜕𝜕𝑥𝑥𝑖𝑖

= 0 (34) 

and the momentum equation: 
 𝜌𝜌 𝐷𝐷〈𝑈𝑈𝑖𝑖〉

𝐷𝐷𝑡𝑡
= −𝜕𝜕〈𝑝𝑝〉

𝜕𝜕𝑥𝑥𝑖𝑖
+ 𝜌𝜌𝑔𝑔𝑖𝑖 + 𝜕𝜕

𝜕𝜕𝑥𝑥𝑗𝑗
�2𝜇𝜇〈𝑒𝑒𝑖𝑖𝑖𝑖〉 −

2
3
𝜇𝜇�∇ ∙ 〈𝑈𝑈��⃗ 〉�𝛿𝛿𝑖𝑖𝑖𝑖 − 𝜌𝜌〈𝑢𝑢𝑖𝑖𝑢𝑢𝑖𝑖〉�, (35) 

where 𝐷𝐷 is the time, 𝑥𝑥𝑖𝑖  is the spatial geometrical scale in the Cartesian direction  
𝑖𝑖 (𝑖𝑖 = 1,2,3), 〈𝑈𝑈𝑖𝑖〉 is the averaged mean velocity component in the direction 𝑖𝑖, 〈𝑝𝑝〉 is  
the averaged pressure, 𝜌𝜌 is the fluid density (constant in time and space), 𝜌𝜌〈𝑢𝑢𝑖𝑖𝑢𝑢𝑖𝑖〉  
is the Reynolds stress tensor of the mean flow, and 𝑔𝑔𝑖𝑖  represents the gravity  
(𝑔𝑔1 = 𝑔𝑔2 = 0, 𝑔𝑔3 = −𝑔𝑔) (Richard, Duran, & Fabreges, 2019).  

Reynolds stress tensor: 
 𝜌𝜌〈𝑢𝑢𝑖𝑖𝑢𝑢𝑖𝑖〉 = −2

3
�𝜌𝜌𝑘𝑘𝑇𝑇 + 𝜇𝜇𝑇𝑇∇ ∙ 〈𝑈𝑈��⃗ 〉�𝛿𝛿𝑖𝑖𝑖𝑖 + 2𝜇𝜇𝑇𝑇〈𝑒𝑒𝑖𝑖𝑖𝑖〉 (36) 

where 𝜇𝜇𝑇𝑇 = 𝜈𝜈𝑇𝑇𝜌𝜌, with 𝜈𝜈𝑇𝑇  is the eddy viscosity and rate of strain tensor of the mean 
flow already included. 
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Momentum equation for a compressible fluid is: 
 𝜌𝜌 𝐷𝐷〈𝑈𝑈𝑖𝑖〉

𝐷𝐷𝑡𝑡
= − 𝜕𝜕

𝜕𝜕𝑥𝑥𝑖𝑖
�〈𝑝𝑝〉 + 2

3
𝑘𝑘𝑇𝑇� + 𝜌𝜌𝑔𝑔𝑖𝑖 + 𝜕𝜕

𝜕𝜕𝑥𝑥𝑗𝑗
�2𝜇𝜇𝑒𝑒𝑒𝑒𝑒𝑒〈𝑒𝑒𝑖𝑖𝑖𝑖〉 −

2
3
𝜇𝜇𝑒𝑒𝑒𝑒𝑒𝑒�∇ ∙ 〈𝑈𝑈��⃗ 〉�𝛿𝛿𝑖𝑖𝑖𝑖�, (37) 

where 𝜇𝜇𝑒𝑒𝑒𝑒𝑒𝑒 = 𝜇𝜇 + 𝜇𝜇𝑇𝑇. 
For an incompressible fluid, Eq. (34) and Eq. (37) look, respectively: 

 
𝜕𝜕〈𝑈𝑈𝑖𝑖〉
𝜕𝜕𝑥𝑥𝑖𝑖

= 0 (38) 

 𝜌𝜌 𝐷𝐷〈𝑈𝑈𝑖𝑖〉
𝐷𝐷𝑡𝑡

= − 𝜕𝜕
𝜕𝜕𝑥𝑥𝑖𝑖

�〈𝑝𝑝〉 + 2
3
𝑘𝑘𝑇𝑇� + 𝜌𝜌𝑔𝑔𝑖𝑖 + 𝜕𝜕

𝜕𝜕𝑥𝑥𝑗𝑗
�2𝜇𝜇𝑒𝑒𝑒𝑒𝑒𝑒〈𝑒𝑒𝑖𝑖𝑖𝑖〉�. (39) 

For modelling turbulent stresses in LES models, Boussinesq’s assumption is applied. 
Available turbulence models were shown in the previous chapter.  

3.2 Large Eddy Simulations 
Detailed modelling of turbulence in breaking waves is a difficult task for several 
reasons; the velocity field during breaking is extremely chaotic and varies rapidly in 
space and time. Available models can handle most of the wave phenomena, such as 
shoaling, refraction, diffraction, but the prediction of the breaking event is challenging. 
Surface breaking is associated with the irreversible transformation of potential velocity 
field into motions of different types and scales, including the turbulence, vortices and 
air-water interactions in the surface roller. 

In Large Eddy Simulations (LES), a turbulent closure needs to be provided that 
accounts for the effects of subgrid-scale motions on a large scale. With sufficiently 
powerful computers, it is possible to resolve the entire flow down to the molecular 
viscosity scales 1 cm. However, nowadays, due to computational power, the smallest 
achievable scale will be around 10 m. A turbulent closure provides an approximation to 
the 'eddy' terms on the right of the preceding equations. The simplest form of solution 
is to increase the viscosity and diffusivity until the viscous and diffusive scales are 
resolved.  

Turbulent viscosity 𝜈𝜈𝑇𝑇(𝑥𝑥, 𝐷𝐷) can be disclosed empirically as the product of a shear 
velocity 𝑈𝑈∗(𝑥𝑥, 𝐷𝐷) and a length scale 𝐿𝐿(𝑥𝑥, 𝐷𝐷): 
 𝜈𝜈𝑇𝑇 = 𝑈𝑈∗𝐿𝐿 . (40) 

Considering the mixing length model, 𝐿𝐿 for Eq. (40) is specified based on the 
geometry of the flow. 

For saving computational costs, many calculation methods, as mentioned previously, 
use a uniform eddy viscosity value for the whole flow field, which is found either 
directly from the experiments, from available empirical information, or from trial and 
error calculations to match the observations to the problem considered. This would 
work only in large water bodies, so momentum equations could be neglected. For the 
calculation of hydrodynamic properties, the constant eddy viscosity model does not 
influence the determination of the flow behaviour. In some methods, an eddy viscosity 
is introduced merely to improve numerical stability (Argyropoulos & Markatos, 2015). 

For example, a uniform eddy viscosity term can be chosen based on: 
 𝜈𝜈𝑇𝑇 = 0.02 ∆𝑥𝑥1∆𝑥𝑥2

∆𝐷𝐷 , (41) 



48 

where ∆𝑥𝑥1∆𝑥𝑥2 is the grid spacing and ∆t is the time steps. 
Smagorinsky suggests (Galperin & Orszag, 1993) choosing a viscosity that depends 

on the resolved motions. Thus, the overall viscous operator has a nonlinear 
dependence on velocity. Smagorinsky chose his form of viscosity by considering 
Kolmogorov's ideas about the energy spectrum of 3D isotropic turbulence.  

Kolmogorov (1941) supposed that that energy is injected into the flow at large scales 
(small 𝑘𝑘) and is 'cascaded' or transferred conservatively by nonlinear processes to 
smaller and smaller scales until it is dissipated near the viscous scale. By setting the 
energy flux through a particular wavenumber 𝜖𝜖, to be a constant in 𝑘𝑘, there is only one 
combination of viscosity and energy flux that has the units of length, the Kolmogorov 
wavelength. It is 𝐿𝐿𝜖𝜖(𝜈𝜈) ∝ 𝜋𝜋𝜖𝜖−1/4𝜈𝜈3/4 (the 𝜋𝜋 stems from conversion from wavenumber 
to wavelength). To ensure that this viscous scale is resolved in a numerical model, the 
grid-scale should be decreased until 𝐿𝐿𝜖𝜖(𝜈𝜈) > 𝐿𝐿 (DNS). Alternatively, an eddy viscosity 
can be used and the corresponding Kolmogorov length can be made larger than the 
grid-scale, 𝐿𝐿𝜖𝜖(𝐴𝐴ℎ) ∝ 𝜋𝜋𝜖𝜖−1/4𝐴𝐴ℎ3/4  (for LES). 

However, calculations are based on the fourth option iv), the Smagorinsky formula 

 𝜈𝜈𝑇𝑇 = 𝐶𝐶𝑆𝑆2∆𝑥𝑥1∆𝑥𝑥2��
𝜕𝜕〈𝑈𝑈𝑖𝑖〉
𝜕𝜕𝑥𝑥𝑖𝑖

�
2

+ 1
2
�𝜕𝜕〈𝑈𝑈𝑖𝑖〉
𝜕𝜕𝑥𝑥𝑗𝑗

+
𝜕𝜕〈𝑈𝑈𝑗𝑗〉

𝜕𝜕𝑥𝑥𝑖𝑖
�
2

+ �
𝜕𝜕〈𝑈𝑈𝑗𝑗〉

𝜕𝜕𝑥𝑥𝑗𝑗
�
2

, (42) 

where 𝐶𝐶𝑆𝑆 is a constant to be chosen in the interval of 0.25 to 1.0 (Canuto & Cheng, 
1997). 

Above, the length scale of the grid (=spacing) was denoted by 𝐿𝐿. However, in 
strongly anisotropic grids, 𝐿𝐿𝑥𝑥  and 𝐿𝐿𝑦𝑦 will be quite different in some locations. In that 
case, the Courant-Freidrichs-Lewy (CFL) condition (Courant, Friedrichs, & Lewy, 1967) 
suggests that the minimum of 𝐿𝐿𝑥𝑥  and 𝐿𝐿𝑦𝑦 be used. On the other hand, other viscosities 
which involve whether a particular wavelength is 'resolved' might be better suited to 
use the maximum of 𝐿𝐿𝑥𝑥  and 𝐿𝐿𝑦𝑦. If false, the geometric mean of 𝐿𝐿𝑥𝑥2 and 𝐿𝐿𝑦𝑦2  is used for 
all viscosities, which is closer to the minimum and occurs naturally in the CFL constraint.  
Since the CFL condition on vertical velocity is often what sets the maximum timestep, 
this viscosity may substantially increase the allowable timestep without severely 
compromising the verity of the simulation. 

Some stability issues (Leendertse, 1967) can arise when using the velocities from the 
previous time step and the eddy viscosity coefficient becomes large. So, the coefficient 
must fulfil the criterion 
 𝜈𝜈𝑇𝑇∙∆𝑡𝑡

∆𝑥𝑥1∆𝑥𝑥2
≤ 1

2
. (43) 

3.3 Smoothed Particle Hydrodynamics  
In the coastal engineering studies, the meshless numerical modelling, such as 
Smoothed Particle Hydrodynamics (SPH) solvers, is becoming more useful (Monaghan, 
1994). It has been demonstrated that the SPH models are suitable to reproduce  
free-surface phenomena such as a breaking wave (Dalrymple & Rogers, 2006), (Shao, 
2006), (De Padova, Dalrymple, Mossa, & Petrillo, 2009), dam breaks (Gomez-Gesteira, 
Rogers, Dalrymple, & Crespo, 2010), (Lee, Violeau, Issa, & Ploix, 2010), whitewater 
formation (Morris, 2000), waves overtopping of harbour structures (Rogers, Dalrymple, 
& Stansby, 2010), and tsunamis generated landslide (Capone, Panizzo, & Monaghan, 
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2010). However, near-bottom velocity modelling is problematic in SPH, which may 
complicate solving practical coastal engineering problems. 

The SPH belongs to the class of numerical models, which is based on an assumption 
that the fluid may be represented as a set of liquid mass particles, "smeared" in space. 
Each particle is represented as a point-mass of fluid, which carries mass, velocity and 
other properties, distributed in space, for example, by a Gaussian distribution.  
Thus, the motion of each particle is calculated through interactions with neighbouring 
particles using an analytical kernel function, which replaces the Dirac delta function for 
modelling of the fluid properties of an idealized point mass, as a function that is equal 
to zero everywhere except at the position of a point mass. In the present study,  
the turbulence in the wave breaking process is treated by using artificial viscosity and 
interpolating kernel (Violeau & Rogers, 2016) and an empirical equation of 
compressibility by Batchelor (1967). 

In SPH, the fundamental is the integral interpolant of any function 𝐴𝐴(𝒓𝒓) by 
 𝐴𝐴(𝒓𝒓) = ∫𝐴𝐴(𝒓𝒓′)𝑊𝑊(𝒓𝒓 − 𝒓𝒓′, ℎ)𝑑𝑑𝒓𝒓′, (44) 

where ℎ is called the smoothing length while the integration is over the entire space 
and 𝑊𝑊(𝒓𝒓 − 𝒓𝒓′, ℎ) is the interpolating kernel. This function leads to the following 
approximation of the function at an interpolation point: 
 𝐴𝐴𝑆𝑆(𝒓𝒓) = ∑ 𝑚𝑚𝑖𝑖𝑖𝑖

𝐴𝐴𝑗𝑗
𝜌𝜌𝑗𝑗
𝑊𝑊�𝒓𝒓𝒎𝒎 − 𝒓𝒓𝒋𝒋, ℎ�, (45) 

where 𝑊𝑊�𝒓𝒓𝒎𝒎 − 𝒓𝒓𝒋𝒋, ℎ� = 𝑊𝑊𝑖𝑖𝑖𝑖  represents a weight function (see Fig. 29a), while mass and 
density are denoted by 𝑚𝑚𝑖𝑖  and 𝜌𝜌𝑖𝑖. The summation is over all particles within the region 
determined by the kernel function. According to De Padova, Dalrymple, Mossa, & 
Petrillo (2009), in the limits where the kernel smoothing length ℎ and the interparticle 
spacing ∆𝑟𝑟 become small, the kernel is assumed to have compact support and to some 
extent, it should not matter which kernel is used as long as basic requirements are met. 
However, in practice, values are not small and the choice of the kernel can drastically 
change the computational results (Rosswog, 2015). 

 

Figure 29. Particles representing fluid inside a smoothing area: a) liquid particles and b) liquid and 
bottom-boundary particles. 
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Different approaches based on various existing formulations of the diffusive terms 
can be considered in the SPH method to describe the momentum equation. Also, in the 
momentum equation, you can add a field of external forces, such as gravity: 

 𝑑𝑑𝒗𝒗𝒎𝒎
𝑑𝑑𝑡𝑡

= −∑ 𝑚𝑚𝑖𝑖 �
𝑝𝑝𝑗𝑗
𝜌𝜌𝑗𝑗
2 + 𝑝𝑝𝑖𝑖

𝜌𝜌𝑖𝑖
2 + Π𝑖𝑖𝑖𝑖  � 𝛻𝛻𝑖𝑖𝑊𝑊𝑖𝑖𝑖𝑖 + 𝑔𝑔𝑖𝑖𝑖𝑖  , (46) 

where Π𝑖𝑖𝑖𝑖   is the viscosity term and 𝑔𝑔𝑖𝑖 = (0,0,−9.81)𝑚𝑚 𝑠𝑠−2  is the gravitational 
acceleration. 

To describe the viscosity, the concept of artificial viscosity is introduced for pairs of 
particles. Under these empirical considerations and some modification of the numerical 
model empirical constants, the computational stability can be established with a 
reasonably small artificial viscosity coefficient 𝛼𝛼 (see Eq. (47)):  

 
 𝜈𝜈𝐴𝐴,𝑖𝑖𝑖𝑖 =

−𝛼𝛼𝜇𝜇𝑖𝑖𝑗𝑗𝑐𝑐�̅�𝑖𝑗𝑗
𝜌𝜌�𝑖𝑖𝑗𝑗

 , (47) 

where the velocity-dependent variable is given by 

 𝜇𝜇𝑖𝑖𝑖𝑖 =
ℎ�𝑉𝑉𝑖𝑖−𝑉𝑉𝑗𝑗�∙�𝑥𝑥𝑖𝑖−𝑥𝑥𝑗𝑗�

�𝑥𝑥𝑖𝑖−𝑥𝑥𝑗𝑗�
2
+(0.01ℎ2)

 . (48) 

The overbar is an averaging operator, i.e., 
 �̅�𝜌𝑖𝑖𝑖𝑖 = 1

2
�𝜌𝜌𝑖𝑖 + 𝜌𝜌𝑖𝑖� (49) 

where 𝜌𝜌𝑖𝑖  and 𝜌𝜌𝑖𝑖  are the density at particles 𝑖𝑖 and 𝑖𝑖, respectively:  
 𝑐𝑐�̅�𝑖𝑖𝑖 = 1

2
�𝑐𝑐𝑖𝑖 + 𝑐𝑐𝑖𝑖� , (50) 

where 𝑐𝑐𝑖𝑖  and 𝑐𝑐𝑖𝑖  are the sound speed at particles i and j, respectively:  
 ℎ = 1.2∆𝑥𝑥 (51) 

is the smoothing length, where ∆𝑥𝑥(= ∆𝑥𝑥1 = ∆𝑥𝑥2) is the space step and 𝛼𝛼 is a constant 
that depends on the particular type of simulation being run and requires careful 
numerical calibration. In this study, it is assumed that the sound speed is constant, i.e., 
 𝑐𝑐�̅�𝑖𝑖𝑖 = 𝑐𝑐 = 1440 𝑚𝑚 𝑠𝑠−1. (52) 

The SPH eddy viscosity at a fixed point 𝑖𝑖 = 𝑎𝑎 is determined as 

 𝜈𝜈𝑆𝑆𝑆𝑆𝑆𝑆 =
−𝛼𝛼 𝑐𝑐 ∑ 𝜇𝜇𝑗𝑗𝑊𝑊𝑎𝑎𝑗𝑗𝑗𝑗
∑ 𝜌𝜌𝑗𝑗𝑊𝑊𝑎𝑎𝑗𝑗𝑗𝑗

 , (53) 

where averaged viscosity at a fixed point is 
 𝜇𝜇𝑎𝑎𝑎𝑎𝑒𝑒𝑎𝑎𝑎𝑎𝑎𝑎𝑒𝑒 = ∑ 𝜇𝜇𝑖𝑖𝑊𝑊𝑎𝑎𝑖𝑖𝑖𝑖   (54) 

and averaged density of mass at a fixed point is  
 𝜌𝜌𝑎𝑎𝑎𝑎𝑒𝑒𝑎𝑎𝑎𝑎𝑎𝑎𝑒𝑒 = ∑ 𝜌𝜌𝑖𝑖𝑊𝑊𝑎𝑎𝑖𝑖𝑖𝑖  . (55) 

The density of each particle is  
 𝜌𝜌𝑖𝑖 = ∑ 𝑚𝑚𝑖𝑖𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖  , (56) 
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where the particle j mass is mj and the interpolation kernel is 𝑊𝑊𝑖𝑖𝑖𝑖. Direct calculation of 
density is mostly used in the case of water, which is considered as a weakly 
compressible fluid. Instead of using a weighted summation of mass terms (Monaghan, 
1992), the initial density of each particle by Eq. (56) can be set, and it will only vary 
when particles move relative to each other. 

Interaction between the particles on the boundary is described by the Lennard-Jones 
potential and fluid particle trajectories are determined using the Verlet method for 2D 
motion. 

The fundamentals of the modified SPH method for free surface motion were 
described by Monaghan (1992); (1994); (2000). 

3.4 Development of numerical model and comparison with 
experimental findings 
The modified measurement data described in Section 2.4.2 and calculated averaged 
eddy viscosity in Section 2.4.5 were used for comparison with existing turbulence 
models. In author’s Publication III, a numerical model was proposed and the resulting 
SPH eddy viscosity was compared with existing uniform, 𝑘𝑘 − 𝜀𝜀 and Smagorinsky eddy 
viscosity. Also, averaged eddy velocity developed by the author based on modified 
measurement data was added to the analysis. 

3.4.1 Processing of numerical results 
Numerical experiments were performed with the SPH model to simulate the wave 
breaking on the sloping bottom. Several modifications were introduced to the model 
setup. The numerical model domain was divided into two sections: 1) sloping bottom 
part and 2) horizontal bottom part. The sloping bottom 1:17 section was considered to 
be the same as in the physical model. The horizontal bottom between the reference 
point and the wave generator (Fig. 2) is considerably shortened. The reason is that a 
reduced number of particles per fluid volume allows speed-up of the numerical 
integration. The additional vertical extension in the sloping bottom end of the wave 
flume was used to keep the number of particles constant. However, to avoid particles 
loss due to overtopping from 2D geometrical boundaries, the special criterion in the 
open-code SPH model was included to detect particles overtopped and move them 
back to the computational domain. 

The wave generator used in the numerical model produced free surface crests 
motion. This motion becomes apparent in the wave flume after the system  
self-oscillations vanish. The length of surface waves is around 4 meters and directly 
observed phase speed in the horizontal bottom part of the numerical model domain is 
approximately 1.75 m s-1 (cf. experimentally observed wave celerity in Table 1).  
The frequency of the wave absorbing in the sloping bottom is 0.5 Hz. There are 
different phases, i.e., forward and backward position of the plate of the flap-type 
generator, in the surface wave production. In the wave generator mode, clearly, the 
breaking of particles formed free surface. Regardless of a comparatively small number 
of particles, the wave production in the horizontal bottom and wave breaking along the 
sloping bottom is qualitatively in good agreement with the experimental observations 
of the surface boundary layer. 



52 

3.4.2 Comparison of experimental and numerical findings 
The averaged eddy viscosity presented in Fig. 25 is compared with uniform eddy 
viscosity by Eq. (41), 𝑘𝑘 − 𝜀𝜀 model eddy viscosity by Eq. (13) and Smagorinsky model 
eddy viscosity by Eq. (42). Results show five different heights at one profile: Fig. 30 on 
0.067 m; Fig. 31 on 0.052 m; Fig. 32 on 0.040 m; Fig. 33 on 0.028 m, and Fig. 34 on 
0.006 m on the sloping bottom. Fig. 33 contains also SPH eddy viscosity by Eq. (53). 

Figures 30-34 show that the first local maximum of the averaged eddy viscosity 
(continuous curve) at instants when the surface roller hits the water surface, i.e., 
dimensionless wave period interval 0.50 – 0.60, does not appear on any other eddy 
viscosity models. The second local maximum of the averaged eddy viscosity when the 
surface roller is passing the measuring point, i.e., dimensionless wave period interval 
0.65 – 0.75, correlates well to the 𝑘𝑘 − 𝜀𝜀 model eddy viscosity predictions by Eq. (13) 
(short dashed curve). The third local maximum of the averaged eddy viscosity after the 
wave crest is passing the measuring point, i.e., dimensionless wave period interval 
0.80 – 0.85, has a small variable on the 𝑘𝑘 − 𝜀𝜀 model eddy viscosity as well. At the same 
time, Smagorinsky model eddy viscosity, Eq. (42) (dash-dot curve) tends to cover over 
both the second and the third local maximum of the averaged eddy viscosity. 

Uniform eddy viscosity based on the mixing length model in Eq. (41) (long dashed 
curve) shows a constant value of 5.4x10-4 m2 s-1. This value is higher than most of the 
previous eddy viscosity results, except on averaged eddy viscosity third local maximum 
on the surface and Smagorinski eddy viscosity on the bottom. According to the 
numerically determined SPH eddy viscosity in Eq. (53) (dotted curve in Fig. 33), its local 
maximum is directly under the surface roller. However, within an entire wave period, 
SPH eddy viscosity gives higher values than the uniform eddy viscosity, which is related 
to averaging inside of the kernel.  

Figure 30. Eddy viscosity νT (m2 s-1) estimates from different approximations: theoretically 
(averaged eddy viscosity) and empirically (uniform, k − ε and Smagorinsky eddy viscosity) 
predicted 0.067 m above the sloping bottom. 
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Figure 31. Eddy viscosity νT (m2 s-1) estimates from different approximations: theoretically 
(averaged eddy viscosity) and empirically (uniform, k − ε and Smagorinsky eddy viscosity) 
predicted 0.052 m above the sloping bottom. 

Figure 32. Eddy viscosity νT (m2 s-1) estimates from different approximations: theoretically 
(averaged eddy viscosity) and empirically (uniform, k − ε and Smagorinsky eddy viscosity) 
predicted 0.040 m above the sloping bottom. 

Figure 33. Eddy viscosity νT (m2 s-1) estimates from different approximations: theoretically 
(averaged eddy viscosity), empirically (uniform, k − ε and Smagorinsky eddy viscosity) and 
numerically (SPH eddy viscosity) predicted 0.028 m above the sloping bottom. 
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Figure 34. Eddy viscosity νT (m2 s-1) estimates from different approximations: theoretically 
(averaged eddy viscosity) and empirically (uniform, k − ε and Smagorinsky eddy viscosity) 
predicted 0.006 m above the sloping bottom. 
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4 Conclusions 
Among issues to be dealt with in surf zone hydrodynamics, the accurate determination 
of eddy viscosity under breaking waves is the most problematic. Most hydrodynamic 
and sediment transport models tend to neglect the unsteady character of this term. 
This means that turbulent eddy viscosity on the seabed changes both in time and space. 

The investigation of shear velocity in the boundary layer confirmed that the values of 
shear velocity vary both in time and space. It was shown that the maximum value of the 
term is always under the wave crest and the value decreases rapidly as the crest 
passes. The profiles of shear velocity under waves were found to be different in 
comparison to the corresponding profiles measured in U-pipes. 

It was found that if eddy viscosity is determined based on the Boussinesq eddy 
viscosity assumption, then the results would contain singularities. It was revealed that 
spurious peaks and negative values in eddy viscosity are related to the velocity 
corresponding to a potential part of the flow where its gradient components do not 
represent the shear straining and manifest themselves when the shear stress and the 
velocity gradient change signs. It was found that if an irrotational flow was removed, 
the resulting eddy viscosity is positively valued during the whole wave period, which 
gives evidence that the modified velocity field corresponds well to the shear and 
compression strain.  

The theoretically predicted eddy viscosity was derived from the combined functions 
of Reynolds stresses, modified mean velocity with its gradient components and 
turbulent kinetic energy for a compressible fluid. The irrotational flow that masked the 
turbulence velocity field under a breaking wave was removed using oscillating velocity 
at the bottom, and four depth dependent functions 𝐴𝐴(𝑥𝑥2), 𝐵𝐵(𝑥𝑥2), 𝐶𝐶(𝑥𝑥2), 𝐷𝐷(𝑥𝑥2) were 
used to modify the particular mean velocity gradient components.  

Findings of this thesis 
• The instantaneous eddy viscosity coefficient is positively valued during the

wave period, which gives evidence of the modified velocity field
corresponding well to the shear and compression strain that results from
the bottom and surface boundary layers.

• Considering variations in the turbulent kinetic energy values during the
wave period and over the water column, it is apparent from Eq. (6) and
Eq. (7) that the eddy viscosity values are also changing over time and space.

• Regarding the new experimental findings, it can be suggested that using the
coastal engineering models, the empirical and numerical predictions should
follow the theoretical eddy viscosity time and space-dependent functions in
the surf zone.

• It should be taken into account that the turbulence is generated both in the
surface and bottom boundary layers, merge in the surf zone. Therefore,
empirical predictions are unable to forecast the eddy viscosity values during
the wave period and over the water column with acceptable accuracy.

• There is a direct correlation between maximum values of turbulent kinetic
energy and eddy viscosity.

• It was demonstrated that the theoretically determined eddy viscosity
values are in the same order of magnitude as the empirical and numerical
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predictions, and follow reasonably well the production of turbulence during 
wave breaking. 

• It was found that experimentally determined eddy viscosity is of higher
complexity under a breaking wave on the sloping bottom than predictions
of the empirical formulae.

• Also, it is required to improve the meshless numerical modelling to
determine the artificial viscosity and the corresponding eddy viscosity more
accurately by many particles “smeared” in space.

• It was found that the SPH eddy viscosity corresponds qualitatively well with
the theoretical eddy viscosity determined from the combined functions of
Reynolds stresses modified mean velocity and its gradient components and
turbulent kinetic energy for a compressible fluid.

Future work 
• Author considers an alternative option for the robustness of four depth

dependent functions 𝐴𝐴(𝑥𝑥2), 𝐵𝐵(𝑥𝑥2), 𝐶𝐶(𝑥𝑥2), 𝐷𝐷(𝑥𝑥2) in modifying the mean
velocity gradient components, by changing the cross coordinate system to
the ortogonal coordinate system, which follows the velocity field.

• SPH modelling approach should be used more comprehensively in dealing
with the counterparts of coastal processes, e.g., stratified flow mixing,
air-water interaction and sediments transport in the surf zone due to wave
breaking.
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Abstract 
Investigation of the Eddy Viscosity for a Breaking Wave in the 
Surf Zone 
As the accurate determination of turbulent eddy viscosity under breaking waves is 
among the most problematic issues to be dealt with in the surf zone hydrodynamics, 
the thesis focuses on that topic. Most hydrodynamic and sediment transport models 
tend to neglect the unsteady character of this term. In this thesis, variations of eddy 
viscosity in the surf zone on the bottom of the smooth beach model were calculated 
and presented. Investigations showed that turbulent viscosity varies both in time and 
space as the wave propagates and is at least an order of magnitude larger than the 
corresponding molecular viscosity.  

Using the Reynolds stress anisotropy for an incompressible fluid, it was found that 
the ensemble-averaged measured velocity predicted eddy viscosity is associated with 
peaks, which are absent in the broadly accepted empirical predictions.  
The instantaneous eddy viscosity coefficient was determined according to the Reynolds 
stresses, modified mean velocity and its gradient components and turbulent kinetic 
energy. The modified mean velocity and its derivatives improve eddy viscosity 
predictions during the wave period, which gives evidence that the velocity used 
corresponds well to a rotational part of the flow. In addition to the measurement 
predictions, empirical formulae were used to estimate the eddy viscosity values during 
the wave period. Furthermore, a meshless numerical model is proposed to determine 
artificial viscosity and demonstrate its dependence on eddy viscosity in the case of a 
weakly compressible fluid. 

The thesis focuses on the results obtained during experimental runs in the wave 
flume of the Laboratory of Fluid Mechanics in Tallinn University of Technology. 
Experiments were performed on the beach model with an inclination of 1 to 17. 
Velocities were measured using 2D LDA apparatus in various profiles around the 
breaking point. Measurements were performed extremely close to the bed, allowing 
the calculation of bottom shear stresses under a wave.  

Almost all works in the field of boundary layer flow under the breaking wave address 
a flow similar to the flow in an oscillating pressure tube. Although the two flows are 
similar, there are many differences. While wave motion is essentially an open boundary 
flow, oscillating pressure tube has no free surface; thus, only turbulence input can 
come from the solid boundary. The results achieved in such manner are therefore only 
similar to the results that can be achieved during measurements in the surf zone.  

The present thesis deals with boundary layer measurements on an inclined bottom 
under breaking waves. The measurements over the whole wave cycle were carried out, 
and the shear velocity, turbulent kinetic energy and eddy viscosity under the breaking 
wave were calculated based on the measurements.  It was found that there is a 
considerable space and time variation of these characteristics in the surf zone.  
The turbulence generated during the wave breaking changes the shape of the  
above-mentioned properties in comparison to the profile measured before breaking. 
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Lühikokkuvõte 
Turbulentse viskoossusteguri määramine murdlaine 
piirkonnas ranna-alal 
Käesolev dissertatsioon keskendub turbulentse viskoossusteguri teoreetilisele 
määramisele ranna-alal, kuna see on üks problemaatilisemaid küsimusi ranniku lainete 
hüdrodünaamikas. Mitmed hüdrodünaamika ja sette transpordi mudelid kasutavad 
empiirilisi valemeid turbulentse viskoossusteguri jaoks. Käesolevas töös kasutatud 
teoreetiline valem turbulentse viskoossusteguri arvutamiseks murdlaine protsessis 
sileda kaldpõhjaga füüsilises mudelis aga näitab, et laine levimisel varieerub 
turbulentne viskoossustegur nii ajas kui ruumis ja on vähemalt ühe suurusjärgu võrra 
suurem kui vastav molekulaarne viskoossustegur.  

Kasutades Reynoldsi pinge anisotroopsust kokkusurumatu vedeliku jaoks, leiti, et 
ansambli keskmestatud voolukiiruse põhjal määratud turbulentses viskoossusteguris 
esinesid singulaarsused, mis puudusid laialdaselt kasutatavate empiiriliste valemite 
arvutustulemustes. Seetõttu määrati turbulentne viskoossustegur Reynoldsi pingete, 
modifitseeritud keskmiste kiiruste ja nende tuletiste ning turbulentse kineetilise energia 
järgi. Modifitseeritud keskmised kiirused ja nende tuletised parendasid oluliselt 
turbulentse viskoossusteguri arvväärtusi laineperioodi jooksul, millest võib järeldada, et 
matemaatiliselt muudetud kiirusväli vastas hästi pöörisega keerisvälja tingimustele. 
Mõõtmistega saadud turbulentse viskoossusteguri arvväärtusi võrreldi ka 
olemasolevate empiiriliste valemite arvutustulemustega, et näidata erinevate 
meetoditega saadud turbulentsete viskoossustegurite väärtusi laineperioodi jooksul. 
Lisanduvalt kasutati nõrgalt kokkusurutava vedeliku teooriat kunstliku viskoossusteguri 
leidmiseks SPH numbrilise mudeliga. Numbriliselt hinnatud kunstlikust 
viskoossustegurist tuletatud turbulentset viskoossustegurit võrreldi mõõtmistulemuste 
põhjal arvutatud turbulentse viskoossusteguriga. 

Dissertatsioonis on kasutatud olemasolevaid Tallinna Tehnikaülikooli Hüdromehaanika 
katselaboratooriumi voolurennis liikuvate lainete eksperimentaalseid tulemusi. Katsed 
põhinesid ranniku füüsilisel mudelil kaldega 1:17. Kiirusväli mõõdeti lainerenni 
kaldpinnaga põhjal Doppleri laser anemomeetriga erinevates profiilides pinnalaine 
murdumispunkti lähiümbruses. Mõõtmised viidi läbi kogu veesügavuse ulatuses, 
kusjuures tihedamat mõõtmissammu kasutati renni põhja piirikihis. See võimaldas 
arvutada ostsilleeriva voolamise nihkepingeid põhja piirikihis.  

Voolamise dünaamika modelleerimine murdlainega kaasnevas põhjalähedases 
piirikihis sarnaneb voolamise modelleerimisega ostsilleerivas rõhutorus. Kuigi 
vabavoolu ja survevoolu mittestatsionaarsed voolamised on sarnased, esineb siiski 
mitmeid erinevusi. Kui laine liikumisega kaasneb vaba pinnaga piirikiht, siis ostsilleerival 
voolamisel survetorus puudub vaba pind, mistõttu saab turbulents tekkida ainult 
fikseeritud pinnaga piirikihist. Rõhulise voolamisega kaasneva viskoosse voolamise 
dünaamika on ainult näiliselt sarnane vaba pinnaga viskoosse voolamise dünaamikale. 

Käesolevas dissertatsioonis käsitletakse voolamise piirikihtide arenguga kaasnevaid 
turbulentsi parameetreid murdlaine all kaldpõhjal. Mõõtmised viidi läbi 151 
laineperioodi jooksul ning nende põhjal arvutati murdlaine nihkekiirus, turbulentne 
kineetiline energia ja turbulentne viskoossustegur. Töö tulemusena on selgunud, et 
turbulentse viskoossuteguri määramiseks on vaja kasutada ortigonaalseid 
kõverjoonelisi koorinaate, mis võimaldavad viskoossusteguri määrata Reynoldsi 
pingetensori diagonaalelementidest.   
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Publication I 
Oldekop, N., & Liiv, T. (2013). Measurement of the variation of shear velocity on bed 
during a wave cycle. Journal of Earth Science and Engineering, 3(5), 322–330. 
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breaking waves on sloping bottom and comparisons with empirical and numerical 
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Publication IV 
Oldekop, N., Laanearu, J. & Liiv, T. (2019). The streamline curvature dependent eddy 
viscosity for a plunging breaker. Submitted to Journal of Hydraulic Research 
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