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Introduction

Iz

Elections are a main component of the democratic way of life, “...among the most
ubiquitous of contemporary political institutions, and voting is the single act of political
participation undertaken by a majority of adults in a majority of the nations in the world
today...” (Rose & Mossawir, 1967, p. 173). Quite similarly, cybersecurity is a main
component of the ICT-focused and globalised way of life, covering “...all aspects of
prevention, forecasting; tolerance; detection; mitigation, removal, analysis and
investigation of cyber incidents...” (ENISA, 2017, p. 6). This thesis deals with both topics,
and while there might be some overlap between them, e.g., the cybersecurity of
electronic voting tools, it does not combine, merge, or otherwise attempt to study them
together. Nevertheless, as central public administration technological systems, they have
common core components without which it would be impossible to administrate
governmental affairs in the digital era. Knowledge transference is one of those core
organisational building blocks (Goh, 1998), which also determine the effectiveness of any
technological system. Understanding how to better transfer knowledge in two critical
public administration systems — e-elections and cyber security —is the focus of this thesis.

The following thesis is the result of an industrial doctoral programme. The industrial
doctoral programme has inherent differences from a regular one, the biggest being the
opportunity to work in a company or an organisation and complete the studies related
to the field of the profession (TalTech, n.d.). During the duration of his studies, the author
of this thesis was appointed to projects in both cybersecurity and e-democracy, the latter
focusing on elections. Therefore, the publications that provide the backbone of this
thesis concern these seemingly compartmentalised topics. While the publications
themselves provide novel knowledge, ideas, and concepts in their respective fields, and
followed exploratory methods that have been put into practice, the development of this
thesis provides the perfect environment for an overarching discussion embracing both
fields of research and resulting in insights that can be of benefit and value for public
administrations.

Knowledge comes heavily into play in elections. There are different domains of
knowledge (e.g., law, public administration, ICT, logistics, etc.) and stakeholders with
various institutionalised practices and interests (e.g., central government, private
vendors, citizens, etc.) that are oftentimes in conflict with each other and need to be
aligned and orchestrated. As a result, for example, private sector knowledge and
insistence might lead to successfully lobby public administrations into purchasing
electoral technologies in a non-sustainable way (Licht et al., 2021). Similarly, relative to
internet voting, only a handful of people understand the entirety of such a system, with
most of the electorate commonly knowing and focusing only on the threats and risks to
such voting method (ibid.). On the other hand, knowledge is essential in cybersecurity.
Cyber-attack vectors are predominantly targeted at people, not systems, which can be
prepared by transferring the corresponding knowledge, awareness, and training (Banciu
et al., 2020). The previously mentioned issue is compounded in public administrations,
since policy and regulations might focus on rapid and effective delivery of services to the
citizens, trumping cybersecurity concerns (Bertollini et al., 2022). Alas, all “[t]lechnological
systems are defined in terms of knowledge...” (Carlsson & Stankiewicz, 1991, p. 111), and
actions based on a lack of understanding and knowledge will result in ineffective and
arbitrary results (Wiig, 2002). Thus, knowledge management is nowadays an imperative
for governments, enhancing government competence, improving their services’ quality



and their healthy development (Alvarenga et al., 2020). The transfer of knowledge, as a
component of its management, can assist in the aforementioned goals, especially from
the perspective of cybersecurity and elections. Bad knowledge management/transfer,
i.e., the lack of knowledge, can result in the failure of electronic and internet voting,
as was the case in the Netherlands (Duefias-Cid, 2024) and Aland Islands (Article 1V),
respectively, or delays in the resolution of cyber-attacks and crisis, like Costa Rica’s 2022
ransomware attack (Kosevich, 2024).

Knowledge transfer (KT) literature regarding elections is seemingly non-existent?;
while on the other hand, knowledge transfer literature regarding cybersecurity is vast
and even specialised (e.g., Rhee et al., 2009; Feledi et al., 2013; Ben-Asher & Gonzalez,
2015; Safa et al., 2016; Gupta & Wolf, 2018; Pala & Zhuang, 2019), however, not from
the national or public administration perspective2. With all this in mind, this dissertation
answers the following research question: how can knowledge transfer be conducted
regarding elections and cybersecurity, and what are their benefits for public
administrations? To answer this question, the insights presented in the individual articles
will be analysed through the lens of the Dynamic Knowledge Transfer Capacity (DKTC)
model, a KT framework “...particularly well-suited to analyze complex systems with
multiple stakeholders...” (Parent et al., 2007, p. 90). According to the aforementioned
authors, the DKTC allows the user to view KT from the process itself and the existing
capacities (i.e. assets) for successful KT. The DKTC will be used to classify the insights of
the articles and clarify their role in knowledge transfer.

While the overarching discussion focuses on KT, each article also adds to their
individual fields. Article | examines the state of national cybersecurity throughout the
world, presenting regional trends and differences, while introducing a plethora of
countries that can be considered as role models for various best practices. Article Ill
delves more specifically into national cybersecurity strategies and attempts to uncover
any trends in them related to international cooperation, neutrality, and warfare/conflicts.
On the side of elections, Article Il demonstrates the use of Business Process Model and
Notation to simplify electoral laws to make them more comprehensible to various
stakeholders, while Article IV explores a failure of implementation of an internet voting
system, while creating a theoretical framework that could explain the relationship
between all the elements and stakeholders in the given context. Article V goes one step
further and tries to apply the framework of Article IV in a practical manner in order to
assist in the future implementation of an internet voting system. Articles Ill, IV and V
have been presented at international conferences, the first and the last of them by the
author of the dissertation.

Next to this introduction, the dissertation is structured into five distinct chapters.
Chapter 1 focuses on the theoretical background of knowledge transfer, elections, and
cybersecurity. It delves deeper into the topics and explores past literature, specifically
within the context of public administration. Chapter 2 presents a methodological
summary of the Articles being used for this dissertation. It discusses the research designs,
the data collection and analysis procedures and the limitations that the individual Articles
have. Chapters 3 and 4 deal with the results and answer the research question.
And finally, Chapter 5 brings together everything for a formal conclusion.

1 As at the writing of this dissertation in early 2024. For more information, please view the
subsection of ‘KT in elections’ starting on page 19.

2 As at the writing of this dissertation in early 2024. For more information, please view the
subsection of ‘KT in cybersecurity’ starting on page 23.



Abbreviations

BPMN Business Process Model and Notation
DKTC Dynamic Knowledge Transfer Capacity
EMB Electoral Management Body

IVS Internet Voting System(s)

KM Knowledge management

KS Knowledge sharing

KT Knowledge transfer

NCSI National Cyber Security Index

NCSS National Cyber Security Strategy
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1 Background

“There are people who only want to know for the sake of knowing: it is a base
curiosity. Others seek to know in order to be known themselves: it is a shameful
vanity, and these do not escape the taunts of the satirical poet who said for the
benefit of their peers: “For you, knowledge is nothing, if another does not know
that you know.” There are still people who acquire science to resell it and, for
example, to make money or honours from it: their motive is ugly. But some want
to know in order to edify: that is charity. Others to be edified: that is wisdom.
Only men in these last two categories do not abuse science, since they only apply
themselves to understanding in order to do good.” (Bernard of Clairvaux, 1953,
p. 429-430)

This chapter is subdivided into three main sections and deals with the background
information necessary to better understand this dissertation and the corresponding
articles. The first section introduces knowledge transfer as part of knowledge
management, before delving into the literature review of knowledge transfer in public
administration, the Dynamic Knowledge Transfer Capacity (DKTC) model and a selection
of knowledge management/transfer tools. The second section introduces elections,
electoral management, internet voting and ends with a subsection on knowledge transfer
in elections. The final section deals with national cybersecurity, the corresponding national
strategies, and finishes once more with a brief review of knowledge transfer literature in
cybersecurity.

1.1 Knowledge Management and Transfer

Knowledge management (KM) is defined as the way an institution captures, transfers,
creates, and leverages its intellectual assets to become more efficient, effective, profitable,
and to solve problems of international context (Yao et al., 2007). In the context of public
administration, KM must be fully aligned with the administration’s objectives and
provide effective services and functions to implement the existing public agenda and a
stable, just, orderly, secure, and prosperous society with an acceptable level of quality of
life and with continuous development of its citizens for competitiveness in the regional
and global economies (Wiig, 2000).

Previous research in the field of KM in the last three decades has been primarily
centred around the general field itself (24% of the 1016 written articles) and around 5%
on knowledge transfer and knowledge sharing (combined); the use of these last two
terms as keywords is also quite extensive (Farooq, 2024). In regard to the public sector,
KM understandably presents less publications and the most recent literature review from
2015 established that out of the 180 published articles, knowledge innovation was
discussed in 11% of the articles, while personal and organisational learning were
discussed in another 10% of the articles (Massaro et al., 2015).

Argote & Ingram (2000) define knowledge transfer (KT) as the process through which
one unit (e.g., an individual, a group, a section, etc.) is affected by the experience of
another within the context of an organisation. Outside of one, in between organisations,
the units are replaced by firms, entities, institutions, or other larger organisational units
(Easterby-Smith et al., 2008). In any case, KT can take place in both directions, and more
importantly, “... the recipient needs to be motivated to gain knowledge, and the donor
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must have something worthwhile to offer.” (ibid., p. 679) Transferring knowledge, or its
attempts, can create new knowledge (Argote et al., 2003).

Knowledge sharing (KS) references the transfer of technology, skills, and wisdom
between an organisation’s units (Tsai, 2002; Wang et al., 2009). Depending on the
different dimensions and contexts, the definition might be tweaked, and even include
the wording of the previous term, e.g., KS is the process where two or more parties
transfer knowledge (Farooq, 2020). Cummings (2003) presents a possible clarifier
between these terms in a footnote: “In most knowledge-sharing situations, reciprocal
knowledge exchanges, rather than one-way knowledge transfers, are either sought or
occur...” (p. 7). However, he explains that even if the exchange is reciprocal, each
participant is either a donor or recipient of knowledge, at a time (Cummings, 2003).

Knowledge innovation is a term that has no concrete definition. In their literature
review, Massaro et al. (2015) use the term to refer to articles discussing innovation within
the parameters of their study on KM. Traditionally, in KM literature ‘innovation’ is seen
as the outcome, and knowledge has a role in the process (Quintane et al.,, 2011).
Quintane et al. (2011) posit a new definition: innovation is new knowledge that is
duplicable, new in the context it is introduced to and with demonstrated usefulness.

For the purpose of this dissertation, the author will not debate the minute nuances
between KT and KS, since this is outside the scope, but will use them as synonyms, with
KT being the primary term used. Knowledge innovation has been included since it has
appeared in public administration literature reviews, the term is related to the previous
two, and because it can be the result of new knowledge created through KT. The following
subsection delves deeper into past studies of these concepts in public administration
literature.

KT in Public Administration

Since as early as the 1970s, KT was being studied empirically for the field of public
administration. Bowman (1978) analysed the importance of sources of administration
knowledge, barriers to the use of that knowledge, and how to transfer research findings
into the practical world. He found that both theoreticians and practitioners saw their
own group as the “... most significant source of information...” (p. 569), although some
considered that members of the opposite group would also be relevant sources of
information. More importantly, a general belief was unearthed: “.. the practicality of
research and its applicability to specific situations should be the objective...” (p. 569).
Some barriers to KT include communication and status issues, resistance to change, and
lack of incentives to implement new ideas. And finally, KT would be best accomplished
through courses, training programmes and seminars. (Bowman, 1978) In the end, this
article wished to illustrate that the chasm between theoreticians and practitioners was
not as deep as was thought.

Burch V. & Strawderman (2014) discuss another barrier to KT in public administration,
namely generational differences. They posit that the digital natives and later generations
are creative, desire to solve problems and pursue factual data, which leads them to be
aware of the need, and therefore conduct, constant skill development and technological
updates. Thus, “... work-related material and information must come quickly in small bits...”
(p. 72), tasks should have end goals, and search — discover — rewards capabilities should be
prevalent within responsibilities. In short, adopting gamification characteristics would
increase KT and employee retention in public administration (Burch V. & Strawderman,
2014), not to mention the impact it would have on productivity and efficiency.
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Past research in public administration KT has also involved case studies, ranging from
local to national levels. Rashman and Hartley (2002) investigated the facilitators and
barriers to interorganisational KT at a local-level scheme in the UK. The enablers included
curiosity to find out new ways of doing things, improving performance, and the desire to
support the institution. The barriers included, but were not limited to, lack of resources,
initiative fatigue, their constraints, and deficiencies. Similarly, Yao et al. (2007) studied
knowledge sharing within the context of Hong Kong public administration. Their findings
indicated that KM and KS were welcome, however, the biggest barrier was the culture
and smaller barriers included budget deficits (i.e., lack of resources, low morale, and fear
of increased workload).

More specifically, in the field of political science (in the subfield of policy studies),
a specialised term appears — policy transfer. The most cited, Dolowitz and Marsh (2000),
define it as the “...process in which knowledge about policies, administrative arrangements,
institutions and ideas in one political setting (past or present) is used in the development
of policies, administrative arrangements, institutions and ideas in another political
setting.” (p. 5) This term has appeared in public administration literature due to its
inherent and applicable nature. However, it is important to remember that “[k]nowledge
transfer is more extensive than policy transfer.” (Stone, 2012, p. 483) Policy transfer
might occur due to the necessity for solutions, the wish to improve in international
reputation and/or national political support, the desire to persuade others of the
necessity of the said policy, among other reasons (Savi & Randma-Liiv, 2013). It may be
‘forced’ upon as a condition of international aid, membership requirements, or just be
the result of best practices and international harmonisation. Thus, it would be important
to select the appropriate role model(s) from which to ‘receive’ such policy transfer.
Country likeness (in terms of geography, culture, linguistic and historical ties, etc.) and
success have influenced such decisions. (Savi & Randma-Liiv, 2013) And while
globalisation brought with it openness and availability of information and solutions to
policy issues, all this information is tailored to the location that implemented it in the
first place. Therefore, not everyone does (or should) copy-paste when policy transfer is
involved. Some copy the desired items, and during implementation, tweak them to suit
the existing context and conditions (Zhang & Yu, 2019), while others look for policies in
countries experiencing similar situations and problems (Savi & Randma-Liiv, 2013).

Dynamic Knowledge Transfer Capacity (DKTC) model

Parent et al. (2007) proposed a model to explain organisational knowledge transfer
(Figure 1). Their Dynamic Knowledge Transfer Capacity (DKTC) model is a framework that
identifies “.. the components required for social systems to generate, disseminate and use
new knowledge to meet their needs.” (p. 85) It allows the user to view KT from the process
itself and from the existing capacities (i.e., assets) for successful KT. The referenced social
system is defined as a group of individuals in either loose or tight relationship that is formed
to respond to specific needs, e.g., an organisation, company, state, region, country, etc.
The model (Figure 1) includes two pre-existing conditions (need and prior knowledge) and
four capacities, which influence each other. The ‘need’ refers to the purpose or problem
that involves multiple stakeholders and allows identifying what new knowledge is required,
who are the stakeholders, and what is the current state of the knowledge (i.e., prior
knowledge), both tacit and explicit. (Parent et al., 2007)
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Figure 1. The Dynamic Knowledge Transfer Capacity model (Parent et al., 2007, p. 86)3

The four capacities of the model (Figure 1) are:

e Generative: involved in discovering or improving knowledge, and the derived
processes, technologies, products, and services.

e Disseminative: involved in contextualising, formatting, adapting, translating,
and/or diffusing knowledge.

e Absorptive: involved in recognising valuable new knowledge, assimilating it,
and applying it.

e Adaptive and Responsive: involved in continuous learning and renewing the
elements of KT for improvement.

According to the authors, all these capacities are needed in varying degrees for
successful KT. The DKTC model focuses on the ‘assets’ necessary to improve KT, and if
any are missing, these need to be cultivated or obtained. Finally, this model is suited to
analyse complex systems with multiple stakeholders, which comes in handy when
discussing public administration.

The DKTC model has been applied in a couple of past studies. Ekirapa-Kiracho et al.
(2014) used itin combination with another framework to explore the capacity of research
producers and users in Africa to generate, disseminate and use findings, and examine
their strengths and weaknesses. In the same year, Rezania & Ouedraogo used the model
within the business field, focusing on identifying the capacities for KT in an enterprise
resource planning implementation project that ran from 2008 to 2011. Other authors
have used the DKTC model as a stepping stone to elaborate their own KT models tailored
to specific subfields. Vizecky (2011) applied it for the topic of business intelligence while,
most recently, Zackarias et al. (2022) used it as the basis for their conceptual model to
improve KT between junior and senior employees in engineering projects.

3 Reproduced as originally introduced, with the written permission of Dr. Mario J. Roy, co-author
of the original source.
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KM/KT tools

Knowledge is part of three basic elements of any organisation — members, tasks and
tools/assets — and the interactions between them (McGrath & Argote, 2001). KT can
occur by moving the members, task, tools, and/or interactions from one social unit to
another (Argote & Fahrenkopf, 2016). Argote & Fahrenkopf (2016) have gathered that
tools themselves have had a positive effect in KT, with a myriad of them available in
literature and practice.

Massingham’s (2014) case study of an organisation examined the effectiveness of
such tools in that setting. The effectiveness was measured as the impact on performance
improvements inside the institutions. In the context of the case study, the most successful
tools were future capability requirements, sourcing decisions, and knowledge valuation
(Massingham, 2014). Basically, knowing current individual gaps, thinking objectively
about future needs, and making appropriate decisions to fill and/or resolve them.
Mazorodze & Buckley (2020) also studied various KT tools within the context of knowledge
intensive institutions in Namibia. Their study concluded that the three most effective
tools within their studied context were communities of practice, mentoring, and
storytelling (Mazorodze & Buckley, 2020). Table 1 presents a selected list of the KM/KT
tools used in both articles.

Table 1. List of selected KM/KT Tools presented by Massingham (2014) and by Mazorodze & Buckley
(2020)

Tool Description
Transference of knowledge focusing on immediate problems and
opportunities.

Transference of knowledge through formal or informal groups.

Coaching*

Communities of

practice

Competency As-is competency levels were compared against management
mapping expectations to identify the needs and produce a gap analysis.
Double-loop Challenges pre-existing assumptions by modifying them based
learning on experience.

Future capability
requirements

Needed capabilities are identified and categorised into different
groups.

Transference of knowledge from the interviewee to the

Interviews . .

interviewer.
Knowledge Transference of knowledge via digital warehouses of
repositories documentation and expertise.
Knowledge Allocation of a score to gauge the knowledge of individuals and
valuation allow for a gap analysis.

. Transference of knowledge from an experienced individual to

Mentoring .

one that is not.

Transference of knowledge through the expression of an
Mind maps individual’s intuition and judgement toward the resolution of

new problems.

Parallel thinking

Brainstorming method that makes participants focus on one
perspective at a time.

4 According to Mazorodze & Buckley (2020), coaching and mentoring are not synonyms, and are in
fact different KT tools.
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Tool Description

Responsibilities are assigned to specific stakeholders, in or
outside the organisation, who would own a resource.
Transference of knowledge through narratives which can build a

Sourcing decision

Storytelling shared understanding.
Succession Development of plans to transfer knowledge before an individual
planning leaves the organisation.

. . Transference of knowledge from the interviewee to the
Video taping

interviewer, but with the possibility of being reused.

Information technologies have also become KT tools. As a prime example, knowledge
repositories are “...online storehouses of expertise and documentation about a specific
domain and discipline...” (Mazorodze & Buckley, 2020, p. 5). The issue is that these
databases are considered to be private, and from an organisational perspective, they
allow people to find relevant information and knowledge easily, help connect people
knowledgeable on the topic, reduce learning and training times, and allow for the
potential discovery of new knowledge (Mazorodze & Buckley, 2020). Hypertext itself has
been touted as a KT tool by Swift (1991). Hypertext allows for the creation of knowledge
repositories but can be used in conjunction with other ways of representing knowledge.
It allows users non-linear paths to access information, i.e., it lets the user make their own
choices of what knowledge to access based on their needs. The only requirement is
that the links must be organised in a pattern or structure which is meaningful and
understandable for the user. (Swift, 1991)

Discovering knowledge in a database is not new. In fact, since 1991, it has been a field
of its own, knowledge discovery in databases (KDD), which researches how to uncover
useful and/or interesting knowledge from these sources (MIT, 1991). KDD is a subfield of
machine learning and focuses on large amounts of uncertain data. However, as seen from
Article 1, the data in the discussed database is already information and is no longer
uncertain. Thus, in this case, knowledge discovery (and its subsequent transfer) can also
be conducted by non-machines. This point is further explored by Dougherty (1999) who
posits that despite the dominating IT-led perspective in KM and KT, databases are just
tools, and in the end, KT depends on the choices made by individuals. This is all to say
that the existence of KT tools does not guarantee KT by itself, but it may simplify, aid,
enable it.

1.2 Elections

This subsection explores elections, specifically dealing with electoral management and
internet voting. These last two concepts were the overarching themes for Article Il, and
Articles IV and V, respectively. Article Il presented a way to simplify the information
relative to electoral management as a desire for easier understanding and teaching.
Article IV analysed a unique case study involving a failure of implementation of internet
voting. Through this analysis, a theoretical artefact was created to attempt to explain it.
This artefact was further used in Article V to try to understand the current efforts related
to the implementation of internet voting in a different environment, and to help identify
pitfalls and issues that might arise during its inception. The following section is devoted
to explaining the topics of electoral management, internet voting, and knowledge
transfer in elections.
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Electoral management

Managing or administering an election in a country is an enormous task, and sometimes
it is the largest activity that has been organised in that country (International IDEA, 2014).
With the increasing globalisation, electoral administration and management has become
more scrutinised. As new technologies appear, some have been introduced as solutions
for greater efficiency in these endeavours. The term ‘election administration’ refers to
how the register of electors is compiled, how they vote, and how those votes are counted
(James, n.d.). Electoral management, on the other hand, alludes to the entity governing
the elections, and the different tools, roles, and functions that it might have to pull such
an incredible endeavour off (ACE, n.d.).

The term electoral management body (EMB) refers to the body or bodies responsible
for the management of an election, regardless of the size of the existing institutional
framework. It can be responsible for some or all elements necessary® for an election and
might take on other tasks® relevant to the process. EMBs should be guided by multiple
principles, but for the purpose of this dissertation, the author presents three of them:
transparency, efficiency, and professionalism. Transparency is necessary since the electoral
process is highly scrutinised and such lack might bring about suspicion. Efficiency is
required so that all allocated funds are properly spent, and services are fully delivered
on time and correctly. Professionalism is essential since the whole process needs its
procedures to be implemented accurately and correctly by competent staff. This translates
to the need to transfer the correct knowledge and skills to electoral administrators.
(International IDEA, 2014)

The EMBs’ work is cyclical because the nature of the electoral process itself.
Throughout the so called ‘electoral cycle’, EMBs might have varied powers and
responsibilities relative to the activities of the process. The electoral cycle (illustrated by
Figure 2) is defined as being:

“[tlhe full series of steps involved in the preparation, implementation and evaluation
of an election or direct democracy instrument, which is viewed as one electoral event in
a continuing series. In addition to the steps involved in a particular electoral process,
it includes preelectoral activities such as the review of relevant legal and procedural
provisions and electoral registration, as well as post-electoral evaluation and/or audit,
the maintenance of institutional memory, the process of consultation and the planning
of the forthcoming electoral process.” (International IDEA, 2014, p. 400)

Resources, human and otherwise, are also dependent on the cycle and might fluctuate
as a result of the current phase the cycle. Poll workers, for example, are temporary
stipended volunteers that are necessary for delivering the election. Their responsibilities
(which might be subject to change depending on each country) include setting up polling
stations, greeting voters, ensuring that only those that are allowed and can vote do so,
handing out the ballots, ensuring the secrecy of the vote and order at the polling station.
(Clark & James, 2023)

5 These necessary elements include the determination of who can and is allowed to vote, the
receipt and validation of the electoral nominations, the administration of the poll, and the count
and tabulation of the votes (International IDEA, 2014).

6 These refer to registering voters, delimiting boundaries, educating and informing voters,
monitoring media, and resolving electoral disputes (International IDEA, 2014).
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Figure 2. The Electoral Cycle (International IDEA, 2014, p. 16).

Voting is held in the ‘Voting Operations and Election Day’ phase of the electoral cycle.
Balloting can happen during election day in a specified official location, or outside these
parameters. When the latter happens, it is called convenience voting, a term which refers
to any type of voting that allows voters to cast their ballot at a place and time other than
those on election day (Gronke et al., 2008). The idea is to make it easier and/or cheaper
for the voter to vote and this can be done by mail, phone, secure website, or the web, or
physically earlier at satellite locations or voting centres. While the benefits of increasing
turnout seem positive, other concerns related to costs, fraud and coercion always appear
when discussing convenience voting. (Gronke et al., 2008) Another issue that has been
analysed involved a case study in the US where withdrawn candidates performed better
through mandated voting by mail, because citizens were not exposed to information that
was revealed in the final weeks and days leading to the election day (Meredith &
Malhotra, 2011).

One final consideration regarding convenience voting is that electors prefer to do
things the way they have done in the past (Alvarez et al., 2018). This is tied to the
adoption of technology where “..prospective users are often uncertain about the
advantages and disadvantages of new technologies.” (p. 95) Therefore, if this uncertainty
is reduced or removed, and the advantages are verified, the individual might proceed
with the adoption. However, if these technologies are framed negatively, for example by
focusing on election fraud as in the case study from the US, less citizens will think about
using convenience voting methods and would prefer to keep on using paper ballots
during election day. (Alvarez et al., 2018) The next subsection delves a little deeper into
one specific type of convenience voting, i.e., Internet voting or i-voting, exploring its
characteristics and dimensions, in addition to other subjects.

I-voting

Internet voting, or i-voting is a type of convenience, remote and electronic voting.
Convenience, as previously stated, because it allows the elector more flexibility of where
to and when (within the established legal timeline) to vote. Remote, because the voter
does not have to be physically located near or in a designated location to vote and
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because it “..depends on an underlying communication network to function properly.”
(Gibson et al., 2016, p. 279) And finally electronic, because it depends on electronic
technology in order to work properly. Therefore, Internet voting is a type of remote
electronic voting that allows the voter to cast their vote through an electronic device
connected to the Internet, without having to be present in a supervised environment.
(Gibson et al., 2016) A system that allows Internet voting is therefore referred to as an
IVS, i.e., an Internet voting system.

At the time of writing this dissertation, in March 2024, International IDEA’s (2024)
database indicated that a total of 15 countries out of 174 in the world were currently
using IVS. Closer inspection of this database revealed that the evidence for this claim
related to the approval for the use of IVS by the corresponding legislation (i.e., electoral
law) and/or instructions on how to vote online. Figure 3 showcases the countries that
fulfil the preceding parameters and were identified by International IDEA.

Figure 3. World map indicating countries that have approved the use of IVS in their legislation (data
sourced from International IDEA, 2024)

Internet voting, as any other activity, may exhibit drivers and barriers when
attempting to implement it. Licht et al. (2021) summarised these into two lists of fifteen
elements each. Some of the drivers include, but are not limited to, universal access,
the reduction of costs, improvement of processes, increasing turnout or at least preventing
its further decline, being a form of convenience voting and the socioeconomic status of
the voter. On the other hand, barriers are not limited to changes in the legal requirements,
security concerns, theoretical-technical vulnerabilities, lack of a framework, lack of
verifiability, general mistrust in technology, in government and in EMBs.

There is a specific driver that characterises Internet voting — the reduction of costs.
In essence, Internet voting is the most cost-effective and cheapest way of doing so
(Krimmer et al., 2021). Cost accounting was used to analyse multi-channel local elections
in Estonia. This was also the firstinstance that BPMN was used in order to model electoral
activities, which in turn allowed the detection of potential expenses connected to such
processes. In the end, Internet voting was around 75% cheaper than election day voting
in ordinary polling stations, making it extremely cost efficient. It also concluded that by
introducing Internet voting as an additional channel unused capacities can appear, and
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other voting channels are affected with a reduction in cost effectiveness, because they
are not being used as much as they would have been. (Krimmer et al., 2021)

Having considered the information above, there were still some locations that wished
to implement Internet voting, like the Aland Islands. Unfortunately, as described in
Article IV, their attempt did not succeed. And even if such failures do not detract other
countries, like Moldova, to try it on their own, they can still be used to learn lessons and
to attempt to facilitate the implementation.

KT in elections

KT in elections is a topic that has seen very limited research’. A systematic search in Web
of Science and Scopus of the terms ‘knowledge transfer’ or ‘knowledge sharing’ and
‘elections’ resulted in a very small sample, of which few articles, if any, could be relevant
to this dissertation. Using the first combination leads to Maurer’s (2009) paper discussing
knowledge transfer during election campaigns and focusing on how media and politicians
present the parties’ programmes to the citizens. The rest of the papers (forty-five other
results) focus on either term of the combination, without any linkages between them.

The second combination, this time using ‘knowledge sharing’, yields a higher number
of results (a hundred eighty-six results), but similarly, most of the results are focused on
either term separately, without bringing them together, or dealing with ‘sharing’ and
‘elections’. The more relevant articles investigated sharing information or knowledge
online for political purposes or prior to an election (Beam et al, 2016; de Ledn et al, 2023).
The author also swapped ‘elections’ for ‘electoral administration’ or just ‘electoral’, with
considerably fewer than a dozen results and similarly lacking combined research.

An additional attempt was made with the terms ‘knowledge tool’ and ‘elections’.
The most relevant result is a chapter in the proceedings of a KM conference, a case study
about the US investigating the use of Twitter as a tool that affects the voters’ opinions
(Alfarhoud, 2018). The rest of the one hundred fifty results once more balanced results
for ‘knowledge’ and ‘tool’ or ‘tool’ and ‘elections’, with less relevancy to our topic. A final
attempt was made with the terms ‘knowledge transfer tool’ and ‘elections’, but no
relevant results were found. Similar investigations were conducted using Google Scholar,
but no new insights were uncovered, even though the number of possible results inflated
into thousands and millions.

1.3 Cybersecurity

This subsection explores the concept of cybersecurity and its related terms, national
cybersecurity and national cybersecurity strategy. These last two concepts were the
overarching themes for Articles | and lll, respectively. Article | explored national
cybersecurity from a global perspective, having analysed 161 countries. It presented
similarities and differences in the national approaches, and pinpointed countries that
could be used as role models based on practical endeavours. Article Ill explored all
national cybersecurity strategies publicly available at the date of the study from a
perspective of conflict/warfare, neutrality, and international cooperation. It outlined
their recurrence and drew inferences regarding national positions with regard to these
topics. The following subsection is devoted to explaining the topics and exploring past
research related to knowledge transfer.

7 At the time of writing this dissertation in early 2024.
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A nation’s cybersecurity

Cybersecurity is one of those elusive terms that have no fully accepted definition, starting
from the fact that it can be written as a single word, or as ‘cyber security’, and even their
capitalisation is in question. ENISA (2015) posited that it is an umbrella term which is
impossible to define because it would not be able to “..cover the extent of things
cybersecurity covers...” (p. 7) and that relevant contextual definitions are recommended.
A few years later in 2017, ENISA defined cybersecurity on the basis of cyberspace,
as presented in Article I. Nevertheless, it is not the only definition in academia and the
rest of the world follows the recommendation of selecting the definition that is most
relevant and fits their corresponding context. The term’s definition undergoes further
modifications depending on the language, and in some cases, it is replaced by other
terminology (e.g., information security [Korea], cyber defence [Israel], digital security,
etc.) based on the national environments and situations. Table 2 presents some
definitions of the term cybersecurity. These were mostly gathered from authorities in
charge of the topic, whenever possible, or the legal acts that cover it. The definitions that
were in other languages than English (e.g., French and Italian) have been translated by
the author of this dissertation). The definitions have been presented in the alphabetical
order of their countries/institution.

Table 2. Various definitions of cybersecurity

Original
Language(s) Definition Source
/ Country

State of an information system that is resistant to
French / cyberattacks and accidental failures occurring in cyberspace. | ANSSI,
France Cybersecurity is ensured by cyberprotection as well as, in | 2023
case of the State, by cyberdefense.
Set of measures — physical, logical and procedural —aimed at | ACN
guaranteeing confidentiality, integrity, and availability of | CSIRT,
information processed via IT systems. (n.d.)
The collection of tools, policies, security concepts, security
safeguards, guidelines, risk management approaches,
actions, training, best practices, assurance and technologies
that can be used to protect the cyber environment and
organization and user’s assets. Organization and user’s assets
include connected computing devices, personnel,
infrastructure, applications, services, telecommunications
systems, and the totality of transmitted and/or stored
information in the cyber environment. Cybersecurity strives Ty,
to ensure the attainment and maintenance of the security 2008
properties of the organization and user’s assets against
relevant security risks in the cyber environment. The general
security objectives comprise the following:
e Availability

Italian /
Italy

English /
None - ITU

e Integrity, which may include authenticity and non-
repudiation
e Confidentiality
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Original

Language(s) Definition Source
/ Country
The protection of devices, services, and networks — and the NCSC
English / UK | information on them — from unauthorised access, theft, or (n.d) ’
damage. '
1. Prevention of damage to, protection of, and restoration of
computers, electronic communications systems, electronic
communications services, wire communication, and
electronic communication, including information contained
English / therein, to ensure its availability, integrity, authentication, | NIST,
USA confidentiality, and nonrepudiation. (n.d)

2. The process of protecting information by preventing,
detecting, and responding to attacks.

3. The ability to protect or defend the use of cyberspace from
cyber attacks.

Considering the various definitions and interpretations given to it based on the
different contexts, ‘national cybersecurity’ goes one step further and adds to it. Once
more, we find ourselves with a term that has no universally accepted definition, although
it is widely used throughout the world (NATO CCDCOE, 2012). The NATO CCDCOE (2012)
defined it as “..the focused application of specific governmental levers (which includes
both incentives and regulation) and information assurance principles to public, private,
and relevant international ICT systems, and their associated content, where these
systems directly pertain to national security” (p. 42—-43), while the author of this
dissertation, in Article I, applies ENISA’s definition of cybersecurity to the national level,
to be achieved by the government in charge and the relevant stakeholders.

Given that cybersecurity has been identified as an umbrella term, and the addition of
the word ‘national’ has extended this ‘umbrella’ to encompass a whole nation, it has not
been established what the term ‘national cybersecurity’ covers. The NATO CCDCOE (2012)
posits that national cybersecurity in turn has five mandates, sub-topics so to say, that are
part of it: cyber military, countering cybercrime, intelligence and counter-intelligence,
critical infrastructure protection and national crisis management, and cyber diplomacy
and internet governance. Article | applies the methodology of the NCSI, and in addition
to including almost all previous mandates?, it expanded the list of mandates to include
the development of cybersecurity policy, cybersecurity education and awareness,
protection of digital services (both public and private), protection of personal data,
the development of electronic identification and trust services. This ‘table of contents’
related to national cybersecurity while theoretically constructed from best practices by
experts and practitioners, might not yet be complete. However, it does provide a first
glance into national cybersecurity and what is necessary in practice to maintain it.
The next paragraphs present national cyber security strategies (NCSS). As a subtopic of
national cybersecurity, these official documents are most of the time publicly available
to present a nation’s approach to the topic.

8 The NCSI presented 46 indicators grouped into 12 capacities. Of the NATO CCDCOE (2012)
mandates, the NCSI methodology did not include the ‘intelligence’ responsibility and renamed
‘counter-intelligence’ as ‘cyber threat analysis’, and the ‘cyber diplomacy and internet governance’
as ‘contribution to global cybersecurity’.
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National cyber security strategy

Article Ill explores the concept of a national cyber security strategy (NCSS) and defines it
as “..a document that identifies interests and ambitions related to national cybersecurity
and communicates the use of resources to reach those goals.” (p. 421) Their structure
and contents may vary depending on the national postures, however, being high-level
strategic documents, common elements can be found in them, including, but not limited
to, presenting the national values and the strategic vision, assessing the current situation
and future challenges, and defining goals, actions, activities and/or timelines to address
them (Article Il).

Given the aforementioned characteristics, it is common to find that academic literature
in the field of cybersecurity includes multiple articles either analysing individual NCSSs
or comparing the NCSSs of different countries. Luijif et al. (2013) studied the NCSSs
(published between 2009 and 2011) of ten countries from an inductive standpoint in
order to discover similarities and differences. Differences included the presence or lack
of a definition for cyber security, their focus on the national approach, and the scope of
the document. Similarities accentuated the need for a whole-of-society approach,
the existence of global threats, and the protection of critical infrastructure. (Luijif et al.,
2013) Newmeyer (2015) analysed various existing NCSSs in addition to best practices
published by cybersecurity related international organisations to offer recommendations
on what the NCSSs of developing countries should contain. Some of the recommended
items include: reference to political will, the establishment of public-private and/or
interagency multi-stakeholder groups, the existence of a legal framework, protection of
critical infrastructure, emphasis on education, the creation and administration of incident
and crisis response entities, and the protection of civil liberties. (Newmeyer, 2015)

Most recently, Oruj (2023) evaluated the cybersecurity strategies of twelve nations in
an attempt to improve the understanding of the term ‘cybersecurity’ from a global
perspective. Nevertheless, the conclusion makes it clear that “[clountries have different
views on cybersecurity...” (p. 114), and even if countries understand the need for
international cooperation, the absence of a common terminology makes it harder for
them (Oruj, 2023). Odebade & Benkhelifa (2023), ten years after Luijif et al. (2013), once
more compared ten NCSSs to identify strengths and weaknesses. Some of the latter
include the lack of an implementation or constant evaluation plan, the lack of budgetary
transparency, and missing overarching principles (e.g. scope, timelines, roles, resource
allocation, etc.). At the end of their paper, they posit some recommendations for the
improvement of NCSS.

KT in cybersecurity
Unlike elections, knowledge transfer/sharing and cybersecurity has seen more research.
Sharing previous relevant experiences and knowledge is considered an indispensable
resource for cybersecurity awareness (Rhee et al., 2009). It is also reduces, mitigates and
thwarts security incidents risks (Arachchilage & Love, 2014; Tamjidyamcholo et al., 2014;
Ben-Asher & Gonzalez, 2015). For the private sector, sharing cybersecurity knowledge can
reduce the tendency of stakeholders to underinvest in cybersecurity (Gordon et al., 2015).
Regarding the internal workings of an organisation, knowledge sharing positively
affects an employee’s attitude to comply with cybersecurity policies, in addition to
furthering cybersecurity knowledge (Safa et al., 2016). On a larger scale, Feledi et al.
(2013) present a web-portal through which cybersecurity knowledge can be shared among
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different organisations. Some of the identified barriers to the adoption of this tool
included (ibid.):
o unwillingness and lack of justification to contribute, unless clear benefits were
presented;
e trust between the users, since sharing knowledge might lead to competitive
disadvantages;
e unclear definition of the target group of users, since sharing knowledge might
take away competitive advantages;
e attraction and maintenance of a critical mass of users to guarantee the
usefulness and sustainability of the web-portal;
e maintaining and assuring the quality of the knowledge, which could be either
left to the user community or moderators.

As in the previous case, Tamjidyamcholo et al. (2014), identified a similar barrier in a
virtual community, which showed low willingness for members to share knowledge.
This stemmed from the idea that sharing knowledge might also increase cybersecurity
risks, since malicious actors could also have access to this knowledge and use it for their
own purposes. Nevertheless, their findings indicated that knowledge sharing decreases
cybersecurity risks.

Since cybersecurity and its subtopics permeate all sectors, other research has focused
on more pointed questions. From an educational perspective, Gupta & Wolf (2018)
attempt to answer whether knowledge from teaching and researching cybersecurity is
transferable into practice, focusing on a university’s IT department and its website. Their
research suggests that this was the case in relation to research excellence® but not
teaching excellence, institutional size, nor tuition costs (Gupta & Wolf, 2018). With a
similar perspective, Waddell (2024) presents a human-centred° cybersecurity education
programme developed for healthcare and using lessons learned from commercial aviation
in Canada.

On a final, more technical point, there is a body of literature dedicated to cybersecurity
information! sharing. Pala & Zhuang’s (2019) literature review categorises the existing
articles into 1) technical/conceptual (that discuss frameworks, and decision-supporting
tools); 2) policy making (studying public-private partnerships, their lawfulness and
information sharing agreements); 3) game theory (researching the balance between
investing in cybersecurity, risks and privacy, in addition to mechanisms to improve
information sharing); and 4) other analytics (focusing on alternative analytical models to
game theory). The existing literature’s position on information sharing and collective
knowledge is that they are beneficial for strengthening mitigation and response
capabilities and reducing the cost of cybersecurity investments. (Pala & Zhuang, 2019).
These benefits are more than likely retained once information becomes knowledge.

9 Cybersecurity research excellence is presented as having “..papers accepted at prestigious
cybersecurity conferences.” (Gupta & Wolf, 2018)

10 Focusing primarily on the human risk factor (Waddell, 2024).

11 Information is data (i.e., representations of facts that are unprocessed or unrelated) organised
to produce meaning. Knowledge is one step higher in the hierarchy and is considered to be the
product of information in combination with the person’s experiences, intuition and expertise.
(Zins, 2007)
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2 Methodology

The research conducted for this dissertation followed a qualitative research design, and
all articles, with the exception of Article IV, follow pragmatism as the research paradigm.
The remaining article follows an interpretivist approach. While Article Il does not
investigate information systems or information and communications technologies,
the findings can be applied to legislation applicable to these topics. In information
systems, pragmatism has been presented as an alternative to interpretivism and
positivism (Goldkuhl, 2012). According to Goldkuhl (2012), “[p]lragmatism is concerned
with action and change and the interplay between knowledge and action...” (p. 136) and
“Itlo perform changes in desired ways, action must be guided by purpose and
knowledge...” (p. 139). Therefore, the purpose of an inquiry into a part of reality is to create
knowledge to affect change in said part of reality. On the other hand, interpretivism looks
to discover, acknowledge, reconstruct, understand, and use the subjective meanings
existing in the world as the foundation for theories. (Goldkuhl, 2012)

Thus, Articles | and Ill are inquiries into the real world looking to construct more
knowledge that is useful for action (in the fields of cybersecurity) through data assessment
and intervention. Article Il constructs knowledge by demonstrating a way to simplify
information that is useful for the administration of elections. Article IV attempts to
understand a case study and creates a theoretical framework that attempts to explain
the study, while Article V works with this construct to provide constructive knowledge
and engage change in another real-world case.

2.1 Research design of the articles in the dissertation

Articles Il, IV, and V deal with single case studies. Case studies are known for being used
for exploratory or descriptive purposes, but they can also serve for explanatory reasons
(Yin, 2018). Yin (2018) justifies using single cases when these are critical, unusual,
common, revelatory, or longitudinal. The cases in Articles Il and IV are unusual (with
Estonia’s implementation of multiple ways of convenience voting and the Aland Islands’
attempt to introduce internet voting, respectively), while that of Article V is unique
(since it attempts to apply the framework of Article IV to the practical situation of
Moldova’s internet voting pilot).

The NCSI methodology was used in Article I. As described in that article, it was created
by the e-Governance Academy as the foundation for the National Cyber Security Index
(NCSI)*?, a live global index, and as a cybersecurity reference, assessment and capacity
building tool. The methodology is based on literature review, with the additional step of
a ‘peer review’ verification of said literature by two or more cybersecurity experts.
The literature review part refers to the search and identification of publicly available
official information that might fulfil the criteria of 49 different cybersecurity indicators®3.
The ‘peer review’ part of the process refers to the checks and verification of said
information to make sure that it complies with the individual criteria of each indicator.

12 The author of this dissertation has been assigned to the NCSI since 2018, assisting in the data
collection and analysis of most, if not all, of the 177 economies that were present and had been
published by September 2023 in the NCSI.

13 The NCSI methodology was updated in September 2023 (NCSI, 2023). Article | was written at the
start of 2023 when the previous methodology was applicable. The previous methodology had 46
indicators, while the current one has 49 indicators.
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Information that fulfils the criteria is approved and published as part of that specific
country’s dataset. Filling the indicators with correct evidence will directly impact the
country’s score, which in turn will affect the country’s overall rank in the NCSI. For more
information, please refer to the methodological section of Article I. Article Il also uses
literature review. In this case, its application was much more direct since the research
questions clearly indicated the literature to review, namely the NCSS. As Snyder (2019)
posits, literature review as a methodology permits to identify all the evidence fitting a
specific criterion to answer specific questions or hypotheses, thus summarising findings
to discover areas where research and/or improvements are needed. In the case of Article
I, since the hypotheses were specific and directly related to the NCSS, literature review
was the best methodology to verify them.

Article Il also made use of design science, which has been defined as the study and
creation of artefacts being developed and used for solving practical problems of general
interest (Johannesson & Perjons, 2014). In it, the steps designed by Peffers et al. (2007)
for design science in information systems research were followed: identification and
motivation of the problem, definition of the solution objectives, design and development,
demonstration, evaluation, and communication. The demonstration of Article Il was
conducted on a single case study. Under this definition, this dissertation can also be
categorised under this paradigm since it is attempting to improve upon knowledge
transfer and information governance in public administrations through the introduction
of useful artefacts.

2.2 Data collection and analysis

Considering the documentary nature of public administration, the attempts to find
opportunities and deficiencies (i.e., trends) and/or to solve issues, data collection heavily
relied on document analysis and secondary data analysis. Given the sheer number of
countries included in Articles | and Il (161 and 113, respectively), document analysis
formed the basis of these publications. Article I's data had been collected for three
consecutive years and collated into the NCSI. While the NCSI itself contained 46 indicators
(grouped into 12 capacities), not every country presented documentary evidence for
each indicator. Still, given the constant update of the live NCSI, and the revision of data
that might not have matched the criteria for the NCSI, more than 7,000 documents were
analysed using the NCSI’'s methodology and summarised into 161 cases for Article I.
Article Ill was smaller in scope, and only those countries that presented publicly available
national cyber security strategies were selected for the study. This amounted to
113 documents analysed for the three main topics of the study.

Article Il also used document analysis, because the Electoral Law was the main focus
and its simplification into a BPMN diagram was the result. Since diving into documents
was not sufficient for Articles IV and V, further information was collected through
semi-structured interviews. In total, twenty-one interviews with electoral stakeholders
were held in the Aland Islands by the writing team. The interviews prior to the Election
Day in the Aland Islands were tailored toward a different topic. Nevertheless, once the
failure of internet voting happened, the information obtained served as the background
for our new focus. The rest of the interviews focused on trying to understand the
reason(s) behind such failure. A dozen semi-structured interviews with stakeholders
involved with elections, for Article V, served as background information for the practical
application of the framework created by Article IV. Table 3 presents an overview of the
articles and their research and data collection methodologies.
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Table 3. Overview of the research designs of the Articles

Article Main Data Collection
methodology Document | Interviews | Secondary Literature
analysis data review
analysis
| NCSI X X X
1 Design  science
and a single case X X X X
study
1l Literature review
\} Single case study
Vv Single case study

The collected data was analysed using different approaches, which were either
inductive or deductive, depending on the article being used. Articles I, I, 1ll, and IV used
a deductive approach, while Article IV applied an inductive one. Article | made use of the
NCSI methodology, which presented 46 individual cybersecurity topics grouped around
a set core (labelled as capacities) of 12 themes. Article Il built on the idea that electoral
laws could be made easier to understand and used the Business Process Model and
Notation (BPMN) to demonstrate the hypothesis. Article Ill was similarly based around
hypotheses which were constructed around the themes of warfare, neutrality, and
international cooperation in national cybersecurity strategies, from which the
corresponding coding ensued. The inductive approach was used in Article IV, categorising
the data into core themes identified by using the NVIVO qualitative data analysis
software. Finally, Article V employed a deductive approach by using the artifact created
in Article IV as the theoretical starting point of the case study.

2.3 Limitations

A couple of limitations could be mentioned regarding this dissertation and the included
articles. The first would be the application of non-governmental approaches to public
administration research, as is the case with Articles | and Il. In the former case, the NCSI
was created and is currently managed by a nonprofit organisation (although there are
records of countries using the Index to improve their own national situation), and in the
latter case, the use of the BPMN comes directly from the private sector (although there
have been instances of BPMN use in public sector research, see Article Il for references).

The second more important limitation is the reliance on the availability and
completeness of official information. In Article I, the NCSI, as-is, is completely based upon
publicly available official information. Information that is not shared cannot be added to
the record and appears as an absence rather than registering any attempts toward
completion. Article Il also depends on the accessibility of the electoral law and any other
internal processes during the electoral cycle to map the activities correctly. Article 11l
studied 113 countries out of 194 UN member states because these were the only ones
that had a publicly available NCSS. Similarly, as in Article I, the lack of publicly available
NCSSs does not mean that the country is not attempting to draft one or does not have
some other process/artefact that replaces such a document. Article IV mentioned
thatthe lack of information in a couple of instances due to secrecy and confidentiality,
which might have brought further clarification to the creative theoretical framework.
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Article V uses this theoretical framework in an ever-evolving situation that the author is
not able to fully monitor from all possible perspectives, in addition to some information
being withheld under the same reasons as in Article IV.

The third limitation, only applicable to this dissertation, concerns the DKTC. Its
limitation is that the model does not take into account that useful knowledge can be
created before a need is uncovered (Dooba & Downe, 2011). To put it into the
perspective of this work, it would be the case of Article IV, a theoretical framework which
was created as an explanation to a failure in implementation. The nature of the
framework was such that it might have only served to explain this particular failure until
a similar case appeared in the future, if at all. This was useful knowledge that could not
be transferred outside the specific parameters of the failure of implementation.
However, with the appearance of a new need, such as that of this dissertation or of
Article V, this knowledge could now be transferred to fulfil the new need(s). While this
limitation is part of the DKTC, it has not impacted this work in a meaningful way.

Given the compartmentalisation of the topics, the final group of limitations refers to
those applicable to each and every one of the articles in this dissertation. The author
kindly refers the readers to the corresponding articles to read more about them.
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3 Results

This chapter presents the results of the individual articles in the context of KT. The first
section will deal with KT and elections, while the last section will do the same for KT and
cybersecurity. Given that the publications themselves provide novel knowledge, ideas,
and concepts in their corresponding fields, not a lot of focus will be put on their
corresponding findings (readers are kindly referred to the publications themselves for
more information), but on their added value to knowledge transfer literature and
concepts, as discussed in the background chapter.

3.1 KT regarding elections

Knowledge transfer regarding elections can be undertaken through the translation of the
electoral law and processes into BPMN, as presented in Article Il, in addition to creating
theoretical frameworks to be applied in practice, as elaborated upon in Articles IVand V.
The benefits of such approaches will be made clearer in the following paragraphs.

BPMN translation

Article Il presents the idea of using BPMN to make electoral laws more comprehensible
to multiple stakeholders. When applying the DKTC model, the author can identify that
the existing knowledge involves the electoral code and all corresponding legislative
instruments that regulate the elections. The discussed need can either be the one framed
in the research question of this dissertation (i.e., how to transfer knowledge) or in the
research question of the article (i.e., how to make electoral laws more comprehensible).
The stakeholders involved can be classified as those part of the EMB and/or administering
the elections, or as those not part of these bodies, i.e., the majority of the citizens/voters.

The use of BPMN would be a type of disseminative capacity when applying the DKTC
model. The primary focus of this type of capacity is knowledge diffusion, and among
the activities generally associated with this capacity, one of them matches the use of
BPMN, adapting/translating knowledge to end-users’ reality (see Parent et al., 2007).
As mentioned in Article Il, the instructions for poll workers are mainly derived from the
electoral laws, and the more difficult they are to understand, the more difficult it
becomes to deliver elections properly. Given that poll workers may yield specific powers
during voting days, it means that if the implementation of the proceedings differs,
the quality and integrity of elections may be affected. Other stakeholders that are also
interested in this kind of information are the voters. As seen in the electoral cycle, there
is a training and education phase during which voters can expect information to be
shared with them. If the system presents multiple ways of convenience voting, this need
for information and knowledge on how to proceed, compounds. Lack of transparency
may have a direct consequence to the conduct of the voters, and thus directly impact the
elections.

The translation of an electoral law into a BPMN diagram would clearly illustrate the
regulations and outline the responsibilities of information-related behaviours across the
different stakeholders involved in electoral management. It would also serve as a
reminder to them about their specific rights and responsibilities they should follow in the
corresponding steps. Additionally, it maximises the use of human, logistical and financial
resources, and allows them to be more easily audited, as in the literature about the cost
of elections. Finally, it would safeguard against issues caused by human error before,
during, and at the end of elections. Such diagrams would also increase the transparency
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and openness of public administration toward citizens, which might positively affect their
trust in the institution and the process. Organisationally speaking, it would harmonise
and make trainings easier and make organisational shifts and changes in work practices
faster to adapt to. In case of issues in the elections, audits would be easier to conduct
since the processes and responsibilities are well and clearly documented. Figure 4
illustrates an example of a BPMN diagram created to represent the responsibility of a
Voting District Committee for the process of advance voting, using the electoral law in
force for Estonia’s 2019 Parliamentary elections.
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Voting District Commttee (VOC)

Figure 4. BPMN of the advanced voting delivery in the 2019 Parliamentary elections in Estonia
(Article I1)

The BPMN diagram also serves as the way to transfer knowledge from one practitioner
to another. It also segments a long process into its constituent activities, thus presenting
the information in small understandable bits that reach out to an end goal. The creation
of a diagram should not considerably impact the resources of public administration and
they would only be updated if there are any changes in the corresponding law. On the
other hand, it should have no impact regarding policy transfer; this should only happen
at the level of the electoral law. If this does happen, then updating the diagram to reflect
the new environment would be much easier, given that all activities have been separated
and the process simplified.

The diagrams themselves combine a couple of KM/KT tools. Given that they would be
specifically used within the context of elections, this means that a very specific group of
people would be using it. Therefore, there are communities of practice and the
transference of knowledge via mentoring is done through this formal group. Specific
actors and stakeholders are identified, which means that sourcing decisions are easier to
handle as every activity is assigned to a specific individual or entity. During the elections
themselves, the diagrams can be used for coaching and supporting the decisions of the
EMBs. Finally, given that some of the staff is not permanent, succession planning is made
easier since the knowledge to be transferred is already illustrated in such a diagram.

The diagram itself can be drawn by hand or using IT. Since it is an illustration of an
electoral law, it becomes a knowledge repository. The information contained in it can be
hypertexted to provide additional information about the specific stakeholder, term or
activity. Since it presents an as-is picture of the current electoral law, it makes it easier
to see where improvements can be made and errors exist, so as to further improve the
corresponding legislation.
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Applicable theoretical frameworks

Articles IV and V are more specific in nature, dealing with the implementation of an IVS.
The research team had headed to the Aland Islands to better study the costs of Internet
voting and other voting channels during their elections. However, at the last minute their
government decided not to implement Internet voting, thus making the researchers
refocus their efforts into understanding why the implementation of the IVS had failed.
As a result, Figure 5 was repurposed from a more general e-Participation system failure
(Toots, 2019) into one that could theoretically explain the case of the Aland Islands.

Aland Internet
Voting System

Stakeholders
Citizens, Voters
Politicians, Candidates

Media, Observers

Project Organization

Election Management

Vendors

Figure 5. Mirabilis of IVS failure (Article IV, p. 42)

While the creation of theoretical frameworks is not new in public administration
studies, the innovative approach is attempting to use one of them for practical purposes.
In this case it refers to Article V, where the author attempts to apply this framework to
analyse the current situation of IVS implementation in Moldova to identify potential
pitfalls and to ultimately prevent a failure like in the Aland Islands. As we have previously
seen, there are not many countries that have implemented IVS, so for this specific case,
information about IVS implementation should be effectively used and maximised
whenever possible.

When applying the DKTC model, the author can identify that the existing knowledge
involves the electoral code, the stakeholders and all corresponding legislative instruments
and contextual elements relative to elections. Similarly, as in the previous case,
the discussed need can either be framed in the research question of this dissertation
(i.e., how to transfer knowledge) or in the research question of the article (i.e., how to
identify potential pitfalls). The stakeholders involved can be classified as those part of
the IVS implementation, or as those not part of it.

The Mirabilis of IVS failure (Figure 5) serves as both a generative and a disseminative
capacity. As the former, its primary focus is on knowledge discovery, and as the latter,
on knowledge diffusion (see Parent et al., 2007). It allows the identification of contextual
elements and classification of stakeholders involved in IVS implementation. It also permits
the discovery and diffusion of the relationships between the different stakeholders,
themselves, and takes into account the context as well. Once this is done, further analysis
can yield opportunities and risks to be handled by the implementors of the IVS.
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Having a diagram that explains the failure of implementation and using it to avoid it,
is a non-standard way of seeing things, which might also be classified as new and effectively
as double-loop learning. As a KM/KT tool, it combines storytelling (i.e., the failure of the
Aland Islands), with competency mapping and knowledge valuation to identify the needs
and produce a gap analysis. It also services the identification of future capability
requirements and effectively becomes a knowledge repository where the necessary
elements start to be added one by one. While the implementation of IVS is still underway
in Moldova, the practicality of this theoretical framework for this specific case is
unmatched.

3.2 KT regarding cybersecurity

KT regarding cybersecurity can be handled by the creation of a publicly available
database of documentation and sources, which can also double as an index, as presented
in Article |, in addition to massively multi-country studies to find commonalities and best
practices, as elaborated upon in Articles I and lll. The benefits of such approaches will be
made clearer in the following paragraphs.

Database/Index

Article | presents a novel idea for KT with regards to national cybersecurity. Databases
(i.e., knowledge repositories) are not in fact novel. But making a global index sufficiently
transparent to become a publicly available database/knowledge repository is innovative.
The approach of basing the scoring of the index only on publicly available information,
while it brings bias to the index*, creates a database of factual and practical information
that can serve public administrations around the world. The NCSI, discussed in Article I,
is organised into three categories, twelve capacities, and forty-six indicators. It is solely
based on publicly available official information, disclosing everything from the criteria for
each indicator and methodology to the scoring and transparency of the accepted
evidence, allowing stakeholders to understand the components of national cybersecurity.
All evidence is available as hyperlinks to the original sources for easy viewing. Figure 6
presents a partially expanded screenshot of a country page from the NCSI (taken from
Article 1).

When applying the DKTC model, the author can identify that the existing knowledge
involves everything relative to cybersecurity in a country. The discussed need can either
be framed in the research question of this dissertation (i.e., how to transfer knowledge)
or in the research question of the article (i.e., how national cybersecurity is undertaken
throughout the world). The stakeholders involved are those in charge of cybersecurity in
the country. The index/database (i.e., the NCSI) serves as a generative, disseminative
and absorptive capacity, focusing on knowledge discovery, diffusion, and application,
respectively (see Parent et al., 2007).

Unlike with the database of Feledi et al. (2013), basing the NCSI on publicly available
official information maintains and ensures the quality of knowledge, which in turn results
in trust from its users, who are able to view (and verify, if needed) the evidence. The issue
of competitive disadvantages is a non-starter since the knowledge and information are
publicly available. On the other hand, similarly to Feledi et al. (2013), the target group of

14 Referring to the NCSI of Article I, countries that are more transparent and/or more digitised
regarding their national cybersecurity have more chances to fulfill the Index criteria and thus
receive a higher score.

32



users is not explicitly defined by the NCSI. However, this does not detract from the
usefulness or sustainability of the web-portal. While the NCSI is maintained by the
creators and country volunteers, there is a clear benefit to keeping the knowledge up to
date for countries as it leads to a better position in the ranking, which in turn might
translate into a better international standing for the corresponding nation.
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Figure 6. Partially extended screenshot of a Country Page (Panama) from the NCSI (from Article 1)

If countries were to create and/or manage their own database it would present a
compendium of information, categorised into different subtopics, which would allow
stakeholders to remember their rights and responsibilities in terms of cybersecurity.
The availability of the information also assists stakeholders when they need it for tasks
and procedures. Managed by public administrations, they would be able to regulate the
quality of the information in it and update it as soon as anything changes. It would serve
as a freedom of information measure by allowing official information to be publicly
available and easy to access and would improve the openness of public administration.
Finally, it would create a clear record of past documentation every time something is
updated.

The NCSI mentioned in Article | deals with Bowman’s (1978) conundrum of how to
transfer research findings into the practical world. The knowledge presented in the
article is wholly practical but arranged from a theoretician’s perspective to simply it.
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Its applicability to specific situations is enormous, since the methodology of the Index
subdivides national cybersecurity into capacities, and further into indicators. Next,
the generational differences discussed by Burch V. & Strawderman (2014) are also
covered. As knowledge is subdivided into 46 indicators, it can be said that the
information has been presented in small bits. The fact that not all nations are able to
present evidence for all the criteria in the Index also highlights the search — discover —
rewards capabilities, since if they are missing, a country would want to fulfil those as
soon as possible to receive a better ranking and standing in the international arena.
The barriers related to knowledge transfer do not disappear, but having access to
different, practical examples of what other nations are doing in terms of national
cybersecurity allows those facing obstacles to find proven solutions and/or ideas that
might work if they are slightly modified to fit their contexts.

Policy transfer is also possible, and importantly, countries can now select from where
to transfer knowledge, given that Article | presents a more varied number of role models.
For example, Figure 7 outlines the countries that were the top scorers in the African
region for the twelve different capacities being monitored in the Index. Countries across
the world can look at these role models and have a greater choice to work with in terms
of country likeness. This is also true for the Americas, Asia, Europe, and Oceania regions,
thus presenting new opportunities for KT between countries in the world.
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Figure 7. Cybersecurity focus in Africa and top scorers for each capacity (Article I)

Finally, as a KM/KT tool, the database combines multiple tools in itself, which is a
knowledge repository. The database can be used for competency mapping, as described
in Article I. Given the large amount of role models, double-loop learning can also
happen, since newer sources for examples can challenge preexisting assumptions.
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After the corresponding mapping is completed, future capability requirements are
identified and public administration can work on it. If a score is given, like in the case of
the NCSI, knowledge valuation is being implemented. And finally, sourcing decisions
would be easier to make since stakeholders are easily identifiable.

Massively multi-country studies

Massively multi-country studies provide a trove of innovation in terms of practical
knowledge, which from the point of IG, would make effective use and maximise the value
of all existing information resources. This can be achieved by focusing on a general topic,
like national cybersecurity in Article I, or a narrower one, like searching for international
cooperation, neutrality, and warfare/conflict in the NCSS as detailed in Article Ill.
Multi-country studies are not a new element, as presented in the previous subsection.
However, massively multi-country studies are studies that involve almost all or all countries
applicable. It would not be beneficial to set a lower limit to the number of countries to
be involved, however, having explored 161 and 113 countries in Articles | and Ill,
respectively, it is clear enough to see these as being classified as massively multi-country
studies. The benefit of this approach is that it allows discovering new information that
would otherwise not have been available if a lesser number of countries had been
studied.

When applying the DKTC model, the author can identify that the existing knowledge
involves anything relative to cybersecurity for a corresponding study. The discussed need
can either be the one framed in the research question of this dissertation (i.e., how to
transfer knowledge) or in the research question of the corresponding article (e.g., in our
case, the one from Article Ill). The stakeholders involved are those relative to the
cybersecurity research that is to be conducted. A massively multi-country study serves
as a generative capacity, focusing on knowledge discovery (see Parent et al., 2007).
The author has already discussed how such investigation in Article | allowed identifying
other role models in addition to the traditional cybersecurity superpowers. Article IlI,
on the other hand, with its narrower focus, made it possible to determine the national
positions held in relation to the three national cybersecurity subtopics, which due to the
current geopolitical situation in the world was necessary to identify the countries that
would align themselves with each other. Massively multi-country studies combine
communities of practice with competence mapping and the identification of future
capability requirements. Aligned public administrations will, hopefully, be able to better
interact and cooperate with each other, having better understood the existing resources
and needs to be tackled.
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4 Discussion

The following table compiles the results chapter in the first three rows and further
focuses on their usability by specific stakeholders and their applicability to other topics,
which will be the focus of this discussion chapter.

Table 4. Overview of the results

Knowledge Applicable
g Corresponding KM/KT Tools PP
transfer . - . Usable by to other
DKTC capacity combined within .
through topics
e Communities of
practice e Public
e Mentoring administrations
BPMN . N e Decision sourcin Civil societ .
. Disseminative . & o=V sgug y Plausible
translation e Coaching organisations
e Succession planning |e Academia*
e Knowledge repository|e Citizens*
e Hypertext
e Double-loop learning
o Storytelling
Theoretical e Competency mapping|® Public
Frameworks | Generative and |e Knowledge valuation | administrations No
(Mirabilis of Disseminative |e Capability e Private sector
IVS failure) requirements ¢ Academia*
identification
e Knowledge repository|
¢ Knowledge repository * PUbI!C_ .
« Competency mapping administration
. . _|ePrivate sector
Generative, e Double-loop learning . .
) A - o Civil society
Databases / Disseminative |e Capability o
. organisations Yes
Index and requirements o Academia*
Absorptive identification .
. o Citizens*
e Knowledge valuation
e Decision sourcing
o e Public
e Communities of . .
. . administration
Massively Practice .
multi e Competence mappin * Private sector
Generative P o pping | Civil society Yes
country ¢ Capability N
. . organisations
studies requirements o Academia*
identification

*While the DKTC is a model that explains organisational KT, the author of this dissertation recognises that
‘Academia’ and ‘Citizens’ cannot be considered as organisations (unless under some specific exceptions).
Nevertheless, the DKTC model was created for social systems (see Page 13), which is what ‘Academia’ and
‘Citizens’ can be considered. ‘Academia’ and ‘Citizens’ have been included in the discussion to demonstrate the
value and usability of the proposed KT instruments beyond the organisational setting.
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4.1 BPMN translation

Relative to elections, the BPMN can be used by public administrations, especially EMBs,
to translate any election-related documented procedure-filled activity into a clear and
simplified diagram, which can be used to facilitate understanding, provide training, and
update corresponding legislation, as well as used during elections and/or to offer greater
transparency toward the population. Civil society organisations, especially electoral
observers, would benefit from such a diagram (whether created by them or by the public
administrations) to better understand (and follow the enactment of) the electoral
processes in that specific country. Since the BPMN simplifies the process to the smallest
unit corresponding to an action, civil society organisation can observe with detailed
granularity the electoral process and identify possible discrepancies more easily that
might otherwise not be identified. The academia can also use this tool, should it focus on
studying the electoral cycle. Such studies are not only limited to the inherent actions and
process chains but can be the intermediate step for more precise cost management
studies. Additionally, since the diagram is constructed using open-source knowledge of
the BPMN, which contains standardised notations and rules, it would make comparisons
easier between different types of voting within the same electoral process or between
the electoral processes of different countries. Citizens would benefit from such a diagram
but might not be the ones that expend time or effort into the creation of such a diagram.
For them, it would be another tool that can bring additional transparency before and
during elections. Therefore, public administrations and civil society organisation may
consider using BPMN to increase the electoral awareness of citizens.

The translation into BPMN can be applicable to other topics and sectors, but only
if those are similarly documented procedure-filled activities. As its name implies,
BPMN is useful for illustrating business processes, and as such, its usefulness rests upon
process-filled activities. Some examples could include legislated/documented
procedures that involve heavy paperwork and multiple stakeholders (e.g., customs
procedures, the backend of public administration services, the judicial process, etc.).
One of the drawbacks of the BPMN translation is the need to study and understand the
rules of how to draw a BPMN. Nevertheless, since this is open-source knowledge,
it is not restrictive for anyone that wishes to learn about it. Reading a BPMN might be as
easy as following a flowchart, but there might be some symbols and illustrations that are
not known by the reader. This could be resolved by adding the corresponding legend to
the BPMN for the reader to interpret.

4.2 Theoretical frameworks (Mirabilis of IVS failure)

In the electoral cycle, the Mirabilis of IVS failure would allow public administrations to
pre-emptively understand the different stakeholders that come into play for the
implementation of internet voting and the relations between them. It would then allow
to draw out possible flaws and shortcomings, from the perspective of different context,
that might affect the overall progression of the implementation. Having knowledge of
these risks may allow them to evade, mitigate, and/or, in the worst case, prepare to
tackle them head on. While the private sector might have apprehensions in using a
theoretical framework, it can provide them with an expanded understanding and
knowledge of the implementor’s context and characteristics to better tailor the IVS to
their needs. It can also provide advance notice of obstacles that may hinder the
completion of their contractual responsibilities. From the perspective of the private
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sector, it is always beneficial to know your client. Finally, given that academia is the
birthplace of this particular theoretical framework, its usability is only limited by the
specificity of the topic, namely internet voting systems. While the context was related to
the failure of implementation, Article V presents the proof of concept that the mirabilis
can be repurposed for analysing the phases before and during implementation.

The applicability of theoretical frameworks in other sectors exists. However, since the
author is specifically focusing on the Mirabilis of IVS failure, this would not be
transferrable to any other topic. Additionally, since it was created to explain a case study
of the failure in the adoption of an IVS, this inherent bias does not allow the framework
to be used in any other electoral context without major modifications. For any other
electoral topic, it would suit users best to return to the parent framework (i.e., Toot’s
(2019) e-Participation system failure) of the Mirabilis and adapt it to their corresponding
needs. In addition to this bias that is a limiting factor relative to its usability, its use is
predicated heavily upon the user’s knowledge of internet voting, the electoral process,
stakeholders, among other related topics, and the user’s own predisposition of using a
theoretical framework, which in addition to coming from academia, might uncover
failures and problems where they would not want them.

4.3 Databases/Index

For cybersecurity, a database/index with publicly available evidence is a treasure trove
for public administrations. The main benefit comes from the use of the data in order to
make better informed decisions on the topic, while considering their strengths and
weaknesses. Knowledge from different official and publicly available sources provides a
more varied perspective than that of just the usual suspects, i.e. countries considered
superpowers in the cybersecurity arena. Additionally, a database/index can help public
administrations develop and maintain their commitment to transparency, while also
increasing their standing in the international sphere. The private sector also benefits
directly from such bountiful data. It can be the starting point for market research and
other business proposals and plans, which might bring about new opportunities.
On the other hand, participation of the private sector in this type of index is highly
unlikely, since the core characteristic is transparency. This might not bring about
competitive advantage and might even be a risk for companies. In the case of the NCSI,
the focus is on national cybersecurity and only few of the indicators could theoretically
accept evidence from the private sector, as long as it is publicly available. In this specific
case, the participation of the private sector provides a competitive advantage, since it
technically serves as another source of free advertisement. Civil society organisations
would also find such a database/index usable. Similarly to the private sector, understanding
the current strengths and weaknesses at a national level provides with a bird’s eye
perspective that would allow them to capitalise on the knowledge through old and new
alliances with both the public and private sector. Their participation in the endeavour
would similarly serve as free advertisement. The main consideration is that since the
database/index might be focused on a specific overarching topic (like cybersecurity),
only organisations dedicated to that topic and relevant subtopics might benefit and use
it. With regard to academia, it can become the starting point of desk research. Being
publicly available information, the evidence is linked directly to the source and the
research process can expand exponentially from there. Given that all the information is
neatly organised and categorised, it opens the doors for comparative and massively
multi-country studies. When it comes to citizens, as previously mentioned, it might be
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useful for public administrations’ transparency efforts, as the citizens can use this
database to better understand what their country has implemented in the corresponding
field. Linking the evidence to the official sources also allows citizens to navigate their
country’s pages and be better informed of the current situation.

Introducing this method to other sectors has a high level of applicability. Complex
topics, similar in scope and breadth to cybersecurity, can be divided into their different
concepts for better understanding and categorisation. Following the practice of making
the database/index and its methodology transparent would bring additional knowledge
transfer value. However, one of the major drawbacks is primarily the creation of the
specific metrics or the internal organisation to order, categorise and archive the different
subtopics relative to a specific topic. Extensive knowledge of the corresponding topic is
needed for this initial endeavour. The next obstacle brings to light the necessity of having
resources, human and technological specifically, in order to implement and maintain
such an open data database. However, depending on the existence and the level of
implementation and sophistication of existing open data clusters, the quantity of
resources might be alleviated. Should the data and the methodology be publicly
available, visitors or users of such a database/index should not have any issue browsing
and/or using it for different purposes. Finally, the creators, administrators and users alike
might do well to remember that any creation has inherent biases, which in turn might
affect the ranking nature of an index. For example, any transparent index based on
publicly available evidence will have a bias towards transparency. A ranking based on the
existence of such evidence will favour those that are more open and likely to share
existing information. Therefore, the creators and administrators have the extended
responsibility to make sure they communicate correctly the benefits of such anindex and
they do not mischaracterize it under penalty of losing the trust of the visitors and users.
Similarly, the users must always consider this and other inherent biases to maximise the
value of the knowledge contained therein.

4.4 Massively multi-country studies

Public administrations would find such studies quite beneficial. As with the
database/index, they would be able to see what is essentially as close as possible a global
perspective and which in turn results in the discovery of new opportunities for
partnerships and alliances. This benefit also extends to the private sector and civil society
organisations. The former could also use these studies as the basis for market research
and expansion opportunities. The latter might use the information to reach out across
borders and coalesce efforts among multiple similarly focused organisations. The usability
by academia is twofold. Firstly, it would allow for new studies and new focus on even the
oldest of topics that had been based on a limited sample in the past. Secondly, it would
introduce countries that are not usually present in mainstream research lines. From this
variety, new knowledge would emerge to increase the permutations of possible solutions
available to everyone else.

Similarly to a database/index, transposing this method to another topic s highly possible
and usable. Unlike the former, however, this can be applicable for individual subtopics and
even concepts to get an almost global perspective. The main obstacle stems from the
immense research that must be done in order to make sure that all possible countries
for whom a specific topic corresponds are included, and that the information remains
valid by the time the study is conducted and completed. This in turn opens other
potential cans of worms relative to the availability of the information, the language

39



barriers, translation bias, among many others. These studies also translate into a major
endeavour that might take a long time, depending on the level of granularity of the study.
However, the advantages for readers and users of such studies outweigh the issues, since
they might present new concepts, overwrite preconceptions, and provide the fuel for

new ideas and opportunities.
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5 Conclusion

Elections and cybersecurity are important components of life as we know it today. This
dissertation deals with both topics, without overlapping, merging or combining their
study. This is due to the variety of the author’s responsibilities during the industrial
doctoral programme. The publications that provide the backbone of this dissertation are
focused on these topics. While the corresponding knowledge fields have been advanced
with these publications, the author believed that they would also serve to enrich
knowledge transfer literature, since it is non-existent with regard to elections and not
focused from the perspective of public administrations, in regard to cybersecurity. This
was achieved by applying the DKTC model to the publications in order to answer the
following research question: how can knowledge transfer be conducted regarding
elections and cybersecurity, and what are their benefits for public administrations?

The dissertation proposes to tackle KT in elections through the use of BPMN diagrams
to illustrate processes of the electoral law and electoral cycle, and more specifically in
the implementation of IVS, the use of the IVS failure framework as the tool to analyse
and foresee pitfalls in any implementation attempts. There are multiple benefits to these
approaches, but summarizing the most important ones, they serve as great tools for
using and maximising the value of existing information in addition to being low resource
instruments for knowledge transfer within the organisation and with other external
stakeholders. The use of BPMN would be a type of disseminative capacity, thus focusing
on knowledge diffusion, while the use of the Mirabilis of IVS failure serves as both a
generative and a disseminative capacity, focusing on both knowledge discovery and
diffusion.

Regarding cybersecurity, this work proposes the use of a publicly available
database/index in conjunction with massively multi-country studies. The dissertation
foresees either the use of the current NCSI, or the creation of a new database by any
public administration. The benefit of such a tool is that in addition to being a knowledge
repository available for any stakeholder, it can be a living record of the changes happening
in-country. In combination with massively multi-country studies, it allows the discovery
of new opportunities and challenges, which is definitely transferable knowledge for the
benefit of a government. The use of the NCSI or any other similar database/index would
be a type of generative, disseminative and absorptive capacity, focusing on knowledge
discovery, diffusion and application. While the application of massively multi-country
studies primarily serves as a generative capacity, focusing on knowledge discovery.

With the exception of the theoretical framework for IVS implementation, all other
approaches are applicable, without many modifications and to a certain extent, to other
topics in public administration. BPMN diagrams could be used to illustrate laws that
describe processes in them. The database/index and massively multi-country studies can
similarly be applied to any topic that a government deals with. Future research could
focus on demonstrating the applicability of these tools in the field for other topics and/or
on improving their effectiveness.
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Abstract

Knowledge Transfer for Public Administrations: The Case of
Elections and Cybersecurity

Elections and cybersecurity are important components in today’s democratic and
globalised way of life. This thesis deals with both topics, but it does not combine, merge
or otherwise attempt to study them together. The focus of this dissertation is on
understanding how to better transfer knowledge in two critical public administration
systems — e-elections and cyber security. This thesis is a result of an industrial doctoral
programme where the author has been appointed to projects in both cybersecurity and
e-democracy, the latter focusing on elections. As a result, the backbone publications are
on these topics and provide novel knowledge, ideas, and concepts in their corresponding
fields. This thesis is the perfect environment for conducting an overarching discussion
embracing both fields of research and resulting in insights that can be of benefit and
value for public administrations.

Knowledge comes heavily into play in the aforementioned topics. Bad knowledge
management/transfer, and the corresponding lack of knowledge can result in the failure
of electronic and internet voting, and/or delays in the resolution of cyber-attacks and
crisis. Knowledge transfer literature regarding elections is seemingly non-existent while
on the other hand, knowledge transfer literature regarding cybersecurity is vast and
even specialised, however, not from a national or public administration perspective.
This dissertation answers the following research question: how can knowledge transfer
be conducted regarding elections and cybersecurity, and what are their benefits for
public administrations?

To answer this question, the insights presented in the articles of the thesis will be
analysed through the lens of the Dynamic Knowledge Transfer Capacity (DKTC) model,
co-authored by Drs. Parent, R., Roy, M., and St-Jacques, D. in 2007. The DKTC will be used
to classify the insights of these publications and clarify their role in knowledge transfer.
The individual articles and their research were conducted using different methodologies,
i.e., case study, literature review, design science, and the NCSI methodology; while data
collection primarily involved document and data analysis, interviews, and literature
review.

The findings reveal that KT regarding elections can be undertaken through the
translation of the electoral law and processes into BPMN, while KT regarding
cybersecurity can be handled by the creation of a publicly available database of
documentation and sources, which can also double as an index, in addition to massively
multi-country studies to find commonalities and best practices.

This doctoral thesis contributes to KT literature in public administration by proposing
ways to transfer knowledge in the context of e-elections and cybersecurity. Multiple
stakeholders can benefit from their use and their applicability without many modifications
to other topics is great. BPMN diagrams could be used to illustrate laws that describe
processes in them. The database/index and massively multi-country studies can similarly
be applied to any field of public administrations. Future research could focus on
demonstrating the practical applicability of these tools in other topics and/or improving
their effectiveness.
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Lihikokkuvote

Haldusasutuste teadmussiire: valimiste ja kiiberturvalisuse
juhtum

Valimised ja kiberturvalisus on tdnapdeva demokraatliku ja globaliseerunud eluviisi
olulised komponendid. See I16put6o kasitleb mélemat teemat, kuid see ei ihenda ega seo
neid ega pida neid muul viisil koos uurida. Doktorit66 fookuses on mdista, kuidas
paremini edastada teadmisi kahes Uliolulises avaliku halduse slisteemis — e-valimised ja
kiiberturvalisus. See uurimisto6 on toostusdoktorantuuriGppe tulemus, kus autor
tegeleb nii kiuberturvalisuse kui ka e-demokraatia projektidega, millest viimane
keskendub valimistele. Selle tulemusena on pdhivdljaanded kdnealustel teemadel ja
pakuvad uudseid teadmisi, ideid ning kontseptsioone vastavates valdkondades. See
doktorit6d on ideaalne vGimalus k&ikehdlmava arutelu labiviimiseks, mis puudutab
molemat uurimisvaldkonda ja annab teadmisi, mis vdivad olla kasulikud ning vaartuslikud
avalikule haldusele.

Teadmised mangivad eelmainitud teemadel olulist rolli. Kehv teadmiste
haldamine/edasiandmine ja sellest tulenev teadmiste puudumine v&ib pdhjustada
elektroonilise ning internetihdaletuse ebadnnestumise ja/vai viivitusi kiiberriinnakute ja
kriiside lahendamisel. Valimistega seotud teadmussiirde kirjandus on pealtnaha olematu,
samas kui teisalt on kiberturvalisust kasitlev teadmussiirde kirjandus tohutu ja isegi
spetsialiseerunud, kuigi mitte riikliku v6i avaliku halduse seisukohast. See doktorit6o
vastab jargmisele uurimiskisimusele: kuidas saab labi viia valimiste ja kiiberturvalisuse
teadmussiiret ning milline on nende kasu avalikule haldusele?

Sellele kiisimusele vastamiseks anallilisitakse selle teadustoo artiklites esitatud
teadmisi diinaamilise teadmussiirde véimekuse (DKTC) mudeli kaudu, mille kaasautorid
on Drs. Parent, R.,, Roy, M., ja St-Jacques, D. (2007). DKTC-d kasutatakse nende
viljaannete teabe klassifitseerimiseks ja rolli selgitamiseks teadmussiirdes. Uksikud
artiklid koostati ja nende uuringud viidi labi, kasutades erinevaid metoodikaid, st
juhtumiuuringut, erialakirjanduse Ulevaadet, disainiteadust ja NCSI (riiklik
kiberturvalisuse indeks) metoodikat; samas kui andmete kogumine h&lmas peamiselt
dokumentide ja andmete anallilsi, intervjuusid ja erialakirjanduse llevaadet.

Tulemused naitavad, et valimistega seotud teadmussiirde saab Idbi viia
valimisseaduse ja -protsesside Uleviimise kaudu BPMN-i (ariprotsesside modelleerimise
ja kirjapanemise viis), samas kui kiiberturvalisusega seotud teadmussiiret saab kasitleda
avalikult kadttesaadava dokumentatsiooni ja allikate andmebaasi loomisega, mis vdib
lisaks massiliselt mitut riiki hdlmavatele uuringutele Gihiste joonte ning parimate tavade
leidmiseks ka indeksina kahekordistuda.

Siinne doktoritdd panustab teadmussiirde kirjandusse avalikus halduses, pakkudes
vélja viise teadmiste edastamiseks e-valimiste ja kiiberturvalisuse kontekstis. Nende
kasutamisest saavad kasu mitmed sidusriihmad ja nende rakendatavus (ilma paljude
muudatusteta) teiste teemade puhul on suureparane. BPMN-diagramme vdiks kasutada
neis toimuvaid protsesse kirjeldavate seaduste illustreerimiseks. Andmebaasi/indeksit ja
massiliselt mitut riiki h6lmavaid uuringuid saab samamoodi rakendada mis tahes avaliku
halduse valdkonnas. Tulevased uuringud voiksid keskenduda nende vahendite praktilise
rakendatavuse naitamisele muudes valdkondades ja/v6i nende tdhususe parandamisele.
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Abstract

National cybersecurity includes so many topics and considerations that a global overview
of trends is a quite complex endeavour. Previous studies either focus on individual
countries or multiple ones while considering only a specific subtopic or point of interest of
national cyber security. The purpose of this article is to present the regional cybersecurity
trends of 161 nations, as of late January 2023, through the use of the National Cyber
Security Index (NCSI). With the help of the NCSI, its methodology and publicly available
database, we will provide both global and regional snapshots of what countries have been
focusing on and doing in reference to their national cybersecurity. This will allow the
discovery of similarities, best practices and more importantly underdeveloped topics that
should be improved upon to guarantee a more robust approach to national cybersecurity.
Globally the national approaches seem to be reactionary, with very little focus on proactive
measures, but regionally some differences start to appear. Future research will be able to
build upon this research by either individual case studies or comparative studies among

multiple countries.

Keywords
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ICT and digital technologies have become so ubiquitous around all of us, that cyber security
is no longer a topic that is undertaken by only handful of highly specialized individuals.
Because of this, whole countries nowadays must endeavour to create complex strategies
and policies to protect their cyber security, and mitigate, and recover from, attacks and
threats. As Shackelford and Kastelic have posited in their opening statement “nations bear
increasing responsibility for enhancing cybersecurity.” (2014, 1)

The definition of the term cybersecurity or cyber security it is still under discussion in
multiple academic and non-academic circles (Bay 2016; Craigen et al. 2014; ENISA 2015).
The debate turns even more complex when you consider the different languages
throughout the world that are discussing this universal topic (Carlini 2016; Guranda 2021;
K. Newmeyer et al. 2015; Pohlmann 2019), the multiple national interpretations that are
given to the term(s) and the difference in approaches in academia and the non-academic
worlds. For this article, we will refer to the definition of the European Union Agency for
Cybersecurity (ENISA):

“Cybersecurity comprises all activities necessary to protect cyberspace?, its
users, and impacted persons from cyber threats... Cybersecurity covers all aspects
of prevention, forecasting; tolerance; detection; mitigation, removal, analysis and
investigation of cyber incidents. Considering the different types of components of
the cyber space, cybersecurity should cover the following attributes: Availability,
Reliability, Safety, Confidentiality, Integrity, Maintainability (for tangible systems,
information and networks) Robustness, Survivability, Resilience (to support the
dynamicity of the cyber space), Accountability, Authenticity and Non-repudiation (to
support information security).” (ENISA 2017, 6)

National cybersecurity refers to all these efforts at the state level, by the government in
charge and relevant stakeholders. Although national cybersecurity has been the focus of
academic research before (K. P. Newmeyer 2015; Carlini 2016), this article attempts to

answer the following questions:

1 Cyber space is the time-dependent set of tangible and intangible assets, which store and/or transfer
electronic information. (ENISA 2017, 6)



e How is national cybersecurity undertaken throughout the world?
e What similarities and differences exist in national cybersecurity efforts, at the
regional and global level?
e From which countries can future best practices be adopted for specific national
cybersecurity efforts?
A comparative analysis of 161 national cybersecurity efforts, grouped into regions, allows
to answer these questions. This comparison is constructed according to the national cyber
security framework, which forms the basis of the similarly named National Cyber Security
Index (NCSI). Given the almost global nature of the sample size, the M49 Standard of the
Statistics Division of the United Nations Secretariat has been used.
The purpose of this article is both theoretical and practical. Theoretical, providing a holistic
snapshot of national cybersecurity focus globally, and fostering further research through
bilateral/multilateral regional comparative studies or individual case studies. Practical, so
that countries can use this information as a benchmark and see what they are missing or
can improve upon, and/or further endeavour to publicise their efforts so that other nations

may benefit from the knowledge and best practices.

National cybersecurity research: from the sporadic to the specific

Previous research has been focused either on individual case studies or multiple country
comparative studies, with the focus on a single theme (e.g., cybercrime, critical
infrastructure protection, governance, etc.) or a single sector (e.g., health, defence,
industry, etc.). For example, Berthelet (2020) analyses the topic of the fight against
cybercrime within the context of the European Union as a whole, exploring how the
different members states act together to fight this transnational phenomenon (Berthelet
2020). Bada et al. (2019) analyse national cybersecurity awareness in six African countries.
Their paper presents recommendations for the implementation of national awareness
campaigns and how to identify and prioritize relevant activities (Bada et al. 2019). Le
Barreau & Longeon (2016) on the other hand, present a study case of Saudi Arabia. Their

analysis centres on “the integration of cybersecurity into national security” and additional



implications between the stakeholders (Le Barreau & Longeon 2016 155). Loiseau et al.
(2013) study Canada and how its national cybersecurity has evolved throughout the years.
Dewar et al. (2018) and Shackelford & Kastelic (2014) focus on national cyber security
strategies and policies. The former also delve into cyber defence of France, Finland,
Germany, and the United Kingdom. However, the latter present the analysis of multiple
countries. On the other hand, there are also compilations of individual studies, such as
Stevens (2018) and Romaniuk & Manjikian (2021). However, the former is a special edition
of a journal, whose individual articles deal with specific cybersecurity themes, while the
latter, a book, presents chapters and is “the most comprehensive and up-to-date
comparative overview of the cyber-security strategies and doctrines of the major states and
actors in Europe, North America, South America, Africa, and Asia” (page i). In this book,
once again we see that each chapter is an individual study, and focus is on the ‘major states
and actors’ (bypassing countries that might be worthy of study), without any regional or
global analysis that might uncover similarities or differences between the chosen
countries.

A singular, almost similar, global endeavour is the Global Cybersecurity Index (GCl). The
GCl is compiled by ITU-D, the Telecommunication Development Sector of the International
Telecommunication Union. In short, an Expert Group sends out a GCI Questionnaire to
focal points in the Member States, who then respond and return such answers to the
Expert Group for analysis (ITU-D n.d.). While the tools and methodology are publicly
available, the responses and weighting process are not. Therefore, we posit that the GCl is
not academic in nature, due to its replicability factor being affected by its partially obscure
methodological process.

This article focuses on expanding the lack of academic studies on the overarching
cybersecurity field with an almost global analysis, information extracted in late January

2023, and inductive regional similarities and differences.



Framework and Methodology

The National Cyber Security Index (NCSI) was created by the e-Governance Academy (eGA)

as a live global index, and as a cybersecurity reference, assessment and capacity building
tool (eGA 2022, 12). It does so through 46 indicators (presented in Annex 1). These
indicators were developed through the national cyber security framework (eGA n.d.-b)
which in turn alludes to the CIA (Confidentiality, Integrity and Availability) triad. The CIA
triad refers to “the fundamental elements of security controls in information systems”
(Samonas & Coss 2014, 22), which in turn has been “a popular definition of cybersecurity”
(Ham 2021, 18:1). However, this has not been the case of the aforementioned framework,
and as Ham (2021, 18:1) posits, more focus has been “on the activity and associated risks
for cybersecurity”. The national cyber security framework assessed the fundamental
threats to the CIA triad of the national ICT systems and services. “In order to manage these
cyber threats, a country must have appropriate capacities for baseline cyber security,

incident management, and general cyber security development.” (eGA n.d.-b)
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DIGITAL SOCIETY
ICT systems and e-services

Figure 1 National Cyber Security Framework (eGA n.d.-b)

Once the threats were identified, measures and capacities followed, with the selection of
important and measurable aspects. This led to the development of the 46 indicators, which

in turn are grouped into 12 capacities (seen in Figure 2):



1. Cyber security policy development 7. E-identification and trust services
2. Cyber threat analysis and information 8. Protection of personal data

3. Education and professional development 9. Cyber incidents response

4. Contribution to global cyber security 10. Cyber crisis management
5. Protection of digital services 11. Fight against cybercrime
6. Protection of essential services 12. Military cyber operations

(eGA n.d.-b, 2020)
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Figure 2 Partial screenshot of a Country Page (Panama) with the third

capacity expanded and Indicator 3.3 expanded as well
Each measurable indicator is attributed either 0 points (for no evidence) or a specific number of
predetermined points (for existing evidence). A country must publicly provide proof of fulfilment
of a specific indicator’s criteria in order to gain those points. Therefore, to fulfil a specific capacity,
a country should provide proof of fulfilment of that capacity’s indicators (see Annex 1 for a full

overview of the capacities, the indicators and their respective weights). For example, capacity 1



(i.e., cyber security policy development) contains four indicators (i.e., 1.1, 1.2, 1.3, and 1.4). Each
indicator in turn has been assigned a number of points and is subjected to the ‘all-or-nothing’
approach regarding evidence. Then, the points of indicators with evidence can be divided by the
total of points possible in a capacity to indicate the completion rate of that capacity. Following
the previous example, if Country A only has evidence for indicator 1.1, it presents a completion
rate of 43% for capacity 1; if Country B has evidence for indicators 1.3 and 1.4, it presents a
completion rate of 28% for capacity 1; if country C has evidence for all indicators, it presents a
completion rate of 100% for capacity 1.

All evidence is collected by the NCSI team, or by country contributors,? and is submitted via the
back-end platform and verified by experts3, who either accept or reject it for the specific indicator
that they have been presented. The verification process is not public, but if a piece of evidence
is rejected, the experts can leave an explanation for the submitter. Accepted evidence is

published in the corresponding country page and visible to any visitor of the website.

The NCSI has been utilised extensively across recent academic debates (Andrade et al. 2021;
Calderaro & Craig 2020; Maglaras et al. 2020). Jazri & Jat (2017) mention the NCSI in their road
toward “proposing a simplified and quick framework of measuring cyber security risks profile for
critical organizations” (page 1). Yarovenko (2020) used the NCSI in her “assessment of the level
of threat to national information security” (page 195). Farahbod et al. (2020) uses information
from the NCSI and other international indices to “explore the relationship between cyberattacks
and the factors that can possibly be used to predict the impact of such attacks within supply chain
domains” (page 63). Kruhlov et al. (2020) make use of NCSI country data in their attempt to
“analyze the possibility of providing cybersecurity through the use of public-private partnership

(PPP) mechanisms” (page 1). And most recently, Urbanovics (2022) utilized NCSI country data for

2The NCSI core team has varied among the years, containing between two to five individuals, (eGA, n.d.-a) while the
country contributors themselves have also fluctuated as well, stabilizing at around 60% of the number of countries
in the index.

3 As to ensure bias is as low as possible during the verification process, the evidence is checked by at least two
different individuals who are considered cybersecurity experts and have previously collaborated in this area with
eGA. To guarantee the impartiality of their decisions, their identifiable information is not made public by neither the
system nor the NCSI team.



the quantitative analysis of an overarching “comparative analysis of the strategy development
processes in six Latin American countries including Argentina, Brazil, Chile, Colombia, Mexico and
Peru” (page 79).

The following analysis and discussion sections includes the data of all 161 countries that were
available in the NCSI late January 2023 (NCSI 2022, 2023). The data was valid as of its extraction
date; however, it was made up from country datasets last updated between 2020 and 2023.*
Given the large number of the studied sample size, the national results are presented at the level
of continents and regions, using the country groupings of the M49 Standard of the Statistics
Division of the United Nations Secretariat. It categorizes countries purely by geography and has
been used in papers touching upon global matters, albeit mostly in nature research (e.g., De la
Fuente et al. (2020), Amon et al. (2022)). The M49 Standard was chosen since there exists no
other alternative to group such a large sample of countries without running into inherent
definition issues due to lack of consensus on the classification terminology (e.g., small, main,
developing countries, etc.), there exist no similar papers dealing with such a large sample in the
field and the NCSI presents information about U.N. members and allows to visualize them by said
standard. Additionally, it is a classification system that helps “to circumvent several concerns
levied against national comparisons” (Field et al. (2021), 1800).

Each country is presented in one region only, and these geographic regions are based on
continental regions (United Nations 2021) (see Annex 2 for a full overview of the regions and the
countries in them). For a better presentation of the results, the data has been arranged into radar
charts (Figures 3 through 8), with each of the spokes (not illustrated for the purpose of simplicity)
representing an NCSI capacity (as indicated in each of the vertices), with values corresponding to
the completion rate (the centre point representing a 0% completion rate, and each vertex, 100%
completion rate). The regional average completion rate values for all capacities have been
connected to one another through the use of coloured lines, thus becoming the global and

corresponding regional snapshots. While Figure 3 presents the global and regional snapshots,

4 Being a live index, the countries are updated constantly and continuously as information is made available by the
NCSI team or the different country contributors. As of late January 2023, there were only 161 countries in the NCSI
and all of them were last updated between 2020 and 2023. All available countries in the NCSI were used for this
publication (see Annex 2 for the comprehensive list), no countries in the NCSI were excluded.



Figures 4 through 8 also present the best performing countries for each capacity. This latter group
of Figures, in addition to presenting the global and regional snapshots, includes the top two
completion rate values for each specific capacity and any country that achieved such value. Said
countries have been noted using the 1SO 3166-1 alpha-2 country codes®, and placed in a random
order around the corresponding point that represents the value of the completion rate. If more
than eight countries at a time scored the same completion rate, the placeholder ‘M#C’ (i.e.,
multiple number of countries) has been used in the figures to replace such a large group of

countries that cannot be orderly presented in the figure.

Global and Regional Findings

Globally, personal data protection and fight against cybercrime capacities represent the top focus
of countries. Africa, the Americas, Asia and Europe present more than 50% completion for the
former capacity, while only America, Asia and Europe do so for the latter. Incident response is
slightly above halfway its completion rate; however, this is due to Europe and Asia’s completion
rates balancing out the lower ones from the rest of the regions.

The protection of digital services and crisis management capacities have been underdeveloped
globally. All regions, except for Europe, present less than 25% completion in relation to digital
service protection. Crisis management is Europe’s lowest completion rate (47%), which is still
higher than the rest of the regions’. Throughout the world, the other lagging capacities are cyber
military operations and the protection of essential services. The rest of the capacities have more
mid-range completion values, however, variations among individual regions. Based on the

collected data, the cyber security trends as of late January 2023 have been as shown in Figure 3.

5> The ISO 3166 standard can be found at: https://www.iso.org/iso-3166-country-codes.html
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Figure 3 Global cybersecurity focus and in each of the individual regions
The next sub-sections will delve into the different regions, in alphabetical order, and their
findings, followed by the Discussion and Recommendations section which will present inductive
trends and patterns.
Africa
The African region excels at personal data protection (in relation to the rest of the capacities),
with mid-range scores in the fight against cybercrime, incident response and electronic
identification and trust services. They are underdeveloped in military operations and cyber crisis
management, with more work needed regarding the protection of essential services and cyber
threat analysis. Morocco and Tunisia score the highest, with high completion percentages in nine
and seven of the capacities, respectively (Figure 4).
In this region, 46% of the countries have no policy development capacity at all. As of 2023, only
Benin and Egypt lead the capacity, followed by Nigeria. Similarly, threat analysis is among the
capacities that contain the lowest completion in Africa. Nevertheless, four countries present the
highest (80%) completion rate. Egypt and Tunisia lead in the next capacity related to education
and professional development, while Nigeria and Ghana lead with 67% completion rate in global

efforts (Figure 4).
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Figure 4 Cybersecurity focus in Africa and top scorers for each capacity

Morocco is at the forefront with a 100% completion rate in the protection of digital services
capacity, closely followed by Cameroon, Liberia, Malawi, Tunisia, and Uganda. Zambia, Morocco
and Egypt return with completion rates of 100%, 100%, and 83%, respectively, for the protection
of essential services. Regarding electronic identification and trust services, Benin, Mali and
Zambia have a 78% completion rate, following Morocco’s 100% completion rate (Figure 4).

Data protection is the capacity in which 21 out of the 37 African countries in the NCSI have
achieved 100% completion rate, with Cameroon, the Democratic Republic of Congo, Liberia,
Malawi and Mozambique following with 25%. The incident response capacity has four leading
countries (Egypt, Nigeria, Tanzania, and Zambia) all with 83% completion rate. However, cyber
crisis management is underdeveloped in Africa (and led by Morocco and Tunisia with a 80% and
60% completion rate, respectively). In the fight against cybercrime, Benin, Mauritius, Morocco,
Nigeria and South Africa lead with 100% completion rate. Finally, in the military operations
capacity, Kenya and Tunisia lead with a 17% completion rate because of their participation in a

international military exercises with cyber components (Figure 4).



Americas

The American region’s average overall trends are under the global average, except for the
Military Cyber Operations, Fight Against Cybercrime and Personal Data Protection capacities. The
countries should work hard to improve the protection of digital and essential services, crisis
management and threat analysis. The Dominican Republic has eight capacities with high
completion percentages, while Canada, Paraguay and the United States follow with high
completion percentages in seven capacities. Nevertheless, other countries also score at the top

of in individual capacities (Figure 5).

—Global America

Figure 5 Cybersecurity focus in the Americas and top scorers for each capacity
Regarding policy development, a 100% completion rate exists in the United States, Ecuador,
Paraguay, Dominican Republic, and Chile. However, threat analysis and global effort capacities
are very underdeveloped in the region, with only a handful of countries leading them (Figure 5).
The education capacity is headed by the Canada and the U.S., with 100% and 89% completion
rates, respectively. Slightly more than one third of the region maintains some level of protection
of digital services, with Cuba and Peru leading with 100% and 80% completion rates (Figure 5).
Regarding the essential services protection capacity, Paraguay and Uruguay are both at 50%, and

Peru at 67% completion rate, with almost half of the countries not having any protective



elements whatsoever. Electronic ID and trust services in the region is spearheaded by Paraguay
100% and Uruguay 89%. In the region, almost 70% has passed some sort of data protection
legislation, but evidence has found that only 21 of them have established a corresponding
authority.

Cyber incident response is led by Peru 100%, followed by Bolivia, Costa Rica, the Dominican
Republic, Ecuador, Trinidad and Tobago, Paraguay, Uruguay and Canada, with an 83% completion
rate. Crisis management is the third most underdeveloped capacity of the region, spearheaded
by the U.S. with 80% and Panama, Argentina, Paraguay and the Dominican Republic’'s 40%
completion rates (Figure 5).

The fight against cybercrime capacity is the closest capacity to the global average, however,
above it (Chile, Colombia, Costa Rica, the Dominican Republic, Panama, Peru, Canada, the U.S.,
Argentina and Paraguay lead with a 100% completion rate, with followed by other countries’ 78%
rate). Finally, the region’s military cyber operations capacity exceeds the global average, and is

spearheaded by 4 Latin American countries, Canada, and the U.S. (Figure 5).

Asia

Asia's highest scoring capacity revolves around education, followed by the fight against
cybercrime. Their lowest scores are evidenced in the protection of digital services, followed by
cyber military operations and the protection of essential services. Saudi Arabia, Singapore and
Malaysia score the highest, with high completion percentages in eight of the capacities,
respectively, followed by South Korea and Cyprus, in six of them.

In Asia, the policy development capacity’s average is below the global average. Only 17 nations
(41% of the countries in the sample) have reached a completion rate of more than 50%. Out of
these, Georgia, Japan, South Korea and Qatar have achieved 100% completion rate in the policy

development capacity (Figure 6).



—Global Asia

Figure 6 Cybersecurity focus in Asia and top scorers for each capacity

Regionally speaking, the threat analysis capacity is barely higher than the global average, with
Bangladesh, Malaysia, Qatar, Saudi Arabia, Singapore, South Korea and Thailand having achieved
a 100% completion rate. The education capacity in the region is better than the global average,
with 61% of the sample countries achieving more than 50% of a completion rate. However, in
global efforts, the Asian region scores lower than the global average, with South Korea, Singapore
and Malaysia spearheading efforts (Figure 6).

As previously mentioned, the digital services protection trend in Asia is below the global average.
Only Saudi Arabia reaches a 100% completion rate, while China, Cyprus, Malaysia and Vietnam
score 80%. Essential service protection, from a regional perspective, is tied to the global trend.
The top scorers of this capacity include Azerbaijan, China, India, Malaysia, Saudi Arabia and
Singapore. elD and trust services are spearheaded by Saudi Arabia (100%) and Indonesia and
Kazakhstan (89% completion rates) (Figure 6).

Data protection has been legislated in 30 countries, but the corresponding authority has only
been found in 19 of them. Regional incident response capacity is slightly better than the global

mean. Cyprus, Saudi Arabia, Thailand and Vietnam, lead with 100% completion rate (Figure 6).



Crisis management is the fifth lowest capacity in the region, but it is still better than the global
average. Singapore leads with 100% completion rate, followed by Israel, with 80%. In the fight
against cybercrime, the region scores slightly below the global average. Of the sample, 32 nations
have evidence of some form of unit designated to tackle cybercrime and 19 have a governmental
digital forensics unit. Finally, in the military operations capacity, Israel presents a 100%

completion rate, followed by Sri Lanka at 83% (Figure 6).

Europe

Europe's capacities exceed the global average, and they are top performers in personal data
protection. Their lower scores are focused on crisis management, global efforts, and military
operations capacities. Greece, Belgium, Czech Republic, Germany and Lithuania are the top
scorers with high completion rates; however, they are not the only ones (Figure 7).

—Global Europe

toc oD Fle  GRe

Figure 7 Cybersecurity focus in Europe and top scorers for each capacity
Out of the 39 countries of the region, 30 have established a cyber security policy unit, and have
indicated a policy coordination format (but not necessarily the same countries). Only 36 nations
have published a national cybersecurity strategy, and of those only 25 have a corresponding

implementation plan. Regionally, the cyber threat capacity is regionally at a high level: thirty-four



of the countries maintain a cyber safety and security website, 28 of them have established a
cyberthreat analysis unit and 23 regularly publish their cyber threat reports.

The educational capacity is also well developed in the region. Master’s degrees in cybersecurity
topics are the most common educational level with 34 countries having some form of
programme, and PhD level programmes are the least available in 24 countries. Global efforts are
also quite spread out in the region. The United Kingdom, Belgium, Estonia, Greece, Lithuania, the
Netherlands, and Portugal lead this capacity with 100% completion rate (Figure 7). The Budapest
convention on cybercrime has been signed by 36 nations and all the countries in the region
maintain representation in international cyber security cooperation formats.

Approximately 92% of the region has undertaken efforts to protect digital service providers, of
which 28 nations have established cyber security responsibilities for digital service providers,
while 26 countries have done so for the public sector as well. The essential services capacity is
also widespread, 34 of the countries have identified their corresponding operators of essential
services while 31 of those have legally required them to follow those minimum cybersecurity
standards for their protection and 27 have established at least one competent corresponding
supervisory authority.

The basis for elD and trust services has been well cemented in the region and cyber incident
response is similarly almost universal (i.e., a regional average completion rate value that equal to
the second top completion rate value, and close to 100%, for each capacity). However, the cyber
crisis management capacity is the least developed in the region. Even though 32 countries have
participated in international cyber crisis exercises and 20 have executed their own national level
drills, only 12 nations have made public any kind of cyber crisis management plan and only 8 have
legislated operational support from volunteers during cyber crises.

Finally, combating cybercrime is also a highly scored regional endeavour, while almost 85% of

the region’s countries present evidence of military cyber operation capacities

Oceania
Oceania’s strengths surface relative to incident response, policy development and the fight

against cybercrime. Its threat analysis capacity almost equals the global average trend; however,



there’s still a lot of work to be done in all the rest of the capacities since they are below the global
average, and more specifically in terms of digital service protection, electronic ID and trust
services and military operations. Australia and New Zealand spearhead the region, with high

completion rates in 12 and 10 of the capacities, respectively (Figure 8).

—Global Oceania

Figure 8 Cybersecurity focus in Oceania and top scorers for each capacity

The policy development capacity in the region it’s led by Australia with a full completion rate,
closely followed by Vanuatu with 71%. Threat analysis capacities in the region are led by Australia
and New Zealand with 100% completion rate followed up by Tonga with an 80% completion rate.
Regarding education only three countries register any completion rate, Australia, and New
Zealand at 100% and Papua New Guinea at 22% (Figure 8).

Australia and Tonga are the only countries that have signed the Convention on Cybercrime, and
Australia and New Zealand have endeavoured in cyber security capacity building activities for
other countries and personal data protection. Nevertheless, all countries in the region maintain
representation in international cooperation formats.

The protection of digital services is the most underdeveloped capacity in the region (with

Australia and New Zealand’s 20% completion rate) and the protection of essential services is led



by a 17% completion rate by multiple countries. Cyber incident response has also been
undertaken by two thirds of the nations and is spearheaded by New Zealand. Personal data
protection is led once again by Australia and New Zealand with full completion rates, having
passed personal data protection acts and established the corresponding authority. No other
country in the region has advanced in terms of this capacity (Figure 8).

Cyber incident response has also been undertaken by two thirds of the nations, led the capacity
by Papa New Guinea and Vanuatu with an 83% completion rate, while the rest of the countries
follow at 50%. The crisis management capacity only shows endeavours in three countries
Australia 80%, New Zealand 40%, followed by Tonga. In relation to the fight against cybercrime
there has been much more activity in the region. Seven nations criminalize cybercrimes while
Australia and New Zealand contain both cybercrime and digital forensics units. Finally in relation
to the military cyber operations capacity only Australia has a cyber operations unit and has

participated in international military cyber exercises (Figure 8).

Discussion and Recommendations

Globally, the snapshot provided in this study appears to demonstrate countries focusing upon
reactionary measures rather than proactive endeavours. This is exhibited by the high scores in
the fight against cybercrime and incident response capacities and the low scores in digital and
essential services protection, cyber crisis management and threat analysis. Countries must
implement and/or improve upon their proactive activities, in addition to being prepared to react
to incidents and threats. With ever increasing levels of electronic and trust services throughout
the world, all stakeholders should realize that cyber security is a concern for everyone. In that
line of thought, global efforts (from those within the same region and to those across regional
boundaries) must be redoubled and increased so that different capacities may be developed by
those countries that need them. The shared data also shows that best practices can be
implemented no matter the characteristics of the country or the type of government that it might
have.

Africa’s high score in personal data protection might have been the result of the adoption of the

African Union Convention on Cyber Security and Personal Data Protection, since 2014, which



states that the signatories would commit to establishing a legal framework relative to personal
data protection. This brings up considerations that regional agreements and treaties might help
push national cybersecurity towards improvement. It would be worth exploring if such a
commitment for any of the other capacities would make a positive difference in the region. Given
the region's young population, we advocate for less efforts into the military cyber operations
capacity and more development of educational opportunities, coupled with the creation of the
protective frameworks through crisis management mechanisms and the protection of the digital
and essential services. Similarly threat analysis and policy development seem to be lagging
behind, both of which are necessary components for robust level of national cybersecurity.
Generally speaking, government regulation of the private sector is not well seen in the Americas
region. While this might not be the main or only reason behind the low scores in the digital and
essential services protection, we believe it is still an important component. When talking about
national cybersecurity multiple stakeholders have responsibilities in this context. The
government must work with the private sectors and all other relevant parties to establish a
baseline of minimum cyber security requirements and to ensure their application. An interesting
phenomenon was identified in the Caribbean subregion, where island nations had scored for the
protection of essential services. Closer inspection revealed that they had identified their essential
services prior to the advent of modern ICT (identified by the dates of enactment of the legislation
relative to natural disasters and essential services). These countries can work with the existing
legislation so that in addition to natural phenomena crises they are also covered in case of cyber
incidents. Next to Oceania and Africa, this region has also the lowest average score in regard to
the education capacity; future efforts must focus on these components. With the ongoing
development of the region, threat analysis and cyber crisis management must also become
strategic priorities, especially for those countries lacking a national armed force.

Second to Europe, Asia’s focus on the education capacity is a step in the right direction for the
future of the region. Nevertheless, efforts must not shun away from the protection of digital and
essential services. With better scores in response crisis management and threat analysis than the

global average, intra-regional efforts and cooperation should allow individual countries to reach



a more homogeneous level. Policy development electronic identification trust services and
personal data protection must also receive a boost.

Europe’s all around high levelled capacities could be attributed to the regional standards and
common legislative instruments® that have pushed the issue of cybersecurity to the forefront.
Nevertheless, the cyber crisis management capacity is still a bit lacking in this respect and further
endeavours must be geared towards developing these components. The high scores of the
education capacity should further be reflected into global efforts and cooperation. We believe
the main risk to the region to be complacency and the maintenance of the status quo, which
must never be the norm around always progressing cyber capacity building and technological
advancements.

The sample of countries from Oceania is limited due to the lack of available infrastructure and
hardware necessary for the maintenance of cyberspace in such remote nations. Similarly, to the
Caribbean nations (in the American region), most of the countries have identified their essential
services due to legislation dealing with emergency situations, caused specifically by natural
phenomena. While not specifically related to the cybersecurity topic, the identification of such
services gives them an advantage since, they can now build upon it with the corresponding cyber
security legislation. Nevertheless, they must make sure that in the context of cyberspace they
have identified all the necessary essential services for them to be fully protected. The military
cyber operations capacity will be hard to improve within the remote island nations due to their
inherent lack of armed forces. Rather, those efforts must be redirected into the protection of

digital and essential services and the development of a cyber crisis management system.

6 At first glance, inductively, more European Union (EU) countries have an increased number of 100% completion
rates in multiple capacities, than non-EU countries. However, the M49 Standard of the Statistics Division of the
United Nations Secretariat does not group all EU countries in the same region. Additionally, under this grouping, the
term ‘non-EU countries’ include the Russian Federation, Switzerland, and the United Kingdom, which are all
showcased in the region for their performance. Future research is recommended on supranational unions, specific
subregions and/or categories.



Limitations and Future Research

The NCSI itself presents a couple of biases. The first one is that it was created within the context
of the European Union and its understanding of cybersecurity, by an Estonian team. As such,
some of the indicators were modelled after studying the best practices of the European region.
Since the indicators are the components of the capacities and the ‘all-or-nothing’ approach is
followed regarding the allotment of points in the event of evidence, this has an impact on the
completion rate for the countries. Nevertheless, even if such indicators might provide a region
with any apparent advantage, they are still some of the best practices in national cybersecurity
that have been implemented and exist around the world. Any similar metrics, with a different
degree of strictness, would still yield the same inductive trends (i.e., similarities and differences),
and any different metrics are outside the scope of this paper, but a good starting point for future
research. The second bias is the fact that the index only accepts publicly available evidence. In
some countries cybersecurity is intricately connected with the concept of national security and
as such, evidence might not be disclosed to the public. In such cases it is not possible to award
the points if there is no publicly available evidence that can be shared. Nevertheless, the creators
and administrators of the index believe that having a multinational index based on publicly
available official information outweighs any downgrade in position that a country might suffer
due to lack of transparency.

The article has presented how national cybersecurity is being undertaken throughout the world.
Regional trends (i.e., similarities and differences) exist (as presented in the previous section), but
globally, reactionary measures are being preferred rather than proactive ones. The paper also
presents a number of countries from which best practices can be adopted for specific topics (as
presented in the regional subsections of the ‘Global and Regional Findings’ section). As previously
stated, this article serves as a global and regional snapshot and point of reference for any future
single case or comparative studies of national cybersecurity. Since national cybersecurity includes
so many individual components and since this article explores 161 countries in an overarching
way, we believe there will never not be a lack of future research topics stemming from this
document in this field. With this article we also wanted to showcase countries and regions that

have arguably been underrepresented across academic literature and policy debates and give



visibility to their efforts, i.e., non-major states and actors. Future case studies could start focusing
on these countries through the whole 12 capacities lens or more in depth with some of the
specific indicators. Similar comparative studies may be proposed among specific subregions and
subcategories (i.e. developing, small, island, etc.) of nations, or supranational unions (i.e. African
Union, European Union, Caribbean Community, etc.). Since the National Cyber Security Index is

publicly available, such possibilities will remain on the table.
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Annex 1

% value of
NCSI Capacities and their Indicators corresponding
Capacity
1. Cyber security policy development 100
1.1. Cyber security policy unit 43
1.2. Cyber security policy coordination format 29
1.3. Cyber security strategy 14
1.4. Cyber security strategy implementation plan 14
2. Cyber threat analysis and information 100
2.1. Cyber threats analysis unit 60
2.2. Public cyber threat reports are published annually 20
2.3. Cyber safety and security website 20
3. Education and professional development 100
3.1. Cyber safety competencies in primary or secondary education 11
3.2. Bachelor’s level cyber security programme 22
3.3. Master’s level cyber security programme 22
3.4. PhD level cyber security programme 22
3.5. Cyber security professional association 22
4. Contribution to global cyber security 100
4.1. Convention on Cybercrime 17
4.2. Representation in international cooperation formats 17
4.3. International cyber security organisation hosted by the 50
country
4.4, Cyber security capacity building for other countries 17
5. Protection of digital services 100
5.1. Cyber security responsibility for digital service providers 20
5.2. Cyber security standard for the public sector 20
5.3. Competent supervisory authority 60
6. Protection of essential services 100
6.1. Operators of essential services are identified 17
6.2. Cyber security requirements for operators of essential 17
services
6.3. Competent supervisory authority 50
6.4. Regular monitoring of security measures 17
7. E-identification and trust services 100
7.1. Unique persistent identifier 11
7.2. Requirements for cryptosystems 11
7.3. Electronic identification 11
7.4. Electronic signature 11
7.5. Timestamping 11
7.6. Electronic registered delivery service 11

7.7. Competent supervisory authority 33



NCSI Capacities and their Indicators

% Value of
corresponding

Capacity
8. Protection of personal data 100
8.1. Personal data protection legislation 25
8.2. Personal data protection authority 75
9. Cyber incidents response 100
9.1. Cyber incidents response unit 50
9.2. Reporting responsibility 17
9.3. Single point of contact for international coordination 33
10. Cyber crisis management 100
10.1. Cyber crisis management plan 20
10.2. National-level cyber crisis management exercise 40
10.3. Participation in international cyber crisis exercises 20
10.4. Operational support of volunteers in cyber crises 20
11. Fight against cybercrime 100
11.1. Cybercrimes are criminalised 11
11.2. Cybercrime unit 33
11.3. Digital forensics unit 33
11.4. 24/7 contact point for international cybercrime 22
12. Military cyber operations 100
12.1. Cyber operations unit 50
12.2. Cyber operations exercise 33
12.3. Participation in international cyber exercises 17



Annex 2
The 161 countries in NCSI and analysed in this paper are as follows: 37 countries from Africa, 35
from America, 41 from Asia, 39 from Europe, and 9 from Oceania.

Africa America Asia Europe Oceania
Angola g«;:;guu;aand Afghanistan Albania Australia
Algeria Argentina Armenia Austria Kiribati
Benin Bahamas Azerbaijan Belarus New Zealand
Botswana Barbados Bahrain Belgium Papua New

Guinea
. . Bosnia and
Burundi Belize Bangladesh . Samoa
Herzegovina
Cameroon Bolivia Bhutan Bulgaria solomon
Islands
Chad Brazil Brunei Darussalam | Croatia Tonga
Congo
(Democratic Canada Cambodia Czech Republic | Tuvalu
Republic of the)
Cote d'lvoire Chile China Denmark Vanuatu
Egypt Colombia Cyprus Estonia
Ethiopia Costa Rica Georgia Finland
Ghana Cuba India France
Kenya Dominica Indonesia Germany
L Dominican Iran (Islamic
Liberia Republic Republic of) Greece
Libya Ecuador Israel Hungary
Madagascar El Salvador Japan Iceland
Malawi Grenada Jordan Ireland
Mali Guatemala Kazakhstan Italy
Mauritania Guyana E?)rea (Republic Latvia
Mauritius Haiti Kyrgyzstan Lithuania
Morocco Honduras Lao PDR Luxembourg
Mozambique Jamaica Malaysia Malta

I . . Moldova
Namibia Mexico Mongolia (Republic of)

Nigeria Nicaragua Myanmar Montenegro
Rwanda Panama Nepal Netherlands
North
Senegal Paraguay Oman Macedonia
Seychelles Peru Pakistan Norway




Africa America Asia Europe
Nt Ki
Sierra Leone Saln't itts and Philippines Poland
Nevis
Somalia Saint Lucia Qatar Portugal
Saint Vincent
South Africa and the Saudi Arabia Romania
Grenadines
Russian
h . .
South Sudan Suriname Singapore Federation
Trini
Sudan rinidad and Sri Lanka Serbia
Tobago
ian A
Zambia United States Syrian . rab Slovakia
Republic
Zimbabwe Uruguay Tajikistan Slovenia
Tanzan!a, United Venezuela Thailand Spain
Republic of
Tunisia Turkey Sweden
Uganda Turkmenistan Switzerland
UnlAted Arab Ukraine
Emirates
Uzbekistan United Kingdom
Vietnam

Yemen
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ABSTRACT

This article suggests that law modelling (using Business Process Model and Notation, BPMN) could make
electoral laws more comprehensible to different stakeholders, and in particular, to election administration,
especially in cases of complex elections with multiple voting channels. This solution helps election admin-
istrators to translate the complexity of electoral laws into clear instructions. By this, election administration
can adapt to the frequent changes in laws, reach better regulatory compliance, and address the barriers they
meet during the delivery of the elections, like overtasking and lack of institutional memory. As a proof of
the concept, we demonstrate the applicability of the proposed solution by modelling one voting channel
available in the 2019 parliamentary elections in Estonia, advance voting. The article contributes to the the-
ory on election administration and suggests how this solution could be used in practice: in the field of the
electoral law and outside of it.

Keywords: electoral law, law modelling, election administration, BPMN, Estonia, design science research
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“Laws can be visualised and modelled like other

governmental processes and these models can be

used as guidelines to develop workflows.”
(Olbrich and Simon 2008, 43)

INTRODUCTION
ELECTORAL LAWS REGULATE WHO organizes

elections and how they are organized. However,
in practice, it is not always easy to transform elec-
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toral laws into clear instructions. First, the legal lan-
guage of electoral laws might be difficult to
comprehend for non-lawyers. Second, some electoral
laws allow for multiple interpretations (Kropf, Ver-
cellotti, and Kimball 2013; Suttmann-Lea 2020).
Third, electoral laws change frequently, which does
not make the task of implementing laws easier. To
the contrary, “the potential for error increases when
the law changes” (Alvarez and Hall 2006, 497).
Given the frequency of modifications, some of
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them might “go unnoticed even for several decades”
(Ciaghi, Weldemariam, and Villafiorita 2011, 33).
Still, in the end, election administrators need to imple-
ment the laws and derive from them instructions for
poll workers. The more difficult this process is, the
less possible it becomes to deliver elections properly.

The process of transforming electoral laws into
instructions affects not only election administrators
and poll workers but also voters. Given that local
election administration involves a high level of dis-
cretion (Hall, Monson, and Patterson 2009), the pos-
sibility of multiple interpretations of electoral laws
might have significant consequences on the conduct
of elections and on voters. Poll workers can also
exercise discretion, and the more complicated
the laws are, the more discretion poll workers
can exercise (Atkeson et al. 2014). Thus, poll
workers are street-level bureaucrats making
“legal decisions on the fly on Election Day”
(Alvarez and Hall 2006, 496). Discretion also al-
lows poll workers to “decide to what extent they
will follow laws and procedures” (Hall, Monson,
and Patterson 2009, 508). As a result, the way
electoral laws are implemented can impact the
quality and integrity of elections.

This article aims to answer the research ques-
tion: “How can electoral laws be made more com-
prehensible to election administrators?” It presents
a new approach of how laws could be converted
into instructions, which would clearly indicate ac-
tors and their activities. This article presents a
proof of concept for Business Process Model and
Notation (BMPN) as a heuristic tool that may be
applied to electoral laws to make them more com-
prehensible to election administrators and poll
workers, limiting individualistic interpretation in
different contexts. Such models are especially im-
portant in contexts with complex elections with
multiple voting channels. To demonstrate how the
proposed tool works, we apply it to a case study
of the Estonian electoral law, in particular, the Rii-
gikogu [National Parliament] Election Act, in the
version for the 2019 parliamentary elections (Riigi-
kogu Election Act 2019).

The article proceeds with a theoretical frame-
work which informs the problem identification
(Fedorowicz and Dias 2010). The theoretical frame-
work presents an interplay between the literature
on election administration, usage of diagrams for
law modelling, and, particularly, the applicability
of the BPMN tool to electoral laws. A methodology
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section follows, before delving into the detailed ex-
planation of how to use BPMN to model electoral
laws, and its demonstration on a case of the Esto-
nian electoral law. The discussion section presents
the findings derived from the first application of
the BPMN to the electoral law. The conclusion elab-
orates on the implications of this research.

THEORETICAL FRAMEWORK

The theoretical framework builds on three strands
of literature. It starts with an overview of the litera-
ture on election administration, with the aim of
introducing the problem of comprehensibility of
electoral laws by election administrators and poll
workers. Then, it proceeds to the literature on the
usage of diagrams for the modelling of laws. After
that, it narrows down to one particular tool for model-
ling (Business Process Modelling and Notation) and
its application to the field of election administration.

Election administration

Globally, electoral law experiences frequent
changes that cause some scholars to call it “an
ever-changing field” (Geddis 2005, 60). Since the
1990s, “Italy shows a sort of ‘hyperkinetic’ attitude
toward changing its electoral law” (Baraggia 2017,
274). In Canada, since the 2000s, “nearly every area
of election law” has been reformed (Pal 2017). And
the U.S. is not an exception (Kimball, Kropf, and
Battles 2006; Levitt 2012). Election administration
implements electoral laws, that is why they need
to closely follow these changes.

Furthermore, to implement electoral laws, election
administrators need to interpret them: laws constrain
and direct election administrators, while still leav-
ing “considerable room for interpretation” (Kropf,
Vercellotti, and Kimball 2013, 244). This subjectivity
could be partisan: election administrators could inter-
pret laws in a way that helps their party (Kimball,
Kropf, and Battles 2006; Kropf, Vercellotti, and Kim-
ball 2013; Nussbaumer 2013). Ambiguity of electoral
laws could also further contribute to “varying inter-
pretations” (Suttmann-Lea 2020, 714) at the level
of poll workers." In fact, poll workers are the “most

'Poll workers have different titles in different jurisdictions,
such as election judges. To be consistent with other research,
we refer to them as poll workers in this article.
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direct arbiters” (Suttmann-Lea 2020, 714) of electoral
laws. In the case of poll workers from the city of Chi-
cago, Suttmann-Lea (2020) finds that personal expe-
riences of poll workers play a role in their
interpretation of electoral laws. This subjectivity
could challenge the consistency in law application,
resulting in unequal treatment of voters. Furthermore,
the issue of law interpretation is even more critical
in federalist systems with decentralized election ad-
ministrations, like in the case of the United States
or Switzerland.

The need for law implementation requires election
administrators and poll workers to have a good un-
derstanding of electoral laws and the electoral pro-
cess. However, that is not always the case: the
problem of not understanding their job has been
reported by 21 percent of poll workers in the U.S.
(Fischer and Coleman, 2008 as cited in Burden and
Milyo, 2015), with some poll workers not under-
standing even basic election laws and procedures
(Alvarez and Hall 2006) and some not being able
to comprehend instructions (Douglas 2015). Never-
theless, particular moments of the electoral process
demand a “nearly flawless peak-capacity perfor-
mance” (Alvarez and Hall 2008, 830) from the elec-
tion administrators and poll workers, which is
difficult to achieve in such settings.

The abovementioned aspects of electoral law
implementation require additional resources from
election administration, which is frequently under-
budgeted and overtasked (Hale and Slaton 2008;
Kimball and Kropf 2006). Electoral activities demand
the involvement of election administrators at the max-
imum capacity, which leaves limited resources for
dealing with complicated electoral laws: “as election
administration becomes increasingly complex, clerks
may believe that they spend more energy complying
with the requirements than actually helping citizens
vote” (Burden et al. 2012, 743).

Training could potentially help increase compre-
hensibility of electoral laws and make law imple-
mentation more consistent. Training is also a way
to address principal-agent problems in elections
(Alvarez and Hall 2006). Nevertheless, recent re-
search established in the case of the U.S. shows
that the way training is organized now does not
bring uniformity in law implementation (Burden
and Milyo 2015). To the contrary, training results
in a “wide variation in their [poll workers] level
of understanding of basic election laws and proce-
dures” (Alvarez and Hall 2006, 497), with poll
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workers finding training to be “difficult to under-
stand” (Burden and Milyo 2015, 45). Furthermore,
while this article operates mainly with two terms
election administrators and poll workers—the real-
ity is more complex: terms for election personnel
vary, and each of them can stand for an elected, per-
manently or part-time employed, or volunteer work-
force. This can affect the training environment and
subsequently the training outcomes.

Among possible improvements, poll workers sug-
gest that they be provided with handouts/reference
materials after a training. Another considered solu-
tion to address some aspects of the abovementioned
problem is the development of standard operating
procedures (Alvarez and Hall 2008; Alvarez, Hall,
and Atkeson 2009; Brown and Hale 2020; Kropf,
Vercellotti, and Kimball 2013) derived from elec-
toral laws, in order to maintain “a minimum level
of consistency” (Alvarez and Hall 2008, 830) in ad-
ministering elections. Even though election admin-
istration in the U.S. has become ever more
professionalized, and training has improved over
time, there is still a need for training, expressed
by both academics (Brown and Hale 2020; Kropf
et al. 2020) and practitioners (Adona et al. 2019;
McCormick 2020).

Institutional memory might also help in imple-
menting laws with consistency. However, poll
workers might have difficulties with accumulating
considerable institutional memory. First of all, poll
workers are not permanently engaged in these
roles (Burden and Milyo 2015; James 2019). This
results in high staff turnover. Therefore, there is a
need for a tool that would allow new staff to learn
quickly how to deliver elections, and who is respon-
sible for what. Second, even experienced poll work-
ers have few chances to “develop a shared set of
organizational norms to ensure consistent running
of elections” (Suttmann-Lea 2020, 2), or “retain
their knowledge of election law and procedure
from election to election” due to “the infrequent na-
ture of elections” (Atkeson et al. 2014, 948). Third,
even in the cases when all poll workers are well
trained, situations of emergent replacement may
arise, ranging from pandemics (Krimmer, Duenas-
Cid, and Krivonosova 2020a) to national disasters
(Stein 2015) to negligence2 (OSCE/ODIHR 2018).

’In every fourth polling station in Italy, some polling station
members did not show up and were replaced by volunteers.
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These situations also require a tool for quick learn-
ing or at least understanding of the electoral proce-
dures, derived from the electoral law.

We accept that in some environments poll work-
ers do not work directly with the electoral law. They
rather receive abbreviated instructions developed
for them by a higher level of the election adminis-
tration. However, in such instances, instructions
cover solely responsibilities of a considered actor.
As a result, the actors know only their own respon-
sibilities: the instructions provide no vision of the
overall election management. Given that the scope
of the actors involved in election delivery is growing
(Garnett and James 2020), the need for understand-
ing what the other actors’ activities and responsibil-
ities are will be increasing.

Academics as well as practitioners emphasize the
importance of providing poll workers with visual
aids to assist them on the Election Day (AIGA
Design for Democracy and Election Assistance
Commission 2016; Election Assistance Commis-
sion 2016). Visual aids could simplify information,
convey the meaning graphically, and serve as a pre-
cise summary or a reminder which could be used on
Election Day. Training for poll workers frequently
spreads the message that there is no need to memo-
rize everything. Nevertheless, on Election Day,
under significant time constraints, poll workers
could find it more feasible to use a one-page dia-
gram, rather than searching through lengthy hand-
outs (Douglas 2015). Guides which are used
nowadays by states and counties of the U.S. are con-
sidered to be “virtually unusable on Election Day”
(Douglas 2015, 367) because of their length and com-
plexity. The same applies to the checklists (Douglas
2015). The post-election audits in the U.S. confirmed
that very detailed, but not user-friendly, guides were
one of the reasons why some voters were disenfran-
chised by mistake (City Commissioner’s Office
2013). An overview of national practices in the U.S.
also claims that guides in the current form are ineffec-
tive and not sufficient to prevent poll workers’ mis-
takes, and that poll workers “have little training and
few resources to help them when issues arise,”
while “the right tools” would make mistakes avoid-
able (Douglas 2015, 354). That being said, the de-
mand for other instruments is well articulated.

However, visual aids are always considered as
supporting materials to those already used (e.g.,
handbooks, checklists), not as a substitution.
Among the variety of visual aids, diagrams and
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flow charts are favored (Election Assistance Com-
mission 2016).> In comparison to checklists or
handouts, mostly designed for internal use, visual
aids such as diagrams could be printed out and dis-
played as posters at the polling station for the ben-
efit of all participants in the electoral process.
This could boost confidence in the electoral process
on the part of both election administrators and voters.
Furthermore, diagrams are not only used for Election
Day activities, but have been also applied to election
audits (Alvarez, Hall, and Atkeson 2009).

Models, diagrams, and legislation

In general, public administration activities are
more regulated than those of the private sector,
with most of them being fixed in legal documents
(Olbrich and Simon 2008). Therefore, the link be-
tween the law and processes is perhaps most evi-
dent in the field of public administration. Election
administration, being a part of public administra-
tion, follows suit. First of all, it is heavily regulated
at the subnational, national, and international lev-
els (Venice Commission 2002). In addition, inter-
national organizations, such as the Organization
for Security and Co-operation in Europe Office
for Democratic Institutions and Human Rights
(OSCE/ODIHR) and the Venice Commission, fre-
quently assess national electoral laws and provide
recommendations on how they could be improved.

Nevertheless, legislation is frequently written in a
way so that sections constantly refer to other sections
and subsections, without explicitly repeating the con-
tent. When implementing a piece of legislation, an
actor might not know which subsections are relevant
to a particular practical question, thus, “the reader
has to work through all the text” (Smith and Schwarz
1987, 981). One of the available instruments to address
this issue is diagrams. A diagram could help “to lead
the user through relevant parts of the legislation
only” (Smith and Schwarz 1987, 981). Diagrams
could be also used to help new employees to under-
stand their job, to “provide a document which would
act as a reference when resolving difficult cases,”
and to “highlight ambiguities and impracticabilities”
in the legislation (Smith and Schwarz 1987, 987).

3With some recent innovations like picture guides (see, e.g., St
Louis City Board of Elections’ developments). https:/www
.eac.gov/sites/default/files/document_library/files/Election-Day-
Picture-Guide-sample.pdf
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Process modelling brings together diagrams and
processes. When considering what the difference is
between models and diagrams, in short, a model is
“a graphical presentation of a process, function or
system” (Van der Waldt 2013), which could take
the form of a diagram, but not exclusively: “a
model simply enables the reader to visually register
and comprehend all the variables and relationships
among them” (Van der Waldt 2013). It is particularly
good in dealing with complexities, and if imple-
mented correctly serves as a “communication base”
for all involved actors (Becker, Rosemann, and von
Uthmann 2000, 31).

Comparative studies of electoral laws usually use
content analysis (Blais, Massicotte, and Yoshinaka
2001). However, in the field of e-government, law
modelling and analysis have been widely used, giv-
ing rise to the research field of legal informatics
(Ciaghi, Weldemariam, and Villafiorita 2011),
legal visualization, and visual laws (Boehme-
NeBler 2011a, 2011b). Still, this modelling of laws
and procedures is not necessarily conducted in favor
of public administration (Ciaghi, Weldemariam, and
Villafiorita 2011). Olbrich and Simon (2008, 43) pres-
ent an overview of approaches to “visualizing legally-
defined processes,” bringing evidence that laws have
been illustrated since medieval times. One approach
to law modelling they present is the translation of par-
agraphs of a law into process models. Such an ap-
proach follows the narrative of the law and builds
models on a paragraph-by-paragraph/article-by-
article basis. Nevertheless, such an approach might
not allow following the sequence of processes from
the beginning to the end, as the very same process
might be mentioned in different parts of the law.
Another strand of literature answers the question
“how one derives requirements from a law?” (Siena
etal. 2008, 1). A large share of this research field cov-
ers the production of software specifications from
laws (Gorin, Mera, and Schapachnik 2010).

Business process model and notation

There are many ways of creating process models.
Among the variety of modelling languages, we focus
on Business Process Model and Notation, because it
is considered as a “de facto standard for process
modelling” (Walser and Schaffroth 2010, 4). The
main difference between BPMN and diagrams is
that BPMN is a standardized and widely adopted lan-
guage, unlike diagrams, which are specific to the au-
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thors who produced them, meaning that different
authors could depict the same processes with dia-
grams differently. Each element of BPMN has a de-
fined meaning, clear to anyone who is familiar with
the language. Diagrams are the drawing tools,
while BPMN is the modeling tool. BPMN is also bet-
ter in capturing complexities and being able to depict
more complex processes in a precise manner.

The common language is of particular impor-
tance for contemporary election administration. In
countries with decentralized election administra-
tion, there is a clearly articulated need for the com-
mon language: “at the core, election officials across
the country want to do things well and follow the
same general blueprint of how to get there,” as
well as to “have a common understanding of how
things work” (Hubler and Patrick 2020, 155).

BPMN is a standard developed by the Object
Management Group to provide a notation that can
be understood by all business users and that can
bridge “the gap between the business process de-
sign and process implementation” (OMG 2011).
BPMN was created by the consolidation of the
best practices from other different notations into a
single standard notation for the purpose of commu-
nicating process information in a simple way to a
wide range of stakeholders (OMG 2011). It helps
to show tasks/activities/responsibilities illustra-
tively and linked, in time and between stakeholders.
BPMN has the advantage of representing any orga-
nizational process through a dynamic lens, while
being easy to comprehend by any reader and widely
accepted in academia (Geiger et al. 2018; Mili et al.
2010).

BPMN has been applied to the field of
e-government (for quality improvement of
e-government services) (Corradini et al. 2011),
public administration (for standardization and
staff training) (Walser and Schaffroth 2010), and
election observation (for attributing each activity to
a particular actor and, based on that, for identifying
overburdened actors, overlapping activities, and for
attributing costs for every activity, by calculating
the cost efficiencies of various ways of voting)
(Krimmer et al. 2018; Serrano-Iova 2019). Walser
and Schaffroth (2010) refer to the successful exam-
ple of BPMN usage by the Federal Department of
Foreign Affairs of Switzerland for training fre-
quently changing staff. The Australian Department
of Finance and Administration used BPM to model
a parliamentary workflow which simplified staff
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communication (Villanova University 2020). The
U.S. Department of Defense has been using
BPMNSs for improving processes and use of data
for at least a decade (zur Muehlen, Wisnosky, and
Kindrick 2010). BPMNs are extensively used in
health care in order to create an “understandable
graphical model, where management and improve-
ments are more easily implemented by health profes-
sionals” (Rojo et al. 2008, 1). Electoral process
modelling has been on the agenda of election admin-
istrators in the U.S. since 2013 (Hubler and Patrick
2020), in order to create “a visualization of a com-
plex system that functions as a sort of road map for
the who, when, and how of election administration”
(Hubler and Patrick 2020, 156), and a learning tool.

Ciaghi et al. (2011) and Ciaghi and Villafiorita
(2012) conduct law modelling with the help of
BPMNSs. They use BPMNs for “the visualization
and formalization of business processes” (Ciaghi,
Weldemariam, and Villafiorita 2011, 29). They dif-
ferentiate two steps of research: (1) modelling pro-
cedures, and (2) analyzing procedures (based on the
models). In Ciaghi et al. (2011), they conduct only
law modelling, leaving the analysis for further re-
search. In any modelling language, the mark-up of
laws is usually conducted manually; hence, it is re-
source intensive. Nevertheless, the contemporary
approaches to law modelling allow automatization
of at least some steps in this process (Ciaghi, Wel-
demariam, and Villafiorita 2011), although it should
be applied with care, given that laws frequently
allow multiple interpretations.

Finally, a variety of free software is available for the
development of BPMNSs, thus making this tool acces-
sible for wider populations and contexts. This means
that in BPMN a reader finds all in one: a language, a
method, a technique, and software for process model-
ling. For these reasons, we believe BPMN deserves to
be tested as a solution for the outlined problems. At the
same time, we are not advocating for a particular mod-
elling language.

Table 1 summarizes the aforementioned aspects
of the problem. The objectives of the proposed solu-
tion aim to resolve these issues.

METHODOLOGY

The aim of this research is to address a very par-
ticular administrative challenge in the field of elec-
tion administration, by creating an artifact or a new
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practice (Romme and Meijer 2020) that could solve
(at least some aspects of) the problem. For this
purpose, this research follows the design science
research strategy which brings rigor and general-
izability to the research (Fedorowicz and Dias
2010) by allowing to “explore and demonstrate
the possibilities of new artifacts” (Goldkuhl
2016, 445). So far, there are only a few examples
of the design science in the field of election ad-
ministration (Kasse, Moya, and Balunywa
2013), but it has been widely recognized in a
broader field of public administration (Barzelay
and Thompson 2010; Romme and Meijer 2020).
This article follows the steps of the design sci-
ence process developed by Peffers et al. (2007):

e theory-informed problem identification and
definition of the objectives for a solution,

¢ design and development of a solution,

¢ demonstration of a solution in some setting,

e evaluation of a solution, and communication
of results.

Problem identification focuses on operational
and institutional aspects of election administration.
The demonstration is performed on a case which
serves as a validation example of the proposed solu-
tion (Goldkuhl 2016). For a case, we chose a holistic
(with a single unit of analysis) extreme/unusual case
(Yin 2017), to serve as a proof of concept. For a case
study, we focus on the Estonian electoral law. The
main reason for choosing Estonia as a case was
the complexity of the electoral context, yet simplic-
ity in the presentation of the electoral law. This di-
chotomy makes Estonia an unusual case:

¢ Estonia provides to all eligible voters multiple
voting channels. Many of them are provided si-
multaneously, at various locations. This in-
creases the complexity of elections and the
risks for double voting (Krimmer et al. 2018).

¢ Estonia has multiple stakeholders, both public
and private, involved in the delivery of elec-
tions (Krivonosova 2019).

¢ Estonia has a 15-year record of using new vot-
ing technologies, in particular Internet voting
(Krivonosova et al. 2019; Serrano-Iova 2019;
Vassil et al. 2016; Vinkel and Krimmer 2017).

Moreover, the Estonian electoral law and its most
recent updates are publicly available. The latest
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TABLE 1. THE PROBLEM AND THE SOLUTION’S OBJECTIVES

Aspect of the problem

Objective

Complexity of electoral laws and frequent
changes

Lack of time of local election officials to deal
with complicated cases during Election
Day(s)

Local election officials might interpret electoral
laws with subjectivity and/or partisan interests
in mind, which results in voters not being
treated equally

Non-efficiency of poll workers’ training and lack
of institutional memory in election
administration

Need for visual aids for poll workers to assist
them on the Election Day. Such visual aids
should:

® simplify information

® convey the meaning graphically

® serve as a precise summary or a reminder
which could be used on the Election Day

Current aids for poll workers are:

lengthy

complex

not user-friendly

“virtually unusable on Election Day”

(Douglas 2015, 367) because of their

length and complexity.

The solution will not be able to decrease the complexity of electoral laws or
changes to it, but it will allow local election officials to deal with this
complexity with fewer resources.

Unlike lengthy handouts, the solution leads the user “through relevant parts of
the legislation only” (Smith and Schwarz 1987, 981), could be depicted in
one-page format and be displayed for the common use.

The solution will aim at unifying interpretation by providing clear and easy to
comprehend instructions, thus, limiting the ability of local election officials
to interpret electoral laws, but not eliminating discretion.

However, the solution also provides opportunities for oversight (by voters,
election observers, and others), which could result in a more consistent
implementation of the electoral laws.

The solution will allow new staff to learn quickly how elections are delivered
and who is responsible for what, especially in the situations of emergent
replacement.

The solution can help to provide poll workers with more uniform training.

The solution will help to “develop a shared set of organizational norms”
(Suttmann-Lea 2020, 2) and “retain [...] knowledge of election law and
procedure from election to election” (Atkeson et al. 2014, 948).

The proposed solution:

substantially simplifies organizational processes (Walser and Schaffroth

2010);

conveys the meaning graphically: “a model simply enables the reader to

visually register and comprehend all the variables and relationships

among them.” (Van der Waldt 2013)

® leads the user “through relevant parts of the legislation only” (Smith

and Schwarz 1987, 981)

serves as “a document which would act as a reference when resolving

difficult cases” (Smith and Schwarz 1987, 987) and “communication base”

for all involved actors (Becker, Rosemann, and von Uthmann 2000, 31)

deals particularly with complexities

is scalable (smaller jurisdictions with less capacity can utilize and build on

BPMNs created by bigger jurisdictions)

Unlike checklists or handouts, mostly designed for internal use, the visual aids such
as diagrams could be printed out and displayed as posters at the polling station
for all participants in the electoral process.

This could boost confidence in the electoral process of both, election administrators
and voters.

The solution could also be applied for (post-) election audits.

version of the law presents all the amendments and
changes, thus eliminating the need to navigate
among older versions to discover what is still
valid. Furthermore, the state itself provides the offi-
cial translation of the law into English.

This article focuses on the most recent elections,
the 2019 parliamentary elections in Estonia. The
time frame covers the election- and post-election pe-
riods of the electoral cycle (Krimmer, Triessnig, and
Volkamer 2007). Following the approach of Gold-
kuhl (2016), the analysis builds on a detailed legal
analysis, and the researchers’ previous study and ex-
perience of work procedures and principles in the
field of election administration. The primary source
of the data for the modelling is the Riigikogu Elec-

tion Act (Riigikogu Election Act 2019). Addition-
ally, we complemented it by on-site observations
of the electoral law implementation and interviews
with the electoral stakeholders, conducted in groups
of at least two people from the Cost of Democratic
Elections research project. The article illustrates
both steps of visualization (Ciaghi, Weldemariam,
and Villafiorita 2011), modelling and analysis. The
mark-up of laws is conducted manually, indepen-
dently by each author of the article.

The limitations of this research lie in the narra-
tive existing in the field of public administration re-
garding the application of private sector approaches
to public administration research. According to this
discourse, business approaches might not be fully
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applicable to the field of public administration
(Lips 2019), due to some “fundamental differ-
ences between public administration and private/
commercial organizations” (Goldkuhl 2016, 447).
However, BPMN has been proven to be applicable
to different fields of public administration (as pre-
sented in the previous section), including election
administration (Krimmer, Duenas-Cid, and Krivo-
nosova 2020b; Serrano-Iova 2019) and immigration
law modeling (Ciaghi, Weldemariam, and Villafior-
ita 2011). Furthermore, the studies on election ad-
ministration favor solutions derived from the
private sector (Douglas 2015), because they are po-
litically neutral and do not require reform. Com-
bined with the low resource-intensity of this
solution, BPMN as a tool can be implemented at
the polling sites immediately, thus demonstrating
the intrinsic value of this solution. The limitations
of the proposed approach lie in the extent to
which it limits the discretion of poll workers: even
the most comprehensible instructions might not
convince poll workers to follow them. Previous re-
search (Atkeson et al. 2014; Suttmann-Lea 2020)
established that poll workers’ beliefs and percep-
tions of fairness might more accurately explain var-
iations in policy implementation. Another limitation
relates to using the English translation of the law
(even though the official one) which means we
might be missing some (cognitive-) linguistic di-
mensions (Goldkuhl 2016).

DESIGN OF THE SOLUTION

Step 1

The analysis starts with the identification of the
relevant legislation(s). A thorough reading is neces-
sary. The initial reading will permit the identification
of articles that describe processes and activities, and
the actors involved in the mentioned activities. It will
allow classification of each article as either irrelevant
or relevant for the modelling. This way of classifying
articles is not final, and the modeler might consider
an irrelevant article relevant (or vice versa) depend-
ing on the scope of the modelling. Nevertheless,
not reducing at all the number of articles to be mod-
elled will lead to a situation probably encountered by
Krimmer et al. (2018), where individual articles of
the then Municipal Council Election Act or MCEA
(Municipal Council Election Act 2017) were mod-
elled with BPMN.
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The example provided by Krimmer et al. (2018),
and identified as the activity “Ascertaining voting
results in a Voting District Committee,” corre-
sponds in its entirety to article § 54 of the MCEA
(Municipal Council Election Act 2017). The
model is quite detailed in some aspects, but less in
others, and quite complex as it does not follow the
BPMN guidelines. This was a model for a single in-
dividual activity, while Krimmer et al. (2018) state
that “31 processes with 177 activities” were identi-
fied in the almost 85 articles of the MCEA (Munic-
ipal Council Election Act 2017). Among those, they
selected “four major processes” consisting “of dif-
ferent sets of activities depending on voting channel
and voting location” (Krimmer et al. 2018, 123).
The selected 37 activity models (“22 activities
for I-voting, 8 activities for early and advance vot-
ing, and 7 activities for election day voting”
(Krimmer et al. 2018, 123) were individually cre-
ated in order to apply an accounting approach to
assist in the calculation of electoral costs. This
level of detail is not necessary for electoral admin-
istrators attempting to understand the sequence and
responsibility of processes for an election. As such,
it is recommended to identify the relevant articles
necessary for the scope of the modelling.

Step 2

The next step concerns recognizing the different
voting channels available in the elections. Voting
can occur remotely or in the polling stations, before
or during the Election Day, and on a paper or elec-
tronic ballot. The specific combination of these
components gives rise to the different voting chan-
nels available to cast a vote. For example, Internet
voting refers to casting an electronic ballot re-
motely before the Election Day, while postal voting
is a similar endeavor with a paper ballot, and ad-
vance voting happens on paper ballots at the polling
stations before the Election Day. We strongly sug-
gest that whatever the scope of the modelling is,
to model according to the various voting channels,
because it will help illustrate the process, events,
and actors in a manner that can take advantage of
the inherent sequence and conditional flows of
BPMN and its other elements. Modelling per voting
channel also allows the identification of the shared
activities for all channels. For example, printing of
ballot papers is usually centrally organized, and
only then distributed to every paper-based voting
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channel. Therefore, this activity happens only once
per elections, however, it concerns every paper-
based voting channel.

Step 3

Once the voting channels have been identified,
and those desired to be modelled chosen, the vari-
ous actors and processes they perform need to be
assigned to them. Some voting channels, like
those for advance, early, and postal voting, are
much more focused on local election administration
than others (i.e., Internet voting). Internet voting is
generally managed more centrally, at a higher oper-
ational level, and might even involve the national
electoral bodies. In the other cases, many of the ac-
tivities and responsibilities are managed at the local
level of election administration.

Taking the example of modelling one voting
channel, swim lanes can be used to distinguish
each relevant actor. A pool would be used to repre-
sent an election management body, team, or actor,
and lanes could illustrate specific responsibilities
of exceptional individuals (such as the head of a
polling station that must sign an affidavit or a
final report), as presented in note 1 in Figure 1.

Step 4

Once assigned, the correct sequence of processes
must be established, and they must be connected to
one another. Since electoral process management is
a multi-actor endeavor, the processes of a single vot-
ing channel may involve more than one electoral
administrator. This is why it is of particular impor-
tance to model carefully with the help of the elec-
toral law. For example, at the local level a large
number of activities and checks must be performed
in a specific sequence. There are also multiple con-
ditions to verify the eligibility of voters. All of these
activities should be attributed to the correct actors
and in the correct sequence, both legislatively and
logically. For example, voter eligibility checks
should occur before handing the ballot to the voter
but after setting up the polling station. Additionally,
and as previously mentioned, there are shared activ-
ities that are homogeneous in most or all voting
channels. These must be added to the BPMN in an
accurate manner that reflects what is written in
the law.

All activities are illustrated as rounded rectan-
gles. There are some activities, named sub-processes
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in BPMN nomenclature, that might contain a com-
plex net of sub-activities. They can be illustrated
as collapsed rounded rectangles with a “plus sign”
(like in Figure 1). When the plus sign is clicked
on, the rectangles will expand (like in Figure 2).
When expanded they will add a greater level of de-
tail and will contain other activities, events, and con-
nections between them. The level of detail of the
model should be established by taking into consider-
ation the capacities of the user and the creator of the
model. By having the option to show or hide some of
the activities, the same model can be used at both the
local and higher electoral administration levels. The
activities will be connected by a solid line with an
arrowhead, which shows in which order the activi-
ties are performed.

Events are situations that happen anywhere in the
process, and can also be used as the starting point of
a process or sub-process. The Timer, Condition, and
Message Events relate to a specific time, condition,
or message/item, respectively, that must be fulfilled
in order for the process to start or continue. The
Timer Start Event can be used when there is a
time precondition in the law for a certain activity,
e.g., a specific date and/or time for starting advance
voting (see note 1 in Figure 1). The Message Start
Event describes the receipt of an item in order to
start a process, e.g., receiving the voter’s ID in
order to check a voter’s eligibility, or receiving the
materials to prepare the polling place (see note 1
in Figure 2). The Conditional Start Event can be
used for any other precondition that might need to
be fulfilled in order to initiate a process. The events
can also occur during the process, and the diagrams
are a bit different, depending if the actor needs to re-
ceive or send (“catch”/receive or “throw”/send)
something (see note 5 in Figure 1).

Gateways are used to indicate paths that either
merge or fork depending on conditions. There are
Exclusive, Parallel, and Event-Based Gateways.
The Exclusive Gateway can be used when there
is a decision to be made by the actor (see note 3
in Figure 1). The Parallel one can be used when
the actor must accomplish different activities that
themselves are not in a sequence, as described by
the law (see note 2 in Figure 2). The Event-Based
Gateway is an Exclusive Gateway but the precondi-
tion is an event, not a choice nor decision (like in the
Exclusive Gateway).

Consistently following the naming conventions
mentioned above will guarantee the comparability
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etc.) must be sent to the State Electoral Office (SEO).

BPMN of the advanced voting delivery in the 2019 Parliamentary elections in Estonia. (1) The “pool” or exterior rectangle presents the whole process, which is attributed to
the actor performing the modelled activities and sub-processes. (2) The “clock” sign illustrates when an activity depends on a specific time/deadline. The first clock starts the whole
process, while the second one requires the time to be 12:00 p.m. before proceeding further. The reading for this model is following: the process starts only on advanced voting days, and
the polling places open at 12:00 p.m. (3) The “cross” sign illustrates gateways in the model; either they indicate the points at which recurring activities are starting over, or where a
decision must be taken (yes-no questions in this model) in order to proceed. (4) The “plus” sign illustrates a sub-process (i.e., the activity has sub-activities). In the application format, by
clicking at this button, a list of sub-activities emerges. The model could be printed with or without displaying sub-activities. (5) The “envelope” sign demonstrates that the activities are
dependent on receiving (white envelope) or sending (black envelope) physical artifacts. In this model, the envelopes are received and a physical notification (e.g., letter, e-mail, message,
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FIG. 2. Expanded sub-process “Prepare the Polling Place.” (1) The “envelope” sign at the beginning illustrates when an ac-
tivity depends on the reception of a specific message or item. In this model, preparing the polling place can only start after the
materials have been received. (2) The “plus” diamond sign illustrates parallel gateways in the model; they indicate the starting
and ending points where multiple activities should be undertaken in parallel. In order to proceed, all the parallel activities must

be completed.

of models, which is one of the determinants of
the quality of models (Becker, Rosemann, and von
Uthmann 2000).

Step 5

Once the model is complete, a review is neces-
sary to make sure that no process, component,
actor, or relationship has been omitted. It is highly
recommended to review the model from start to fin-
ish, with and without the law to see if something has
been omitted or if something does not seem correct
or logical. If, after consulting with the relevant leg-
islation, there seem to be some incongruities, we
recommend a final step.

Step 6

In the case that there are issues when modelling,
lack of clarity in the electoral law, or just questions
regarding to the process, it can be complemented
with observations and interviews with electoral
management bodies (EMBs). This step could also
serve as a check of the semantic correctness of a
model, which “postulates that the structure and
the behavior of the model is consistent with the
real world” (Becker, Rosemann, and von Uthmann
2000, 32).

DEMONSTRATION: MODEL OF ADVANCE
VOTING DELIVERY IN THE 2019
PARLIAMENTARY ELECTIONS
IN ESTONIA

Distinct legislation regulates different levels of
elections in Estonia: the Riigikogu Election Act
2019, or the Municipal Council Election Act 2019,
or the European Parliament Election Act 2020,
depending on the type of election being conducted,
the national, local, or European Parliament elections,
respectively. Even the eligibility of voters depends
on the level of elections: those who are eligible to
vote in local elections might not be eligible to vote
in parliamentary elections. The legislation also differ
in scope and designation of electoral administrators;
however, most activities and processes remain simi-
lar. Besides, for every election, the central election
administration prepares a handbook for poll workers.
In the 2019 parliamentary elections, this handbook
consisted of three parts: instructions regarding pro-
cedures at the polling station, the electoral law, and
the form with checkboxes, with instructions prevail-
ing. These instructions concerned solely the respon-
sibility of poll workers, while the law mentions
responsibilities of multiple actors. Still, the transla-
tion of the law into instructions takes more space
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than the law itself. Besides the handbook, poll work-
ers in Estonia are provided training, either in person
or in a digital environment.

Step 1: Identifying articles that explicitly refer
to an actor involved in the management
of elections and a process

The articles, irrelevant for the modelling, will be
ones that describe the bases of the election system
(Municipal Council Election Act 2019, para. 1;
Riigikogu Election Act 2019, para. 1), specify the
characteristics of individuals who are allowed to
vote or participate as candidates (Municipal Council
Election Act 2019, para. 5; Riigikogu Election Act
2019, para. 4), or state the competences of the
electoral management bodies (Municipal Council
Election Act 2019, paras. 12, 19; Riigikogu Election
Act 2019, paras. 9, 15), among many others. These
descriptive articles only indicate overarching char-
acteristics of processes, rights, and obligations of
individuals. These abstract concepts will not be
modelled because they do not pertain to the concrete
activities we are attempting to visualize.

As an example of the relevant articles, we have
ones that describe the preparation for electronic
voting (Riigikogu Election Act 2019, para. 48),
the procedure for voting on a paper ballot (Munic-
ipal Council Election Act 2019, para. 45; Riigikogu
Election Act 2019, para. 39), or ascertaining the
voting results from different voting methods
(Municipal Council Election Act 2019, paras. 54—
55; Riigikogu Election Act 2019, paras. 57-60).
These articles present a sequence of events, and/
or the actors, thus concretely describing processes
that must be undertaken during the elections.

Step 2: Identifying the corresponding
voting channels

In the 2019 parliamentary elections in Estonia, vot-
ers could cast a vote through eight voting channels (see
the Table 2). Postal voting was available to voters re-
siding abroad, upon a written application submitted to
the Estonian foreign mission in the country of a vot-
er’s habitual residence. The deadlines for submitting
an application and returning a ballot paper were
established individually by every foreign mission.
Voting in the diplomatic missions was organized for
at least two days from the 15th to the 10th day before
the Election Day. Internet voting was available to vot-
ers on a 24-hour basis from the 10th to the 4th day be-
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TABLE 2. VOTING CHANNELS IN THE 2019 PARLIAMENTARY
ELECTIONS IN ESTONIA

=

Voting channel

Postal voting

Voting in the diplomatic missions

Internet voting

Early voting in county centers

Advance voting in county centers

Advance voting in ordinary polling stations
Election Day voting

Home voting

0NN B W=

fore the Election Day. Early voting in county* centers
means that the voting happened from the 10th to the
7th day before the Election Day in the designated
polling stations where voters could vote irrespective
of their residence. In 2019, most of such centers
were located in supermarkets. Advance voting was or-
ganized at every polling station (county centers and
ordinary Voting District Committees—VDCs), from
the sixth to the fourth day before the Election Day.
Election Day voting was available for 11 hours on
Election Day at every polling station. Home voting
happened on Election Day, on request by a voter,
meaning that a part of the VDC took a mobile ballot
box and the required voting materials and visited the
voter at the voter’s location. For the demonstration,
we chose to illustrate advance voting at the polling
station, due to the various local-level activities that
must be undertaken, thus, active involvement of poll
workers.

To demonstrate the concept of an activity shared
by some voting channels, we consider the activity of
processing the votes cast in advance. The paper bal-
lots cast in advance of Election Day are centralized,
sorted, and sent to the corresponding voting district
at which a voter is registered. This activity would
be shared for postal voting, voting in diplomatic
missions, early, and advance voting.

Step 3: Assigning actors and processes they
perform (see Step 1) to identified voting
channels (see Step 2)

At the local level, the electoral management body
is the VDC. Therefore, the model will have only one
pool (as illustrated in Figure 1). The VDC has at
least five members: the municipal council appoints

“A county is an administrative unit of Estonia. By law, every
county should provide to voters at least one county center.
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the chairperson and one half of the members, polit-
ical parties appoint the other half. Therefore, elec-
tion administrators in Estonia might be partisan.
Advance voting requires the VDCs to perform
the following processes. The processes are pre-
sented in the sequence that they are mentioned in
the electoral law (Riigikogu Election Act 2019):

e prepare polling place (Riigikogu Election Act

2019, paras. 34-37);

seal the openings of the ballot boxes used for

advance voting after the close of voting (Riigi-

kogu Election Act 2019, para. 36);

open polling place to voters (Riigikogu Elec-

tion Act 2019, paras. 38—40);

e process voters (Riigikogu Election Act 2019,
paras. 39-40);

e check voter identity (Riigikogu Election Act

2019, paras. 39-40);

keep the ballot boxes and voting documents

(Riigikogu Election Act 2019, para. 40);

receive early voting envelopes from other

VDCs and State Electoral Office (SEO) (Riigi-

kogu Election Act 2019, para. 48);

notify SEO of votes not taken into account

(Riigikogu Election Act 2019, para. 48);

e open outer envelopes of votes taken into ac-

count (Riigikogu Election Act 2019, para. 48);

deposit inner envelopes in advance voting ballot

boxes (Riigikogu Election Act 2019, para. 48);

seal ballot box once again (Riigikogu Election

Act 2019, para. 48).

This sequence does not necessarily follow the
logically correct sequence of the processes: for in-
stance, the law mentions the process of sealing the
openings of the ballot boxes before the process of
opening the polling place and other processes hap-
pening during the voting. This emphasizes the im-
portance of the BPMNss in easing the establishment
of the correct sequence of electoral processes.
Some of the mentioned activities also have sub-
processes. Step 4 further analyzes them.

Step 4: Organizing the processes, within each
identified voting channel, in the correct sequence,
and connecting them to the corresponding actors
with the correct relationship

Figure 1 illustrates a collapsed model of advance
voting organized by the VDC. It initiates with a
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Timer Start Event because advance voting can
only happen during specific dates. The Timer Start
Event indicates that this process will only start
when the Advanced Voting Day has been reached.
A gateway is positioned next to catch the loop
that will be explained further. Figure 1 has been
streamlined, collapsing the expanded sub-processes,
in order to better visualize the bigger picture. Thus,
the Timer Start Event is followed by a collapsed
sub-process “Prepare Polling Place.”

Figure 2 illustrates the sub-process “Prepare the
Polling Place” as an expanded sub-process in
order to demonstrate what happens when they un-
dertake such activity. In order to start preparing
the polling place, the VDC must receive the materi-
als to set it up. Then, they must take each of these
materials and fulfil some activities. The booths
must have a table and writing materials in them,
and the list of candidates must be placed on the
wall of the booth. The ballot boxes must be
inspected and sealed, and their openings further
covered to prevent tampering. The ballots must be
stamped with the VDC seal. With these activities
in parallel accomplished, a choice divergence in
the path appears.

The REA (Riigikogu Election Act 2019, para.
41) states that voters may vote outside their district
of residence on specific dates in specific polling sta-
tions. If this is the case, such polling stations must
prepare a separate booth, ballot box, and corre-
sponding materials. Otherwise, nothing else needs
to be done. This legal specification has been illus-
trated by the Exclusive Gateway and the corre-
sponding sequence of activities. After any of the
branches is followed, the polling place has been pre-
pared and this sub-process ends. The model will
carry onto the next activity.

After the “Prepare the Polling Place” activity, the
team must “catch” an intermediate event, i.e., wait
until it is 12:00 p.m. in order to “Open the Polling
Place to Voters.” As the voters come in, the VDC
team processes them (i.e., asking for their ID, veri-
fying that they are eligible to vote at this polling sta-
tion, handing them the ballot, stamping the ballot,
and observing that the voter inserts the ballot cor-
rectly in the ballot box). This activity is compressed
in Figure 1 in order to make the whole process leg-
ible. The activity is looped until there are no more
voters. A gateway follows the “Process Voter” ac-
tivity, and makes sure it continues until 8:00 p.m.,
which is the closing time of the polling station. At
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8:00 p.m. the VDC team will seal the openings of
the ballot boxes and keep them safe with the voting
lists and documents.

The advanced voting is undertaken for a few
days, so if the period has not ended, the process
loops back to the beginning (i.e., the first gateway
after the Timer Start Event), and the activities are
repeated on the next day of the Advanced Voting
Period. However, if the period has ended, then the
VDC needs to fulfil other activities. They must
now wait for the Early Voting Period envelopes
from other VDC and, after receiving them, they
must process them. The Early Voting Period en-
velopes contain two main pieces of information:
the voter’s identity on the (outer) envelope and
an additional sealed (inner) envelope with the
voter’s ballot. The VDC team will check the vot-
er’s identity with the voting list, in order to de-
termine if a voter was eligible to cast a vote in
this polling station. If yes, the ballot envelope
will be taken into account and a notation will
be made in the voting list. If no, the ballot enve-
lope will not be taken in account. Afterwards,
the VDC team must notify the SEO of the
votes that were not taken into account. The
voter (outer) envelopes that passed the check
will be opened and the (inner) envelopes con-
taining the ballot will be inserted in the advance
voting ballot box, after which the box will be
sealed once again. After all of these activities,
which in total have spanned the duration of a
few days, the process of advance voting ends.

Step 5: Reviewing the BPMNs with the law
to make sure it has been correctly translated

There are some details that are not specified by
the REA (Riigikogu Election Act 2019). The ac-
tivities illustrated in Figure 2 after the Parallel
Gateway (with the exception of the computers)
were only mentioned but not sequenced. Thus,
when designing the model, it was up to the mod-
eler to add such activities as a linear or parallel se-
quence of events. Since the activities are related to
different kinds of materials, and knowing that the
VDC contains more than one single member, the
modeling was done in parallel. This reflects the re-
ality that one polling station clerk can set up the
booths while another checks and seals the boxes,
and so on. Additionally, the described Exclusive
Gateway had to be illustrated because the selec-
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tion of which polling stations would be accepting
voters coming from other electoral districts is
done closer to the electoral dates and through an-
other mechanism, not the REA (Riigikogu Elec-
tion Act 2019).

Step 6: Complementing with observations and
interviews where necessary or if doubts persist

Finally, the model was prepared, and on-site ob-
servations were conducted to improve it. The REA
(Riigikogu Election Act 2019) does not say any-
thing about computers or printers. However,
through our observations of and interviews with
VDC clerks we realized that they actually need to
set up such devices and make sure that they are op-
erational (i.e., a power and Wi-Fi source must be
available to them). As such, we have decided to in-
clude such activity in the model, even though it is
not explicitly mentioned in the REA (Riigikogu
Election Act 2019).

DISCUSSION

The proposed approach allows translating the
complexity of the electoral law into clear graphical
instructions for poll workers, distilling the message
spread through the multiple pages of the dense text
of an electoral law into one model. Our demonstra-
tion shows how the electoral law of Estonia could be
translated into one model with clear instructions. As
a starting point, we had the Riigikogu Election Act
(Riigikogu Election Act 2019), comprising 86 arti-
cles, covering all activities of the electoral cycle
from campaigning to complaining, for all available
voting channels, for all involved actors. We dis-
tilled this electoral law into one model of how
one particular voting channel, advance voting,
should be delivered.

The model differentiates activities by the actors
performing them, thus, condensing the message
even further: poll workers could see the whole
picture about which other actors are responsible
for advance voting implementation, but they also
could concentrate only on their own responsibilities.
This allows using the model for multiple purposes:
for instance, for the training of new staff, a more de-
tailed model, showing all actors and all sub-
processes could be used, while for the voting day,
a compressed model showing only responsibilities
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of a considered actor could instead be used. That
could potentially decrease the perceived complexity
of the electoral law and help the election admin-
istration deal with the electoral law with fewer
resources. The model also explicitly shows the
pre-conditions for the activities: a specific date
and/or time, an item to be received, or any other
condition(s) for starting an activity. Whenever ap-
plicable, the model asks yes/no questions, in order
to navigate a poll worker to which scenario to pro-
ceed. This should potentially limit the ability for
law interpretation. At the same time, a model does
not substitute an electoral law, but serves as an ad-
ditional means for cognition. Thus, a poll worker
could do both: read the text of an electoral law
and read a model.

BPMNSs might be presented to poll workers in
different forms: digital, printed, or even via an ap-
plication, which might be particularly helpful for
the navigation between different scenarios.

CONCLUSION

In this article, we present an artifact showing how
BPMN could help to make the electoral law more
comprehensible for election administrators and
poll workers. BPMNs might be not so easy to create.
Nevertheless, as soon as they are modelled, they
could be understood and further used by a layper-
son. The question is who should be responsible for
creating those models? Different countries and dif-
ferent contexts could ask for different approaches. If
the aim is to decrease the discretion of the election
administrators and poll workers, especially over the
law interpretation, the delegation of the task of law
modelling to a few trained public officials could be
favored. However, it should be noted that such ap-
proach, besides bringing greater standardization,
might result in greater centralization of the election
administration.

Based on the argument of Ciaghi et al. (2011,
29), that “a graphical representation of a law can
be of great advantage to those who want to under-
stand or analyze it (e.g., citizens or jurists) as well
as those who need to implement it,” a side effect
of applying BPMN:ss to electoral laws could be an in-
creased understanding by the wider population of
how elections are organized.

Modelling electoral laws might be particularly use-
ful for the following environments:
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e decentralized countries, where electoral proce-
dures vary significantly between the territorial
units, contributing to the confusion among vot-
ers and poll workers;

supranational and intergovernmental entities,
aimed at consolidation of electoral procedures;
new democracies and after-conflict societies to
deliver elections for the first time, or after a
significant break. Firstly, the electoral process
is still new to all actors involved in delivery.
Therefore, they will be even more interested
in having support in the form of a visualized
model. Secondly, mistakes and problems with
election administration in such countries
could result in dramatic consequences (Laa-
nela 1999), like electoral violence or return to
a non-democratic regime;

environments where poll workers do not follow
the electoral laws consistently, hence, the soci-
ety might be interested in checking whether
every poll worker treats voters equally;
international election observation missions,
which need to guarantee that all election ob-
servers that they deploy to a country under-
stand the nation’s electoral processes;
environments where the electoral processes
should be reengineered due to introduction of
a technology or a new voting channel, or an ad-
justment should happen due to some force-
majeure reasons. By modelling the laws and
analyzing the models, public administrators
can see what actors and activities this change
will affect. Such models and their analysis
could help to build software requirements
from the legislation, which might be particu-
larly useful during the procurement and imple-
mentation processes;

environments with understaffed and overtasked
election administrations. Such models have po-
tential of organizing staffing more efficiently,
by clearly showing what actors are overtasked,
or the delivery of which activities overlap.

Further studies might consider conducting exper-
iments in which poll workers will be asked whether
they find the benefit in having graphic process mod-
els in addition to other instructions. This could be
done in three steps. First, by distributing BPMNs of
the main electoral processes together with other in-
structions to the polling stations under the experi-
ment. Second, by surveying poll workers under the
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experiment whether they utilized BPMNs on Election
Day, in what situations, and whether they see room
for improvement. The survey questions should also
cover the aspects of a BPMN’s user-friendliness
and comprehensibility, in order to be able to control
if the bad design affects the usability and comprehen-
sibility of the tool. The third step would be to calcu-
late the costs of producing such BPMNs. At the later
stage, these costs could be related to the perceived
usefulness of BPMNs. The study could also assess
the comprehensibility of BPMNs in comparison to
electoral laws and other instructions. Here, it is criti-
cal to remember that BPMNs are considered as a
complementary tool, thus, while the control group
will utilize the traditional instructions distributed to
poll workers (checklists, diagrams, handouts), the ex-
perimental group will receive the same package, plus
BPMNSs. For assessing comprehensibility, one can
develop a list of situations which a poll worker can
encounter on Election Day, asking poll workers to de-
scribe how they would behave. The results of the two
groups will be compared.

If the experiment is conducted under direct ob-
servation, researchers can also observe if poll work-
ers refer to BPMNs when trying to find the correct
behavioral strategy for each situation, or rather to
the laws, handouts, or checklists. Furthermore, the
proposed approach could be applied to all types of
laws, not only to electoral ones. It will be particu-
larly useful for the laws that mention many actors
and processes.
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Abstract: The ubiquity of ICT and the increase in cyber threats have pushed countries to view cybersecurity from a national
perspective and draft appropriate national strategies on the topic. While containing similar terminology, these strategies are
tailored to the national contexts and hence, differ across regions, cultures, and political contexts. Previous research of these
documents has been focused on comparative analysis of countries that can either be considered well developed on this topic
or for specific subtopics of cybersecurity. However, some of the subtopics have not been addressed, only now having become
more prevalent due to current international conflicts and national / regional socio-political scuffles that have spilled into
cyberspace. In our paper, we investigate all countries that have published a National Cyber Security Strategy - NCSS - (or any
similar document under a different nomenclature, e.g., policy, decree, etc.), specifically in reference to their position on war,
neutrality, and international cooperation. Countries maintaining an NCSS will first be identified using international databases,
upon which further study of the aforementioned topics in the NCSSs will occur. We hypothesize, that while international
cooperation will be present in most, if not all NCSSs, armed conflicts and neutrality will not be addressed at all nor in depth,
in those that contain any reference to them. The resulting paper will present a near-global case study of these topics, which
can then signify potential areas of improvement, capacity building, and strengthening of democratic coalitions, globally.

Keywords: National Cyber Security Strategy, International Cooperation, Neutrality, Conflicts, Cyberspace

1. Introduction

Russia’s latest invasion of Ukraine was not only undertaken through physical means. Since 2014, the latter has
been on the receiving end of targeted cyber attacks which only increased during the invasion. Satellite networks,
border checkpoints, telecommunication service providers, banks, power stations, governmental services, and
even non-governmental, charity, and aid organizations, among others, were attacked in the first two months of
the conflict (Przetacznik and Tarpova 2022). Additionally, in 2022 only, Andorra, Australia, Bahrain, China, Costa
Rica, Ethiopia, most EU countries (and its own Commission), India, Iran, Jordan, the Marshall Islands, Mexico,
Pakistan, the U.K., the U.S.A., Vanuatu, and many other countries, have been targets (and sometimes even
perpetrators) of cyber-attacks. Not even international humanitarian organizations, such as the International
Committee of the Red Cross, have been exempted from such aggressions (CSIS no date).

These examples and the ubiquity of ICT have resulted in countries publishing their own National Cyber Security
Strategies (NCSSs), or similar documents. Although these documents differ in their formatting characteristics,
they all present their nation’s official position on the issue of cybersecurity. Because of the invasion and the
never-ending number of cyber-attacks, we decided to investigate all the countries’ references on war, neutrality
and international cooperation in these documents. We hypothesize that very few United Nations’ (U.N.’s)
members have declared their cybersecurity actions during war nor discussed neutrality in any way in their
current NCSS. Moreover, we believe that all NCSSs will talk about international cooperation, given the borderless
nature of cyberspace, and that countries will reference their allied preferences. This resulting paper will serve
as a snapshot of the topics, allowing individual countries to improve themselves and their bi- and multilateral
endeavors.

2. Strategy, topics and previous studies

Prior to anything, the concept of a National Cyber Security Strategy (NCSS), or similar document, should be
defined. Traditionally, “[a] strategy of a business forms a comprehensive master approach that states how the
business will achieve its mission and objectives” (Wheelen et al. 2017, p.50). Transposed to the public sector and
scaled up to a larger context, a national strategy is “the identification of national interests and ambitions and the
use of various resources (national and other) to preserve or pursue those interests and ambitions” (Cornish,
Lindey-French and Yorke 2011). Framed more specifically toward the notion of the security of a country, it
becomes then a national security strategy. These documents are usually addressed to “adversaries or potential

420
Proceedings of the 22nd European Conference on Cyber Warfare and Security, ECCWS 2023



Radu Antonio Serrano lova and Tomoe Watashiba

enemies” (Drew and Snow 1988, p.48). However, by being public, in addition to serving as possible intimidation
to an enemy, they might serve political purposes such as influencing public opinion, swaying specific
constituencies (Caudle 2009), and even communicating with existing and potential allies, or non-aligned
stakeholders. The cyberspace has become part of national security, as evidenced by multiple writings (e.g.
Reveron 2012; Yannakogeorgos and Lowther 2016; Libicki 2018) throughout the years. Therefore, an NCSS is a
document that identifies interests and ambitions related to national cybersecurity and communicates the use
of resources to reach those goals.

Like national security strategy, an NCSS can “vary widely in length, format and complexity” (DuMont 2019), from
country to country. Given that language, year of publication, and national contexts differ across the world’s
NCSSs, this variety can easily affect the title and contents of the document. However, as the logical offshoot of
the former, some of an NCSS’ characteristics are handed down. Some of these, compiled by DuMont (2019)
include: having an endorsement by the governmental leader, reflecting national values, articulating national
interests, declaring a strategic vision, identifying and assessing future challenges, and containing risk
assessments, resources overviews, timeframes effectiveness measurements and implementation guidance.
Therefore, a high-level document that presents most, if not all, of these elements would be considered as an
NCSS and studied as one of its peers. Some outlier variations have been named ‘national policy’ or ‘national
doctrine’

Another variable that might have also affected the selection process is the ‘cyber security’ term. Sidestepping
the linguistical connotations of having it in a single word, or not, some documents are titled using the terms
information security, digital security, and Information and Communications Technology (ICT) security. While
these were sporadic cases, and some even due to their translation into English or original date of publication,
we have taken them all as synonyms. Von Solms and Van Niekerk's (2013) position on two of those terms (even
though they acknowledge that cyber security and information security are often used interchangeably) could
shed additional light for those inquiring about the similarities and differences in terminology. Nevertheless, it is
within this variety of terminology and contexts that we felt that a global study was necessary to discover and
present the countries’ positions on the topic of warfare, neutrality, and cooperation.

2.1 Warfare / War/ Conflict

According to Merriam-Webster's dictionary, ‘warfare’ is defined as “military operations between enemies
(hostilities, war),” also meaning “an activity undertaken by a political unit (such as a nation) to weaken or destroy
another.” (Merriam-Webster no date) Oppenheim’s International Law similarly defines war as “a contention
between two or more states, through their armed forces, for the purpose of overpowering each other and
imposing such conditions of peace as the victor pleases” (Lauterpach 1952, p.220). In understanding the use of
‘warfare’ or ‘war’ in our analysis, we have followed these general definitions, essentially understanding war or
warfare as a hostile operation between two or more parties, usually involving extensive employment of forces
aimed at countering the other(s). Conflict is a state where friction exists between parties, diplomatically,
economically, politically, militarily and/or otherwise; yet to treat some conflicts as ‘war’ for states has significant
legal implications and consequences, such as the application of the law of war and the law of neutrality,
suspension of non-hostile relations (e.g. trade, diplomatic, treaty relations) between the belligerents, as well as
the prohibition of the Use of Force under Article 2(4) of the U.N. Charter (Greenwood 1987). Therefore, in a
factual sense, States avoid using ‘state of war,” yet often, in the colloquial use of the terms, ‘war’, ‘warfare’ or
‘conflict’” are used more or less interchangeably. In this analysis, we, therefore, have followed the
interchangeable usage of these three words.

2.2 Neutrality

In this analysis, the word ‘neutrality” has been identified from two different angles, one from the law of neutrality
as defined in the International Humanitarian Law (IHL) and the other from the internet/technological neutrality.
The law of neutrality, when applied in cyberspace, entails duties such as abstention/non-participation, better
expressed as “..abstain[ing] from committing any acts of kinetic or cyber hostility against belligerents and
providing them with military assistance, such as the provision of cyber weaponry or the recruitment of a cyber
“corps of combatants”...” or prevention, meaning “..neither allow nor tolerate certain types of malicious
activities on its territory and infrastructure...” as well as the maintenance of impartiality, “...apply[ing] every
restricting measure and prohibition in the context of its neutral duties and rights in a non-discriminatory manner
toward all belligerents.” (Cordey and Kohler 2021, p.1). There are other elements, including the respect for a
neutral state’s territorial integrity and the ban of cyber operations against/from/through neutral nations,
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particularly for a belligerent country, with both neutral and belligerent states to be taken into account. The law
of neutrality’s applicability is confined to international armed conflicts (IAC) as defined in IHL and state actors.

Internet / technological neutrality is another aspect of neutrality that is relevant to this analysis, and it is
generally understood to mean that Internet Service Providers (ISPs) ensure ‘neutrality’ in the flow of the internet
traffic, treating equally, the contents that pass through their cables, cellular towers, satellites and other core
infrastructures (Wu 2003), and “[w]hen providing internet access services, providers of those services should
treat all traffic equally, without discrimination, restriction or interference, independently of its sender or receiver,
content, application or service, or terminal equipment” (European Union 2015, Preamble (8)).

2.3 International Cooperation

In this analysis, we have approached the term ‘international cooperation’ from the perspectives of both
development assistance with a closer connotation to capacity-building and part of confidence-building measures
where information and intelligence sharing may be conducted between/among countries. The capacity-building,
in general term, is defined by the U.N. as “the process of developing and strengthening the skills, instincts,
abilities, processes and resources that organizations and communities need to survive, adapt, and thrive in a fast-
changing world” (U.N. no date) and in a more specific case of ‘cyber capacity-building,” we have followed the
meaning of assistance or cooperation to “strengthen a country’s legal, technical, and policy capability, and
protect against malicious cyber activity” (Naylor, Painter and Hakmeh 2022). Confidence-Building Measures
(CBMs) are considered to be “a verified instrument of international politics, which aims to prevent the outbreak
of war or an (international) armed conflict by miscalculation or misperception of the risk, and the consequent
inappropriate escalation of a crisis situation” and they “achieve this by establishing practical measures and
processes for (preventive) crisis management between States.” (Ziolkowski 2013, p.5). In the cyberspace context,
CBM s could include sharing, providing, and exchanging information about cyber threats and vulnerabilities as
well as best practices, facilitating communications through voluntary mechanisms such as the meeting of
experts, provision of contact data, sharing of information through workshops, etc., at international and regional
levels.

2.4 Past studies

Previous studies regarding NCSSs have compared EU and NATO cybersecurity strategies to national cyber
security strategies (Stitilis, Pakutinskas and Malinauskaité2017), attempted to discover governance trends
(Shackelford and Kastelic 2014) and even present correlations between NCSS development to that of a digital
economy (Teoh and Mahmood 2017). Other studies, for example, have focused on a comparative contents
analysis of NCSSs of selected countries, often considered to be more ‘advanced’ or ‘elaborate,” to identify
differences and similarities, and to draw conclusions on recommended approaches and contents to be
potentially considered by policymakers (OECD 2012; Luiijf, Besseling and Graaf 2013; Newmeyer 2015;
Sabillon, Cavaller and Cano 2016; Shafgat and Masood 2016). In a similar vein, an attempt to utilize the
quantitative analytical tool (e.g., Latent Dirichlet Allocation) for more comprehensive and automated analysis
and understanding of texts has also been conducted (Kolini and Janczewski 2017), as well as more in-depth
country-specific investigations (for example, see Daricili and Ozdal 2018; Hurel 2020; Beecroft 2021).

3. Methodology

The methodology used for this article involved the systematic collection and synthesis of existing information,
i.e. literature review. A literature review is a great way to summarize findings to uncover areas where research
(Snyder 2019) or improvements are needed. As described by Snyder (2019), the aim of a systematic review
allows for the identification of all evidence that fits a criterion to answer a particular question or hypothesis.

Out of the 193 member states of the United Nations, this study was conducted on the states that had publicly
available National Cyber Security Strategies or similarly high-level national documents on the topic, in December
2022 and early January 2023. Identification of these states was conducted mainly through the eGA’s National
Cyber Security Index (available at https://ncsi.ega.ee/) and UNIDIR’s Cyber Policy Portal (available at:
https://cyberpolicyportal.org/). The former is “.. a global live index, which measures the preparedness of
countries to prevent cyber threats and manage cyber incidents ...” and “... also a database with publicly available
evidence materials and a tool for national cyber security capacity building.” (eGA no date) The latter is “an
interactive map of the global cyber policy landscape. It provides profiles of the cyber policies of all 193 UN
Member States...” and “... seeks to support informed participation by relevant stakeholders in all policy processes
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and promote trust, transparency, and cooperation in cyberspace.” (UNIDIR no date) The benefit of these tools is
that they provide direct links to official third-party websites that might contain the NCSS or similar document.
The NCSS, of every country that had one, was checked to verify that it was an official document (i.e., published
by official sources, the government of that country) and that it was the current version. For this latter
characteristic, even if a NCSS had an expiry date, it would still be considered the current one if it was still publicly
present in a governmental website and if no other NCSS had been published. For example, there was a nation
that had a previous version of their NCSS in English, but the current one was only found in their official language.
In this case, the one in the official language was the current official document.

After all corresponding NCSSs were identified, they were individually searched on the three proposed topics:
warfare, neutrality and international cooperation. The keywords used were ‘war’, ‘warfare’, ‘conflict’, for the
first topic, ‘neutrality’, ‘neutral’, for the second one, and ‘cooperation’, ‘collaboration’ in the international
context, for the third one, with the corresponding terms in other languages. Their presence was noted, grouped,
and analyzed further, as presented in the next section. For a more compact presentation of the results, the
countries presented in the subsequent section have been noted using the ISO 3166-1 alpha-3 country codes, in
the alphabetical order of their full names. The I1SO 3166 standard can be found at: https://www.iso.org/iso-3166-
country-codes.html

4. Results

In the end, 113 (out of the 194) U.N. member states had publicly accessible current NCSS, or a similar high-level
document. Most NCSSs were presented in their national languages, but they also had a version in English, which allowed
for an easier execution the topic search. After English, the NCSSs were found to be drafted in Spanish, French, Russian,
Portuguese, Arabic and Romanian, with the remaining ones each in a different language (see

i - 11% = No end date
7 (published earlier
= English than 2020)
¥ Spanish # No end date
French
Russian
- Portuguese With end date
= Arabic
+ Romanian
m Other With end date (on
or prior to 2023)
57%
Figure 1 Language availability of the NCSSs Figure 2 NCSSs with and without end dates). While

there is no obligation to publish an NCSS in English or any alternate language, the majority of the countries have
done so, with some even specifying that the translation is a courtesy and should any discrepancies arise, the
NCSS in their national language shall prevail.

The large majority of the NCSSs have been established for a definite period of time, i.e., 79 of them contain an
end date. However, 15 of them have an end date of 2023 or prior, meaning that they are close to or already
expired. The remaining 34 NCSSs do not have an end date, out of which 13 have been published prior to 2020,
with the oldest entry dating back to 2003, followed by 2011.

13% = No end date
7 (published earlier
= English than 2020)
¥ h
Spanis 7 No end date
French
Russian
Portuguese With end date
# Arabic
*+ Romanian
m Other = With end date (on
or prior to 2023)
57%
Figure 1 Language availability of the NCSSs Figure 2 NCSSs with and without end dates

On the topic of warfare, 66 of the NCSS mention the terms ‘war’, ‘warfare’, ‘conflict’ and their types, in multiple
lines of context, sometimes more than once in a single document (Figure 3). More than half of them allude to
war / conflict, or a specific type thereof, as a threat to the nation, and in most cases in the sections describing
the current situation of the country or the reasons behind the creation of the NCSS. As presented in Figure 3, in
this context, we have the highest variety of descriptors referencing different types of warfare or conflict. The
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second most common context was regarding the prevention of war or conflicts. Similarly, there was not much
specificity, with the common trend being the need to prevent such armed or cyber actions. Next, we have
thirteen nations that talk about their preparations for or existing preparedness in case cyber, hybrid, armed or
cyberspace warfare. These will be discussed in more detail in upcoming paragraphs describing Figure 4. In the
less mentioned contexts, six countries clearly state the entity / organization responsible for cyber warfare, while
four of them outright express that it is an area of improvement for their state, and three others declare that the
cyberspace is a domain of warfare. Finally, in the miscellaneous context we have both Japan and Malta, since
the former alludes to the necessity of international collaboration, while the latter that it would work to establish
its own national position.

Type of War / Warfare / Conflict Context Countries
Cyber, Hybrid, Military, Information, Cyberspace, AUS - AUT - BEL - BGR - BFA - CYP - EGY - EST - ETH - GEO - GRC - HUN - IRQ - JPN -
International, Armed, Asymmetric, Electronic, As a threat KEN - LTU - LUX - MLT - MCO - MNE - MOZ - NLD - NGA - PNG - PHL - PRT - KOR -

Psychological, Imagological, Command-control MDA - RWA - SRB - SVN - CHE - TJK - TKM - GBR

As a domain of
Warfare
As area of
Improvement
Organizational
Responsibilities

Cyber ALB-LTU - UKR

Information, Cyber, Electronic GMB - LBN - ZAF - TIK

Cyber BRA - BGR - SWZ - SEN - ZMB - VNM

ARG - AUT - CHL - CHN - HRV - CZE - FRA - DEU - MCO- NZL - ROU - ESP - UGA -

Prevention of USA

Armed, Cyber, Cyberspace

Cyber, Hybrid, Cyberspace, Armed Preparedness DEU - LVA - MUS - NLD - MKD - NOR - POL - KOR - RUS - ZAF - SWE - CHE - THA

Cyberspace, International Miscellaneous. JPN - MLT

Figure 3 Mentions of war / warfare / conflict in 66 NCSSs

Figure 4 presents the 13 countries that reference their preparations and preparedness for or during times of
war. Most of them allude to existing capabilities, albeit in extremely short descriptions, while a few of them
state that they will or must prepare such capabilities. There is no other presential common trend apart from the

fact that a majority of these NCSS are currently outside their ending date.

Country Title of the Document Preparedness
BEU Cyber Security Strategy for Germany 2021 In case of conflict, contact persons will be available, and already established, reliable channels of communication can
be used. (p. 114)
Informativais zinojums “Latvijas kiberdrogibas stratagija | Similarly, in times of crisis and war, the government must ensure the protection of information and cyberspace using
LVA 2019.-2022. gadam” (Informative report “Latvia's | active and passive defence measures to prevent external influence on the population and paralyzing government
Cyber Security Strategy for 2019-2022") action (Task 2.2). (p. 17)
P Republic of Mauritius National Cyber Security Strategy | National cyber resilience will be tailored to ensure the preparedness and predictive capabilities required by the goals
2014 -2019 and to facilitate its operating capability during cyber conflicts and post-conflict recovery. (p. 8)
Nederlandse  Cybersecuritystrategie ~ 2022-2028 ) ) - RN
NLD {ioh Cytos Secuty Shiatagy 2002 205%) The government has offensive and defensive cyber capabilities that are effective In times of peace and war. {p. 38)
5. Development of national procedures in time of peace, crisis, a state of emergency and state of war, in order to
MKD Republic of Macedonia National Cyber Security Strategy | manage incidents which will enable efficient intra-institutional cooperation, where every institution have a pre-
2018 -2022 defined role, will employ appropriate protocols and procedures, as well as information exchange,
communication and coordination channels. (p. 18)
3 Civilian support of the Norwegian Armed Forces in the event of cyber security challenges in times of crisis and armed
NOR Netional Cyber Security Strateey for Norway conflictis provided within the framework of the total defence concepr. (p. 10)
- ;s The Armed Forces of the Republic of Poland, as the fundamental element of the state defence system, should be
Cybersecurity Strategy of the Republic of Poland for | . meorees 0 : ! 4 . .
PoL i involved in activities in cyberspace at the same level as in the air, on the ground and at sea, in peacetime, during war
- and in crisis situations alike. (p. 24)
KOR o iy Strat Promote cooperation in sectors such as national defence, intelligence, and law enforcement, as well as exchange with
aronelbyperseounty.rateey the private sector to respond to cyk ity threats, including acts of war, terrorism, and crime. (p. 23)
Yras fickolt O or
05.12.2016 r. Ne 646 06
+ Ve yreepuagnun AOKTPUKYL | o ool interests in the information sphere are:
..b) ensuring the stable and uninterrupted functioning of the information infrastructure, primarily the critical
Degepaunm : " . y e H :
RUS . - information infrastructure of the Russian Federation (hereinafter referred to as the critical information infrastructure)
{Decree of the President of the Russian Federation of | ., ... ified telacommunication network of the Russian Fad in duringthe threat of
December 5, 2016 No. 646 On approval of the _ P g s
’ i "€ | aggression and in wartime;
Information  Security Doctrine of the Russian
Federation)
ZAF :?f‘“”a' Cybersecurity Policy Framework for South | |\ 4o 16 protect its interests in the event of a cyber-war, a cyber defence capacity has to be built. (p. 24)
rica
e T, An effective national cyber defence s developed and strengthened in peacetime and as part of total defence planning
and must be capable of functioning in peace, crisis and war. (p. 18)
CHE National strategy for the protection of Switzerland | In order to prevent such activities, Switzerland must therefore include cyber defence and cyber diplomacy in its
against cyber risks (NCS) 2018-2022 preparations for potential conflict. (p. 4 - 5)
THA National Cybersecurity Strategy 2017-2021 3. Have a plan to face cyber threats when there is a national cyber crisis or cyber war. (p. 39)

Figure 4 Preparedness in case of war / warfare / conflict

Out of the 133 NCSS, only five countries reference the concept of neutrality in their documents. Two of them
refer to Internet neutrality, two others to technical/technological neutrality, and the last one to Information
neutrality (Figure 5). No other NCSS explores the any neutrality concepts, associated or not, with cybersecurity.
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Country Title of the Document Mention of Neutrality
CHAPTER 8
Konuenuua whbopmauvonror | INFORMATION NEUTRALITY
GesonacHocTh PecryGmkn 31. In international relations, the information sovereignty of the Republic of Belarus is ensured, among other things, on the
Benapyce basis of the principle of information neutrality, which provides for a peaceful foreign information policy, respect for the
BLR: (Concept of Information generally recognized and generally accepted rights of any state in this area, and the exclusion of the initiative to interfere in the
Security of the Republic of information sphere of other countries aimed at discrediting or challenging their political, economic, social and spiritual
Belarus) standards and priorities, as well as damaging the information infrastructure of any states and participating in their information
confrontation.
Therefore, the policy includes and promotes the following: ...
CHL National Cybersecurity Policy | - .the principle of respecting Internet neutrality is also included, so that Internet service providers may not discriminate or
arbitrarily restrict the access to any content whatsoever, unless there is a legal justification to do that. (p. 20)
Wz Eswatini National Cybersecurity | It is important that the established cybersecurity legal and regulatory framework for Eswatini is suitably applicable and
Strategy 2020 - 2025 neutral. (p. 21)
At the same time, it is necessary to take into account international experience, best practices and recommendations, but at the
Crpaterwn kuBepGesonackoctn | same time proceed from the specific conditions of the Kyrgyz Republic, which include the following: ... - an extremely small
Kbiproiackoit Pecny6amnkia Ha volume of the domestic market of tools and solutions for the information technology and communications industry, including
KGZ 2019-2023 roab! the cybersecurity sector of the Kyrgyz Republic, and almost complete dependence on foreign suppliers of software and
(Cybersecurity Strategy of the | hardware products. This circumstance increases the importance of the task of developing a national certification system for
Kyrgyz Republic for 2019-2023) | imported products in the field of information technology, as well as testing it for vul ility and ¢ apabilities in
order to maintain technical and sovereignty.
2 ? To do this, it [Spain] will defend an interoperative, neutral, open and diverse internet, a reflection of international cultural and
National Cybersecurity Strategy | . . . = =
ESP 2019 linguistic plurality, based on a system of democratic, representative and inclusive governance resulting from agreement and
consensus. (p. 39)

Figure 5 Mentions of neutrality in only 5 NCSSs

International cooperation was discussed in all the NCSS, apart from two countries. Forty-nine countries only
mentioned international cooperation as general as possible, with the rest being a bit more specific and
presenting a mixture of mentions ranging from ‘regional’, ‘bilateral’ and ‘multilateral’ to specific countries,
country blocs and/or organisations. Additionally, fifteen nations used non-binding terminology such as ‘strategic
(foreign) partners’, ‘like-minded countries’, ‘friendly countries’, ‘strategic allied countries’, ‘ally/allies’, ‘similar
thinking countries’, ‘partners abroad’, ‘international partners’ (Figure 6). Two outlier cases used a different
approach for noncommittal terms for international cooperation; the Russian Federation, which mentioned
‘interested parties’ and Brazil, declaring ‘the largest possible number of countries’. The most mentioned country
bloc was the EU, with appearances in twenty-six individual NCSS, and the most mentioned organizations were
the NATO, the UN and the OSCE, with eighteen, sixteen and thirteen mentions respectively.

International Cooperation and

3 Countries
terms mentioned

ARG - AUS - BGD - BLZ - BRA - CPV - CAN - CHL - CHN - COL - CRI - DOM - ECU - SLV - ETH - GTM - IND - IRL - ISR -
JOR - KEN - KIR - LBN - MYS - MRT - MUS - MEX - MAR - MOZ - NZL - NIC - MKD - NOR - PAN - PRY - PHL - QAT - MDA
- RUS - RWA - SAU - SEN - CHE - TJK - TUN - TKM - UKR - GBR - USA

AFG - BEN - CZE - SWZ - GMB - IRQ - JAM - KAZ - KWT - KGZ - MWI - NGA - ROU - ZAF - ZMB - UGA

BLR - BFA - HRV - MCO - MLT - TUR

AUT - CYP - FIN - FRA - GEO - DEU - GRC - ITA - SGP - ZAF - THA

BEN - EGY - MCO - MNE - PAK - PER - SRB - LKA - UGA - VNM

ALB - BLR - BEL- BGR - BFA - HRV - CZE - DNK - EST - HUN - ISL- JPN - KAZ - LVA - LTU - LUX - MLT - NLD - NGA - PRT
= WSM - SVK - SVN - ESP - SWE -ZMB - TTO - VUT

“International” only

“Regional”
“Bilateral” or “Multilateral”
Specific Countries (or Country blocs)

Specific Organizations

Both specific Organizations and
Countries (or Country blocs)
“Strategic Partners”, “Like-minded
countries”, “Friendly countries”
No mention of cooperation at all

ALB - DNK - EGY - EST - GEO - JPN - LVA - PNG - POL - PRT - KOR - ROU - SWE - THA - VNM

BHR - ARE

Figure 6 International Cooperation expressed in NCSSs

5. Discussion

Overall, we found that the fact that 113 (out of the 194) member states have publicly accessible NCSS shows
higher interest and need for this or similar types of policy documents for member states. Given the evolving
nature of technology and its effect on the government and citizens, having an effective cyber security strategy
for the operation and protection of national assets, including its infrastructure and people, has become one of
the key national strategic issues to address at all levels of society. As NCSSs serve to define a vision for national
cyber security and, sometimes, the implementation policies and plans for all stakeholders concerned, with
significant implications for coordination of both technical and personnel resources within a given timeframe, it
is commendable that the majorities of member states have fresh NCSSs with a definite period of time. With most
of the dates being very recent, we can say that the formulation of NCSS is a recent, up-to-date phenomenon.

Also, with a sheer number of publicly available NCSSs and oftentimes with their translations in major languages,
we see that one of their purposes is of an international nature, that is, to communicate how states perceive and
act in terms of cyber affairs, particularly to other states — ‘like-minded’ or not. Therefore, in addition to domestic
coordination and resource mobilization purposes, the critical aspect of NCSSs and their publication is sharing of
the nations’ positions and views about cyberspace governance with foreign policy implications, and our analysis
of the three key aspects (‘war’, ‘warfare’, ‘conflict’/ ‘neutrality’, ‘neutral’/ ‘cooperation’, ‘collaboration’ in the
international context) has given valuable comparative insight as to states’ positions and views about these
aspects.
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In terms of ‘war’, ‘warfare’, and ‘conflict’, it is recognizable from the analysis that we could almost say that it is
a common understanding among most states that the threat in cyberspace from foreign states or non-state
actors is potentially at the scale and scope of ‘war’, ‘warfare’ or ‘conflict’. And from this rather collective use of
‘war’, ‘warfare’, and ‘conflict’ in the analysis, we understood that the inference might be made in terms of why
the overwhelming number of NCSSs includes the term ‘international cooperation’ in varieties of contexts. One
way of averting such a threat of ‘war’, ‘warfare’, and ‘conflict’ is through, for example, helping to eliminate ‘safe
heavens,’ in the interconnected and transborder nature of cyberspace —filling the gap where potential loopholes
exist for malicious exploitation of cyber vulnerabilities in other states by extending capacity-building assistance
— and by establishing CBMs for more enhanced and organized information sharing. Thus, we understood that
states see the merit of international cooperation as the mitigation of potential risks for their peace and security,
both domestically and internationally, and have placed the importance, which is reflected in the number of
NCSSs addressing international cooperation. Nevertheless, both hypotheses are validated given that only 13
countries have expressed their cybersecurity-related actions in case of war and most NCSSs discuss international
cooperation.

In terms of the large appearance of the EU as a block and NATO as an organization for international cooperation,
it is undiscernible from our analysis whether, for example, the need for these collective efforts to counter a
threat of ‘war’, ‘warfare’, and ‘conflict’ in cyberspace is the result of more intensively felt or shared threat in the
EU block or among NATO member states with a suggestion of a commonly perceived ‘enemy’, or whether,
simply, it is because more collaborative frameworks exist in the EU or NATO context. Given that it is rather
conclusive that states seek international cooperation as countermeasures to the threat of ‘war’, ‘warfare’, and
‘conflict’ in cyberspace, further study could be conducted, in more region or country-specific context, to
excavate who is collaborating or seeking to collaborate in which context, which may assist states in refining their
cybersecurity strategies.

Lastly, with a minimal number of references to neutrality, more or less confined to internet or
technical/technological neutrality, and no mention of law of neutrality in the meaning of IHL in cyberspace, we
can validate our first hypothesis and can only conclude that it is an area where decisive positions or views in
terms of strategies are not yet prevalent among states, or states are still unwilling to express their positions to
the outside world, maintaining a “persistent policy of silence and ambiguity” (Efrony and Shany 2018, p.588) that
is rather frequent in issues pertaining to the identification of state practice or views in cyberspace. Given the
complexity and uncertainty of the concept of neutrality itself in cyberspace, we understand that the overview
of the fact of its absence is telling us of the difficulties ahead in terms of strategizing neutrality in cyberspace
context both domestically and internationally.

6. Conclusion

This paper presented a global snapshot of the national positions on conflict, neutrality, and cooperation with
regards to cybersecurity, of all countries (113) that have publicly released an NCSS. As hypothesized, very few
countries (13) reference their cybersecurity-related preparations and preparedness for or during times of war
(even though more than half discuss warfare in other general topics), and even less (5) delve into the topic of
neutrality. With 111 nations discussing international cooperation, the other side of the hypothesis is similarly
proven.

Future research might delve into individual national case studies, or more in-depth bi-/multi-lateral comparative
studies of these topics within the cybersecurity context. While outside the scope of this study, during its course,
we also discovered the existence of International Cybersecurity Strategies in some countries. It would be
worthwhile to study those and compare them to their national counterparts, or between different countries.
We also realize that the topic of war would be presented in more detail in (National) Defence Cyber Security
Strategies; however great care must be undertaken to separate the national and institutional documents for
such future studies.

By the time of this paper is published, some of the more ‘outdated’ NCSS might have been updated with newer
versions. For them, and all new versions that will appear in the coming years, we wish to articulate the need to
present a national position on war / conflict and neutrality, given the recent flare-ups between countries, as
possible deterrence, CBMs, and communication instruments. This would also mean that it would be also
necessary to make NCSSs publicly available. A few countries were not included in this study due to their NCSS
not being publicly accessible nor available.

426
Proceedings of the 22nd European Conference on Cyber Warfare and Security, ECCWS 2023



Radu Antonio Serrano lova and Tomoe Watashiba

Acknowledgement

This article has been partially supported by the Doctoral School in Economics and Innovation, ASTRA “TTU
arenguprogramm aastateks 2016-2022", Project code: 2014-2020.4.01.16-0032.

References

Beecroft Nick. (2021) The UK’s Cyber Strategy Is No Longer Just About Security [Online]. Carnegie Endowment for
International Peace, https://carnegieendowment.org/2021/12/17/uk-s-cyber-strategy-is-no-longer-just-about-
security-pub-86037.

Caudle Sharon L. (2009) “National Security Strategies: Security from What, for Whom, and by What Means.” Journal of
Homeland Security and Emergency Management 6(1): Article 22.

Cordey Sean and Kohler Kevin. (2021) The Law of Neutrality in Cyberspace. ETH Zurich.

Cornish Paul, Lindey-French Julian and Yorke Claire. (2011) Strategic Communications and National Strategy. The Royal
Institute of International Affairs: Chatham House.

CSIS - Center for Strategic and International Studies. (No date) Significant Cyber Incidents [Online]. CSIS,
https://www.csis.org/programs/strategic-technologies-program/significant-cyber-incidents.

Daricili Ali B. and Ozdal Baris. (2018) “Analysis of the Cyber Security Strategies of People’s Republic of China.” The Journal
of Security Strategies, 14(28): 1-35.

Drew Dennis M. and Snow Donald M. (1988) Making Strategy: An Introduction to National Security Processes and
Problems. Maxwell Air Force Base: Air University

DuMont Malia. (2019) Elements of national security strategy [Online]. Atlantic Council,
https://www.atlanticcouncil.org/content-series/strategy-consortium/elements-of-national-security-strategy/.

Efrony Dan and Shany Yuval. (2018) “A Rule Book On The Shelf? Tallinn Manual 2.0 On Cyberoperations and subsequent
state practice.” The American Journal of International Law 112(4): 583-657

eGA. (No date) NCSI — Methodology [Online]. eGA, https://ncsi.ega.ee/methodology/.

European Union. (2015) REGULATION (EU) 2015/2120 OF THE EUROPEAN PARLIAMENT AND OF THE COUNCIL of 25
November 2015 laying down measures concerning open internet access and amending Directive 2002/22/EC on
universal service and users’ rights relating to electronic communications networks and services and Regulation (EU)
No 531/2012 on roaming on public mobile communications networks within the Union.

Greenwood Christopher. 1987. “The Concept of War in Modern International Law.” International and Comparative Law
Quarterly 36(2): 283-306.

Hurel Louise M. (2020) Brazil’s First National Cybersecurity Strategy: An Analysis of its Past, Present and Future [Online].
Internet Governance Project, https://www.internetgovernance.org/2020/04/05/brazils-first-national-cybersecurity-
strategy-an-analysis-of-its-past-present-and-future/.

Kolini Farzan and Janczewski Lech. (2017) “Clustering and Topic Modelling: A New Approach for Analysis of National Cyber
security Strategies.” PACIS 2017 Proceedings 126.

Lauterpach Hersch. (1952) Oppenheim’s International Law Volume 2, Disputes, War and Neutrality. 7th edition. Longmans

Libicki Martin C. (2018) Conquest in Cyberspace: National Security and Information Warfare, Conquest in Cyberspace:
National Security and Information Warfare. Cambridge: Cambridge University Press.

Luiijf Eric, Besseling Kim, and Graaf Patrick de. (2013) “Nineteen national cyber security strategies.” International Journal
of Critical Infrastructures 9(1-2): 3-31.

Merriam-Webster. (No date) Warfare Definition & Meaning [Online]. Merriam-Webster, https://www.merriam-
webster.com/dictionary/warfare.

Naylor Esther, Painter Christopher and Hakmeh Joyce. (2022) How does capacity-building make cyberspace better?
[Online]. Chatham House, https://www.chathamhouse.org/2022/02/how-does-capacity-building-make-cyberspace-
better.

Newmeyer Kevin P. (2015) “Elements of National Cybersecurity Strategy for Developing Nations.” National Cybersecurity
Institute Journal 1(3): 9-19.

OECD. (2012) Cybersecurity Policy Making at a Turning Point: Analysing a New Generation of National Cybersecurity
Strategies for the Internet Economy. Paris: OECD

Przetacznik Jakub and Tarpova Simona. (2022) Russia’s war on Ukraine: Timeline of cyber-attacks [Online]. EP,
https://www.europarl.europa.eu/RegData/etudes/BRIE/2022/733549/EPRS_BRI(2022)733549 EN.pdf.

Reveron Derek S. (2012) Cyberspace and National Security: Threats, Opportunities, and Power in a Virtual World.
Washington D.C.: Georgetown University Press

Sabillon Regner, Cavaller Victor and Cano Jeimy. (2016) “National Cyber Security Strategies: Global Trends in Cyberspace.”
International Journal of Computer Science and Software Engineering 5(5): 67-81.

Shackelford Scott and Kastelic Andraz. (2014) “Toward a State-Centric Cyber Peace? Analyzing the Role of National
Cybersecurity Strategies in Enhancing Global Cybersecurity.” New York University Journal of Legislation and Public
Policy, 2016, Kelley School of Business Research Paper No. 15-4.

Shafgat Narmeen and Masood Ashraf. (2016) “Comparative Analysis of Various National Cyber Security Strategies.”
International Journal of Computer Science and Information Security 14(1): 129-136.

427
Proceedings of the 22nd European Conference on Cyber Warfare and Security, ECCWS 2023



Radu Antonio Serrano lova and Tomoe Watashiba

Snyder Hannah. (2019) “Literature review as a research methodology: An overview and guidelines.” Journal of Business
Research 104: 333-339.

Stitilis Darius, Pakutinskas Paulius and Malinauskaité Inga. (2017) “EU and NATO cybersecurity strategies and national
cyber security strategies: A comparative analysis.” Security Journal 30, 1151-1168.

Teoh Chooi S. and Mahmood Ahmad K. (2017) “National cyber security strategies for digital economy.” 2017 International
Conference on Research and Innovation in Information Systems (ICRIIS).

U.N. (No date) Capacity-Building [Online]. U.N., https://www.un.org/en/academic-impact/capacity-building.

UNIDIR. No date. About [Online]. UNIDIR, https://cyberpolicyportal.org/about.

Von Solms Rossouw and Van Niekerk Johan. (2013) “From information security to cyber security.” Computers and Security
38:97-102.

Yannakogeorgos Panayotis A. and Lowther Adam B. (2016) Conflict and Cooperation in Cyberspace: The Challenge to
National Security. Florida: CRC Press

Wheelen Thomas, Hunger J David, Hoffman Alan N., Bamford Charles. (2017) Strategic Management and Business Policy:
Globalization, Innovation and Sustainability. Harlow: Pearson Education.

Wu Tim. (2003) “Network Neutrality, Broadband Discrimination.” Journal on Telecommunication & Hightech Law 2: 141—
175.

Ziolkowski Katharina. (2013) Confidence Building Measures for Cyberspace — Legal Implications. Tallinn: NATO CCDCOE.

428
Proceedings of the 22nd European Conference on Cyber Warfare and Security, ECCWS 2023






Appendix 4

Publication IV

Duefias-Cid, D., Krivonosova, |., Serrano, R., Freire, M., & Krimmer, R. (2020). Tripped at the
Finishing Line: The Aland Islands Internet Voting Project. In: Electronic Voting. E-Vote-ID
2020. Lecture Notes in Computer Science, Vol. 12455, pp. 36—-49. Krimmer, R., et al. (Eds.).
Springer: Cham. doi:10.1007/978-3-030-60347-2_3. ETIS 3.1

117






™

Check for
updates

Tripped at the Finishing Line: The Aland
Islands Internet Voting Project

1

David Duenas-Cid!2®) @ Tuliia Krivonosova!, Radu Serrano! @, Marlon Freire? @,

and Robert Krimmer!+*

! DigiGovLab, Ragnar Nurkse Department of Innovation and Governance, Tallinn University of
Technology, Akadeemia tee 3, 12618 Tallinn, Estonia
{david.duenas, iuliia.krivonosova, radu.serrano,
robert.krimmer}@taltech.ee
2 Management in Networked and Digital Societies, Kozminski University,
Jagiellonska 57/59, 03-301 Warsaw, Poland
dduenas@kozminski.edu.pl
: Faculty of Engineering, University of Porto, Porto, Portugal
marlonfreirephd@gmail.com
4 Johan Skytte Institute of Political Studies, University of Tartu, Tartu, Estonia

Abstract. The Aland Islands spent years preparing an internet voting system, to
be implemented for the first time in October 2019 for Parliamentary Elections.
Despite this, the project was canceled the evening before the expected release date.
In this paper, we explore the causes of this failure using a two-pronged approach
including Information System failure perspectives and the approach to e-voting
Mirabilis, focusing on organizational elements which provoked the decision not
to use the system.

Keywords: Aland Islands - Internet voting - System failure - Organizations -
Convenience voting

1 Introduction: Three Contextual Questions

The Aland Islands were expected to introduce an internet voting system (IVS) during
their last Parliamentary elections (October 2019), for expatriate voters, with the expec-
tation to extend use of the same system to Municipal elections too and to all possible
voters on the next possible occasion. Unexpectedly, internet voting was cancelled the
day before it should have started. This paper explores this case approaching it from
an Information System (IS) failure framework [18, 20], describing how interactions
between the different stakeholders involved are a central element for understanding the
final decision, and the e-voting Mirabilis frame, focusing on the organizational elements
which provoked the decision to not use the system.

1.1 What Are the Aland Islands and How Does Their Electoral System Operate?

The Aland Islands are a Swedish speaking autonomous region of Finland comprising
around sixty inhabitable islands and around six thousand small rocky islands not suitable
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for human habitation or settlement. The archipelago is situated in the opening to the Gulf
of Bothnia, bordering south-western Finland and central-eastern Sweden and is inhabited
by 29,789 citizens, 11,743 of them living in the capital, Mariehamn. The autonomy of
the Aland Islands was affirmed in 1921 by the League of Nations, through which Finland
would protect and guarantee the continuation of the culture, language and traditions of
the archipelago, and the Alandic Government would have a say in foreigners acquiring
franchise and land in the isles [4]. Similarly, the autonomy of Aland was reaffirmed by
the treaty for admitting Finland into the European Union. Amongst other elements of
self-government, the Aland Islands have their own Parliament (Lagting) and Government
(Landskapsregering), elected in their own independent elections.

The uniqueness of Aland’s status translates to implementation of its elections, relat-
ing to both the archipelago and Finland. The Aland administration is in charge of organiz-
ing Parliamentary and Municipal elections, and uses the electoral system of proportional
representation, in which voters cast votes for a particular candidate, instead of for a party.
Votes are transferred into seats using the D’Hondt method. Participation in elections is
determined by acquiring the Right of Domicile in Aland, or after having been an inhab-
itant of any Alandic municipality for one year prior to Election Day (the latter only
applies for municipal elections). Legislation regulating these elections is covered in the
Election Act for Aland [1], adopted by their Parliament in January 2019, on the occasion
of introducing internet voting.

1.2 Why Were the Aland Islands Attempting to Use Internet Voting?'

As the head of election administration, Casper Wrede describes [21], the idea to imple-
ment this voting channel in the Aland Islands was following the general worldwide trend
and popularity of internet voting in the late 1990s, but the initial debate and research
which produced the recommendation not to introduce the system until voter integrity and
identification issues had been resolved. The idea of postponing introduction of a remote
voting system in the islands was reinforced by the Finnish failure in their attempt to
use electronic voting machines in 2008 local elections. Using internet voting was again
introduced to political debating chambers after discussions on the reform of the elec-
toral system in 2014 where, amongst other proposals, the suggestion was voiced to start
introducing internet voting as an additional advance voting channel, only applicable for
people living outside the Aland Islands. The introduction of internet voting was expected
to be facilitated in two steps: 1) in 2019, only for expatriate, overseas voters in Parlia-
mentary Elections; and 2) in 2023, based on the results of the 2019 experience, internet
voting would become available for all voters [21]. Three main elements are mentioned
as key factors triggering implementation of internet voting: convenience, turnout, and
international projection.

Given the geographic location of the Aland Islands, it has been a long term goal of
electoral authorities [19] to make voting more convenient for remote voters, as well as a
traditional element considered as a driver for internet voting. The logic is based on two
assumptions that 1) a general demand for convenience voting channels exists among the

1 For amore detailed development of this point, see our previous work on the preparation of Aland’s
internet voting project [5].



38 D. Duenas-Cid et al.

population; and 2) trust has been established towards remote voting channels, imple-
mented in an uncontrolled environment. The Aland Islands have a legacy of convenience
and remote voting channels being available to the population, since even before 2019
they were already offering, a number of voting channels consisting of 1) early voting
at general voting locations not linked to the voter’s place of residence, meaning that a
voter could vote at any early voting polling station across the Alands during an 11-day
period; 2) early voting at care institutions; 3) Election Day voting; and 4) Postal voting
for those who “are out of the country or are ill/handicapped and unable to vote in any
other way””.

Advance voting channels are quite popular for the population and currently are used
by around 1/3 of all voters who cast a vote (35% in 2019 and 2014 EU Parliament
Elections)’. Said differently, Postal voting was not able to gain popularity due to the
cumbersome procedure. During 2015 elections to the Legislative Assembly, around 150
people voted by post, constituting only 0.7% of all eligible voters [3], with about 10%
of postal ballots arriving too late to be counted for the elections. Besides Postal voting,
no other voting channels are available to voters residing overseas, outside of the islands.
Aland does not have any embassies, representative agencies, or consulates and, as a
result, voters do not have the option to vote in foreign missions. It is no coincidence
that expatriates — ‘absentee, overseas’ voters - constituted a target group for initial use
of internet voting.

The introduction of internet voting was also connected to projecting Aland to the
outside world. In recent years, the Government of Aland provided IT-services for the
public sector and contributed to overall digitization of the islands in various ways, through
the public company ADA*. Both the development of internet voting and digitization of
the islands are elements for creating a digital narrative of Alandic identity and creating
a positive image to promote the islands as a place where innovation thrives, and to
highlight the positive impacts of their self-government.

In contrast, the reduced costs and time required are not amongst primary reasons for
introducing internet voting. Cost savings were highlighted as a potential advantage for
the long term [2, 3], under the assumption that a realistic assessment of cost-efficiency
would only be possible once the system had been consolidated and the number of users
increased. Regarding time savings, another dimension which is often highlighted as a
potential positive outcome of using internet voting, the small size of the electorate would
limit the potential impact of using the system in this regards.

1.3 Why Are We Writing This Paper?

Discussions on the convenience of introducing internet voting to the Aland Islands were
held for more than 20 years, intensifying during the last months of preparatory work.
The first use of internet voting seemed to be ready for ‘go live’ on October 2019 but,

2 As described in the leaflet produced by the government of Aland to explain how Elections
function to citizens: “Election on Aland, 18 October 2015”.

3 Statistics and Research Aland, URL: https://www.asub.ax/sv/statistik/valet-europaparlamentet-
2019.

4 Aland Digital Agenda, see: www.ada.ax/.
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at the very last minute and after the system had been set up, the use of internet voting
was cancelled hours before elections opened. Our initial goal with this research was to
approach the Alandic case in order to observe their initial use of internet voting and
conduct a cost-efficiency calculation of multichannel elections as we had already done
for the case in Estonia [9, 10]. The fact that elections were cancelled when our team was
already in-place and on site and we had already conducted extensive preparatory work
(analysis of electoral law, preliminary interviews, initial study visit) made us direct
our gaze towards analyzing the reasons for failure. We had the rare and unexpected
opportunity to directly observe management of an electoral crisis and to interview the
relevant actors. Our aim is to pinpoint the different elements which may have contributed
to this final decision and try to extract lessons to be applied by other electoral managers
and for implementing voting technologies. Failures help unveil processes which would
remain hidden when assertions are made for systems that are successful [14], in this
particular case, the complexity of electoral management and technological innovation
and the interaction of different stakeholders.

To do this, we will propose and use a framework describing the Information System
(IS) failure and interactions between the different stakeholders involved, relying on
interviews conducted during our study visits to the islands.

2 Stakeholders and Models of Failure

Several studies targeted the issue of Information Systems (IS) failures [5, 6, 8, 12, 16,
22] over the last few years, and some proposed explanatory frameworks described the
concept of IS failure and tackling the determinants for successful implementation [18,
20]. Definitions of an IS failure are generally in line with the two categories Ewusi-
Mensah described [8]: either the system fails due to inability to perform to users’ levels
of expectations or due to the inability of producers to produce a fully-functional, working
system for users. Sauer [18] considers the definition of an IS system failure as a system
abandonment due to stakeholder dissatisfaction.

Sauer [18] developed an explanatory framework describing IS failure based on three
key elements: 1) Supporters, 2) Project Organization and 3) IS. In it, he creates a triangle
of dependencies between these three elements and there must be interaction between
them to prevent eventual failure occurring. In his analysis, failure is presented as the
outcome of the interplay between context, innovation process and support. Flaws occur
if the context is inadequately addressed in the innovation process, and, if flaws should
accumulate, the system loses support and faces risk of failure. Sauer also highlights the
importance of system supporters and their perceptions regarding the system itself, rather
than solely focusing on technological characteristics of the IS. In his interactive frame-
work, the IS serves the supporters, while they in turn support the project’s organization,
and this last component innovates the system. According to Sauer’s way of thinking,
failure is seen as total abandonment of a system, which occurs when this triangle of
dependencies breaks down. The role of Project Organization is seen as a middleman
between stakeholders and the IS. What is more, the role of project organization is not
limited to this: it also serves as “a mediator” between context, system and stakeholders.

Toots [20] iterated and adapted Sauer’s model in order to develop an analytical
framework for contextualizing and explaining factors which influence system failure
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for e-participation. The framework proposed by Toots consists of four key elements,
focusing on: a) Innovation Process; b) Contextual Factors; c) Processes with contextual
factors interacting with innovation process and stakeholders and; d) Project Organization,
where they have the power to change influential contextual factors or if it can, to align the
system to the context. The sub-elements of context include technology, organizational
variables, and politics. In both frameworks mentioned above from Sauer and Toots,
the elements complement one another, creating an interactive triangle of dependencies
which allows us to understand the reasons for failure in exchanges occurring between
different elements.

The Supporters in Sauer’s model can be also viewed as stakeholders in Toots’ model,
but Toots includes a differentiation between “Project Organization” and ““Stakeholders”,
based on the following logic: stakeholders need the project organization to develop IS
according to their interests (p. 548). Therefore, Project Organization is viewed as a
middleman between stakeholders and the IS, but the role is not limited solely to this,
serving also as “a mediator” between context, system and stakeholders.

Even if Toots’ efforts bring the causes for e-participation IS failure closer to the
case we are analyzing, her model does not apply in full for understanding reasons for
the Aland Islands’ failure. Of the four key assumptions presented, only two of them are
indicative for our case:

1. “Implementation of an e-participation system may be regarded as an innovation
process characterized by uncertainty and susceptibility to changes in the context;

2. While contextual factors and changes are not the immediate cause of failure, context
may constitute an important trigger for failure.”

However, even these assumptions do not apply fully in our case, because Toots,
following Macintosh’s [13] definition of e-participation, explicitly distinguishes e-
participation from other e-democracy instruments such as e-voting (p. 546). Alands’
IVS is a type of e-voting and thus could not fully benefit from applying a framework
designed for e-participation, even if it is an excellent fulcrum for developing a new
iteration of the model.

Some of the arrangements proposed for Toots’ model relate to the role stakeholders
play and the fact that the technology was never used. One of Toots’ arguments is that
if using an e-government system is not satisfactory for those who must use it, they
will abandon its use and condemn the system to failure. In the case under analysis,
the IVS was never used by stakeholders, so their impact is minor. On the contrary,
the role of Project Organization and the Context in which the IVS is framed play a
more relevant role, since the unequal discourses collected from Election Managers and
Vendors highlight the existence of a difference in criteria towards the system. Also, some
of the difficulties highlighted for developing I'VS relate to adapting to the context, either
legal or technological, of the Alandic environment.

Taking one step forward, for iteration and for adapting Toots’ framework to the
case of the Aland Islands, we can detect different elements proposed in the framework
mentioned: 1) Project Organization existed and managed creation, development and
implementation of the system (here, also, a difference to Toots’ model, since the role of
Project Organization was not to innovate an IS which already existed, but to implement a
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brand new one); 2) the IS was in-place but never used; 3) the Supporters never accessed
the system, but they could track developments through the media and further discard the
system; 4) external contextual factors might have facilitated failure of implementation,
such as the Data Protection Authority arriving late or integration of the IVS in the Finnish
e-Government environment. Failure, in our case is transposed to being the decision to
not proceed with internet voting, even with the system in-place, giving more relevance
to the interaction between the different elements than to the IS itself.

Since some of the elements included in the frameworks proposed by Toots and by
Sauer cannot be included in the same manner as has just been described, their models
need to be iterated and adapted to the conditions of the case study. For this reason, we
refer to the conceptual model analyzing e-voting implementation — the E-voting Mirabilis
[11]. Including this allows enlarging the context in which the IVS is implemented. It
focuses on four macro dimensions influencing application of ICT in elections:

technological dimension;
legal dimension;
political dimension;
social dimension.

For the technological dimension, we consider what supporting infrastructure for
internet voting was already in place (in particular, voter register and voter identification).
For the legal dimension, we trace how the legal framework has been amended to adjust
for internet voting, and whether it covers such aspects as secure processing of voters’
personal data. For the political dimension, we analyze what groups of voters’ internet
voting was supposed to enfranchise, how the IVS was evaluated, and what was the
overall political discussion on its introduction. The social dimension focuses on citizens’
understanding and level of trust in IVS.

The E-voting Mirabilis is also helpful for stakeholder categorization, distinguishing
between Voters, Politicians, Election managers, Vendors, and Media representatives and
election monitors or observers. Combined with Toots’ model, distinguishing between
stakeholders and project organization, categorization should look like this:

e Stakeholders: Voters; Politicians; Media representatives and election observers;
e Project organization: Vendors; Election managers, Project managers.

Therefore, our theoretical framework builds on the conceptual model of the ‘E-
voting Mirabilis’ [11] and an adaptation of the information system failure framework by
Toots [20]. Based on these, we propose and use the “Mirabilis of internet voting System
(IVS) failure”. Toots’ ‘e-Participation System’ was replaced by the IVS, and inside it
we find Krimmer’s e-voting components. All around, the ‘contextual factors’ (Toots) or
‘four main macro dimensions’ (Krimmer) that explain the areas that influence e-voting
deployment [11]. Afterwards, Krimmer’s five stakeholder groups which help to apply
ICT to the electoral process, are grouped as either a ‘Stakeholder’ or ‘Project Organiza-
tion’, according to Toots’ framework and to their direct involvement in implementation
of internet voting. Relationships between IVS, Project Organization and Stakeholders
have remained similar (with some minor changes) to Toots’ original diagram (Fig. 1).
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Fig. 1. Mirabilis of IVS failure.

In the context of the Aland Islands, project organization will be represented by
the vendor (Scytl) and the organization responsible for the IVS procurement (ADA)
and project management (Electoral Management Body). The rest of the actors will
fit into the category Stakeholders: voters, government, election administration, parties,
Data Protection Authority, and others. Stakeholders send requirements of IVS to project
organization and provide them with the resources to fulfill those requirements. The IVS
produced should satisfy stakeholders, otherwise, they will not use it. In other words,
the IVS produced should meet the expectations of key stakeholders. In the context of
the Aland Islands, this first and foremost concerns the stakeholders responsible for the
decision on whether to start using internet voting. Already at the stage of modelling,
we can observe that there is a possible mismatch between stakeholders’ requirements
formulated to project organization at the start of IVS development, and expectations
which the final IVS should satisfy.

In this conceptual model, the context plays the key role: it shapes the demands of
stakeholders, thus affecting the requirements they will send to project organization; it
constrains or defines what is possible for project organization to fulfil the requirements;
and the final IVS should serve the context.

3 Methodology

Data collection for developing this case study took place between March and Decem-
ber 2019. During this period, we conducted two visits to Mariehamn in teams of two
researchers: 9—16 June and 14-22 October. Most of the interviews and observations
included in this research were carried out during these visits to Aland, although we had
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completed some preparatory interviews with the Alandic Electoral Management Body
(EMB) before the first visit, and arranged some digitally mediated interviews after the
second visit. A total of 20 semi-structured interviews were conducted with EMB, ADA,
Scytl, Central Committee for Elections, Data Protection Authority, local politicians, and
voters. Many interviews had more than one respondent and some interviewees were
contacted at different times. In all, a total of 20 people were finally interviewed, and
the interviews were anonymized (see Table 1). Data was analyzed using NVIVO qual-
itative data analysis software following a multi-stage inductive approach consisting of
identifying a set of core themes during transcription (including, amongst others, 1) the
electoral process, 2) government, 3) introduction of internet voting, 4) cancellation of
internet voting and 5) voting organization) and the further coding of interviews based on
the above themes. This inductive method was aligned with re-focusing of the research
plan described below, allowing us to include the information collected in a context of
crisis and relate our conclusions to the literature on Information Systems failure.

Table 1. List of interviewees, anonymized?®.

Occupation Date

Head of election administration March, 2019
Head of IT-unit at Alands Landskapsregering June, 2019
System administrator at Alands Landskapsregering June, 2019
Legal Director, Government Offices, Unit for Legal and International Affairs | June, 2019
CEO of Ada Ab June, 2019
Project Manager at Ada Ab June, 2019
Data Inspector June, 2019
Minister June, 2019
Minister June, 2019
Head of election administration (II) June, 2019

Voter October, 2019
October, 2019
October, 2019
October, 2019

October, 2019

Voter

Head of election administration (II)

Data Inspector (II)

Head of IT-unit at Alands landskapsregering (II)

CEO at Ada Ab (II) November, 2019
Worker at Ada Ab November, 2019
Worker at Scytl November, 2019
Worker at Scytl November, 2019
Worker at Scytl November, 2019
Worker at Scytl November, 2019

4The numbers in brackets refer to the number of times the person was interviewed.
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The case of the Aland Islands was selected due to the fact that they intended to
implement internet voting for the first time and it represented a good comparison to
research already conducted by the research team. The size of the country and admin-
istration allowed swift, effective communication and privileged access to data. Also, it
would have covered a relatively unexplored dimension of electoral analysis, the costs of
initial implementation of voting channels and their evolution over time.

We must point out here that the methodological plan was reframed during the
research, due to cancellation of the IVS. Whilst applying the methodology for cal-
culating costs, the initial plan followed on from previous research [3, 4] and research
mentioned in a previous publication on the same case [5]. Cancelling implementation of
internet voting took place during the research team’s second visit to the Aland Islands,
at a time at which the analysis of electoral law and modelling of the electoral pro-
cesses had already been completed, as well as several interviews for understanding and
describing the electoral system, its management and the costs involved. The fact that the
research team was on-site during the cancellation, allowed them to observe and conduct
interviews about management of the crisis, which were followed by a second round of
interviews with the key stakeholders. Hence, this publication is the result of refocusing
our research goals, given the opportunity to gather information on a critical case study
relating to management of an electoral crisis due to cancellation of a voting channel. As
a result of this, the interview design was modified (the contents of the questionnaire)
in the course of the data collection process, paying special attention to integrating the
different steps of data collection in the final analysis of the data.

The value of the data collected is derived from the opportunity and the uniqueness
of the situation but, at the same time, it may involve some limitations given that it was
not possible to plan such a methodological reconfiguration in advance. Amongst the
strengths of our data collection process: 1) we developed a deep analysis of the electoral
system prior to cancellation, and so were able to rapidly identify the key stakeholders to
interview and the key processes to direct our attention to; 2) the presence of our research
team on the ground allowed us to gather first impressions and reflections after cancella-
tion and to experience the moment of cancellation on-site: direct observation of events
provides us some interpretative clues which it would not be possible to gather through
other data collection methods [7]. Amongst the limitations: we could not access some
information on grounds of secrecy and confidentiality; the sources which, according to
some discourses, could shed light on legitimacy of their claims.

4 Data Analysis

The context surrounding the Aland IVS looked promising for implementation of the new
voting channel. At a socio-political level, no objections were raised against the system,
the media did not pay much attention to implementation of the voting channel and no
political party openly opposed it. There were more concerns about lowering the age of
voters to 16 years of age for example, a reform discussed simultaneously to introduction
of internet voting.

The overall political discussion on internet voting was fairly positive. Stakeholder
evaluation varies from feeling fairly optimistic (I-1) to endorsements: I always thought
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that this is a good thing, this is something we need to do (I-13). The Parliament also has
not seen much of the debate on internet voting, besides some discussion on the security
issues (but) in general, all parties in Aland responded positively to this voting channel
(I-13). Media outlets in the Aland Islands were not interested in internet voting, until
almost right before voting started: here is not big interest because everybody’s focused
on the transformation of the municipalities (I-13), I think, as a journalist, the interest in
the elections will awaken in the end of August, when the campaign starts (I-13).

This smooth political development crystalized in the decision that, during the first
binding trial during the 2019 Parliamentary elections only expatriates (overseas, absentee
voters) were eligible to vote via the Internet, most of [the expats] are young people, they
are studying or have been studying and stay for some years after studying (I-3). This
decision was considered as a clear improvement of voting conditions for expat voters
(a very strong urge from the younger generation to have a simplified voting procedure,
possibly electronic — 1-5) since they could avoid the problems associated with using
postal ballots to cast their votes (last election 10% of our postal votes came back too
late to count — 1-5).

As a result of which, the whole new electoral act passed unanimously (I-3). The
legal dimension, in accordance with Krimmer [11], regulates how the electoral code
can be changed in order to permit votes cast by electronic means and to provide the
level of accountability required to the voter and should further: 1) provide the voter
with the ability to see how personal data are processed; 2) include the principle of
proportionality when handling personal data; and 3) serve as a guiding indicator. The
Election Act for Aland, issued on May 2019, consists of 15 chapters and 122 individual
sections (or articles), and defines all voting channels including postal voting, advance
voting, Election Day voting and contains new provisions on internet voting (I-5). The
legal dimension was further bolstered by the ‘Registerbeskrivning’ or Privacy Policy
(2019) which describes processing of personal data in connection with implementation
of the Parliamentary and Municipal elections in Aland, including a description of the
personal data required, its use during various stages of the election process, and the
entities responsible which may interact with it, either directly or indirectly.

In order to specifically implement internet voting, the government decided quite
early [for] the procurement process, that they should buy a service, not the system and
that they need[ed] someone else to run it (I-10). To this end, the law and the procurement
requirements were written in “parallel”. As confirmed by an interviewee, this was not
ideal, perhaps theoretically. But in practice, it was quite good because we could adjust the
wording and the law, according to what we experience, what is possible and how things
should be (I-10). This procurement process was run by ADA, resulting in a bicephalous
organizational structure from the side of the government: ADA for managing the contract
and the Electoral Management Body for management of elections, both interacting with
the vendor.

The development of IVS was accompanied by audits and evaluations. The checks
and balances are prescribed by law: the government [ ... | should check and to have a third
party to check everything, all the processes. So, we will also have somebody to check

3 Available at: https://www.val.ax/sites/default/files/attachments/subject/behandling-av-person
uppgifter.pdf. Last accessed 15 June 2020.
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when the election takes place that everything is [OK] (I-4). However, in June 2019,
the independent body which would check and review the i-voting system had not yet
been defined. The notions of who this independent body could potentially be were still
vague: It could perhaps be some authority from the Finnish state government, but it must
be independent from the vendor and from the government... (...) it could also be some
representatives from the Finnish authorities. Could be representatives from Estonia, for
example. I mean, experts on internet voting, would be possible. Or it could be some audit
company like KPMG, or whatever (1-9).

At some point during development of the IVS, the Data Protection Authority of
Aland became interested in auditing the process [17], for the following reasons: Well,
the biggest reason is because this is a new project, that has not been done before.
And also, since this is a democratically critical process, pertaining to a lot of sensitive
personal information or other special categories of personal information as in political
opinions... since that kind of data is being processed [...] That is the kind of processes
that the data protection authorities should be auditing to make sure that they’re safe
(I-17). The arrival of the Data Protection Authority brought a new along with it player
to the table; since it was not possible to conduct the audit on their own, it was necessary
to outsource this to an external consultant for auditing the security documentation sent
by [the vendor]. And to see if they fulfilled the safety requirements (I-17). The main
findings of the audit, were that the Data Protection Impact Analysis (DPIA) has not been
completed®.

From a technological perspective, the IVS used the digital infrastructure provided by
Finnish government — e-ID systems (e-ID Cards and Mobile-ID) —and private institutions
(e-Banking), and consisted of main elements such as an e-ballot box, a list of voters and
candidates, voter identification and authentication as well as vote verification.

During the development process of the IVS, a number of deficiencies were detected
with the e-Identification system: in relation to integration during the first pilot we found
errors in the Suomi.fi implementation. So when I cast a vote, I was not successfully
logged out from the authentication (...) And then they have corrected one mistake in
Suomi.fiidentification but there was still one loop, one error more. (1-19); In June already.
And then in July again and in August, again (I-15). Discovery of these problems was
motivation for outsourcing a penetration test to an external vendor who dealt directly
with the vendor in charge of IVS. The interaction between both vendors presented some
problems in relation to accessibility to the source code of the voting system, since the
vendor in charge of the penetration test was allowed access to the code but in the premises
of the IVS provider, in a different country, and this option was not accepted and delayed
the auditing process’: The argument that they were unable to access the source code for
me is not a valid argument (...) they were invited... but even if they decided to not to
come, this particular issue has been tested (1-20).

6 For further details on the General Data Protection Regulation in the Alandic elections, see the
work of Rodriguez-Pérez [17].

7 In this regard, it is worth noting that it was not possible to interview the vendor in charge of the
penetration test due to a disclosure agreement. The views collected in this research might be
distorted due to this issue.



Tripped at the Finishing Line: The Aland Islands 47

According to the vendor’s position, the problems detected challenged the develop-
ment of the system: during such integration, [or] maybe during any sort of customization
or development, when you test, you find things, with the objective to correct them, fix
them (1-20); The main challenge here is that, since we are not (...) Finnish, we don’t
have Finnish ID, so we have few test credentials that we can use in our tests to automate
them (...) the personnel both from ADA and the government (were) very helpful as well
in providing (them) to us (I-20). Problems were resolved according to their position, and
the system was in place and ready to run during the elections as expected: this issue
with the verification of the digital signature. It was corrected, and was said that was
corrected (by the vendor).

The report from the vendor in charge of the penetration test was finished very late
on (we got the report from the security company very late, so it was not so much time
to evaluate that and also to have a meeting with them and to discuss about — I-19) and,
even if the problems might have been solved, we have not run the pilot from start to end
(...), never ran it from beginning to end in a test environment (...), it doesn’t feel right
to do it (run the elections) (I-19). The result was, cancellation of using internet voting
at the very last moment.

5 Discussion and Conclusions

In the complex environment of electoral management, many factors can tip the scales
towards failure if these are not perfectly aligned. In the case analyzed, even if there was
a long process of preparation, training and a well-documented Electoral Management
Body with members and experienced vendors, their joint efforts did not match up to
initial expectations and the IVSs could not be implemented. It is not our role (nor our
aim) to blame anyone for this outcome, but to understand the process in order to gain
some useful knowledge and experience for others who aim to implement similar systems.

As we described, the context in which the IVS was to be implemented appeared to
be quite friendly, accommodating, and welcoming: positive political discussions, lack
of external agents discussing the suitability of the decision taken. The law was approved
on time, as was the procurement process too. The problem, then, relied on the process of
adjusting the IVS and the interaction between the members of the project organization,
particularly with relation to timing. The accumulation of delays in some deliveries,
responses and interactions, combined with organizing pilots during the summer period
(in June and in August) reduced the time available for resolving problems detected
(problems of integrating IVS into the Finnish e-ID system). Developing two Penetration
Tests in a relatively short period of time and the presumed problems of collecting data
for the audits delayed the responses until a time when they were already redundant
and no longer required. The Data Protection Authority’s appearance late in June, and
creating a new parallel legal and document audit probably superimposed a new layer of
complexity onto implementing the system. Even if problems could have been resolved,
as the vendor in charge of the IVS states, the authorities ‘confidence in reliability of
the system had already been damaged and the decision to cancel the elections could
seem reasonable for those who were legally qualified to make it. Paraphrasing the idea
expressed by Oostven and Van den Besselaar [15], a voting system is only as good as
the Administration (“public” in the original version) believes it to be.
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The key takeaway we can extract from this case is the relevant role which orga-
nization of the overall process plays in successful implementation. In the case under
analysis, time management appears to be the main limiting factor for effective resolu-
tion of problems identified. We believe that with better time-management, four critical
factors could have been managed more effectively: 1) the vendor could have resolved
the problems detected in a timely manner, 2) project organizers would have had time to
make sure these issues were resolved, 3) the final version of the system could have been
tested, and hence, 4) the system could have been operated securely in real time. In addi-
tion to this, other factors, that without time constrictions could have had an irrelevant
impact, in the case analyzed played an important role. Firstly, the bicephalous struc-
ture followed for project management divided the knowledge available on the side of
project organizers, that is the technical knowledge separate from contract management
and adding to the complexity of the process. Due to this fact, the process was slowed
down at critical moments when a more directed management structure could have forced
the vendor to react more swiftly in order to solve problems encountered. Secondly, the
unexpected problems encountered related to the integration of the Finnish e-Identity
system and their late resolution, damaged the trustability of the IVS. A faster detection
and a smooth resolution of these problems could have walked the process to a different
ending.

In contrast to the case proposed by Toots [20] in which the e-participation system
failed due to a lack of a meaningful connection with stakeholders, in the case of the
Aland Islands, failure originated on the side of interaction between project organization
and the IVS itself, showing, in the end, the relevance of the organizational factor for
creating, developing and implementing technological innovations.
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Pitfalls at the Starting Line: Moldova’s IVS Pilot

Radu Antonio Serrano Iova'

Abstract: The Republic of Moldova has been interested in internet voting since 2008. However, it
is only now that preparations are currently ongoing to pilot an internet voting system (IVS) for its
future use in elections. In this short paper, we explore the current endeavors to set it up, through the
perspective of the Mirabilis of IVS failure, in order to identify current pitfalls that are affecting the
process, and that could still be addressed in time.

Keywords: Moldova; Internet Voting; Convenience Voting

1 Introduction

The Republic of Moldova has been interested in automating elections since 2008, when a
corresponding law was passed. However, the interest on this endeavor fluctuated throughout
the years. It was only recently that the concrete actions have been actively undertaken
to move forwards with the piloting of an internet voting system (IVS). This short paper
presents Moldova’s efforts and explores them through the Mirabilis of IVS failure. While
Moldova’s Internet Voting Project cannot yet be categorized as either success or failure, the
Mirabilis is solely used as a tool to identify current pitfalls that are affecting the process and
that could still be addressed in time.

2 The Republic of Moldova and i-Voting

The Republic of Moldova is a landlocked country bounded by Ukraine and Romania.
It has a population of 2,6 million inhabitants [Mol23] and has a diaspora between 1,11
and 1,25 million people (according to 2021 data) [Mak21]. Primarily because of this
last number, the applicability of distance voting was researched in 2007. Back then, the
diaspora was smaller (comparatively to the 2021 data) but still accounted for 1/3 of the
country’s population. The study presented the possibility of voting by traditional mail, via
the Internet, and via SMS or PDA. However, in addition to the lack of legal framework
in all three cases, technological, organizational and societal constraints affected the two
electronic methods [CGO7]. In May 2008, the Parliament of Moldova passed Law 101

! Tallinn University of Technology, Ragnar Nurkse Department of Innovation and Governance, Akadeemia tee 3,
12618 Tallinn, Estonia raduantonio.serranoiova@taltech.ee
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which adopted the concept of the Automated State Information System ’Elections’ and
mandated the Central Electoral Commission (CEC) to develop, regulate and implement
it, and the Government to finance it, assist the CEC and develop and implement the
corresponding legislative frameworks [Mol08]. The system was conceived for the purposes
of automating the processes of preparing, conducting and totalizing the results of elections
and referendums, with the first focus being the numbering of the votes until the corresponding
legal, technical and organizational frameworks were developed and put into place for the
rest of the responsibilities[Mol08; VG18]. Since then, many technical building blocks
for internet voting were legislated, developed and implemented (due to so many of them
being also relevant to the digitalization endeavors of the country, e.g. digital registries,
digital identity, identification and signatures, data protection, e-ID cards, e-Government
solutions, etc.) [VG18]. However, they still need to be interconnected for an election, and
the IVS is also missing. That’s where Moldova’s Internet Voting Project comes in. In 2019,
the CEC'’s strategic 4-year plan included concrete steps to develop an IVS. In December
2021 a first Interinstitutional Working Group (between govern-mental entities, like the
CEQC, the Ministry of Justice, the Public Services Agency, among others, and Civil Society
Organizations) was created to develop the IVS Con-cept (I-1, I-2). This document includes
the description and implementation method of the IVS in the electoral process, defines its
basic notions and describes the basic principles that the IVS must follow. It also contains,
as an Annex, proposed amendments to the electoral code [Com22]. With the approval of
this concept, the CEC was allocated funds by the Parliament by October 2022. A second
Interinstitutional Working Group (similar in composition to the first one, except for the
Ministry of Justice) was created to oversee the implementation of the IVS, which includes
drafting the specifications, contracting the corresponding company that will create the
system, and piloting the IVS (I-1). The specifications were unveiled for public consultation
in March of 2023. As of the writing of this short paper, the final specifications have not been
published, and no progress appears to have been made in the search for the corresponding
vendor to create and pilot the IVS.

3 Methodology

Data collection for this short paper took place between January and May 2023. During this
period, multiple visits were conducted to Chisinau. Most of the interviews were conducted
during these visits, with some in another country, to reach out to Moldova’s voting diaspora.
A total of 5 semi-structured interviews were carried out with the CEC, representatives
of Civil Society Organizations (CSOs), a member of the Moldovan diplomatic corps and
a citizen living outside of Moldova (see Table 1). The CSOs interviewed were the ones
actively participating in the Interinstitutional Working Groups. The author also attended
online two internet voting awareness events that the authorities of Moldova held for their
citizens in February and March 2023.

The data was analyzed using an inductive approach consisting of identifying the core
components of the Mirabilis of IVS failure (e.g. stakeholders, IVS, project organization,
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Number  Occupation Date

I-1 Deputy Head of the CEC February 2023
1-2 Representative I of CSO March 2023
I-3 Representative IT of CSO March 2023
I-4 Moldovan Ambassador March 2023
I-5 Citizen outside the country ~ March 2023

Tab. 1: List of interviewees, anonymized.

context dimensions) and the relationships between them. The Mirabilis of IVS failure was
introduced to analyze the failed implementation of Internet Voting Project of the Aland
Islands [Da20]. Moldova’s Internet Voting Project is still in development and cannot be
categorized as a success or failure, yet. The Mirabilis is used as a tool to identify the
current pitfalls that are affecting the process and that could still be addressed in time for the
successful implementation of internet voting in Moldova.

4 Analysis

The CEC'’s vision is the adaptation of the Estonian model, i.e. IVS implementation for
the whole country (I-1). However, the benefit will be felt primarily by the diaspora (I-1,
I-2, I-3, I-4, I-5). The pilot IVS will not have any legal validity, will be conducted outside
any electoral cycle and will only be available for those having a valid digital ID and/or
signature (I-1). Applying the Mirabilis, the context seems contain multiple pitfalls for IVS
implementation. The technological dimension is severely lacking in regard to the national
adoption of a digital national ID card and signature. Seven percent of the population is able
to identify themselves digitally (I-1), but the cost-benefit does not make it at-tractive to
the population [VG18]. Regarding the law dimension, the electoral code does not contain
articles on internet voting. A draft of the changes was attached to the IVS Concept, and it is
planned to amend it by the time the pilot of the IVS (I-2), but due to the characteristics of
the pilot, this step seems like a recommendation and not a necessity. The political dimension
is lacking an official attitude toward internet voting. On one hand, the Parliament allocated
the budget for the development of the IVS pilot, but on the other, members of the Parliament
ignore invitations to workshops and discussions on the topic (I-1, I-2, I-3). On the societal
dimension, the level of citizens’ trust has not been effectively measured, and it is being put
to the test by the war next door (I-4) and the Transnistria breakaway region. Regarding the
elephant in the room/Mirabilis, the IVS has not yet been developed. After the completion
of the final specifications, a public international bid will be launched to find and select
the IVS supplier. The project organization is effectively being managed by the CEC and
the Interinstitutional Working Group (I-1, I-2, I-3). The two member CSOs are actively
participating in the implementation of the IVS. However, the rest of the stakeholders do not
seem to be interested in the process. People only seem interested in elections when one is
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approaching (I-3, I-4). Nevertheless, the CSOs and the CEC have been actively trying to
inform the citizens, via media campaigns and their two public events (I-1, I-2, I-3).

5 Discussion and Conclusion

The context of this whole endeavor is incomplete. All the dimensions are lacking key items
that are necessary for the successful implementation of an I'VS. If these are ignored, possibly
due to this being a pilot IVS and not the real deal, the failure of the pilot would set back or
even annihilate any possibility of future IVS implementation in the country. The lacking
context also deforms the demands of the stakeholders and might undermine their trust in
the electoral process, the IVS and the government. The implementation environment of the
IVS pilot seems to be indifferent, with the exception of the people working on it. Politicians,
candidates, the media and observers are not willing to be troubled or to be engaged long
enough on the topic. Additionally, the requirements for the IVS are primarily coming from
the project organization, not from the stakeholders. This might lead to a mismatch between
the expectations of the IVS among the stakeholders and the project organization, culminating
in a system that does not satisfy the needs of the stakeholders. As it currently stands, there
are failures appearing in-between the context and the stakeholders, and them and the project
organization. The pitfalls identified should be resolved in a timely manner, since they might
lead to the failure of the pilot, and in the long-term, to that of any IVS implementation.
Further monitoring of the pilot and future efforts is warranted, to see if Moldova will be
able to implement an IVS.
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