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Abbreviations

ADCP Acoustic Doppler Velocity Profiler

AUV Autonomous Underwater Vehicle

BCF Body Caudal Fin

BDO Basic nonlinear Disturbance Observer

CFD Computational Fluid Dynamics

CAD Computer Aided Design

COLA Component Oriented Layer-based Architecture for Au-
tonomy

DFEC Differentially Flat Event-Based Controller

DOBC Disturbance-Observer-Based Control

DOF Degree of Freedom

DPSS Differential Pressure Sensor Speedometer

DPSSv2 Differential Pressure Sensor Speedometer version 2

DVL Doppler Velocity Log

DVL-BL Doppler Velocity Log in bottom log mode

DVL-WL Doppler Velocity Log in water log mode

EKF Extended Kalman Filter

ESO Extended State Observer

FILOSE Fish Locomotion and Sensing

GPS Global Positioning System

ID Inverse Dynamics

IMU Inertial Measurement Unit

INS Inertial Navigation System

IQR Interquartile range

KF Kalman Filter

LAUV Light Autonomous Underwater Vehicle

MIMO Multiple-Input Multiple-Output

MPF Median Paired Fin

NED North East Down

PID Proportional Integral Derivative

RISE Robust Integral of the Sign of the Error

RMSE Root Mean Squared Error

ROS Robot Operating System
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SLAM Simultaneous Localization and Mapping

SMC Sliding Mode Control

SNAME Society of Naval Architects and Marine Engineers

U-CAT Underwater Curious Archaeology Turtle
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Terms (if needed)

surge
sway
heave
roll
pitch

yaw

linear movement direction along the x-axis of the body
coordinate system of a mobile vehicle

linear movement direction along the y-axis of the body
coordinate system of a mobile vehicle

linear movement direction along the z-axis of the body
coordinate system of a mobile vehicle

direction of angular movement around the x-axis of the
body coordinate system of a mobile vehicle

direction of angular movement around the y-axis of the
body coordinate system of a mobile vehicle

direction of angular movement around the z-axis of the
body coordinate system of a mobile vehicle
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Symbols

a

f

f(x, t)
g

g(x, t)
g(m)
h(x, t)
Ah

n

p

Ap

q

r

Is

rp

rm (1)
sk

Tightness factor

Motor oscillation frequency

State transition function

Gravitational constant

Control function

Vector of hydrostatic forces and torques

Output function

Difference in hydrostatic elevation

Normal unit normal vector to a bodies surface

Angular velocity around the x-axis of a mobile vehicle
Fluid pressure

Pressure difference

Angular velocity around the y-axis of a mobile vehicle
Angular velocity around the z-axis of a mobile vehicle
Distance from origin in spherical coordinate system
Centre of buoyancy

Reference trajectory for trajectory tracking

Skew factor

Time

Linear velocity along the x-axis of a mobile vehicle
Linear velocity along the y-axis of a mobile vehicle

One dimensional free stream velocity of fluid flow
Linear velocity along the z-axis of a mobile vehicle
Vector of disturbances on control system

Position along the x-axis of a mobile vehicle / vector of
states in state space representation

Position along the y-axis of a mobile vehicle / vector of
outputs in state space representation

Flat feedforward trajectory

Position along the z-axis of a mobile vehicle

Motor oscillation amplitude

Buoyancy force

Matrix of Coriolis and centripetal forces and torques
Matrix of rigid body terms of Coriolis and centripetal
forces and torques

Matrix of added mass terms of Coriolis and centripetal
forces and torques

Matrix of hydrodynamic damping forces and torques

6 DOF rotation matrix mapping coordinates in body-fixed
frame to earth-fixed frame

Torque applied to a mobile vehicle around its x-axis
Derivative PID control gain

Integral PID control gain

Proportional PID control gain

Torque applied to a mobile vehicle around its y-axis
Inertia matrix

Rigid Body inertia matrix

Added mass inertia matrix
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Symbols

TE 3
g v

—

N <AEHQSECES 8T DO <

Torque applied to a mobile vehicle around its z-axis
Added mass coefficient for yaw

Coefficient for linear hydrodynamic damping in yaw
Coefficient for quadratic hydrodynamic damping in yaw
normal distribution

Coefficient of determination

wave period

Weight force

Velocity vector of fluid flow

Free stream velocity vector of fluid flow

Force applied to a mobile vehicle along its x-axis

Added mass coefficient for surge

Coefficient for linear hydrodynamic damping in surge
Coefficient for linear hydrodynamic damping in surge
Force applied to a mobile vehicle along its y-axis in sway
direction

Coefficient for linear hydrodynamic damping in sway
Coefficient for linear hydrodynamic damping in sway
Added mass coefficient for sway

Force applied to a mobile vehicle along its z-axis in heave
direction

Robot pose consisting of position and orientation
Desired robot pose

Tracking error

Mean of a normal distribution / sensor accuracy
Doublet strength

Vector of linear and angular vehicle velocities

Fluid density

Euler angle around the x-axis of a mobile vehicle

Euler angle around the y-axis of a mobile vehicle

Polar angle in spherical coordinate system

Motor actuation function

Oscillation offset

Euler angle around the z-axis of a mobile vehicle
Desired Euler angle around the z-axis of a mobile vehicle
Error in Euler angle around the z-axis of a mobile vehicle
Variance of a normal distribution

Velocity potential

Azimuth angle in spherical coordinate system

Gradient vector

Vector of control forces and torques
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1 Introduction

The world’s oceans contain 96 % of the world’s water [6], play a critical role in regulating
global climate, and serve as a vast, connected ecosystem for flora and fauna. Additionally,
around 10 % of the Earth’s population (more than 600 Million people) live in coastal areas
that are less than 10 m above sea level [7].

Monitoring and collecting data about underwater environments is crucial to improve
our understanding of the complex ecosystems that have evolved therein, and would bol-
ster conservation efforts. Notwithstanding its importance, large parts of the underwater
environment are still unexplored, mostly due to the difficulty and danger imposed on hu-
man observers. The need for artificial air supply and pressure regulation lead to very time
limited and high cost operation, no matter if divers, or crewed submersibles, are involved.

Recent decades have seen the development of autonomous systems in many fields. For
underwater applications, tethered unmanned vehicles called remotely operated vehicles
(ROVs) have enabled operations without placing human workers in danger, while retain-
ing the benefit of extended operational times and increased workspace regarding depth.
However, an extensive infrastructure, namely a support vessel and highly specialised op-
erators, are needed to effectively use ROVs. Additionally, the spatial range of the vehicles
is limited by the tether connecting it to the support vessel. Long range exploration or the
monitoring of confined or highly unstructured spaces can be difficult or impossible with
ROVs.

To decrease the dependency on costly external infrastructure and to increase spatial
operation range, autonomous underwater vehicles (AUVs) have been introduced. AUVs
reduce direct human involvement and can significantly lower operational costs while in-
creasing spatial range. However, the increased autonomy and spatial range come at the
cost of decreased temporal range, because the vehicle’s energy supply has to be self-
sufficient. Additionally, reliable and extensive autonomy is crucial for the successful ap-
plication of AUVs, because outside intervention is close to impossible in most application
scenarios.

Autonomy for robots can be loosely defined as the capability to perceive the environ-
ment, make decisions based on those perceptions, and to act on such decisions without
the need for external guidance. Those three capabilities can be summarised as sense,
think and act [8]. The possible relationships between those elements are defined in robotic
paradigms, which describe the nature of a robot’s autonomy. The work presented in this
thesis was based on the classic hierarchical paradigm [9], where the robot senses the
world, forms a goal for the next action and then enacts the required actuation for the given
action. For underwater vehicles, most autonomy software architectures mirror this struc-
ture by encoding observation, planning and control modules, which can be parallelized
and act collaboratively as shown by Palomeras et. al in their COLA2 framework [10]. The
vehicles used in the work presented in this thesis will use a similar software architecture.
An abstraction of such an autonomy structure is shown in Figure 1. To represent a given
autonomy framework with higher granularity, the sense element can be further divided
into signal acquisition and processing, tightly linked with a respective sensing modality,
and into a state estimation component that gathers and fuses sensing data from all avail-
able sources to construct a coherent global world model for the robot. State estimation
and sensor fusion is typically facilitated by some variant of a Bayesian filter. Those filters
are recursive estimators, that try to infer a probability density function based on incoming
sensor data and a mathematical process model if available. The most common variants
are Kalman and Particle filters [11].
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The think element can be divided into a higher level decision making routine, a mid
level planning component and a controller that interfaces with the act element to enable
the necessary actuations. In the context of underwater robotics the high level decision
making component is very often a set of rigid behaviours based on the world model of the
robot. The transition from a limited and rigid set of behaviours to more flexible, adaptive
and self-dependent decisions is still an open field of research. The planning component for
mobile robotics mostly concerns itself with the creation of waypoints in multidimensional
space connected by a path or smooth time parametrized functions (i.e. trajectories) that
describe a robot’s pose and time derivatives (velocity, acceleration, etc.). These are tightly
linked to high level objectives identified in the decision making layer. Usually paths or
trajectories are created to make the robot cover a specific area or lead the robot to a
specific point in space. Additionally, obstacle avoidance, various optimization criteria and
platform specific constraints play an important role in shaping the paths or trajectories
generated by the planning module.

For traditional AUVs, high level decision making and planning have received an in-
creased focus in recent years, while for sensing, control and actuation solid baseline so-
lutions have already been developed. However, traditional AUVs tend to be large, expen-
sive and require a certain infrastructure for their deployment. While such features tend
to play a smaller role for end-users in the military and industrial sector, as well as for
big scientific institutions, other potential costumers remain underserved and important
use-cases remain unexplored. In recent years attempts have been made to develop small
scale low-cost AUVs. Such vehicles have been designed for various applications, such as
the inspection of nuclear facilities [12], deployments in swarms [13], or the survey of polar
regions where ease of deployment is crucial [14]. Additionally, the usage of more afford-
able and easy to deploy vehicles could impact the performance for blue growth industries
such as algae farms. Lastly, environmental monitoring for marine sciences could be made
much more accessible on various government levels and for smaller scientific institutions
[15, 16].

On the general AUV market, the segment of archaeology and exploration is projected
to have the largest growth over the next years [17]. While this market growth is still mainly
attributed to traditional AUVs, specific archaeological sites and exploration targets like
shipwrecks or sea caverns are high risk environments in confined spaces, that require
agile, small and low-cost alternatives to traditional AUVs.

Traditional AUVs can be usually divided into two groups relative to their motion capa-
bilities. The first and larger group constitutes slender streamlined AUVs that are optimized
for speed and efficiency to conduct long range missions. However, they are usually under-
actuated and thus lack maneuverability. The second group of AUVs is made up out of
hover style AUVs that are at least fully actuated and are used for inspection and manip-
ulation missions. However, as a compromise to their agility they lack efficiency, speed
and range. Recent focus has been on agile underactuated AUVs that have the potential
to bridge the gap between those two types of vehicles [18] and leverage advantages from
both sides. Such capabilities would be specifically useful for several applications for the
emerging class of small low-cost AUVs. However, the capacity of these vehicles, particu-
larly with respect to state estimation, actuation design, and control, remains in question.
The research presented in this thesis focuses on significant improvements to small, low-
cost AUVs in each of these critical areas.

With a reduction in size and budget comes a reduction in available sensors for state
estimation and navigation, and the available sensors are of lesser quality. While attitude
estimation can be maintained with reasonable quality [19], position or velocity estimation
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becomes much more difficult, specifically in situations where vision is not a viable option.
In addition to that, state-of-the-art positioning or velocity sensors send out high frequency
acoustic signals. Recent research suggests that certain high-frequency acoustic signals
might have adverse effects on the surrounding fauna [20, 21]. Thus, sensors with novel
sensing strategies have the potential to increase navigation performance and to decrease
the environmental impact of small low-cost AUVs. This can be specifically important if the
vehicles are used in missions in which minimal invasive monitoring is desired.

Inspiration can be taken from aquatic animals, which have co-evolved with their en-
vironment for millions of years. They often rely on the sensing of gradients of physical
quantities. The perception of those gradients is mostly passive, and has the potential to
be a promising role model for developing sensors with less environmental impact and a
smaller energy consumption. The work presented in this thesis specifically considers the
sensing of pressure gradients in combination with potential flow theory to infer quanti-
ties related to fluid flow. Many attempts have been made to develop artificial sensing
modalities for such gradients [22, 23, 24, 25, 26, 27, 28, 29, 30, 31]. However, there is a
clear lack of testing of the developed sensors in realistic field conditions. Some success-
ful field applications in the context of environmental sensing with static probes have been
shown [32, 33, 34], but there is still no proof that such technologies are robust and reliable
enough for mobile robotics applications in the field. The research presented in Chapter 2
addresses this problem.

Additionally, potential research gaps remain in scenarios that require the AUV to be op-
erated in a minimally invasive manner. Motor driven propellers as standard actuators for
AUVs produce noise and cavitation with an unaccounted effect on the surrounding flora
and fauna. Propellers can additionally affect the surrounding environment in a manner
that could be detrimental to the functioning of sensors used in state estimation, like cam-
eras or acoustics. Most aquatic animals utilize some sort of fin or flipper for propulsion. As
opposed to the rigid structure of traditional mechanical propulsors, bio-inspired actuators
can be soft with a varying degree of compliance. Replacing conventional propellers with
bio-inspired actuators can thus create vehicles which are safer to work with in the vicinity
of divers or other living organisms, but also could reduce adverse interactions with the
environment and living organisms. However, the introduction of soft bio-inspired actua-
tors also adds complex nonlinear dynamics to an already nonlinear nominal system. This
increases the difficulty in appropriately controlling such vehicles. A wide variety of control
approaches has been proposed for conventional AUVs, with a much smaller coverage for
AUVs with bio-inspired propulsion. The research presented in Chapter 3 tries to leverage
the unique character of bio-inspired actuators and the idea of asymmetry in the control
action to increase controllability of a sub-class of bio-inspired underwater vehicles.

The potential complexity of actuation, the desired agility and the underactuated nature
of many small low-cost AUVs, lead to complex nonlinear motion dynamics. A high level
motion control that takes those dynamics into account is therefore desirable. Usually, non-
linear model-based control strategies can be employed to steer such complex systems to
desired states [35]. However, such strategies often require high order derivatives of the
robot’s pose, such as acceleration or jerk, which are usually difficult to measure. This gen-
eral limitation across all mobile robotic platforms is amplified by the lack of sophisticated
sensing modalities for the vehicles that the work presented in this thesis focuses on. The
concept of event-based control [36] has the potential to alleviate this problem by remov-
ing the requirement for continuous real-time state feedback to the high level controller.
Additionally, the underwater environment itself exhibits highly nonlinear dynamics and
can cause disturbances to the autonomous operation of AUVs. For successful field appli-
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Chapter 4

« Motion control -> trajectory tracking

» Event-based controller + differential flatness
« Research question 3) & publication IV

Chapter 2 Chapter 3

» State estimation -> velocimetry Asymmetric actuation

- Differential pressure sensing Yaw control of fish-like robot
» Research question 1) Research question 2)

« Publications |, Il, V Publication Ill

Figure 1- Research presented in this thesis in the context of robot autonomy. Each of the chapters
provides an attempt to answer one of the research questions, and describes contributions to a differ-
ent layer of the mobile robot autonomy framework. Each box briefly mentions main contributions,
which research question is addressed and which publications display the respective research.

cations, high level control approaches that can deal with uncertainty and disturbances are
necessary. Another problem for high level control comes with the requirement for agile
motion. This requirement necessitates the implementation of efficient and fast trajectory
tracking, which is non-trivial for systems with complex dynamics. The exploitation of a
property of dynamical systems that is called differential flatness [37] can significantly sim-
plify the generation and tracking of viable trajectories. To deal with the above mentioned
problems, the work presented in this thesis therefore, proposes a new control strategy
that tries to combine ideas from: event-based control, disturbance estimation as well as
trajectory generation and tracking based on differentially flat motion dynamics. For sim-
plicity, the proposed controller is restricted to movement in the horizontal plane but has
potential for extensions into more degrees of freedom (DOFs).

1.1 Research questions

To summarize, the overarching goal of the research presented in this thesis was the im-
provement of autonomy for AUVs, with a focus on the class of small low cost underwater
robots. Improved autonomy was achieved by designing and employing novel methods
and/or hardware for state estimation, actuation and control (see Figure 1). The subse-
quent description of the research questions and related contributions reflect this three-
fold division.

1) How can state estimation for small low-cost AUVs be improved and made more
robust for the application under field conditions?

2) Can asymmetric actuation increase maneuverability of AUVs using compliant bio-
inspired actuators?
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3)

How can model-based nonlinear controllers be augmented, to overcome limitations
related to unreliable state feedback and motion constraints of AUVs with complex
dynamics?

Quantitative methods in conjunction with clearly defined performance metrics were
employed to answer the listed research questions. Where logistically possible, field ex-
periments were conducted to test performances under real world conditions. Otherwise
simulations where performed for proofs of concept, taking into account their limited ex-
planatory power for real world applications.

1.2 Contributions

In the context of the above mentioned research questions the research described in this
thesis provides the following contributions:

Research question 1)

The extension and advancement of a sensor system [38] for velocity estimation
based on differential pressure sensors for the purpose of mobile underwater robotics.

The mathematical derivation of the relation between velocity and pressure for the
design of the given sensor system, by employing standard potential flow theory.

Testing of the capability of the proposed sensor system for 2D velocity estimation
in laboratory and field conditions with a rigorous comparison to state-of-the-art
technology.

The combination of the new sensor system with state-of-the-art technology for mo-
bile environmental sensing, specifically to infer tidal water currents.

Research question 2)

The design and implementation of an nonlinear orientation control framework for
a robotic fish based on asymmetric actuations of the fish robot’s compliant tail.

Testing the proposed control framework under field conditions with a comparison
to the standard actuation for orientation control of fish-like robots.

Research question 3)

The design of a nonlinear control framework for the trajectory tracking in the hori-
zontal plane for underactuated AUVs using elements from event based control, dif-
ferential flatness and disturbance estimation. This included the augmentation of
the nominal dynamics and a proof of differential flatness for the augmented system,
as well as the design of a disturbance observer to compensate for the augmenta-
tion.

Testing the efficacy and robustness of the trajectory tracking controller in simula-
tion. The dynamics of an agile underwater vehicle with bio-inspired actuation and a
commercial torpedo shaped low cost AUV were simulated. The control framework
was validated for scenarios with and without external disturbances and compared
to a PID controller serving as a standard baseline. A further comparison was made
to a RISE controller [39], which was used as an example for a robust model free
control method.
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It should be noted that the presented contributions to the three problems of state
estimation, actuator control and high level motion control vary in their scope of appli-
cability. The work on actuator control has immediate relevance to bio-inspired actua-
tors only, while the presented sensor system and high level control strategy have a much
broader scope. The sensor system is essentially agnostic to the marine vessel on which it
is mounted and could be used generically. However, it would have the biggest impact on
small resource constraint vehicles, by providing information about states that would be
difficult to observe otherwise. Thus, the contextualization of the contribution is made on
a specific subset of AUVs. The proposed high level motion controller has theoretically an
even bigger scope with a potential applicability to terrestrial or aerial vehicles that exhibit
similar motion dynamics as the system the controller was developed for. However, the
focus of the work presented in this thesis solely remains on underwater vehicles and the
contribution is therefore contextualized in that domain.

Most of the research presented in this thesis has been already published in leading
journals and conferences and all publications are attached in Appendices 3 to 7. The only
exception is part of the motion control framework presented in Chapter 4, which will be
the basis for future publications.

1.3 SNAME notation for marine vessels

All methodologies and concepts throughout this thesis are related to the motion of un-
derwater vehicles. Definitions defined by the Society of Naval Architects and Marine En-
gineers (SNAME) [40] are used to establish a clear framework of notation for various di-
rections of movement, state variables and reference frames for all sensors and vehicles
described in this thesis. The SNAME notation for marine vessels concerning the notation
of forces, moments, velocities and orientation angles is shown in Table 1. Additionally, the
motion of AUVs is represented in two distinct reference frames. The first is a reference
frame that is fixed to a defined vehicle origin and the second is a static inertial or Earth-
fixed reference frame as shown in Figure 2. There are various options for the definition
of earth fixed reference frames and for the purpose of the work presented in this thesis
the earth fixed coordinate frame is represented by a North-East-Down coordinate system
also called NED-frame [40], where the North and East directions form a tangent plane on
the Earth’s surface. In general the NED frame does not represent an Earth-fixed frame,
however, for vehicles operating in a local area of approximately constant longitude and
latitude the tangent plane on the earth’s surface can be seen as static and the NED frame
can be defined as an earth fixed and inertial (Newton’s laws do apply) frame. It should be
noted that throughout the thesis a true NED frame is only being used during field trials.
During laboratory tests or simulations an inertial frame with more local meaning for axis
directions is used. However, the general downward orientation of the z-axis and the use of
a right-handed Cartesian coordinate system remains consistent throughout the research
presented in this thesis.

1.4 Thesis outline

Following along with the three research questions, the thesis is organized in three chap-
ters, each describing a contribution to a different part of the introduced autonomy frame-
work, by addressing one of the three research questions (see Figure 1). Within each chap-
ter, the context of the given research question is outlined and an overview about relevant
state-of-the-art research, as well as theoretical information is provided where required.
Then methodologies employed to answer the respective research question are presented.
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Table 1 - SNAME notation for marine vessels [40]

L forces and . positions and
Direction velocities
moments Euler angles
motion along x-axis (surge) X u X
motion along y-axis (sway) Y v y
motion along z-axis (heave) Z w z
rotation about x-axis (roll) K p [0}
rotation about y-axis (pitch) M q 2]
rotation about z-axis (yaw) N r v

Earth-ixed

Figure 2 - Body fixed and earth fixed reference frames according to SNAME notation.

This is followed by the validation of the proposed methodologies through an application
to a specific use-case and through empirical experimentaion. Afterwards, the test results
are presented and discussed. Each chapter ends with concluding remarks about the effi-
cacy of the presented solutions to the posed research question. The thesis is thus divided
into the following chapters:

e Chapter 2 describes research on the problem of velocity estimation for small low-
cost AUVs and introduces a sensor system that utilizes differential pressure. The
chapter presents a derivation of first principle relations between velocity and pres-
sure, utilizing standard potential flow theory. Two prototyped iterations of the pro-
posed sensor system are presented and rigorous tests under field conditions are
described and discussed.

e Chapter 3 addresses the second research question and highlights the potential of
asymmetric actuation for control purposes. First, the use of bio-inspired soft ac-
tuators is motivated and asymmetric actuation is briefly contexualized in the fields
of robotics and biology. Then a nonlinear controller using asymmetric actuation is
introduced and examined in the application of yaw control for a fish-like robot with
a compliant tail.

e Chapter 4 investigates the effectiveness of a novel model-based nonlinear con-
troller to enable efficient trajectory tracking in the horizontal plane for underac-
tuated AUVs. An overview about the problem of motion control for mobile un-
derwater robots is given, and the problem of trajectory tracking is motivated. The
chapter includes a brief presentation of standard model-free controllers that can be
used for trajectory tracking. Then, a novel control approach is presented that bor-
rows ideas from event-based control, as well as disturbance estimation and uses the
property of differential flatness. The efficacy of the proposed control framework is
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then tested in simulation, using two small low-cost AUVs. To that end, the deriva-
tion of the control framework for the specific dynamics of the vehicles is presented
and the simulation setup is described. The chapter closes with the presentation and
discussion of the simulation results.

Chapter 5 summarizes this thesis and draws conclusions based on the presented re-
sults. The chapter also highlights the scientific contributions of the work presented
in this thesis. Finally, limitations of the work are explained and an outlook is given
on potential future research directions.
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2 Flow based state estimation

This chapter addresses the first research question:

"How can state estimation for small low-cost AUVs be improved and made more robust
for the application under field conditions?"

The chapter starts with the contextualization of state estimation for underwater ve-
hicles. This is followed by an overview about the present state-of-the-art for a relevant
subset of state estimation in AUVs. Then the concept of flow sensing with differential
pressure is introduced and motivated. This is followed by a first principle derivation of
the relation between flow velocity and pressure by representing the sensor as a simple
geometric object within a potential flow. Finally, the design and experimental validation
of two prototypes with a measurement principle, based on the derived relation, are de-
scribed at the end of this chapter. The research presented in this chapter has been pub-
lished in publications I, Il and V.

A successful operation and recovery of AUVs requires robust navigation and localization
capabilities [41, 42]. Navigation and localization in turn depend on reliable and precise
state estimation, where the relevant system states are the physical quantities that de-
scribe the vehicle’s kinematics and dynamics: pose, velocity and possibly acceleration in
6 DOFs. The quality of the estimation process depends on the employed sensors and al-
gorithms, which are bounded by the size and energy supply of the respective vehicle, as
well as monetary budget limitations and operation conditions. Along with the increasing
use of low-cost and small underwater vehicles, there is a need for scalable and affordable
solutions for state estimation.

Unlike in terrestrial or aerial environments, state estimation underwater is impeded
by the rapid high-frequency attenuation of sensor signals, so that the most common state
estimation technique using satellite-based global positioning units can not be effectively
employed. Another typical state estimation framework in robotics is visual odometry (VO)
[43, 44]. Because of it’s heavy dependency on visual cues VO faces difficulties underwater,
where relevant physical conditions, such as turbidity and lighting, are highly dynamic.

An additional complicating factor is the lack of salient and well structured features for
the vast majority of the underwater environment. Existing solutions for underwater state
estimation can be roughly divided into three main categories, based on the environmental
structures used and the type of interaction between the structure and sensor: (1) acoustic
state estimation in a local artificial coordinate system, (2) geophysical state estimation and
(3) inertial state estimation.

Acoustic state estimation requires additional hardware to be deployed, which creates
the artificial local coordinate system. Therefore, this solution is limited to environments
where such a hardware deployment is feasible. Geophysical state estimation uses the
features near AUVs to track location within an environment, but is not extensible to en-
vironments that lack classical salient features such as the open ocean or for highly un-
structured or dynamic environments. Inertial state estimation, as the most basic method,
uses dead reckoning techniques to estimate the state of a vehicle. Based on introspec-
tive measurements, inertial state estimation is independent of and insensitive to environ-
mental characteristics, making it suitable for operations in either featureless or complex
environments. Additionally, this method removes the need for costly and complex addi-
tional infrastructure, decreasing the expenses for AUV missions. Though contemporary
inertial navigation systems (INS) provide increasingly accurate heading and acceleration
estimates, the method suffers from unbounded error growth [45].
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In best practice, the aforementioned methods are combined through sensor fusion
[45, 11] to increase overall robustness and accuracy of the state estimation in the naviga-
tion system. Methods for sensor fusion include Kalman Filters (KFs), Particle Filters, and
Simultaneous Localization and Mapping (SLAM) [11]. Due to its global applicability, inertial
state estimation is the core technique for most navigation solutions. It can be improved
by the addition of measurements or estimates of states that can not be directly observed
by inertial sensors. A typical and very well studied addition to inertial state estimation
is the supplement of pose estimates based on the relative orientation and distance from
visual cues located in the local vicinity of a vehicle. The technique of combining visual
with inertial information is called visual inertial odometry (VIO) [46]. However, the VIO
approach inherits the above mentioned limitations of the VO framework for underwa-
ter applications. A standard addition to INS for AUVs is the direct measurement of the
vehicle velocity, which usually is less dependent on the environmental conditions. Incor-
porating velocity information into an INS helps to bound or at least slow its error growth
[47]. Measurements of vehicle velocity are usually complicated by naturally occurring
water flows relative to the AUV. However, if the water-flow is spatially distributed and
sufficiently heterogeneous, it can also be viewed as an information source for navigation
and state estimation as shown in various theoretical works and controlled experiments
[48, 49]. Furthermore, the estimation of water flows and related natural phenomena can
inform environmental research by providing additional opportunities for in situ measure-
ments.

The focus of the sensor related work presented in this thesis was therefore the devel-
opment and especially the field validation of cost and energy efficient sensor technology
that provides velocity estimates and potentially flow related environmental cues for AUVs.
To that end, the state-of-the-art for underwater flow estimation is presented in the next
chapter, with subsequent chapters describing the rationale behind the choice of how to
sense and estimate water flow, as well as prototype designs and their validation under
field conditions.

2.1 State-of-the-art

Doppler velocity logs (DVLs) are the most widely applied class of velocity sensors used to
aid the INS [50, 51, 47, 52] of AUVSs, providing velocity estimation with a sufficiently narrow
error margin [45]. DVLs are often used in bottom lock mode (DVL-BL) which relies on a
smooth surface where scattering of the hydroacoustic signals can be avoided. In regions
with uneven or absent surfaces, DVLs can use a water lock mode (DVL-WL) to estimate
velocity. However, DVL-WL has certain limitations as this mode relies on the presence of
particles in the water, that can reflect the hydroacoustic signals. Generally, DVL-WL thus
cannot provide the same accuracy as the DVL-BL. Recent work suggests the use of acoustic
doppler current profilers (ADCP) to solve some of those problems [53, 54]

However, despite recent efforts to reduce their size [55, 56, 57], DVLs and ADCPs are
difficult to integrate into small vehicles with a limited payload capacity and a tight budget
[58, 59, 60]. Furthermore, as active sensing devices, DVLs have a comparably high energy
consumption, which lessens their efficacy on long-term missions [61]. Additionally, low
cost vehicles used in applications entailing a high-risk [62], in swarm operations [63] or
in consumer robotics [64, 65] could benefit from an inexpensive alternative for velocity
estimation.

The state-of-the-art measurement modalities for flow sensing on AUVs almost exclu-
sively rely on active emission of acoustic signals and the subsequent recording and in-
terpretation of resulting reflections. This creates a dependency on available reflective
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surfaces and also increases the energy consumption of the devices. In contrast, other en-
gineering fields such as aeronautics have successfully employed passive sensing for the
estimation of flow related variables. Commonly, pressure sensors are employed to mea-
sure relative speed, angle of attack, yaw rate and altitude of aircrafts [66, 67]. Additionally,
pressure sensors are base utilities in other fluid related fields, such as in the control of in-
dustrial processes, or in wind and flow tunnels.

Currently, the closest related pressure sensor based systems for the estimation of flow
related variables for underwater robots are artificial lateral lines. Those sensor systems
are inspired by the lateral line organ that fish employ to navigate their environment by
detecting mechanical changes in the surrounding water [68]. Artificial lateral lines have
been employed to estimate various flow related parameters such as relative flow speed
[25, 26, 27, 33], angle of attack [24, 30, 31], the detection of objects and wake struc-
tures [22, 23] or walls [28, 29]. The artificial lateral line systems have been based on vari-
ous technological approaches, such as micromachined piezoresistive cantilevered beams
[69, 70], optical flow sensors [71, 72], or commercially available absolute or gauge pres-
sure sensors [73, 74, 75]. While artificial lateral lines based on micromachined cantilevered
beams or optical flow sensors remain highly experimental with usage almost exclusively
limited to laboratory conditions, artificial lateral lines based on commercial absolute or
gauge pressure sensors have been shown to be robust and accessible enough for environ-
mental measurements in the field at discrete geographically static measurement points
[33, 34]. Absolute or gauge pressure sensors measure pressure relative to a fixed ref-
erence, which increases the required measurement range and decreases sensitivity pro-
portionally to operation depth. Additionally, absolute and gauge pressure sensors are
affected by fluctuations in the height of the water column, which can increase measure-
ment noise for flow features close to the water surface in the presence of wave action. To
diminish those problems differential pressure sensors can be used instead, showing great
potential for improved sensitivity without a significant reduction in robustness [76]. The
sensing systems that are presented in this thesis have been designed with such differential
pressure sensors as a basic component. The following section describes how flow velocity
can be estimated by sampling differential pressure at several points on the surface of a
sensor system.

2.2 Flow sensing with differential pressure

Differential pressure is defined as the difference in pressure between two measurement
points. If those measurement points are kept in the same horizontal plane or the relative
vertical motion of the two points is detected and filtered out, then the static component
of the pressure is mechanically compensated for [28, 38]. It follows, that the necessary
pressure range to be measured can be minimized and the measurement sensitivity can be
increased. Artificial lateral lines based on differential pressure sensors have been shown
to successfully estimate hydrodynamic forces for wall detection and vehicle control in [28]
and for hydrodynamic force decoupling for motion control in [77] and [78]. To measure
flow, velocity several differential pressure sensors can be arranged to form a variant of
a Pitot-tube, a structure routinely employed in aeronautics and other engineering fields.
This concept has been shown to work for the estimation of flow speed in a laboratory
setting [38] and for static environmental sensing applications in the field [32].

The relation between the output of several differential pressure sensors to flow speed
in laminar flow conditions was empirically established for a specific Pitot-tube configura-
tion in [38]. The empirical relation was valid for a limited range of velocities, and the used
data was subject to possible wall disturbances caused by a narrow flow tunnel.
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The work presented in this thesis provides a simple first principle derivation for the em-
pirical relation found in [38] and expands it for applications in mobile underwater robotics.
The tested velocity range is further expanded and field tests are conducted to proof the
robustness and applicability of the proposed solution. The following sections outline the
theoretical basis for the approach of differential pressure based flow sensing. Focus is
applied on the estimation of flow velocity based on the pressure distribution over a 3D
sphere.

2.2.1 Potential flow theory
To estimate flow velocity it is fundamental to establish a relationship between pressure
and velocity on the surface of the sensor in a flow field. The relationships between fun-
damental quantities of any fluid are generally described by the Navier-Stokes equations,
where a solution is not tractable for online applications required in mobile robotics. How-
ever, based on several simplifying assumptions first principle relationships can be derived
to connect the pressure distribution over a well defined geometrical object to the free
stream velocity. The required simplifications are valid if the flow in question can be as-
sumed to be inviscid, irrotational and incompressible. Those assumptions enable the ap-
plication of potential flow theory, which is very well established for specific geometries.
The relationships needed for the estimation of flow velocity based on differential pressure
are standard in potential flow theory and a lot of exhaustive treatments of this subject ex-
ist. However, to provide a sufficient context for the description, application and testing of
the prototypes described in later sections, a brief overview about the potential flow over
a 3D sphere is provided, by heavily leaning on the treatment of the subject given in [79].
We first start by deriving a relationship between the free stream velocity vector V.. and
the velocity field on the surface of a measurement probe. For an irrotational flow we can
construct a scalar function @ such that the flow velocity is given by the gradient of that
function, while ensuring conservation of mass:

V.V=V.(V®)=0. (1)

Equation (1) can be written as:
V2 =0. (2)

Equation (2) describes the governing relationship for potential flow theory and is called
Laplace’s equation. It is very well studied and numerous solutions to the equation exist.
For flows over a body the solutions to (2) must additionally conform with a boundary
condition that describes flow-tangency on the body that is placed in the flow:

V-n=0, (3)

with n being a unit vector normal to the bodies surface. For three-dimensional flows,
the velocity potential @ will be a function of three-dimensional space. The choice of a
proper coordinate frame to describe the flow is application dependent. For a flow over a
spherical body, a natural choice is the use of spherical coordinates ® = ®(r, ¢,¥). Here
ry presents the distance from the origin of the reference frame defined to coincide with
the center of the spherical body, ¢ describes the polar and ¥ the azimuth angle in the
spherical reference frame as can be seen in Figure 3.

The flow over a spherical body can be derived based on the superposition of a uniform
and a doublet flow (see Figure 3), which describes a flow where streamlines emanate
from a source point and revolve around that point. The doublet itself is constructed of a
pair of source and sink flows which are described in detail in basic potential flow theory
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Figure 3 - Superposition of a uniform flow field and a three dimensional doublet flow. The uniform
flow is characterized by its free stream velocity V.. and the doublet is characterized by its strength
Up. Space is defined by the spherical coordinates rs, ¢, ¥. adapted from [79]

textbooks such as [79]. The velocity components in spherical coordinates for a uniform
velocity field with magnitude V., can be described by:

Vi, = —Vcos @
Vo = Viosing (4)
Vg =0.
The corresponding velocity components for a doublet flow can be described by:
_ Hpcos@
T on r3
Vo— Hp sin @ (5)
P An A
Vg = 0,

with up describing the strength of the doublet. Now the combined flow can be described
by the sum of (4) and (5):

Up
Vv, =— <Voo - 27tr3> cos @ (6a)
1495) .
V(p = (Voc + 47[7‘?) s @ (6b)
Vy =0. (6¢)

Since the points of the velocity field that are relevant for this derivation are at the surface
of the spherical body, the distance from the coordinate system origin can be set to the
radius of the spherical body r; = R. Using the stagnation points in the flow where V,, =
Vi = 0 and (6a), the relationship between the radius of the spherical body, the strength
of the corresponding doublet flow and the free stream velocity can be derived:

1

3
R:(“D>. 7)
27 Voo
By reinserting (7) back into (6a) the expression becomes:
27V
V,S{le;fr id }cos(po, (8)
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leading to V,, = 0 for all values of ¢ and y on the condition of r; = R. This shows that the
derived velocity field is compliant with the flow-tangency condition defined in (3).

The relevant velocity for the proposed measurement principle is thus the tangential
velocity Vj, and its relationship to the free-stream velocity for ry = R is given by:

Up
47R3

In terms of the proposed measurement principle, the polar angle ¢ is given by the location
of the pressure sensor inlet on the surface of the measurement probe, but the doublet
strength is an unknown. By expressing the strength of the doublet flow based on (7):

Ve (v -2 )sin(p. 9)

Up = 2wR3V., (10)

and substituting (10) into (9) one can get a direct relationship between ¢, V, and V..

Vo = %szintp. (11)

With a relationship for the free stream velocity we can proceed to derive the mapping

between velocity distribution over the surface of the measurement probe and the cor-

responding pressure distribution, specifically considering pressure differences. We first

start by stating the momentum equation for a general fluid flow. For simplicity we only

consider the x component from a three dimensional flow in Cartesian coordinates. We
can state the momentum equation as:

Du

dp
pE =~ +pfit+ (Fx)viscous- (12)

Here p denotes the density of the considered fluid element, u is the linear velocity along
, Dlgj) is the substantial derivative, %fo the
pressure force on a fluid element, p f; is the sum of body forces acting on the fluid element
(such as gravity) and (F)yiscous iS the viscous shear stress on a fluid element. By assuming

an inviscid flow with no body forces (12) becomes:

Du 3 N du N Jdu (914 (9pf (13)
- - v— +
Por =P TP TPy TP g T T o
with x,y,z being the principal spatial and ¢ the temporal descriptors of the system, and
v,w being the linear velocities along the y and z axes respectively. By adding another
simplifying assumption of steady ﬂow = 0 equation (13) can be written as:

du  du du  1dpy
— o 14
o TVoy T T Th ox (14)
Now considering flow along a streamline in three dimensional space given by the following
relationships:

wdy—vdz=0
udz—wdx=0 (15)
vdx—udy=0.
By using some calculus we can arrive at the following relationship:
1 10
udu= Ed(uz) = _E% dx. (16)
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Derivations for the y and z components of the momentum equation are yielding equiva-
lent results:

ld(vz):fla—pd
2 p dy
1 _ldp ()
—d(w?) = d
which can be combined into:
L 5 2 2 1 dpy dpr dpr
— 1
2a’(u—l—v—%w) p((9 d+(9 d+8 dz), (18)
given
W+ +w? =Vv2, (19)
and 5 5 5
Pr 143 pr
= 2
ad+ad+adz dp, (20)
we can substitute (19) and (20) into (18) and get:
dpy=—pVdV, (21)

which is called Euler’s equation and relates changes in velocity to changes in pressure
along a streamline. Now by making the additional simplifying assumption of constant
density of the fluid in question (assumption of incompressible flow) equation (21) can be
easily integrated between two points a and b along a streamline:

Db Y
dp=—p Vdv
Pa Va (22)

| ) )
Pa+§PVa :Pb+§PVb-

Relationship (22) is valid for rotational and irrotational flows, but is only applicable along
streamlines. Assuming irrotational flow instead, allows to generalize (22) between any
two points in the flow if all simplifying assumptions are met:

|
pr+ EpV = const. (23)

We thus have gained a simple first principle relationship between pressure and velocity in
a flow field. The simplicity of (23) relies on several assumptions that are explicitly stated
again to clarify when (23) can be used: The fluids viscosity is negligible (inviscid flow),
gravity is negligible and static pressure is equal for different measurement points (no body
forces), steady flow over a finite time horizon and the flow is assumed to be irrotational.

The listed assumptions might seem to be rather restrictive for the use in field applica-
tions with dynamic environments. However, flow velocity estimation based on the pres-
sure distribution over an immersed, often spherical, body using equation (23) has been
extensively employed in aeronautics. By assuming a steady flow over a spherical body and
defining two specific measurement points A and B, lying on the same plane on a spheres’
surface, one can infer the one dimensional free stream velocity v.. from the pressure mea-
surements at A and B. For a special case shown in Figure 4.a point A directly faces the
flow and the pressure is measured in a position where the fluid velocity is zero (stagna-
tion point) and point B is situated at an angle ¢, where the local velocity equals the free
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(b)
ve= Y2y, sin(@)

Figure 4 - Irrotational, inviscid and incrompressible flow over a sphere for two measurement
points [publication 1l]. The stagnation point on the spheres surface is indicated by A. (a) We in-
troduce the static point B, respective velocities v4, vg and the enclosing angle @sr. (b) We introduce
an arbitrary surface point C, respective velocities v4, v¢ and the enclosing angle @. In both cases ve,
denotes the free stream velocity

stream velocity (static point). In this case equation (23) can be rewritten as the well known
Pitot equation:

[
pa=pB+ EPVB (24a)

vwszZ\/z(pAppw:\/zﬁp. (24b)

2.2.2 Velocity - pressure relationship for a Pitot-like probe
Fuentes-Perez et al. [38] introduced an additional mirrored measurement point C* in-
spired by the concept described in [80], so that two pressure differences were utilized to
increase the robustness of the velocity estimation. This relationship can be expanded for
arbitrary mirrored points C and C* as shown in Figure 5.a. A geometric principle derivation
of the empirical equation found in [38] is given in the following.

Using equation (11) the relationship between v.. and the tangential velocity v¢ at an
arbitrary measurement point C (see Figure 4.b) can be described as:

3 .

Ve = va sin (@¢), (25)
where @c is the planar angle between stagnation point A and measurement point C, as
shown in Figure 5.a. Now equation (24b) can be rewritten for arbitrary measurement
point locations by substituting (25) in (24b):

Y [ £ (26)
P 9sin” (¢c)

with the pressure difference Ap = ps — pc. Equations (24b) and (26) are only valid if
measurement point A coincides with a stagnation point of the flow field, which requires
measurement point A to directly face the flow. This can not always be guaranteed during
the operation of a mobile underwater robot moving in 3D space. The velocity estimation
can be made more robust by introducing a second measurement point C* that is located
at the mirrored position from point C as shown in Figure 5.a. Then, equation (26) can be
expanded to utilize two pressure differences Ap; = pa — pc and Apy, = pa — pc*. First,
the quadratic average of both pressure differences is taken to combine the information
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b g
ve= Y2v,sin(@sa)

}\‘fpc

va= % v sin(-a)

Vo= Y2V, sin (-¢,)

Figure 5 - Irrotational, inviscid and incrompressible flow over a sphere for three measurement
points and at angled ambient [publication V]. a) Point A marks the stagnation point on the spheres’
surface where the local velocity is zero. Points B and B* describe mirrored and arbitrary positions at
the spheres’ surface for an angle 0° < ¢¢ < 90°. b) Point A is angled towards the flow by a and the
local velocity is nonzero. Given the same configuration as in a) both measurement points A and B
are shifted by the angle of incoming flow.

from the two measurements. Then, the pressure differences are expressed in terms of
free stream velocity by using equations (24a) and (25):

Joriron_ Jer e el

By defining ¢ = ¢c = —@c* and using the symmetry of the sine function it can be stated
that sin* (¢c) + sin* (@c*) = 2sin* (@). Equation (27) can be simplified and solved for v..:

Voo = C/ 20:)(2(P) (Api +Ap3), (28)
with s
4
a(e) = <9sin2 ((p)> : (29)

Equation (28) agrees well with the relationship, found by using computational fluid dy-
namics (CFD), presented in [38]. The relationship presented in equation (28) was further
verified under laboratory conditions [publication 1], where it showed an accuracy of 0.012
m/s for surge speed estimation. To accurately estimate surge speed in field conditions, self
motion effects of the vehicle carrying the sensor have to be taken into account. A hydro-
static correction algorithm can be introduced to account for pitch 8 and roll ¢ motions of
an AUV [publication II]. Subsequently, we can augment (28) to:

J2
Yoo = \/ O")(f’) ((Ap1 — A1 pg)? + (Aps — Ahapg)?), (30)

with the vertical height differences between the measurement points as:
Ahy = (x¢c —xa)cos (¢)sin(6) — (yc +ya)sin(9)
Ahy = (xc= —xa) cos (¢)sin(0) — (yc- +ya)sin (9),

where Api and Ap; represent the pressure differences between the stagnation point and
the arbitrary mirrored points C / C*. ¢ = ¢c = —@c. is the planar angle between the

(31)
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stagnation point and points C / C*. Additionally, g represents the gravitational constant
and X() and Y are Cartesian coordinates of the respective measurement points relative
to the center of the spherical head of the sensor.

The model for sway velocity is based on the assumption, that the location of the stag-
nation point on the spherical object will change in the presence of a non zero flow in sway
direction as depicted in Figure 4.b. We furthermore assume that equation (30) is invariant
to changes in flow direction of up to 45° [38] and captures the true velocity component
in the surge direction. The velocity estimation for a single differential pressure sensor for
the general case can be written as:

1
Ap1 = pa—pc = Ep(v(zj —vf‘ +2gAh). (32)

Note that with 4 the elevation compensation presented in equation (31) is also utilized
for the estimation of the velocity component in sway direction. Substituting equation (11)
in equation (32) and accounting for a change in the flow direction by the angle « results
in the following relationship:

Ap1 = %p [zvi (sin2 (¢c — a) —sin’ (—a)) +2gAh1} . (33)

Using trigonometric identities and solving for  (see full derivation in Appendix 1) we get:

_ - ( 8(Ap1—pghhy)
OB arcsm( SpvEsin (90)

2

o= (34)
Based on the assumption that v.. = v, as given by Eq. (30), the sway velocity component
can be estimated by:

vy =vytan (). (35)

The following chapters will present prototype designs, which make use of the pressure-
velocity relationships derived above.

2.3 Surge velocity estimation with differential pressure

To validate the theoretical relation (30) and to test the hardware design presented in [38]
under realistic conditions, field tests with an AUV where necessary. To that end, a new
sensor prototype, defined as differential pressure sensor speedometer (DPSS), was build.
The DPSS was then integrated into the commercial AUV SPARUS Il (Iqua Robotics) and
tested in the harbor of St. Feliu de Guixols, Spain. Those tests are described in detail in
publication Il and are briefly presented in subsections 2.3.1to 2.3.4.

2.3.1 The differential pressure sensor speedometer (DPSS)

In accordance with the derived concepts in section 2.2, the two differential pressure sen-
sors build the core of the DPSS. They are connected to three flush holes, subsequently
called pressure taps, which are normal to the surface of the DPSS housing. Figure 6.b
illustrates the location of the pressure taps at an azimuth angle of 0° (stagnation point)
and £35°. A 6DOF IMU provides input to the correction algorithm (31) and the vehicle’s
surge velocity is calculated using a microcontroller that computes (30). The total power
consumption of the full electronics setup is 243.5 mW and everything is integrated into
a 3D printed water-tight housing (see Figure é.a). To reduce size and budget, but mostly
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Figure 6 - DPSS housing and pressure tab location [publication Il]. a) Isometric view of a CAD model
of the 3D printed DPSS housing indicating the location of the pressure tabs that directly connect to
the differential pressure sensors. b) Top view of a schematic drawing of the DPSS with indications
at which planar angle (relative to the local x-axis starting at the center of the spherical outermost
section of the housing) the pressure taps are located.

Frame bars

Figure 7 - Exploded view of DPSS CAD Assembly [publication Il]. The DPSS is shown together with
a custom made frame and covers that reproduce the payload section of the SPARUS Il AUV. A new
frame and new covers are used to ensure a spherical geometry at the head of the AUV during trials
with the DPSS, so that the derived potential flow model can be directly applied.

to increase sensitivity, the DPSS uses differential pressure sensors not directly rated for
water. To ensure that do not come into contact with water, but still measure the pres-
sure at the pressure tabs, a tubing system is designed that forms a permanent layer of air
between the sensor and it's surrounding medium when the DPSS is submerged. A more
detailed description of the prototype can be found in [publication 1] and [publication I1].

The housing of the DPSS was specifically designed to be integrated with a SPARUS Il
AUV (IQUA Robotics), which has an interchangeable head section [81]. This head section
is replicated and slightly modified for the purpose of seamless integration of the DPSS
into SPARUS II. Figure 7 shows the computer aided design (CAD) drawing of the DPSS and
auxiliary components that recreated the head section of SPARUS Il. Those components
are comprised of a mounting frame and 3D printed covers that have a modified geometry
as compared to the standard SPARUS Il covers. When assembled, the covers and the outer
surface of the DPSS form a hemisphere, which allows the use of the relations derived in
section 2.2.1.
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General specificati CH

Length:1.60m IMU:Analog Devices ADIS

Hull diameter0.23 m DVL:Teledyne RDI Explorer 600
Max. width0.46 m GPS:OEM Fastrax IT 500
Weightinair52 kg Pressure sensorKeller

Max. depth200 m

Li-lon batteries:1.4 kWh

Endurance:8-10h

Max. surge velocity1.5-2.0 m/s

Figure 8 - SPARUS Il AUV [publication Il]. On left SPARUS Il is shown with integrated DPSS in an
indoor pool at the Underwater RObotics Research Centre (CIRS, University of Girona, Girona, Spain.
Relevant specifications of SPARUS Il can be seen on the right (adapted from [81])

2.3.2 DPSS performance characterization

For a successful assessment of the DPSS’s performance under field conditions, a perfor-
mance characterization under controlled laboratory conditions was required first. The
baseline performance of the DPSS for surge velocity estimation was characterized by tow
tank experiments, which are described in [publication 1]. Given a sampling rate of 100 Hz
of the raw pressure data, the effect of the number of pressure samples that are used
for the computation of surge velocity at a given time-step was investigated. The results
presented in [publication I] show that a stable optimum accuracy can be obtained for es-
timation rates between 5 Hz to 13 Hz. One possibility to establish an error model for the
DPSS, would be the propagation of the nominal error attributed to the commercial pres-
sure sensors through (30). However, the error estimates provided by the manufacturer
are conservative, which makes it difficult to establish an accurate error model. Instead,
the error model was developed based on empirical data from the tow tank experiments.
All error sources were lumped together into a probabilistic error term “err” assuming a
normal distribution where the mean u represents the sensor accuracy:

2
T \A/%((Apl — A pg)?+ (Apy — Ahapg)?) +err err ~N(u,0%).  (36)

The obtained accuracy of 4 = 0.012m/s=+0.01m/s [publication 1] was then used as a
baseline for the evaluation of the DPSS’s performance in the field tests, which are pre-
sented in the following subsection.

2.3.3 Experimental setup for field tests
For field testing the DPSS prototype the SPARUS Il AUV was used. SPARUS Il is a lightweight
surveillance AUV for long term missions with a classical torpedo shaped hull. The vehicle
can be actuated in surge, heave, pitch and yaw and the DPSS was integrated into the front
part of the hull as can be seen in Figure 8. The basic sensor suite of SPARUS Il consisted
of a pressure sensor, IMU, DVL and GPS (see Figure 8) and all information was forwarded
to an EKF for state estimation [82]. The DVL was used as the reference for surge velocity
estimation. More specifically information from the DVL-BL was favored by the EKF over
information from the DVL-WL.

Field trials were conducted in the harbor area of Sant Feliu de Guixols, Catalonia,
Spain (see Figure 9). The DPSS was tested for different reference paths (linear, loop, lawn
mower) and at a variety of reference velocities ranging from 0.2m/s to 2m/s at a con-
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Figure 9 - Geographic location of the test site [publication Il]. Harbor area of Sant Feliu de Guixols
(Catalonia, Spain). WGS84 (km) — 41.7775°N, 3.0325°E

stant target depth of either 3m or 4 m. Additionally, different test sites within the har-
bor provided variable environmental conditions. SPARUS Il was following the reference
paths using the EKF state estimation based on the sensor suite described above and in
Figure 8. The DPSS was recording data independently, but was not used online in the
control framwework of the robot. In postprocessing the surge velocity estimates of the
DPSS were calculated based on relation (30) and after filtering the raw pressure signals.
It is important to note, that all the postprocessing steps done for the DPSS, can be done
online during vehicle operation. Based on the described experiments, a comparable per-
formance between DPSS and DVL surge velocity estimations was expected. Additionally,
a degradation of the accuracy, if compared to the nominal values from the DVL datasheet
and from [publication 1], of both sensors was anticipated as a consequence environmen-
tal disturbances. For this reason the most degradation was expected in scenario C which
was less sheltered from wave and other ocean dynamics.

Based on the assumption of equal performance of the surge velocity estimation for
DVL-BL and DPSS a fit was defined and the coefficient of determination R? was used for
evaluation. Additionally, the root mean squared error (RMSE) was used to compare both
velocity estimations. Given the field character of the experiments the RMSE is here to
be considered as a measure for a difference in estimation between two sensors rather
than an absolute error between sensor and the true reference. To reduce environmental
disturbances all estimates are filtered through the EKF of SPARUS I [82].

2.3.4 Results and discussion

Figure 10 shows a logarithmic density plot of the correlation between DPSS and DVL-BL
surge velocity estimations with associated R? values for different environmental settings
Ato C. Here A describes the most sheltered setting with least environmental disturbances
and C the most open setting with higher environmental disturbances. It can be seen that
R? is smallest for the most open setting C as expected. However, for all settings R? is bigger
than 0.9, with RZ = 0.95 for the set of all surge velocity estimation pairs. This indicates that
DPSS and DVL-BL had a comparable average performance for surge velocity estimation.
Additionally, a higher variability in all plots can be seen for smaller target velocities. This
can be explained on the one hand by the decreased ratio between vehicle velocity and
environmental disturbances and on the other hand by the quadratic relationship between
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Figure 10 - Logarithmic density plot for the correlation between DVL-BL and DPSS surge velocity
estimates [publication IlI]. a) Correlation plot for experiments across all scenarios, b) - d) plots
for environmental settings A-C. For all plots an assumed perfect fit vPVL = vPPSS s shown as red
dotted line and the R? value, computed based on the assumed perfect fit, is shown as a quantitative
measure of the correlation.

pressure and velocity for the DPSS, which makes the velocity estimation more susceptible
to pressure noise at lower velocities.

Figure 11.a shows the RMSE between DPSS and DVL-BL velocity estimation for different
settings and repetitions. Again it can be seen that for the more open setting C variabil-
ity between the senors is higher and that the difference between the sensors decreases
with increasing velocity. The differences even approach the accuracy boundaries estab-
lished by the manufacturer (DVL) and previous calibration experiments (DPSS) for setting
A. In contrast, the differences between DVL-BL and DVL-WL, shown in Figure 11.b seem
to significantly increase with increasing target velocity. RMSEs for loop and lawn mower
paths are consistent with the results presented in Figure 11. The better performance of
the DPSS compared to the DVL-WL for higher target velocities is specifically important,
because both measure the same velocity, namely the velocity relative to the surrounding
medium, as opposed to velocity over ground measured by the DVL-BL. Therefore, these
results indicate that the DPSS could be not just a replacement for a DVL for vehicles with
budget and payload constraints, but also a good complement to a standard AUV sensor
suite that already includes a DVL. This is further supported by the raw velocity estimates
shown in Figure 12 where SPARUS Il was moving over a rough terrain close to the harbor
wall, causing continues outtakes from the DVL while the DPSS is unaffected. In this context
the addition of the DPSS to the regular sensor suite can improve navigation in conditions
where the DVL-BL fails to provide reliable velocity estimates such as mid water column
travels or movement over rough and unstructured terrain.

To the best of the author’s knowledge, the described field trials marked the first suc-
cessful implementation of pressure based speedometry for AUVs in field conditions. The
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Figure 11 - RMSE between various surge velocity estimations at different target velocities [publi-
cation Il]. a) DPSS vs DVL-BL and b) DVL-WL vs DVL-BL. Repetitions of the same experimental config-
uration are distinguished by color and the three different environmental settings are differentiated
by line type.

results were a successful proof of concept for the differential pressure based surge ve-
locity estimation and confirmed that the proposed algorithms and hardware work under
field conditions. However, there is remaining potential for reducing the size of the sensor
and expanding measurement capabilities for more degrees of freedom. The following it-
eration of the DPSS prototype addressed those remaining potentials and is described in
the next section.

2.4 2D velocity estimation relative to tidal currents

The first iteration of the DPSS was specifically designed and tailored for the integration
into the SPARUS Il AUV. For the next iteration (DPSSv2) the hardware design was changed
so that the resulting sensor was platform agnostic and self sustained. Additionally, the
size of the sensor was significantly reduced and the velocity estimation was expanded to
2D still relying upon potential flow theory and using geometric principles as described by
equations (26) - (35).

All DPSS prototypes measure velocity relative to water and not relative to a static ref-
erence. Previous experiments where carried out in a sheltered environment in relatively
calm conditions. Therefore, the frame of reference for the measurement did not play a big
role. In fact it was possible to directly compare the DPSS performance to the DVL-BL per-
formance. However, in generic open water applications, conditions are most likely more
dynamic with a including reference frame for the DPSS velocity estimation. Therefore, it
was necessary to conduct experiments in conditions with a relatively controlled natural
flow. Additionally, the combination of the DPSS relative velocity estimates with a source
for velocity estimates relative to a static reference frame can enable the estimation of
hydraulic influences on a robot such as water currents. An estimation of such currents
could be then used to inform controllers for dynamic positioning or trajectory tracking.
Estimates of water currents can also help to update and improve oceanographic models
[83] or can inform the decision making for adaptive sampling [84]. If estimates of vehicle
velocity relative to a static reference and a source of vehicle velocity relative to the sur-
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Figure 12 - Example of raw velocity readings for DPSS and DVL-BL for lawn mower trajectory [pub-
lication I1]. At around 90 s SPARUS I got close to the harbor wall, where the ground is unstructured
and rough. This disadvantageous environmental conditions is clearly reflected in the sensor output.
It can be clearly seen that the DPSS was not affected. Differences at the beginning and the end of
the plot are due to vertical movement of the robot which was not compenstated for in the DPSS.

rounding water are simultaneously available, the water current velocity can be inferred
as the difference of the former two quantities.

Different approaches to estimate water currents have been presented in the literature.
A completely computational approach makes use of the concept of observers from con-
trol theory. Given an observable model describing the movement of a vehicle, a second
model can be developed based on inputs and weighted outputs of the real system. Several
types of observers such as Luenberger type observers [85, 86, 87, 88, 89] and high gain
observers [90, 91] have been shown to work in simulation and have been partially veri-
fied on real physical systems. However, they all rely on accurate position feedback which
is not readily available for AUVs. Some methods, developed for ocean gliders, are mak-
ing use of sparse GPS fixes [92, 93] and predictive ocean models [94, 95, 96]. However,
even sparse GPS fixes might be unavailable for AUVs, especially during long term mis-
sions. Several solutions for water current estimation that do not rely on measurements
of the global position of the vehicle have been proposed as well. Medagoda et al. use an
ADCP to estimate currents during midwater column travel [54]. While this would be an
approach where ocean currents could be directly measured, the use of an ADCP demands
amounts of energy, space, as well as monetary and computational costs that are usually
only fulfilled by heavyweight high budget vehicles.

Hegreneas et al. showed that an INS, aided either by a dynamics model of the vehicle
[97] or by a DVL-WL [52] both in combination with a DVL-BL, can provide the necessary
information to estimate water currents. The DPSS prototypes can be seen in the same
light as an alternative source of in situ measurements of velocity relative to water and
thus act as a replacement or a complement for the DVL-WL or dynamics model used by
Hegrenaes et al, but also for the other approaches previously mentioned.

2.4.1 Prototype design (DPSSv2)

The hardware design of the new DPSSv2 resulted in a volume reduction of 28 % and a
weight reduction of 39 % while integrating the same electronic components as the original
DPSS. Table 2 compares the DPSSv2 with three small-scale DVLs regarding size, weight,
and energy consumption. The DPSSv2 has a comparable size to the smallest DVL available
at the moment. The DPSSv2 is also about an order of magnitude more energy efficient in
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Table 2 - Comparison of DPSSv2 with three small DVLs for size, weight and power consumption /
adapted from [2]

Sensor Size Weight Power
LxW x H [cm] | (air / water) [kg] | Consumption [W]
Teledyne Wayfinder [55] 10x10x7 0.85/0.51 3
Nortek DVL1000 [57] 15.8x @ 1.4 1.3/0.15 1.3
NavQuest 600 Micro [56] | 17.4x & 12.6 29/12 2-5
| DPSSv2 | 141x@5 | 027/017 | 0.244

Figure 13 - The new DPSSv2 prototype. a) fully assembled prototype with 3D printed housing. b)
Electronic component architecture of the DPSSv2 with the following notation: APS - absolute pres-
sure sensor, SD - SD card, Micro - Microcontroller, BAT - Battery pack, IMU - Inertial Measurement
Unit, ADC - Analog to Digital Converter, DPS - differential pressure sensor.

comparison to all the three DVLs. Cost is another important metric to evaluate the DPSSv2
against state of the art technology. However, a direct comparison is very complicated,
because the listed DVLs are fully developed products, whereas the DPSSv2 is still in the
prototyping stage. Nevertheless, based on a rough projection the price range for DPSSv2
could probably at least be around one order of magnitude lower.

Additionally, the DPSSv2 is now equipped with a battery so that it can be used as a
standalone measurement device in addition to a possible integration into an AUV sensor
suite. Figure 13 shows the new prototype with a schematic of its electronic components
(Figure 13 b).

The performance of the DPSSv2 was verified with tow tank experiments equivalent to
the ones described in [publication 1]. Based on the results, an accuracy of £ =0.01m/s+
0.046 m /s was determined. The standard deviation is larger, when compared to the origi-
nal DPSS. This was expected to some extend, because the noise sensitivity of the velocity
estimation seems to scale with the distance between the pressure taps. A slightly reduced
performance is thus to some extend a sacrifice for volume and weight reduction of the
sensor. However, a slightly increased noise sensitivity should not have a major influence
on the estimation performance for typical target velocities of AUVs and is a worthwhile
compromise to make the sensors usable for a wider class of vehicles and other applica-
tions. It is also clear that the combination of the DPSS velocity estimation with a Bayesian
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Figure 14 - Test site and experimental setup [publication V]. a) and b) Indication of the test site near
the Island of Tautra in the Trondheim Fjord, Norway. The right site of b) shows the exact location of
the experiments as a red dot. Tidal currents patterns for the upper fluid layer are shown as black
arrows (reproduced from [98]). c¢) and d) Experimental setup to test the capability of the DPSSv2
for 2D velocity estimation in the presence of ambient flows. The main direction was assumed to
be as shown in b) and the LAUV was operated alternately driven in-line and against this predicted
tidal current main direction. A surface vehicle with an ADCP was employed to provide an additional
resource for water flow estimation. e) Tidal cycle for the day of the experiments (2019/05/20). The
gray area in the tidal graph represents the time slot of the experiments.

filter or other applicable signal processing techniques can compensate for a slightly de-
creased signal to noise ratio The reported accuracy is with 0.01 m /s equal to the reported
accuracy for the original DPSS, which is a very positive result.

2.4.2 Experimental setup for field tests

To test the DPSS under significant environmental forcing, a test site with strong enough but
still relatively controlled water currents was required. A suitable test site was found in the
Trondheim Fjord, close to the island of Tautra, Norway (see Figure 14.a and b). The fjord
experiences a semi-diurnal tide, leading to noticeable tidal currents which reverse their
direction between ebb and flood tide conditions three times a day [98]. The experiments
were conducted during one day before and after the maximum tide was reached as shown
in Fig. 14.e. Therefore, the tidal current estimates where expected to reflect a change in
flow direction between flood and ebb flow.

As shown in Figure 15, the DPSSv2 was mounted on a light AUV (LAUV) [15], which was
equipped with an IMU, and a DVL providing DVL-WL and DVL-BL estimates simultaneously.
Additionally, an ADCP mounted on a surface vehicle was used to acquire global water
current measurements for comparison. To predict the tidal currents the DVL-BL estimates
were combined with the DPSSv2 estimates or with the DVL-WL estimates respectively. In
total 14 trials were conducted at a constant target depth The robot was following a straight
line path with half of the trials running at the minimum sustainable velocity for the vehicle
(around 1.25 m/s) and the other half of the trials running with the target velocity of 1.5 m/s.
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Figure 15 - LAUV Fridtjof with attached DPSSv2 [publication V]. The AUV used DVL, GPS and INS
for navigation and the DPSSv2 was sampling independently.

Aside from different velocities, half of the trials were conducted in opposite direction of
what was predicted to be the main tidal current direction as shown in Figure 14.c and
half of the trials were running along the assumed main direction of the tidal currents, see
Figure 14.d.

The tidal currents were calculated by subtracting the DPSSv2 and DVL-WL velocity esti-
mates from the velocity estimates of the DVL-BL. The resulting planar water current veloc-
ity vector was then rotated into a global reference frame based the attitude and heading
reference system of the LAUV.

2.4.3 Results and discussion

Figure 16 presents the tidal current estimates in the form of median (IQR) magnitude of the
current velocity and the heading of the tidal current relative to True North. Considering
Figure 16.a, in most cases the ADCP provides estimates for the tidal current velocities that
are larger and have a higher variance than the DPSsv2 and DVL-WL estimates. Both higher
median magnitude and variability led to the exclusion of the ADCP data in the further
analysis. The ADCP employed on a surface vehicle is usually used for the estimation of
river flow velocities, where several transects across the river are made to determine a bulk
flow velocity. However, in our application only instantaneous velocities could be recorded
in conditions of higher waves and varying salinity. Those factors indicate that the ADCP
was not operating in optimal conditions and could thus not provide the best tidal current
estimates.

Figure 16.b and c depict the tidal current magnitude and orientation relative to True
North as 2D vectors. Results for cases when the AUV moved against the tidal currents are
shown in Figure 16.b, and Figure 16.c displays results for cases where the vehicle moves
along the tidal currents. According to data provided by the Norwegian Meteorological
Institute a reversal in flow direction shortly before high tide was to be expected and that
reversal can be seen in the estimates of both sensors. Additionally, the DPSSv2 and DVL-
WL estimates have relatively good agreement for trials against the predicted tidal current,
but significant differences in trials that were running along the predicted tidal current. The
greater difference for the later scenario is to be expected, as the potential flow assumption
that is required for the derivation of (30) breaks down if there is a flow component that
is moving in the same direction than the DPSSv2.

This inherent limitation of the current DPSSv2 design could be resolved in various ways.
One could design trajectories or paths, which guarantee changes in the direction of move-
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ment such as lawn mower paths. Some works have shown that a few changes in heading
can make water relative velocities and water currents observable [99, 100]. Furthermore,
a combination with almost all of the solutions provided at the beginning of section 2.4
like observers, GPS fixes or ocean models could improve the performance. Current limi-
tations notwithstanding, the analysis of the summary statistics (provided in detail in pub-
lication V) suggests that for the more favourable conditions when the LAUV was moving
against the tidal flow, the tidal current estimation based on DPSSv2 measurements was
close to the DVL-WL measurements with a median absolute (IQR) difference in magnitude
of 0.03 m/sand in heading of 8.13°(11.0°). Specifically for the tidal current magnitude are
those differences close to the accuracy bound of the DPSS in field conditions [publication
Il] and at the same scale as estimation errors reported by other approaches [91, 101].
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Figure 16 - Estimation of tidal current velocity vector for DVL, DPSSv2 and ADCP [publication V].
Tidal current estimates for the DVL and DPSSv2 are both augmented by DVL-BL readings. a) Mag-
nitude estimates of the tidal current in the global reference frame represented by median, IQR and
extreme values for each trial. b) and c) Median magnitude and heading estimates of the tidal cur-
rent relative to true north for DVL and DPSSv2 (ADCP estimates are not used in the performance
comparison and thus omitted to improve the readability of the figure). The difference between the
two median heading estimates in degrees is annotated for each trial. Instances where the LAUV
was moving with the tidal currents, shown in c), are distinguished from instances where the LAUV
was moving against the tidal currents, shown in d). The trial numbers are further augmented with
either (s) for trials with the slower target velocity of 1.25 m/s or (f) for the faster target velocity of
1.5m/s. The light beige patch (trials 1-6) represents slack water conditions close to high tide, where
the currents are less strong, more turbulent and change direction eventually. The light grey patch
(trials 7 to 14) shows the tidal conditions for ebb flow, which occurs after the maximum tidal water
level has been reached.
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2.5 Summary and conclusions

This chapter introduced the problem of pressure based velocity estimation for AUVs. A po-
tential flow model is given that generalizes an empirical model defined in an earlier work
[38]. Additionally, a new prototype, the DPSS, was presented to test the efficacy of the
proposed approach for speedometry under field conditions. Compared to previous work
[38], this new prototype had added capabilities, which where tailored to its application on
mobile platforms. The efficacy of the proposed approach was tested through laboratory
tests and most importantly, through the integration of the DPSS into a commercial AUV
and rigorous testing in various scenarios in the field. The obtained test results confirmed
that, under the constraint of near constant depth, the derived first principle relations hold
under dynamic field conditions and that speedometry based on differential pressure can
provide information of equivalent quality compared to state of the art sensors.

In a subsequent iterative procedure, a next generation prototype, the DPSSv2 was de-
signed with equivalent capabilities to the DPSS but a significantly smaller size and weight.
Additionally, theoretical relations were expanded to enable 2D velocimetry in the hori-
zontal plane instead of 1D speedometry. The new design and relations were tested under
laboratory and field conditions. A special focus was placed on the performance of the
DPSSv2 in the presence of ambient flow fields, which had been absent for previous field
tests with the DPSS. Furthermore, the capabilities of the DPSSv2, in conjunction with addi-
tional sensing modalities, for estimating those flow fields were tested. For test scenarios
where the potential flow assumption was fully valid, results showed again, that under the
constraint of near constant depth the DPSSv2 could provide 2D velocimetry of equivalent
quality compared state of the art sensors. Additionally, it could be shown that tidal cur-
rents could be observed by the DPSSv2 when used together with complementary sensor
technologies.

In regards to the research question that was posed at the beginning of the chapter:
"How can state estimation for small low-cost AUVs be improved and made more robust
for the application under field conditions?", the work presented in this chapter shows
that differential pressure can be used to provide robust estimates of vehicle velocity. Ad-
ditionally, there is a large range of possible extensions for the sensor system to enable the
estimation of more complex environmental features such as mixing zones (presently work
in progress), hydrodynamic imprints of other vehicles [102] or animals and hydrodynamic
forces [77].

Additionally, its small size and low energy consumption make the DPSSv2 a valid can-
didate to make direct estimates of velocity more broadly available for low-cost and / or
small AUVs. Additionally, the DPSS prototypes could be established as complementary
sensing modalities for higher grade vehicles to add redundancy or for vehicles with very
strict energy efficiency requirements during long term missions. Results in both field tests
showed that for certain scenarios the DPSS estimates can outperform state of the art ve-
locity sensors and a fusion of the information of both sensor system would provide better
state estimation capabilities.

However, the field experiments with the DPSS and DPSSv2 also clearly indicated limita-
tions and problems that still need to be solved and provide guidance for future research.
One of the main limitations for the DPSS prototypes is the occurrence of a seemingly
depth dependent offset on the pressure measurements. This could be cause either by a
change of volume in the air boundary in the pressure tubing or by overpressure on the
sensors themselves where the total pressure on the full sensor is out of the linear range
for the devices. Both hypotheses are currently investigated but both problem would es-
sentially require basic engineering solutions. Another limitation that was expected but
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also became apparent during tests with the DPSSv2, is the dependence on the sensor on
conditions that approximate potential flow. An extension of the theoretical framework in
which the pressure-velocity relations were derived could alleviate this problem. Another
option is the addition of either more sensing modalities or mathematical constructs such
as ocean current observers in conjunction with coarse ocean models to provide an esti-
mate of local ambient flow that can be used to compensate for some adverse effects on
the DPSS measurements. Such a combination could also have the potential to lead to es-
timates for vehicle velocity over ground which would enable the DPSS to provide a full
navigation solution. Another limitation that is subject to future work is the restriction of
measurements in two dimensions. By adding two more sensors on the vertical axis of the
DPSSv2 sensor head, the system is enabled to estimate flow in all three dimensions includ-
ing a 3D angle of attack. Numerous similar solutions already exist in the field of airflow
measurements [103, 104, 105].

In addition to a good and robust state estimation for salient world models, a mobile
robot needs a sophisticated control framework to achieve increased autonomy. The two
following chapters in this thesis describe contributions to control related problems on two
different levels of abstraction. Chapter 3 describes contributions to problems of control
directly affecting the actuator layer, while chapter 4 introduces a novel trajectory tracking
controller operating on the layer of robot motion control.
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3 Actuator control for autonomous bio-inspired underwater
locomotion

This chapter addresses the second research question:

"Can asymmetric actuation increase maneuverability of AUVs using compliant
bio-inspired actuators?"

The chapter starts by contextualizing actuator control in the bigger framework of con-
trol for autonomous robots. Afterwards an overview about compliant actuators for un-
derwater locomotion is given and then the idea of asymmetric action is introduced and
investigated using the example of attitude control for a fish-like robot with a motor-driven
compliant tail. The research presented in this chapter has been published in publication
lil.

The knowledge base for controlling general robotic systems is vast and growing for decades.
Alot of early development was dedicated to static robotic manipulators for industrial man-
ufacturing, with a focus on high speed and accuracy for repetitive movements. Beginning
in the 1990s control problems for autonomous mobile robots came into sharper focus, as
this class of robots does not share the inherent location restraints of static manipulators.
Mobile robots therefore, are more versatile and flexible.

However, unsupervised mobility comes with it’s own challenges, specifically in highly
dynamic environments. The first challenge is locomotion itself. How can a mobile robot
affect it’s environment to trigger reactions that cause movement in a desired manner?
The choice of specific actuators, the hardware components that enable locomotion, and
their control is thus the first fundamental problem that needs to be solved. However, the
capability to change locations in a controlled manner is not enough for an unsupervised
mobile robot to achieve autonomy.

Additionally, the mobile robot needs to estimate its configuration (pose, velocity and
acceleration in most cases) in relation to the environment through state estimation. Based
on the estimated present configuration, an autonomous mobile robot is required to de-
cide which actions its actuators need to conduct to move towards a desired configuration
that satisfies a higher level goal.

This high level goal can be either provided by an additional abstraction layer of the
robot autonomy framework or by an external user. It becomes obvious that problems and
solutions to autonomous mobility are layered and dependent on each other. Therefore,
also control problems in mobile robotics are layered and interdependent.

At least two control layers can be identified. The first layer constitutes the movement
of the robot as a whole. Motion demands are generated to minimize the error between
a desired configuration of the robot and the robot’s present configuration. The desired
configuration is designed to achieve a higher level goal that is either given as an input by
a user or comes from an even higher abstraction layer in the autonomy framework of the
mobile robot. This robot control layer depends on an accurate estimation of the robot’s
configuration, which connects the robot control layer to the sensing and state estimation
utilities of the robot. The second, lower, control layer constitutes the actuator control,
which is necessary to achieve the effects that satisfy the demands of the robot control
layer.

In the field of marine robotics most of the research on control architectures is con-
cerned with the robot control layer. Reliable and robust control of underwater vehicles
is still an open problem due to complex interactions of the robots with their environ-
ment. This is specifically true for small resource constraint and unconventional AUVs. On
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the actuator control layer instead, well developed standard control structures are used in
conjunction with standard actuators and propulsors. However, bio-inspired underwater
vehicles rely on non-standard actuators and propulsors that have unique advantages, but
do also present challenges regarding the actuator control. To increase the autonomous
capabilities of agile, small and low-cost AUVs, improvements in both control layers are still
necessary, which is reflected in the contributions of the research presented in this thesis.

The contribution on the actuator control layer is focused on improvements for bio-
inspired compliant actuators. The contribution on the robot control layer is more broadly
defined and applicable to a much more general class of AUVs, namely agile underactuated
vehicles. However, the development and application of the control framework will be on
an AUV with bio-inspired locomotion.

Thus, the presentation of theoretical frameworks, prototypes, experiments and results
in the following two chapters will be two-part, with the first part presenting contributions
to the actuator control layer and the second part presenting contributions to the robot
control layer for small bio-inspired underwater robots.

3.1 Underwater locomotion with compliant actuators

Locomotion for underwater vehicles is classically facilitated by a set of propellers. De-
pending on the number and arrangement of those propellers an underwater vehicle can
move holonomically in all degrees of freedom and is additionally capable of hovering, or
a vehicle’s active motion space is limited to reduced number of degrees of freedom due
to underactuation and nonholonomic motion constraints. While at first glance it seems
sensible to equip a vehicle with sufficiently many actuators to enable holonomic motion,
in practice it is often more prudent to reduce the number of actuators in favor of vehicle
cost, energy efficiency, payload capacity or a reduced mechanical complexity of the vehi-
cle. One of the most prominent configurations for AUVs is a torpedo shaped body with
one or two propellers at the aft combined with several control surfaces [106, 107, 108].
Occasionally a vertical thruster is added [81].

Propellers as the actuators of choice for underwater vehicles have been in use in the
maritime industry for centuries, they have reached a state of high optimization and so-
phistication. However, in recent years more focus has been centered around bio-inspired
actuation for underwater locomotion. Aquatic animals, honed by millions of years of evo-
lution are very well adapted to movement in their habitat. Fish, for instance, have been
shown to exhibit superior maneuverability and efficiency compared to engineered sys-
tems [109]. In addition, bio inspired locomotion promises actuation that should create
less turbulence, which enables minimally invasive observations of marine life or archae-
ological sites. This has led to the development of an increasing number of aquatic robots
with bio-inspired locomotion including fish-like robots [110, 111, 112, 113, 114, 115] and robots
relying on a multitude of flippers [116, 117, 118, 119, 120, 121, 122, 123]. Reflecting the wide
range of aquatic niches, each requiring a specific locomotion profile, a wide variety of
propulsion mechanisms have been studied and developed. Excluding inspirations from
the locomotion amphibious animals, which exhibit trade-offs in swimming performance
for land or air locomotion, most aquatic locomotion solutions have been based on propul-
sion with one or several hydrofoil-like appendages called fins.

The subsequent presentation of locomotion types is further restricted to fish, as lo-
comotion principles based on several independently appendages will be discussed later
in chapter 4. Depending on the location of the fins that are used for propulsion, several
locomotion types can be distinguished. Fish that are mainly using their body or caudal fin
to produce thrust are defined as BCF swimmers, while fish that are using their median or
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paired fins to propel themselves are known as MPF swimmers. Both groups are further dis-
tinguished into subgroups based on the actual fin type that is used [124]. Another grouping
for both BCF and MPF swimmers is their association with undulatory or oscillatory swim-
ming. In undulatory swimming a significant part of the body is involved in the generation
of wave traveling from head to tail which propels the fish forward, while in oscillatory
swimming the periodic movement of the respective appendage(s) creates the thrust. For
robotic applications, that go beyond the study of the biomechanics or fluid dynamics of
the actual animal, inspiration from oscillatory locomotion types is usually preferable, be-
cause the thrust generation is fully restricted to the appendages and the main body can
be completely used for the transport of the power electronics and additional payload. The
BCF oscillatory locomotion type is arguably the most studied and implement propulsion
type in the robotics community [110, 111, 112, 113, 114, 115, 125]. Based on their inspiring
counterparts, the major expected benefit for this locomotion type was the efficient gen-
eration of thrust for fast cruising, while MPF swimmers are usually thought to excel at
maneuverability and to be more efficient at low speeds.

Fish and other aquatic animals often rely on rhythmic motions of compliant bodies.
To take inspiration from their locomotion, requires a fundamentally different engineer-
ing approach compared to ordinary marine technology. The advent of soft robotics has
provided the necessary tools to facilitate the integration of novel propulsion and subse-
qguently locomotion methods for underwater vehicles. There are two distinct approaches
to emulate a soft actuation. The first approach uses multiple rigid components and actua-
tors, potentially connected by softer or compliant parts, and a soft actuator like behavior
emerges from the interaction of the rigid elements [126, 114, 127, 128]. This approach pro-
vides a high degree of controllability over the actuator and relative ease of mathematical
modeling at the expense of an increased mechanical complexity. The second approach is
based on soft, often elastomeric materials that mimic the properties of the soft biological
counterpart, while actuation can be realized mechanically, hydraulically or pneumatically
[129, 130, 125]. The material properties of the elastomeric material can be designed to pas-
sively assist the realization of the desired actuator kinematics, and potentially dynamics,
without the need for an increased active actuation effort. This comes at the expense of a
higher control complexity. However, a truly soft actuator has the additional benefit that it
is much safer to interact with, which is specifically important for applications that require
minimal invasive observation or missions where the robot is supposed to collaborate with
a diver.

Based on the state-of-the-art for bio-inspired underwater propulsors, it can be stated
that the goal of more efficient and maneuverable locomotion has not been achieved yet
and will be a task with a large future horizon. However, the other benefits of specifically
soft bio-inspired actuators such as minimal invasive monitoring and safe interaction can
be leveraged upon more readily and are therefore the main motivation in this thesis to
investigate the actuator control of bio-inspired underwater locomotion.

3.2 Asymmetric actuation for yaw control

A new control approach that leverages the unique features of compliant propulsors, but
also tackles new constraints imposed by such actuators, is tested on a fish like robot that
was developed in the European project Fish Locomotion and Sensing (FILOSE). The robot
can be seenin Figure 17 and was designed to demonstrate solution driven bio-inspired de-
sign for flow sensitive sensor systems and compliant propulsors [131]. State estimation is
achieved in part by flow sensing and in part by inertial measurements. The improvements
in state estimation based on differential pressure shown in 2 could be transferred and ex-
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Figure 17 - Specifics of the FILOSE robot [publication IlI]. a) Side view: 1- rigid head of the robot; 2
- compliant silicon tail; 3 - rigid fin; 4 - Styrofoam float; 5 - splash proof box containing battery pack
and Bluetooth module. b) CAD drawing of electronics and actuation mechanism: é - microcontroller
and orientation sensor; 7 - servomotor; 8 - steel cables; 9 - actuation plate

tended to the artificial lateral line that the FILOSE robot has so far used. However, the
focus of this chapter is on control and to test the new control approach only attitude esti-
mation was necessary, which can be achieved by inertial measurements using a standard
IMU.

The FILOSE robot consist of a rigid head connected to a compliant silicon tail with a
rigid fin. Tail and fin were designed to emulate the morphology and compliance of a rain-
bow trout (Oncrohynchus mykiss) [132]. The tail is actuated by a single motor, located in
the rigid head, that is connected to the tail via cables attached to an embedded plate. Ad-
ditionally, the rigid head contains all on-board electronics, including a microcontroller and
an IMU for orientation feedback. Additionally, the robot is connected to a float which car-
ries a battery pack and a Bluetooth module for wireless communication. Figure 17.a shows
the robot with the attached float, while Figure 17.b describes the internal structure of the
robot.

The FILOSE robot has been mostly used to develop and test flow relative control strate-
gies [133, 134, 75] utilizing an artificial lateral line, based on absolute pressure sensors, to
augment state estimation. Linear motion of the robot is facilitated by a sinusoidal excita-
tion of the compliant tail with a static frequency and a variable amplitude. The robot is
enabled to turn, by adding an offset to the sinusoidal excitation. The offset causes the
centre of oscillation of the compliant tail to be out of line with the centre line of the
robot, which creates a turning moment. This strategy has been proven to be effective
in conditions where external flow is present, but seems to be ineffective in calm environ-
mental conditions. However, orientation control is crucial for the autonomy of the robot
and should be effective independent of the environmental conditions. To overcome this
problem new control strategies are necessary.

The main focus of both, biologists and roboticists, has been on rapid turning maneu-
vers for fish or fish-like robots that utilize large tail bending angles [135, 126, 136, 137, 138,
115]. However, for fish-like robots with simple and robust actuation mechanisms opti-
mized for cruising such a solution is not feasible. Additionally, steady turns that could play
an important role during inspection and observation tasks have been given little attention
so far. Hu et al. [139] and Tan et al. [140] present results for steady turns where an offset
to the tail beat is added, which is identical to the strategy employed for the FILOSE robot
when external flow is present. However, the mechanical structure of the robot used in
[140] allows for much larger tail beat offsets compared to the FILOSE robot. Since the off-
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set approach does not seem to be fruitful for the actuation setup of the FILOSE robot, a
different solution was necessary. The necessity for a turning moment around the robots
centre mass makes the problem of attitude control for the FILOSE robot a good example
to test the new control approach based on asymmetric actuation, which should provide
such a turning moment.

Utilization of asymmetry for underwater locomotion has been shown in rowing-like
motions of appendages. The asymmetry is produced by a fast power stroke and a slow
recovery stroke of the appendages, that is used for thrust production [141]. Those rowing
motions have been mimicked by robotic prototypes either focusing on fins following a
specific kinematic profile [142, 143], or by adapting the morphology of moving appendages
as shown in [144] and [145]. However, in all cases the purpose of the asymmetric actuation
was the generation of drag-based thrust in a low Reynolds number regime.

More complex asymmetric actuation patterns have been shown in [146] and [147],
again with a focus on thrust generation. A different type of asymmetry related to un-
derwater locomotion can be observed in the caudal fins of fish as shown in [148]. Here
either the basic morphology of the caudal fins is already asymmetric or a symmetric cau-
dal fin is differentially actuated to create asymmetries during motion. The latter has been
investigated using an artificial caudal fin actuated by independent fin rays [149]. Similar to
previously cited works, the main focus was on in-plane thrust generation, however results
presented in both [148] and [149] indicate to the existence of out of plane forces that are
modulated by the asymmetries of the caudal fin. The generation of an out of plane force
is also utilized by the work presented here. However, the asymmetric motion is gener-
ated by a compliant tail of a robotic fish using only one actuator instead of a caudal fin
equipped with many actuators. Additionally, the application of asymmetric actuation in
the presented work aims for the extension of maneuverability of an underwater robot, as
opposed to the focus on increased thrust production shown in the previously cited works.
A novel skewed waveform is defined and implemented as actuator input, which produces
asymmetric tail motions that in turn create significant torques that the FILOSE robot can
use in turning manoeuvres. The following sections describe the control framework that is
built to drive the asymmetric actuation, show results from field trails to validate the pro-
posed framework. The results are subsequently analysed and discussed and the chapter
ends with a summar and conclusion of the research on actuation control presented in the
thesis.

3.2.1 Control framework
In it’s basic form the motor actuates the compliant tail based on a sinusoidal input ¢ of
the following form:
o(t,f,A, @) = Ax*sin (27 ft) + ¢y, (37)

where A is the amplitude of the motor’s oscillation, f is the oscillation frequency, ¢ is time
and ¢y is the oscillation offset.

To implement a novel asymmetric actuation framework the sinusoidal input is replaced
by an asymmetric periodic waveform defined as a piecewise continuous function ¢(z, f, A, sk)
with a skew parameter sk € IR,0.1 < 7 <0.9:

0 t=0
24720) 0<®(t) < 5T

Q1. fA k) = A0-2600) sk < @r) < (1— )T (38)
ARIPW2) (1 T < (1) < T,
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Figure 18 - Asymmetric Periodic Waveform [publication Ill]. All functions are normalized and have
a wave period T = 1s. The skewed triangle waves are represented by the limit cases sk = 0.9 and
sk = 0.1, all other waveforms lie between these two cases. The standard sine wave commonly used
for actuation is shown as reference

where T = f~!is the wave period of the function and we define ®(¢) = ¢ mod T as modulo
operator for time. For a sk of 0.5 a triangle wave is generated without skew, which should
induce no turning action. The upper and lower limits of sk also define the limits of the
corresponding turning rate and the resulting waveform of the two limit cases is shown in
Figure 18. Two 8-th order Savitzky-Golay filters are used to smoothen the output signal.

Now a feedback control law can be designed for the skew factor based on an empirically
validated relation between skew factor sk and torque N in the following form:

sk = 0.5+ aN, (39)

where « is an experimentally determined constant. The control law is based on the nonlin-
ear proportional-derivative control strategy as described in [150]. However, it is assumed
that the hydrodynamic damping of the water will act similar to a derivative control term,
so that the resulting control law is in the form of a proportional controller. Inspired by
[151] a control law for N can then be designed as:

N 1 sin(a{y)

& \/2(1+cos(afy))’

where f = v — y is the orientation error comprised of the measured yaw angle v, and
the desired yaw angle y,;. Additionally, a is a factor that determines the tightness of the
error. The effect of that tightness factor on the skew factor can be seen in Figure 19. A full
derivation of this control law and a stability analysis can be found in [3].

Finally substituting (40) in (39) the final feedback control law for sk, taking into account
saturation effects (skyax, skmin) = (0.9,0.1), can be synthesized as:

(40)

0.4 xsign(y) +0.5 lay| > /4
sk = ; % (41)
05— —_sn(a¥) lap| < 7/4.
2(14cos(ay))
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Figure 19 - Skew factor 7 vs. heading error [publication Ill]. The choice of the tightness factor a de-
termines the error bandwidth for which the derived controller operates between the two maximum
skew factors of 0.9 and 0.1. A bigger tightness factor leads to an increased tracking rate, but also to

a higher risk of overshoot. For very high tightness factors the controller approximates a bang bang
control.

Note that the above nonlinear proportional control law differs from the standard one con-
sidered in [151], in order to avoid sluggish tracking when a{ is close to +x. Increasing
the tightness factor a increases the tracking rate (Fig. 19), at the cost of an overshoot af-
ter reaching the desired orientation. Figure 20 shows the complete orientation control
scheme, which highlights that the yaw angle is measured by the IMU of the robot and
that amplitude A and frequency f for the waveform generation are defined by a higher
level layer that can either be a user or a higher level control layer.

3.2.2 Experimental setup

After initial tests in a small laboratory tank, the effectiveness of the proposed control
scheme was evaluated under field conditions in a lake. The initial orientation of the robot
was set 110° away from the desired yaw angle and trials were conducted for different
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Figure 20 - The proposed control scheme [publication Ill]: The shown parameters are: y - yaw,
W, - measured yaw, y; - desired yaw, r - heading error (y,, - y,), sk - skew factor, ¢(*) - motor
input, N - body torque, A - actuation amplitude and f - actuation frequency

49



tightness parameters a. The trials were stopped when the orientation error had settled
within the 2 % bound or the robot ran out of space for movement. The frequency of the
tail actuation was held constant at 2 Hz and the actuation amplitude was set to A = 30°.
This experimental setup allowed to study the effectiveness of the controller and to de-
termine its step response for different tightness factors. Standard metrics such as rise
time (10 %), overshoot and settling time (2 %) were used to quantify the controller per-
formance in contrast to the turning performance of the robot with a sinusoidal actuation
of the form described in equation (37) and a maximum attainable phase offset ¢ of 10°

3.2.3 Results and discussion

The results for the offset based turning and the novel asymmetric actuation based turning
for tightness factors a = 20, 5, 0.1 is shown in Figure 21. A distinct oscillation is superim-
posed on the general trend of the yaw signal in all trials. This oscillation is caused by the
recoil of the anterior part of the robot due to the tail motion. The yaw is subsequently
time averaged (blue lines in Figure 21.a-d) over one tail beat cycle to smooth the output
signal.

The default orientation control, based on an offset to the center of oscillation, fails to
approach the desired yaw setpoint in a reasonable amount of time (Figure 21.a) and the
trial had to be aborted. This result strengthens the claim that the offset based orientation
control is not effective for the FILOSE robot in the absence of external flow. In contrast to
that, with the proposed control scheme, the robot could reach the setpoint in all tested
configurations (Figure 21.b-d). However, the results clearly show that the controller per-
formance depends on the tightness factor. For a tightness factor a = 20 the controller
approaches a bang-bang control which is reflected in the overshoot seen in Figure 21.b.

With a smaller tightness factor the approach towards the setpoint was expected to be
less steep, projecting less overshoot. Figure 21.c shows the yaw control fora = 5 and it can
be seen that the approach to the setpoint is indeed smoother. However, this achieved at
the expense of a larger settling time, because for a = 5 the skew factor and subsequently
the turning rate are small when the heading is close to the setpoint.

A further decrease of the tightness factor causes the controller to deviate earlier from
the maximum skew which results in a slower turning motion. Figure 21.d shows an ex-
treme case for a skew factor of 0.1. Here the bandwidth for the asymmetric actuation
is significantly narrowed with an admissible range for the skew factor between 0.6 and
0.5. This causes slows down the turning motion significantly, which is reflected by a much
higher rise time and the absence of any stabilization of the yaw around the setpoint. Fur-
thermore, the controller was more susceptible to disturbances because the heading error
increases again after 24 s, possibly due to local currents in the pond or wind induced distur-
bances acting on the float. However, the robot was able to recover and continued to turn
towards the setpoint. Environmental influences also seem to be reflected in the controller
performances for larger gain factors (see Figure 21.b and c), because the turning rates are
varying for constant skew factors. The results suggest that the controller is robust against
such influences. Another limiting factor for the turning rate was the attachment of the
FILOSE robot to a float. Its hydrofoil profile reduces drag in surge direction, but produces
a large dragin lateral direction which opposes the turning motion. It can be thus expected
that the control performance would be improved on a free swimming robot.
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Figure 21 - Results of the field trials [publication Ill]. Shown are the time series of instantaneous
(red) and averaged over one tail beat cycle (blue), yaw angle during field tests for different parameter
settings. For figures b) - d) the time series of the skew factor (grey) is shown to visualize the control
action. In a) the default orientation control with an oscillation offset of ¢y = 10° was used. In b) -
d) the novel orientation control was applied with tightness factors of a = 20,5,0.1 respectively. The
controller performance is characterized by the rise time from 10 % to 90 % of the desired yaw, the
overshoot in % of the desired yaw and the settling time where the actual yaw stays within a 2 %
error band of the desired yaw.
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3.3 Summary and conclusions

This chapter introduced a novel nonlinear control framework for the orientation control
of a fish-like robot with compliant tail. The control strategy is based on controlling an
asymmetric waveform that is used as a reference input for the motor that actuates the
tail of the robotic fish.

With the presented new control approach the FILOSE robot was enabled to conduct
reliable and steady turns in conditions without flow. A comparison to the standard tail-
beat offset based turning of such fish-like robots showed the efficacy of the proposed
method. In the absence of flow, the standard approach does not produce enough torque
to enable the robot to control its orientation, while the proposed method based on the
asymmetric actuation successfully enables turning maneuvers. The tests with different
tightness factors show that this parameter controls the aggressiveness of the controller
when approaching a given setpoint. It seems that for a given environmental condition
and for specific actuator properties an optimal tightness factor exists. A rigorous tuning
procedure for the tightness factor and for the proportional gain of the controller have the
potential to improve the performance further. Investigations into the complex fluid body
interactions between compliant actuator and the surrounding fluid would provide useful
insights for such an optimization procedure.

To refer back to the second research question of the thesis "Can asymmetric actuation
increase maneuverability of AUVs using compliant bio-inspired actuators?", it can be con-
cluded that the asymmetric actuation in combination with the nonlinear controller was
indeed capable of improving the attitude control of the FILOSE robot.

One limitation of the asymmetric control approach, is the increasing speed at which
the motor has to actuate the tail in the direction of the fast tail beat. The slope of the
skewed triangular wave cannot be increased indefinitely due to physical constraints of
the actuator. The achieved turning rate is significantly lower than for other orientation
control frameworks shown in the literature [152, 26]. However, this difference is mainly
caused by the different mechanical design of the actuator, specifically the difference in
maximum tail bending angles. A significantly increased bending capability usually comes
with increases in the mechanical and / or control complexity.

The experimental setup that was used to test the efficacy of the proposed control
scheme presents another limitation of the research presented in this chapter. The pre-
dictive strength of the results shown above is limited by the damping effect of the float
that is attached to the robot. The dynamics of a free swimming robot might be signifi-
cantly different and turning should become easier. However, at the moment necessary
equipment is carried by the float and a redesign of the mechatronic system for the fish
robot would be necessary to get rid of the float. A possible compromise could be the use
of a spherical geometry for the float that does experience equivalent drag in all directions
of movement. Nevertheless, the effect of those changes would be impacting both tested
actuation approaches in the same way and should not have an effect on their relative
performance. Finally, orientation control by itself is not sufficient for mobile robots and
a path following or trajectory tracking scheme should be layered on top of the existing
orientation controller.

Although, the control method developed in this thesis was designed for fish-like robots
that do not have the capability of large tail-bend angles, the control scheme is generic and
can be applied to any fish-like robot using BCF locomotion mechanism. Beyond applica-
tions for fish-like robots the asymmetric actuation scheme can also provide additional ver-
satility for the actuation of a broader class of AUVs propelled by bio-inspired appendages.
The presented asymmetric actuation control can be best viewed as an additional tool to
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leverage the unique capabilities of bio-inspired actuators and should be used in conjunc-
tion with other state of the art solutions.

Given improvements for state estimation and locomotion control the next chapter in
this thesis presents contributions on the higher abstraction layer of motion control for a
general class of underactuated AUVs. This class includes the two commercial AUVs used
to test the DPSS prototypes in Chapter 2 as well as the FILOSE robot introduced in this
chapter.
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4 Motion control for AUVs

This chapter addresses the third research question:

"How can model-based nonlinear controllers be augmented, to overcome limitations
related to unreliable state feedback and motion constraints of AUVs with complex
dynamics?"

The chapter first introduces the general problem of motion control for underwater
vehicles and provides an overview of common control methodologies. A novel model-
based control approach, which combines event-based control, a differentially flat dynam-
ics model and disturbance estimation, is then presented. Validation and experimenta-
tion through simulation is discussed. While several core concepts of the novel control
approach are published in publication 1V, chapter 4 also represents, at the time of this
thesis, some unpublished work."

Motion control of AUVs can be classified into two key categories: dynamic positioning
and path following. Dynamic positioning concerns the problem of stabilizing a vehicle at a
given set point, which is essential for applications such as monitoring of underwater struc-
tures, underwater manipulation or object identification. In contrast, path following entails
the goal to reach a set of given configurations potentially in multidimensional space. The
capability for path following is relevant for survey operations and for traveling to, from or
between mission sites / areas. An extension of path following is the problem of trajec-
tory tracking where a time instance is assigned to every configuration of the path. The
trajectory tracking control problem is particularly relevant for applications that require
energy and / or time efficiency as well as for applications where obstacle avoidance and
agility play a major role. The focus of the work presented in this chapter was on trajectory
tracking control.

Another classification can be made based on the degrees of freedom (DOFs) in which
a vehicle is actively moving. While surface vehicles are mostly restricted to 2D planar
motion, AUVs, in general, move in 3D space and thus exhibit 6 DOFs with potentially sig-
nificant coupling between DOFs, which increases the control complexity. However, de-
pending on the respective vehicle and it’s application various DOFs can be decoupled or
neglected. Then, only a subset of motion directions are considered in the control problem,
which reduces the complexity. The center of gravity and centre of buoyancy for most AUVs
are configured so that the vehicle experiences a passive restoring force, which counters
roll motions. Thus, the control of the roll DOF can be often neglected. A vast amount of
work has been focused on motion restricted to some plane in 3D space, either horizontal
motion only considering movements in surge, sway and yaw [153, 154, 155], or vertical mo-
tion only considering surge, heave and pitch DOFs [156]. For 3D motion those two planes
can be combined to control motion in surge, sway, heave, pitch and yaw [157, 158].

An additional factor that increases control complexity is the underactuated nature of
most standard AUVs. Due to resource, budget or efficiency constraints it is often not sen-
sible to design AUVs that can be independently actuated for all DOFs that are relevant
for a certain mission. The lack of actuation increases the control complexity, because the
reachable configuration space of the vehicle is reduced and the actuation and control in
the remaining degrees of freedom need to be utilized to compensate for the loss of control
action in a specific direction. Further complicating factors for AUV control are the nonlin-
ear dynamics, which significantly restrict common linear control approaches to distinct
operating points.
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The control performance of linear control approaches can be sufficient in applications
in which vehicles are operating in a close neighbourhood of a linearizing point or for AUVs
that are operating in stationary and deterministic environments. However, most environ-
ments that AUVs are deployed in violate these assumptions: they are dynamic, character-
ized by sharp nonlinearities or non-stationary processes, and may be non-deterministic.

Complex fluid body interactions are the main contributor to the nonlinear dynamics
and can only be approximated in the vehicle dynamics model, making the accurate rep-
resentation of AUV dynamics difficult. The nonlinear character of the AUV dynamics to-
gether with the difficulty to identify an accurate parametric model for those dynamics
pose an interesting dichotomy from the control point of view. On the one hand the highly
nonlinear and potentially coupled dynamics of AUVs suggest the use of nonlinear model
based control approaches to either cancel out the nonlinear dynamics or to utilize the
"useful" nonlinear parts of the dynamics. On the other hand, the inherent uncertainty in
AUV modeling poses a significant challenge for nonlinear model based control and seems
to favor robust model free control approaches that need to concede some of their con-
trol performance for robustness. The most favourable control architecture is therefore
dependent on the respective underwater vehicle, the application and measures of imple-
mentation effort such as computational complexity and complexity of the tuning process
for hyperparameters. In recent years machine learning approaches, specifically neural
networks and reinforcement learning type architectures have found widespread interest
and application in the mobile robotics community [159, 160, 161, 162]. However, machine
learning approaches are highly dependent on access to datasets which are expensive or
impossible to collect and which typically fail to generalize well to real-world scenarios.
Thus, this thesis specifically focuses on non-learning based techniques.

The research presented throughout this thesis pays specific attention to the control of
AUVs with bio-inspired actuation. For this chapter the focus will be especially on multi-
fin underwater vehicles. While a variety of such vehicles vehicles exist [116, 117, 118, 119,
120, 121, 122, 123] their motion control has not been studied extensively. In most work
only open loop or manual control is presented [116, 119, 163, 164, 165] with a specific
focus on gait generation using central pattern generators [163, 165, 164]. Some studies
have focused on 1 DOF motion control during surge motions. Geder et al. show a model-
free control framework for either heading or depth control [122], while Siegenthaler et al.
use model-free control of the angular rate to stabilize forward swimming [123]. Attitude
control for different turning maneuvers is presented by Licht et al [120]. However, those
control frameworks only were concerned with controlling single DOFs at a time, using
simple model-free control frameworks. Additionally, control was mostly employed for set
point regulation, while more advanced control tasks remained unstudied. An exception is
the motion control of the Aqua AUV [118], which has been extensively studied in recent
years. In [166] and [167] modeling and model-based control of the vehicle are presented,
but again only for single DOFs at a time. Multi DOF control for attitude and heave, using
model-free PID and PI controlles is presented by Giguere et al. [168]. Problems regard-
ing the control range and coupling were avoided using gain scheduling, which resulted in
adequate trajectory following. However, the gain scheduling technique necessitated the
tuning of an array of 45 control parameters, resulting in extensive and complex develop-
ment of the control framework.

Some research on control has also been published on the Underwater Curious Archae-
ology Turtle (U-CAT), which will be the main experimental platform (see section 4.4) to
validate the research presented in this chapter. Chemori et al. [169] presented a depth
controller for U-CAT comparing two model-free control approaches, RISE and PID. The
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authors conclude that the RISE controller has a better tracking performance compared
to the standard PID controller. In [170] Salumée et al. show a control framework enabling
the robot to move in several degrees of freedom (surge, yaw, heave) simultaneously, while
only yaw and heave were actively controlled. The authors used a model-based approach,
termed inverse dynamics (ID), which was utilizing feedback linearization with accelera-
tion feedforward [35]. This ID controller was compared with the standard model-free PID
controller in various scenarios that included disturbances. The results show that the ID
controller outperforms the PID controller, specifically in the presence of disturbances.

The work presented in [169] and [170] showed the autonomous capabilities of U-CAT
for motions in the vertical plane. However, surge and pitch were not actively controlled
and surge was effectively decoupled from heave through DOF prioritization so that active
trajectory tracking in the vertical plane was not shown. However, for fully autonomous
and reactive exploration of confined spaces U-CAT should be able to effectively track tra-
jectories in 3D space that are produced by navigation and obstacle avoidance nodes such
as presented in [171]. General problems for the extension of tracking in more DOFs are
reliable state estimation and the potentially underactuated nature of U-CAT specifically
but also of many commonly used AUVs in general. This motivates the development of a
model-based controller that extends trajectory tracking capabilities and addresses these
issues specifically, but not exclusively for U-CAT.

In the following sections commonly used model-free control architectures for AUVs are
briefly introduced, followed by the novel model-based control framework that represents
the research contribution to answer the third research question. For all subsequently pre-
sented controllers we consider as underlying dynamics a control affine nonlinear Multiple-
Input Multiple-Output (MIMO) system of the following classical form:

x=f(x,t)+g(x,0)7
y = h(xt),

where x represents the system states, 7 the control inputs, ¢ time and y system outputs.
f(-),g(-),h(-) are the nonlinear mappings for system states, control inputs and system
outputs respectively. Additionally, the tracking error 7} is defined as the difference be-
tween a desired reference configuration 717, and the actual robot configuration:

(42)

n=n-—". (43)

4.1 Overview of traditional model-free motion controllers

For brevity only two model-free motion controllers, the PID controller and the RISE con-
troller, will be presented. These controllers will subsequently be used as baselines to
which the novel model-based control approach will be compared.

4.1.1 PID control

The most widely applied control architecture in engineering in general, but also in mobile
robotics, is arguably the PID controller. The control law can be expressed as follows:

t .
T =Kpfj +K1/O fidt + Kpfj. (44)

Kp, K, Kp are positive definite matrices representing the feedback gains for the propor-
tional, integral and derivative terms for the controller. The popularity of PID control is
mostly attributed to its simplicity and ease of implementation.
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4.1.2 RISE control

Much focus for model free controllers has been applied on increasing their robustness, i.e.
their capability to handle uncertainties including exogenous disturbances and nonlinear-
ities. A popular and widespread nonlinear robust approach is sliding mode control (SMC)
[172]. The control design for SMC is a two part process, where the first part is concerned
with the design of a specific surface in the state space, defined as sliding surface, onto
which the system states need to be driven. During this design steps the sliding surface
can be tailored to influence the dynamic behavior of the controlled system. In the second
design step a control law is synthesized that ascertains that the system states remainin the
neighborhood of the sliding surface. A problem of SMC control is that it is discontinuous,
which makes it prone to chatter and it theoretically requires infinite bandwidth [173]. The
problem of chatter can be addressed by the introduction of higher order state derivative
inputs to the controller. However, higher order state derivatives like acceleration or jerk
are generally hard to obtain or estimate in a reliable manner for constant feedback.

In contrast, robust integral of the sign of the error (RISE) control is structurally similar,
but continuous and so does not suffer as much from the aforementioned problems [39].
To synthesise the RISE feedback controller we first define an auxiliary tracking error of the
following form:

=10+, (45)
where 7] is defined as in (43). Note that the preceding error synthesis is done for the
special case of a second order MIMO system, to which the general AUV dynamics belong
to. The subsequent feedback structure for a RISE controller then takes the following form:

t

(1) = (ks + 1)T2(2) — (ks + 1)72(t0) + | [(ks + 1) onT2(0) + Bsgn(fz(o)|do,  (46)
0
where oy, @, B,ks € R are a positive constant control gains and sgn(-) is the standard
signum function. Stability analysis and experimental results in the context of the control
of AUVs is provided in [173]. With the two model-free baseline controllers being defined,
the next section will provide the necessary mathematical background to understand the
novel model-based motion controller that is introduced in this thesis.

4.2 Overview of model-based motion control

This section will give an overview about the standard AUV dynamics model that, in some
form, almost always is used as the basis for any kind of model-based control algorithm
for AUVs. Additionally, the property of differential flatness is introduced and the struc-
ture of a novel event-based controller for fully actuated vehicles, first presented in pub-
lication 1V, is derived. This general controller will later be adapted for underactuated
vehicles moving in the 2D horizontal plane, which constitutes the major contribution of
the unpublished part of the work presented in this chapter (shown in section 4.3.3). This
adaptation requires the use of disturbance observers to estimate motion in unmodeled
DOFs. Therefore, the theory of disturbance observers is shortly introduced at the end of
the current section.

4.2.1 AUV dynamics model for 6 DOF
The full 6 DOF rigid-body equations of motion for an AUV can be described by the following
vectorial representation [40]:

Mv+C(V)v+D(V)+g(n)=1

n=Jn)v, @)
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where the first equation describes the dynamics and the second equation the kinematics
of the system. In both cases n = [x,y7z,(p,1971//]T is the pose vector of the robot in a
Cartesian earth-fixed frame with orientation represented by the Euler-angles [@, ¥, y]”.
Furthermore, v = [u,v,w, p,q,r]7 represents the linear and angular velocities in body-
fixed frame. J(1) € R®*6 maps the body-fixed frame to the earth fixed frame [40].

M is the inertial matrix of the vehicle, while C and D represent Coriolis-centripetal
and damping effects respectively and g(n) is the vector hydrostatic forces and moments.
Finally, T = [X,Y,Z,K,M,N] is the vector of control inputs. The matrices M and C can be
further subdivided into:

M = Mgrp + M4
C(V) = CRB(V) —|—CA(V),

where the subscript ”RB” indicates that the parameters in the respective matrix describe
rigid body effects. The subscript A instead indicates a matrix summarizing parameters
describing the hydrodynamic effect of added mass [174]. By using the simplifying assump-
tions that the centre of gravity of the robot coincides with the origin of the body-fixed
coordinate frame, that the robot is symmetric along all body axes and that the vehicle is
moving at reasonably low speed [40] the inertia matrix M can be described by:

(48)

M= "B 03| i tX Y 2, K My N, (49)
03x3 Ic

with m being the mass of the vehicle, I being the identity matrix and I. = diag{L, Ly, I; }
describing the moments of inertia around the principle axis of the vehicle. The diagonal
terms of the second element in (49) are added mass coefficients that are tied to the kinetic
energy of the fluid that is moved aside by the motion of the vehicle [174].

With the same assumptions, the Coriolis-centripetal matrix C can be defined as:

[ 0 —mS(vy) 03y S ([Xuu, Yyv, Zyw] "
C(v)_{—mgg\/]) —S(Icv;)}+[S([qu,Yiv3,wa]T) S(([Kpp,qu,Nr-r]T))]’ (50)

where vi = [u,v,w]”, v2 = [p,q,r]" and S() denotes the skew symmetric matrix of the
following form:

0 A3 A
S(A) = | A3 0 - . (51)
-l A 0

The damping matrix D can be approximated as a combination of linear and quadratic
damping effects on the vehicle and takes the following form:

D(V) = _diag{XIMYWZWaKp»ManV}
_diag{X\u\uWI?Y\v\v|v|7z\w\w|w|aK|p|p|p|ﬂM\q\q|Q‘7N|r\r|r|}' (52)

Finally, assuming the centre of buoyancy of the vehicle r, = [x;,,yh,zb]T coincides with
the centre of gravity along the x-axis and y-axis of the body coordinate frame, the vector
of hydrostatic forces and moments g(7) can be described by:

(W —B)sin(0)
—(W —B)cos (8)sin(¢)
| —(W—=B)cos(8)cos(¢)
g(n) = —zpBcos (0)sin(¢) . =
—zBsin (0)
0
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A commonly used nonlinear control strategy for marine systems of the form (47) is
called state feedback linearization. The basic idea behind state feedback linearization is
to define a control input and a state transformation that transform the nonlinear system
dynamics into a linear system [175]. An underlying assumption for the control with state
feedback linearization is that the system is fully actuated or overactuated.

However, many AUVs are underactuated systems where some entries in the vector
of control forces T are zero. It has been shown that one can still linearize the actuated
degrees of freedom by feedback of some form [176], which is called partial feedback lin-
earization. However, the dynamics of the remaining degrees of freedom are not directly
accessible and remain as nonlinear internal dynamics. For certain underactuated systems
it was shown that the dynamics of the system without actuation can be also linearized
[1771].

If one wishes to employ control strategies for trajectory tracking feasible trajectories
for the system to follow need to be found. This can be a non-trivial problem for complex
dynamics system and is layered on top of the actual control problem that one might want
to address with state feedback linearization. A different framework that is closely related
to state feedback linearization makes use of a property of control systems that is called
differential flatness [178, 37], which is introduced in the next section.

4.2.2 Differential flatness

Differential flatness is a property of control systems, which characterize the possibility of
parameterizing all possible system trajectories by the so-called flat output. A system of
form (42) is said to be differentially flat if there exists an output function y € R":

y=h(n,1,....7") 1>0, (54)

called flat output, such that all states n € R" and inputs T € R™ can be determined from
these outputs without integration:

n=en0,....»%) (55)

T=@(y,... 0", (56)

with analytic functions @y, ¢; and k € N.

Flat outputs are not unique; in fact for a given flat system there are infintiely many.
While finding flat outputs for an arbitrary systems can be non-trivial [179, 180], it has
been shown that physically meaningful quantities, such as the pose of a robot, are valid
flat outputs for robot control problems. The property of differential flatness is closely
related to the possibility of state feedback linearization. In fact, any flat system can be
feedback-linearized using dynamic feedback. Additionally, differential flatness has impor-
tant implications for automated trajectory generation and tracking, because trajectories
can be defined in the flat output space, where they are by definition consistent with the
system’s dynamics.

Thus, differential flatness is a very convenient framework for trajectory tracking, as it
is very natural and straight forward to construct a feedforward controller for differentially
flat systems. In fact, feedforward trajectories can be generated automatically, because
any smooth trajectory with properly bounded derivatives in the flat output space can be
followed by the respective system. In most cases a feedforward controller, constructed
based on the flat system, is combined with other control constructs, like PID or pole place-
ment to ensure stability or tracking [181, 182, 183]. Flatness based control strategies have
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been successfully applied in the mobile robotics domain for terrestrial robots [184] and
for drones [185]. For underwater robots the framework presented in [185] has been used,
but only for attitude control [186].

As soon as a controller needs to be deployed in a real world scenario in dynamic en-
vironmental conditions, certain unmodeled external influences on the controlled system
dynamics arise. Additionally, the first principle derivations for the dynamics models of
physical systems are always based on simplifying assumptions and, sometimes, empiri-
cally determined parts, to make them conceptually and computationally tractable. This
means that dynamics models are only able to predict the system behavior up to a certain
level of accuracy. Disturbance observers can be used to compensate for unmodeled ex-
ternal and internal influences on the vehicle dynamics and are therefore introduced in the
next section.

4.2.3 Disturbance observers

Both, unmodeled external influences and internal inaccuracies of the vehicle dynamics
are usually combined into a lumped parameter, which is called disturbance. Disturbances
are often unknown and not measurable and, therefore, cause difficulties in the control
design. In the context of AUV control, irrotational ocean currents are often defined as
the main external disturbance, but eddies and wave induced changes in the environment
can be also encountered by an AUV. Inaccuracies of the hydrodynamic coefficients of the
dynamics model (47) represent the biggest internal source of error for AUVs and are also
often modeled as disturbance.

One solution to deal with both internal and external disturbances is the use of robust
controllers, which are able to achieve a satisfactory performances even under the influ-
ence of disturbances. The integral component in a PID controller adds robustness toward
disturbances to a limited degree. The RISE controller defined in 4.1.2 is part of a family of
robust controllers together with SMC, H.,, control or high-gain feedback control, that have
all been shown to accomplish their goal under disturbances. However, those controllers
trade part of their performance for their increased robustness.

Model based approaches generally have a better control performance compared to ro-
bust model free controllers. Yet, they are very reliant on an accurate dynamics model. This
prerequisite is violated under conditions with significant disturbances. To fully leverage
the control performance of model based controllers when disturbances are present, dis-
turbance observers can be used. These structures are designed to estimate disturbances
and, possibly, a certain number of their time derivatives. Those disturbance estimates
can then be directly integrated into the chosen controller design to create a disturbance-
observer-based control (DOBC). Running a disturbance observer in the inner loop of a
DOBC does not degrade the control performance of the outer loop controller, so that no
sacrifice is necessary for increased robustness [187]. This makes DOBC also attractive for
robust control methods in applications where their base performance is not satisfactory.

Many types of disturbance observers have been proposed in the literature, however,
the two main types of nonlinear observers that have received the most attention are ba-
sic nonlinear disturbance observers (BDO)[188, 189] and extended state observers (ESO)
[190, 191, 192]. The efficacy of the proposed disturbance observers relies on various as-
sumptions about the character of the disturbances to be estimated. In many cases dis-
turbance dynamics are assumed to be known [188, 193, 190, 194], which is generally not
the case in real world scenarios. Other approaches rely on the assumption that the first
or a higher order time derivative of the disturbance is bounded [195, 191, 192] . For both
assumptions, known disturbances or zero time derivatives, the resulting observer will im-
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prove the overall performance of the DOBC, but does not necessarily provide the capa-
bility to reject the disturbance. However, a seemingly restrictive assumption that the first
time derivative of the disturbance is zero might still provide a sufficiently performing DOBC
if the disturbance is constant or slowly time varying [187]. Knowledge about the expected
application conditions is thus of high importance for the controller design. The following
section will describe a version of the BDO, introduced in [187], with less restrictive assump-
tions on the system dynamics and disturbance dynamics compared to BDOs presented in
[195, 196, 197]. We first extend the description of our system to be controlled (42) with
the notion of disturbance w € R?:

x=f(x,1)+g1(x,0)T+ g2 (x,t)w. (57)
Based on the assumption of w(®) = 0 we can define the observer as [1871:

20 = —Lo(x)[f(x) + &1(x)T+ g2(x) (20 + po(x))] + 21 + p1 (x)
g =—Li(x)[f(x) + &1 (x) T+ g2(x) (20 + po(x))] + 22+ p2(x)

[f(x) +81(x)T+g2(z0+ po(x))] + zx—1 + pr—1(x)
[f(x) +g1(x)T+g2(20 + po(x))] (58)

k2 =Ly 2(x
k1= —Li_1(x

W =20+ po(x)
W) =z 4 pi(x)

WED = 2+ e (v),

withz;(r) € R?, i=0,...,k— 1 being the observer state, (! the estimation of w(!) and
pi(x), Li(x) observer gains chosen to be satisfying:

_ 9pix)
ox

Li(x) : (59)

If we now assume that the kth time derivative of w is approximately zero, w* ~ 0, and

A~

define the estimation error as ¢; := w() —w() i =0,... k— 1, one can write the error
dynamics as:

ép =e; — Lo(x)g2(x)ep
é1 = ey —Li(x)g2(x)eo
(60)

€2 = ep—1 — Lr_2(x)g2(x)eo
ér—1 = —Ly_2(x)ga(x)eg

To stabilize ¢;,i = 0,...,k— 1 to zero one can choose L;(x),i =0,. ..,k — 1, such that (60)
is stable for all x. Subsequently, p;(x) can be calculated from (59).

Now that the theoretical foundations for relevant control related concepts have been
introduced, the next section will describe the research contributions to the research ques-
tion of this chapter. First a general differentially flat feedforward controller with event-
based feedback (DFEC) is derived for fully actuated AUVs. This constitutes the research
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contribution published in publication IV. Afterwards, the presented controller is aug-
mented to apply it to underactuated AUVs moving in the 2D horizontal plane. To that end
a state space representation of the AUV dynamics model is reduced and the previously
described concept of DOBC is leveraged to compensate for that reduction and robustify
the resulting controller.

4.3 The DFEC framework

For model based control as presented in section 4.2, an accurate feedback of higher order
derivatives of the robot’s pose, such as acceleration, is necessary. Those quantities are
either very difficult or impossible to accurately measure or estimate for continuous feed-
back, which has been a general problem for many model based control strategies that are
using state feedback. A possible solution to this problem can be the use of tools from
event-based control [36], which can be used to reduce the number of instances that state
feedback is required. With a reduced number of state feedback instances measurements
can be processed and filtered without a real-time requirement which should improve the
state estimation performance for higher order derivatives of the robot’s state.

Event-based control [36] is a technique that only makes use of feedback if a chosen
metric indicates that a correction of the feedforward control is necessary. In the case
of a feedforward controller based on flat trajectories an event can be triggered by an
increase of the difference between output trajectory and desired trajectory over some
predefined threshold. The event based control framework consists of three main parts:
an event generator, the controller and a control input generator. The event generator
checks a predefined metric continuously and generates events if it registers a deviation
of the metric from a predefined range. The controller defines the control input when an
event occurs and the control input generator, usually defined as a zero-order hold, takes
control input values received from the controller and generates a continuous time input
for the system in question.

In a novel control framework described in publication IV that fuses flatness based
feedforward control with event-based control, the flatness based feedforward controller
acts as the controller and the control input generator in the event-based control frame-
work. An event generator tracks the output of the feedforward controller and compares
it with the desired output. If the difference reaches a predefined threshold an event is
triggered and at the time instance of the event the feedforward controller parameters
are recalculated based on measurements and estimates of the system outputs and their
derivatives.

4.3.1 General DFEC derivation

For system (47) the flat outputs could be defined as the robot's pose 1 as well as, ©
from (56) a tracking controller can be derived following [publication 1V]. First, a trajec-
tory y.r(¢) is defined, which converges to a given reference trajectory r,,(¢) of y,,, m =
1,2,...,n. Additionally, a discrete time constant ..., is defined that is equal to the last
time instance that corresponds to an event. Let:

Ymr (t7 tevenl) = Pm (t - tevem)eiKm(tilwgm +rm (t), (61)

where K;, > 0 is a constant parameter and py, (t — fevens) € R]t] is a time dependent poly-
nomial, which is chosen so that the initial state and input satisfy the relations (55) - (56),
where y is replaced by y,, from (61). This means that the coefficients of p,, () depend on
the initial conditions of the system states and inputs. In addition, the degree p,, of p,,()
is equal to the highest time-derivative in (55) - (56). The flat feedforward trajectories y,,,
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are then substituted in (56) to define a feedforward controller, which also means that the
reference trajectories have to be k times differentiable.

In contrast to the usual choice y,,, = r,(¢) the definition in (61) simplifies the defini-
tion of the event-based control strategy by avoiding the necessity to solve the trajectory
planning problem at each event [publication V]. The polynomial p,,;(f — feyens ) in (61) can
be calculated in the following way:

Pm tevent Z pm )L tevent)la (62)

where the coefficients of p,, are calculated by solving the system of the following algebraic
equations:

Pm0 = €m (0)
() ;
e J i i—u)! (63)
m(0) (] [.L) .
Pm,j = I Z < > I Pm,j—u> J>0,

with e,,,(0) = y,,(0) — r,,(0). Then to complete the feedforward controller the time deriva-
tives of y,, are computed as:

J i . .
ymr t tevent Z ( ) p(njiu)(t - tevenl)e_Km(t_tevem + Vl(]) (t) (64)

Finally, by substituting (61) and (64) in (56) the following feedforward controller can be
constructed:
T= Qc(mrs - Yy ). (65)

The efficacy of the constructed feedforward controller heavily relies on the assump-
tion that model (67) accurately captures the real dynamics of the vehicle. Specifically for
underwater vehicles the presented models can only be an approximation of the real dy-
namics and the environment is usually non-stationary as well. This means that (65) will
not yield the desired trajectories y,,, and a compensation becomes necessary. To this
end a feedback loop is introduced leveraging the concept of event-based control. Figure
22 shows the control algorithm of the feedforward controller combined with a feedback
loop. At all times the difference between the flat output y,, (¢) and the computed desired
flat output y,,.(¢) is monitored. In case this difference exceeds the predefined threshold
€ an event is triggered and the error and feedforward controller are essentially reset and
the desired flat trajectory is recomputed based on state and input feedback. This requires
that the full set of states and inputs are provided at the moment an event is triggered,
whereas only the flat outputs need to be monitored between events.

In publication IV the novel control approach presented in this thesis was applied to
a general model for fully actuated AUVs of the form (47) that was restricted to the hori-
zontal plane. In the case of underactuated vehicles, the resulting dynamics model is not
differentially flat and the proposed control approach can not be directly used. This has
been somewhat addressed in publication IV under the problem of fault tolerant control.
However, the assumptions that have been made to derive underactuated dynamics that
are differentially flat would be difficult to justify from a physics point of view.

To that end, the development of a control framework extended from publication IV
and inspired by work of Ryu et al. [184] is presented in the following subsections, which
present, as of the time of writing, unpublished work. The presented augmented DFEC will
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Figure 22 - Flow chart for the DFEC algorithm based on work presented in publication IV. THe
algorithm starts with the initialization of the polynomial p,, so that the feedforward trajectory co-
incides with the flat output of the dynamics, which are state space variables of the robot. The time
tevent tepresents the last time an event has occured and therefore resets the timing of the controller
for each event so that a fresh feedforward trajectory can be generated starting from known "initial"
conditions that are provided by the event based feedback.
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be restricted to 2D AUV motions in the horizontal plane for a prove of concept with simpler
derivations. However, the presented approach should be generalizable to 3D motions
under certain restrictions for the degree of underactuation.

4.3.2 State space equations for underactuated AUV dynamics in horizontal plane

For motion in the horizontal plane, the state space of the dynamics model (47) can be re-
duced to g = [x,y, W, u,v,r]T = [x1,x2,x3,%4,X5,%x6]7 . Additionally, a classical underaction
in sway direction is considered. Therefore, the control space gets reduced by one input
7= [X,0,N]T = [u1,0,u,]. The state space equations can then be formulated as:

X1 = x4c0s (x3) — x5in (x3)

X = xg8in (x3) + x5 cos (x3)

X3 = Xg
) 1
X4 = —m—” [(Ys — m)xsxe + Xyxa + Xyuxalxa| — ui] (66)
) 1
X5 = —— [(m — Xy)xax6 + Yyxs + Yy x5|x5]]

m
) 1
X = —% [(Xu — Yv))C4X5 + N,x¢ +Ner6|x6‘ - Mz] )

6

with my, mys, mes, Xy, Xuu, Yy, Yoy, Ny, Ny being constants that define inertial and hy-
drodynamic attributes of the vehicle dynamics respectively. Additionally, X; and Y, are
constant that define the influence of the Coriolis and centripetal forces on the system.
Whenever the robot turns, i.e. x4 # 0 and x¢ # 0, a force arises in lateral (sway) direction
due to the centripetal and Coriolis terms that is reduced by the drag in sway (because
sgn(xq) = —sgn(xg)) but can not be actively countered, due to the underactuated na-
ture of the robot. The robot thus experiences an undesired sideslip motion. This can
significantly decrease the tracking performance for curved paths or trajectories, depend-
ing on the amount of environmental damping and the velocities in the actuated DOFs.
The underactuated nature of the system also prohibits the use of classical state feedback
linearization [177] and the state space model is not differentially flat.

Nevertheless, the model can be augmented by excluding the sway velocity x5, which
reduces the state space by one. Thus, all terms in (66) that are related to x5 vanish. How-
ever, the cross-dimensional coupling effects of the sway velocity can be expected to be
nonzero. Therefore, the terms associated with the sway velocity are re-introduced into
the state space model in the form of additive disturbances, which are estimated by a dis-
turbance observer. The resulting model is differentially flat, which is shown in the next
subsection where a DFEC, as described in 4.3.1, is constructed based on the flat proper-
ties of the reduced state space model.

4.3.3 Augmented DFEC for underactuated AUV dynamics

For each state the sway velocity related effects are lumped together with other unmod-
elled phenomena in an additive disturbance term and the sway velocity is reduced from
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the system states. Model (66) then becomes:
X] =xgcosx3+dj
Xy = x4sinxz +do

X3 = X5
. 1 (67)
X4 = 7m—11(Xux4 + Xuuxal|xa| —ur) +ds

1
xs = —7(N,JC5 —|—Ner5|XS‘ - Mz) +d47
me6

with d = [d], dz,O,d37d4}T as the disturbances on different degrees of freedom.

Now a DOBC can be derived based on differential flatness and by including the dis-
turbances. Following (55) - (56) the states and inputs can be defined in terms of the flat
outputs F = [x1,x2] = [y1,¥2] and the disturbances d:

xs= /01 —d1)? + (2 — do)?, (68)
gy = 1= d)G1—d) + 02— ) G2 = dy). (69)
V1 —di)?+ (2 — da)?
X3 = arctan <yz—dz) , (70)
y1—di
s = i = (1 —d1)(F2 —da) — (2 —d2)§y1 *dl), 71)

(1 —d1)*+ (2 —dz)

(3 —do)(V1—d1)— (1 —d1) (V2 —d>)
2

S (1 —d1)?+ (2 — da)
(G2 =) G —di) = (51 =) (2 = do)] [2001 —di) (V1 —d1) +2(y2 — ) (2 — d2)]
(51 —d1)>+ (52— o)) ’
(72)
— [(yl )G —d) + (22 —da)
V1 —d1)2+ (2 —da)? (73)
+Xu\/(y1 —d1)2+ (V2 — o) + X [(1 —d1)* + (2 — )],
e | G2= )1 =d)) = (1 —d))(Fa—d2)
2 e (1 —d1)?+ (2 —da)?

(2 —da) (31 —d1) — (31 —d1) G2 —da)] 2001 —d1) (V1 —d1) +2(32 — da) (V2 — )]
(51 —d1)>+ (52— o))
(2 —d2) (51 —d) = (1 —d1) (2 — d>)
01 —d1)? + (2 —d2)?
(2 = do) (1 =di) = (h —d) (2 = o) |
(1 —d1)? + (2 —da)? '

—dy

+N,

+ Nyr |:
(74)
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Now a BDO for the disturbance vector d can be derived following the theory presented in
section 4.2.3. For brevity only the resulting conditions for choosing gains that guarantee
stability of the BDO are presented. The full derivation can be found in Appendix 2. The
BDO gains should computed according to the following inequalities:

l()’n >0

2
lOn

5

lin= 3 (75)

18,n<l <0n
27 ~ =g

withn =1,2,3,4.

Following the statement in [publication V] that the error threshold € should not be
much smaller than the noise in the disturbance, an adaptive law is defined for the error
threshold if disturbances are present:

€,0 = max (&,max(d) + kemax(d)), (76)

with 0 < k. < 1 being a positive constant parameter. The final feedforward controller is
then defined as:

T— ury (3] (y’y(1)7y(2)7d7d(1)> (77)
- - (2%) <y7y(1)7)’(2)7)’(3)ad7d(1)7d(2>) 7

with u; and u, defined by equations (73) and (74). €,; and T are then inserted into the
event based control framework presented Figure 22.

To test the efficacy of the proposed controller, U-CAT was used as an experimental
platform and first proof of concept tests were carried out with a simulated version of the
vehicle. U-CAT itself and the simulation framework are presented in the next sections.

4.4 Experimental platform - U-CAT

U-CAT is a small size, low cost vehicle designed for shipwreck penetration [58]. The vehicle
was designed to support archaeologists during inspection and survey operations in poten-
tially dangerous environments by autonomously navigating in confined spaces and creat-
ing visual maps [170]. To enable highly maneuverable actions and minimize disturbance of
its environment, U-CAT’s movements are facilitated by a bio-inspired locomotion mecha-
nism, which is comprised of four flexible fins (see Figure 23). The four fins are mounted
at an angle, which in theory enables fully holonomic motion of the vehicle with possible
actuation in 6 DOFs. Each fin can be actuated independently in any direction around the
motors axis. To propel the robot forward the fins are usually oscillating with a sinusoidal
motion profile with a fixed frequency and a variying amplitude.

The robot can be operated in two motion modes, denoted by SLOW and FAST, which
differ in their fin configuration and subsequent motion capabilities of the robot. In SLOW
mode the neutral position of all fins is facing inwards as shown in Figure 24.a. This should
provide higher maneuverability and stability as the fin’s mass distribution is symmetric
and forces can be produce in all directions. However, this comes at the cost of maximum
achievable thrust in surge direction, as only two fins can contribute in that direction. Ad-
ditionally, the pitching torque caused periodic oscillations of the front fins cannot be com-
pletely countered by oscillating the back fins, which leads to periodic pitching motions of
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Figure 23 - Rendering of bio-inspired AUV U-CAT with 4-fin propulsion. The vehicle is shown in FAST
mode configuration where all flippers point towards the back of the robot when not actuated. This
is the configuration that will be used throughout the subsequent controller development.

the vehicle. In this configuration, the robot can essentially turn in place in yaw direction
which makes it highly maneuverable in confined spaces, however, this comes at the cost
of the ability to effectively surge and yaw at the same time, as the torque generation for
yawing would be detrimental to the thrust generation for surging. Instead in "FAST" mode
(see Figure 24.b) the fin configuration allows for simultaneous surging and yawing at the
expense of the capability to move in sway direction. The inability to produce forces in sway
direction essentially makes the robot underactuated and nonholonomic in FAST mode. To
prevent continuous oscillations in roll and pitch direction in FAST mode, diagonal fins are
actuated synchronously while fins at the opposite diagonal are actuated with a 180° Mo-
tion in heave direction is possible in both modes by shifting the centre of oscillation of the
fins out of the horizontal plane. Rolling motions are also achievable in both modes, while
FAST mode is more conducive to pitching motions, especially in combination with surging.
While the SLOW mode is the mode of choice for station keeping tasks and slow motion
in very confined spaces, the FAST mode is the most promising for more general trajectory
tracking tasks. Since the motion control work presented in this thesis is concerned about
planar trajectory tracking for U-CAT, the robot will be always assumed to be configured in
FAST mode.

The vehicle has a length of 0.56 m and a mass of 19 kg and battery power for conti-
nous operation of up to 6 hr. The main computation unit of the robot is a Nvidia Jetson
TX2. U-CAT uses a monocular camera (Grey Chameleon digital color camera CMLN-1352C-
CS.), ultrasonic rangefinders (in-house manufactured based on [198]), an IMU (Invensense
MPU-6050) and a analog output pressure sensor (GEMS 3101) for state estimation. The
work presented in this thesis mainly relies on camera, pressure and IMU information. In
regards to software architecture an autonomy framework has been developed using the
robot operating system (ROS). In this framework various software nodes were designed for
state estimation, to model vehicle dynamics, establish trajectories and control actuators
and the robot’s motion. Additionally, software layers for higher level behavior definitions
were added for autonomous confined space mapping [199].

The full autonomy framework of U-CAT is described by Salumae et al. in [200] is shown
in Figure 25. Here the dynamics node is essentially a representation of the nominal dy-
namics model of the robot as defined in equation (47). The odometry node gathers all sen-
sor information and estimates all relevant states of the robot, while the automatic control
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Figure 24 - Top view of U-CAT with indications for the direction of mean forces t that are pro-
duced by oscillations of each flipper around an axis in the horizontal plane [publication IV]. a) Fin
configuration for SLOW mode. In this configuration the robot can be theoretically actuated in all de-
grees of freedom simultaneously. However, the control allocation problem that arises is still subject
to investigation and it is unclear how efficient the resulting motions will be. U-CAT also only uses
half of its available fins for surging which leads to constant pitch oscillations and a lower maximum
achievable speed. b) fin configuration for FAST mode. Here all fins can be utilized for actuation in
surge direction. However, the sway direction becomes uncontrollable making the vehicle in this con-
figuration underactuated (at least for maneuvers that include the simultaneous control of several
DOFs.

node is essentially the motion controller of the robot that produces desired control forces
based on the state input from the odometry node and desired trajectories from the trajec-
tory manager. The trajectory manager in its present form uses predefined timed setpoints
interpolated by hyperbolic tangent functions to produces smooth trajectories through the
given set-points. Important to ensure safe operation of the robot’s fins are the rate limiter
and saturation functionalities contained within the automatic control node, which pose
an additional restriction to any controller that is employed for motion control. To deal
with the complex problem of motion coupling Salumae et al. [200] proposed a DOF pri-
orization that essentially weighs the importance of control in a certain DOF based on the
required control action for each DOF. Finally, the Wrenchdriver translates the required
control forces for the robots body into separate kinematic profiles for each fin, also serv-
ing as a control allocation node. The desired kinematic fin profiles in turn are produced
by low level control on each fin's motor.

The following section will describe the simulation setup to test the efficacy of the con-
trol framework proposed in section 4.3.3 applied to the motion dynamics of U-CAT. Ad-
ditionally, components of U-CAT’s autonomy framework that are necessary to enable tra-
jectory tracking control are presented as well.

4.5 Simulation

To enable trajectory tracking for U-CAT in the horizontal plane, several modifications and
additions to the existing autonomy framework presented in Figure 25 were necessary. The
new autonomy framework is described in Figure 26. Firstly, the previous trajectory man-
ager, which was taking user defined set points, was replaced by a dual structure made out
of a planner and a new trajectory manager. The planner takes a user defined rectangular
area that is to be covered in a lawn mower pattern by the robot. The planner then com-
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Figure 25 - Present autonomy framework of U-CAT as shown in [200].

putes a lawn mower type path, by taking into account the motion limitations due to the
nonholonomic nature of U-CAT in FAST mode. This is achieved by computing the shortest
path between several seed points based on a Dubin’s car model [201] using algorithms de-
veloped in [202] and [203]. Figure 27 shows an example for a path created by the planner.
The Dubin’s model only allows forward motion with a defined minimum turning radius.
While U-CAT can theoretically move backwards in FAST mode, it would need to reverse it’s
fin orientation by 180°. This would result in a prolonged transition period, where efficient
trajectory tracking would be not possible. Additionally, any efficient trajectory tracking for
the sway direction necessitates a non-zero motion in surge due to the underactuation of
the robot. Therefore, the Dubin’s car model was a natural choice for the path generation.

Once the path is generated, it is sent to the trajectory manager where the path points
are timed and interpolated. B-splines are used to generate smooth multiple times differ-
entiable trajectories. The trajectories are then sent to the pilot node, which is the equiv-
alent of the automatic control node in the old framework. This node defines the tracking
errors, decides which controller type to use, runs the controller and provides desired con-
trol forces to the Wrenchdriver, which is unchanged compared to the old framework. A
new addition to the frawemwork is the navigator node, which is essentially an extension
of the old odometry node. The navigator takes available sensor information and fuses it
with an EKF that is structurally equivalent to the filter described by Palomeras et al. in
[10]. Since trajectory tracking in the horizontal plane requires position and velocity feed-
back, a camera is used to track fiducial markers, thereby providing position and velocity
estimates used by the EKF of the navigator.

The model based control approach requires higher order derivatives (acceleration and
jerk) of the robot’s pose. While a noisy and potentially unreliable measurement of ac-
celeration can be gained by an IMU, the jerk can not be directly measured. The problem
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green
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Table 3 - Model parameters used to simulate U-CAT’s dynamics

Parameter Value Parameter Value
m 19 I, 0.512

X, -40 Y; -21

N; -2.306 mii :m—Xu 59
my =m—Y,; 40 mee = I; —N; | 2.818
X, 3.342 Xuu 18.98
Y, 31.7 Y,y 184.3
N, 2.013 N,y 3.312

of obtaining and using higher order state derivatives in real applications of the controller
is informing the controller structure and will be addressed in the discussion of the re-
sults of the controller comparison. During simulations, the accelerations can be directly
gained from the dynamics model that forms the basis of the simulator. A simple time dif-
ferentiation then yields the jerk. Given the desired state trajectories the three different
controllers can now be constructed. In the following sections the event-based controller
using a feedforward term based on flat trajectories will be derived and the error definition
for the model free controllers will be provided as well.

Simulations are conducted using the same ROS based autonomy framework as de-
scribed in Figure 26, including a slightly modified dynamics model of U-CAT that includes
water current disturbances and by using the UWSim virtual environment [204] to simulate
sensor input. The dynamics of the bio-inspired actuators of U-CAT are simulated based on
a simple hydrodynamics model presented in [205]. The lift and drag coefficients of this
model were determined based on empirical data of the amplitude-frequency-force rela-
tionship of U-CAT’s fins. The parameters used to simulate the dynamics of U-CAT in the
horizontal plane are shown in Table 3.

To include water current disturbances, a planar irrotational water flow with magnitude
V. is introduced. A 1st-order Gauss-Markov process is used to simulate the flow [40]:

w= Vc + IJ'L'VCﬂ (78)

where w is Gaussian white noise with N(0,var.) and g, > 0 is a constant. The water
current V. is defined in the inertial frame and can be transformed into flow velocities v,
in the robot’s reference frame via:

Uce
Ve=1|Ve | = J0x3(n)er(afluw)
0

; (79)

co S

with Jo,3 the upper half of the Jacobian in (47), R"™(-) being the standard 2D rotation
matrix and o, the incidence angle of the water flow disturbance in the inertial frame.
Given v, we can now define the relative velocity v, = v — v, and by assuming the water
current vector to be slowly varying v. = 0 the nominal dynamics model (47) becomes:

MV +Crp(V)V+8(N) +Ca(Vi)Vr +D(V,)V, = 7. (80)

To test the three controllers on U-CAT two scenarios are simulated, one scenario is
without any water flow disturbance and one with water flow disturbance. In both scenar-
ios a lawn mower trajectory to cover an area of 15 m x 10 m (width x height) was generated
with a constant target velocity of 0.3 m/s. In the second scenario a constant water flow
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Table 4 - Parameters for different simulation scenarios. Im - lawn mower, o, - angle at which
water flow disturbance acts in the inertial frame

Scenario  Im—width[m]  Im— heightm]  wareer[m/s]  Velm/s|  Otpon[deg]
1 15 10 0.3 0.15 45
2 15 10 0.3 0.15 45
3 100 60 1.5 0.5 45

Table 5 - PID controller gains for different simulation scenarios

Scenario K, K; K,

1 [9.0,3.0] [5.0,1.0] [0.5,3.0]
2 [9.0,3.0] [5.0,1.0] [0.5,3.0]
3 [8.0,6.0] [8.2,5.0] [1.0,20.0]

of magnitude of 0.15m/s + N(O, 0.01) and incidence angle of 45° is introduced. A com-
parison between both scenarios indicates that the difference in operation conditions are
not very high, which is owed to the slow movement of the vehicle in the horizontal plane
due to actuator limitations. However, the robot is capable of fast attitude changes which
would change the operational range significantly. Since a full 3D motion control was be-
yond the scope of this thesis a third scenario with a surrogate AUV model was introduced
to simulate faster operational ranges. The dynamics model of the LAUV [15] was chosen
as an example of a more traditional torpedo shaped underactuated nonholonomic AUV
operating at higher velocities. The dynamics of the LAUV are described in [206]. In this
third scenario the area covered by the lawn mower was significantly larger (100 m x 60 m)
as was the constant target velocity 1.5 m/s and the water current disturbance 0.5 m/s +
N(O, 0.1). The parameters for each scenario are presented in Table 4.

The gains for all three controllers were hand tuned based on a testing scenario with-
out disturbances within approximately the same maximum time. The gains remained the
same for scenarios 1 and 2 but were adjusted for scenario 3. The numeric values of the
gains for the respective controllers can be found in Table 5 to 7. Additionally, the BDO
gains are provided in Table 8.

To evaluate the performance of the various controllers the RMSE between reference
trajectory and actual trajectory of the vehicle was computed. Additionally, the time deriva-
tive of the control output was used as a measure of control action that can give an indi-
cation about the energy efficiency of the controller in relation to the actuator.

4.6 Results and discussion

Figure 28 shows the trajectory tracking performance of U-CAt using the Flat-event based
controller for the scenario without any disturbances. The position trajectories shown in
Figure 28.a and c indicate that the reference trajectory was very closely tracked by the

Table 6 - RISE controller gains for different scenarios

Scenario o0 B ks

1 [0.02,0.05] [0.5,0.05] [0.04,0.01 [0.85,0.5]
2 [0.02,0.05] [0.5,0.05] [0.04,0.01 [0.85,0.5]
3 [0.05,0.01] [0.3,0.05] [0.3,0.25] [0.5,12.1]
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Table 7 - Flat-event controller gains for different scenarios

Scenario K € ke

1 [1.0, 1.0] 0.05 0.05
2 [1.0, 1.0] 0.05 0.05
3 [0.47,0.47] 045 0.2

Table 8 - BDO gains calculated based on (75)

loi=lyp log=la hi=lyp hz=la hi=hpy hiz=hgy
80 20 2133.3 133.3 28444 444 .4

controller. In Figure 28.b and d the velocity trajectories are closely tracked as well but
some oscillations can be observed at the end of turns, which indicates the difficulty to
counter the forces in sway direction without any actuation for that DOF, although the
drag based dampening decreases this cross coupling effect already. Moreover, the con-
trol signals shown in Figure 28.e and f are very smooth without many instances of large
control action. Only a very small number of events was triggered as can be seen in Figure
28.g. Given the accurate state measurements and no differences between the dynamic
models of the controller and the simulation it was expected that the feedforward part of
the controller would be sufficient.

Figure 29 displays the results of the same controller under unknown disturbances. It
can be seen that the positions are still tracked very closely (see Figure 29.a and c), but
that there are deviations specifically in global y direction visible. This becomes more obvi-
ous when looking at the velocity tracking (see Figure 29.b and d). A lot of oscillations are
present in the global y-direction, which indicates the constant struggle of the controller
to counter the disturbance and to deal with sudden directional changes of the distur-
bance as the robot changes heading. The control signals are qualitatively comparable to
the ones in Figure 29, but the control commands are less smooth, with increased control
action indicating again the attempts of the controller to counter the disturbances. The
number of events has gone up as well, but only slightly (8 vs 14). This seems to indicate
that the BDO was working well and that it enabled the feedforward part of the controller
to effectively deal with the disturbances most of the time. The low number of events
is specifically promising, because it reduces the number of required full state measure-
ments. One of the major limitations of model-based nonlinear controls for underwater
vehicles in real applications is the requirement for continuous observation of the full state
and its derivatives, including accelerations and possibly even higher order derivatives. Ac-
celeration measurements or estimates are usually very noisy unless expensive and bulky
hardware is deployed. Since the events for the DFEC are all at least several seconds apart,
the close to real-time restriction for filters is somewhat lifted and advanced signal pro-
cessing algorithms such as the Rauch-Tung-Striebel filter [207] could be used to filter ac-
celeration measurements. With increased estimation accuracy, full state estimates could
become available for robots employing lower budget hardware in real world scenarios as
well. This possibility poses one of the main differences to the controller proposed in [184]
where continuous full state feedback was necessary, which seems to have prohibited tests
for the dynamics based controller on the real vehicle.

The efficacy of the BDO is further highlighted by the results shown in Figure 30. The
kinematic disturbances are tracked very well as shown in Figure 30.a and b. The distur-
bances on the dynamics level are also very well tracked and the white noise of the water
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Figure 28 - Trajectory tracking performance for the flat event controller when disturbances were
absent. a) and c) Description of the position tracking performance for global x and y position. b)
and d) Velocity tracking performance along the global x and y axes. e) - f) Control force in surge and
control torque in yaw. g) Occurrence of events denoted in a binary graph, where O means no event
and 1 means event.

flow disturbance is filtered to some extend, as indicated by Figure 30.c and d. Figure
31 shows the position tracking performance of all three tested controllers for scenario 1
(without disturbances) and for scenario 2 (with disturbances). All controllers show a very
good position tracking in scenario 1 as seen in Figure 31.a. For the two model-free con-
trollers it can be seen that the robot exhibits slight oscillations during the first and last
straight part in x-direction, which would increase the energy consumption of the vehicle.
However, the oscillations are on a rather small scale around 0.1 m.

In the scenario with disturbances, shown in Figure 31.b, the tracking performances de-
grades for all controllers, which is to be expected. Yet, all controllers are still able to track
the trajectory within a reasonable error margin. Surprisingly, the robust RISE controller
seems to be outperformed by the standard PID controller in this scenario. In fact the PID
controller seems to be even performing as well as the DFEC. However, as indicated by
the actual RMSE metrics shown in Figure 32 the DFEC outperforms both model free con-
trollers. It becomes clear that the PID controller indeed performs better than the RISE
controller in scenario 2 and performs better in y-direction compared to the x-direction.
For the tracking in x-direction there is a constant error as the PID controller and the RISE
controller could not fully steer the vehicle trajectory on the reference trajectory. This was
different for the DFEC, which partially explains the better performance in x-direction. It
becomes also evident that a 2D position plot does not reflect the tracking performance
in x-direction well and can be slightly misleading for trajectory tracking problems. This
stresses the importance of evaluation metrics such as the RMSE.

The second evaluation metric defined for this simulation was the control effort de-
fined as first time derivative of the control signal shown in Figure 33. Here it becomes
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Figure 29 - Trajectory tracking performance for the flat event controller when disturbances were
present. Disturbances were modeled as modeled as a constant irrotational fluid flow with an inci-
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irrotational fluid flow with an incidence angle of 45° and a magnitude of 0.5 m/s.
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Figure 32 - RMSE for the three tested controllers with and without disturbances. a) and c) Tracking
performance of the three tested controllers for global x and y directions when disturbances were
absent. b) and d) Tracking performance of the three tested controllers for global x and y directions
when disturbances were present. The disturbance was modeled as a constant irrotational fluid flow
with an incidence angle of 45° and a magnitude of 0.5 m/s.
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Figure 33 - Control action for the three tested controllers controllers. Control action is quantified
by the first time derivative of the time series of control commands, which the controllers have issued
during a simulation run. The control action for one run is then characterized using the median and
IQR, which are shown in the figure. Additionally, "outliers" expressing large changes in subsequent
control signals, are represented in red.

apparent that the DFEC produces smoother and less varying control signals, which leads
to less control effort for the actuators. The wide spread of outliers in the control action
in the DFEC could be explained with the re-initialisation of the whole controller structure
at each event, which can cause steps in the control signal. As expected the control effort
is increasing between scenario 1 and scenario 2 as more force and torque is needed to
counter the water flow disturbance. The increase in control action is specifically apparent
for the RISE controller, but to a lesser extend also for the PID controller. The increase in
control action is smallest for the DFEC. The results so far would indicate the PID controller
would be a preferable choice over the RISE controller for a model-free controller for tra-
jectory tracking with U-CAT. A possible explanation for this could be the manual tuning
process. Given that the RISE controller has one gain more to tune with a less intuitive
behavior of the different gains, the resulting gains for this simulation might be further
away from the optimal values for the RISE controller as compared to the PID controller.
For a more rigorous performance comparison it would be necessary to find globally opti-
mal gains for all controllers, which could be done via a Bayesian optimization framework
as presented in [208]. However, in a real world scenario it is unlikely that a computa-
tionally heavy optimization framework is always available and usually time for tuning is
restricted. Therefore, the employed method of manually tuning the gains for a similar set
amount of time can be seen as a valid approach. The control performances after manual
tuning might also inherently reflect the complexity in the tuning process of a given con-
troller, which would be another important metric for controller evaluation. Though tuning
complexity remains hard to quantify, specifically in real world applications with time and
computational restraints.
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Another explanation for the good performance of the PID controller could be that the
disturbances have not been big enough to place the operation conditions outside of the
permissible range of the PID controller with the given gains. To test this further, scenario
3 was used exhibiting larger disturbances, a much larger absolute range between the dis-
turbance free and the disturbance cases, as well as generally faster dynamics. Figure 34
shows a summary of the controller performances for scenario 3. It can be seen here, that
in the presence of disturbances the PID controller cannot adequately track the trajectories
anymore. The robot control became unstable in the second straight segment in x-direction
as can be seen in Figure 34 and the trial was aborted after oscillations and rotations got
too extensive. On the contrary the RISE controller showed a convincing performance, even
outperforming the DFEC on the RMSE metric. Again, the manual gain tuning could intro-
duce artificial differences, although the tuning procedure and available time was similar
across all scenarios.

While the RISE and DFECs show a similar performance regarding the trajectory track-
ing itself, significant differences can be seen in the control action metric. Here the DFEC is
far more economical with its control actions, which should lead to more efficient move-
ments. Beyond it’s application to general torpedo shaped AUVs with similar dynamics to
the LAUV, this scenario is also of relevance for future tracking scenarios for U-CAT. While
linear motions will remain rather slow in the 3D tracking case as well, orientation changes
can happen on a much faster time-scale with a higher relative importance of the rotation
dynamics on the overall system. In that scenario the benefits of the model based con-
troller should become apparent similarly to scenario 3 presented here. One could argue
that trajectory tracking in the horizontal plane is not the best use-case for the proposed
controller, however, given U-CAT’s available capabilities in locomotion and state estima-
tion it is the most accessible problem to be tested on the real vehicle. The results shown
for this sub-optimal case are still a sufficient for a proof of concept for the controller that
highlight the benefits compared to standard model free controllers.

A very important detail to contextualize the control performance of the model based
controller, is the accuracy of the dynamics model of the vehicles and the accuracy of the
state estimation. In simulations, as employed here, dynamics models are assumed to be
fully accurate which biases results towards model-based control strategies. The hydrody-
namic coefficients only represent rough approximations of the true fluid body interactions
between the vehicles and its surrounding water. Additionally, some assumptions about
symmetries of the vehicles geometry do not fully hold introducing cross coupling effects.
Finally, the actuator dynamics are only roughly approximated, and are more complex in
reality, which is specifically true for U-CAT’s actuator dynamics. However, the proposed
control framework has already proven a good robustness to modeling uncertainties using
the BDO. Additional model identification and adaptation can be employed to improved
the used dynamics model [209, 210, 211, 212] . Of course, real world tests with U-CAT are
the next necessary step to validate the controller performance and its potential to solve
the problem of reliable full state feedback for higher order pose derivatives. Additionally,
such experiments would show if there is a benefit of using discontinuous full state feed-
back instead of a model free feedback loop as used for example in [185]. Such experiments
are currently under preparation and will be conducted in the near future.

4.7 Summary and conclusions

This chapter introduced the problem of trajectory tracking in the horizontal plane for un-
deractuated AUVs subject to motion constraints. A new control framework was derived
taking ideas from event-based control and using the property of differential flatness. The
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foranareaof 100 m x 45 m and the target velocity was set to 1.5 m/s. A disturbance was introduced
as constant irrotational water flow (blue arrows / not to scale) at an incidence angle of 45° and a

magnitude of 0.5 m /s corrupted by zero
the three tested controllers. d) - e) Distribution of control action for force / torque, defined as first

derivative of the control force / torque, for the three tested controllers. The distribution of control
action is shown as a box plot and represented by the median and IQR. Outliers are shown in red.

Figure 34 - Controller performances for simulated LAUV dynamics. a) Global x and y coordinates for
trajectory tracking using PID, RISE and flat event controller. A lawn mower trajectory was computed

RMSE for x-coordinate tracking for the three tested controllers. c) RMSE for x:



property of differential flatness was used to construct a controller that can guarantee ef-
ficient tracking of trajectories, while the ideas for event-based control where employed
to deal with the problem of required state feedback of high order derivative that are hard
to measure.

The resulting DFEC was derived for the dynamics of the bio-inspired AUV U-CAT. While
the nominal AUV dynamics in the horizontal plane are differentially flat [publication V],
the dynamics of underactuated AUVs, such as U-CAT in its FAST motion mode, do not
have that property. The state space model of U-CAT was then augmented by reducing
the state space by one state (sway velocity), so that the resulting dynamics were differen-
tially flat. Afterwards, a BDO was designed, to estimate the influences of the unmodeled
state on the system dynamics. The estimated disturbances where then integrated into
the proposed event-based controller following the DOBC concept. As additional benefit,
the integration of the disturbance estimates increased the robustness of the controller
against external disturbances. The proposed control scheme was tested in simulation in
a disturbance free scenario and a scenario with disturbances modeled after irrotational
constant water currents. The controller was then compared to a standard PID and a ro-
bust RISE controller using the metrics of RMSE and control action. The results showed
that the proposed controller outperformed both standard controllers for both scenarios.
Additionally, a third scenario was used to test the controller for disturbances and dynam-
ics at a larger scale. To this end a more conventional torpedo shaped low-cost AUV, the
LAUV, was simulated instead of U-CAT. Here the PID failed to track the trajectory success-
fully and the DFEC showed a similar performance in terms of RMSE to the RISE controller.
However, the DFEC outperformed the RISE controller on the metric of control action.

In regards to the research question posed at the beginning of the chapter: "How can
model-based nonlinear controllers be augmented, to overcome limitations related to un-
reliable state feedback and motion constraints of AUVs with complex dynamics?", it can be
concluded that the simulation results provided a proof of concept that the combination of
a feedforward controller based on the property of differential flatness for an augmented
state space model, an event-based state feedback and a BDO can overcome the limitations
stated in the research question. The simulation results also indicated potential benefits
of the DFEC over standard model free controllers.

The main limitation for the presented trajectory tracking control scheme is the lack
of real world tests. This limitation is currently addressed and the logistics are set up to
test the controller on the real U-CAT vehicle. As far as the simulation is concerned, a
more expansive simulation environment with a comparison to more advanced controllers
such as [157], [185] or [158] and various extensions for the presented baseline controllers
would be interesting and useful. Additionally, the robustness of various controllers should
be tested for a wider variety of trajectories and disturbances. The work presented in this
chapter should thus be seen as an initial step to establish the proposed control framework
as a viable option for model-based trajectory tracking control for marine vehicles.
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5 Conclusions

Here | provide an overview about the contributions that were presented in this thesis.
This is followed by a discussion about the limitations of the presented work and possible
future directions are mentioned.

5.1 Summary of thesis contributions

Small, agile, and low-cost AUVs have the potential to significantly expand the use of au-
tonomous vehicles as tools for environmental monitoring and exploration. However, the
reduction in size and cost comes with a trade-off in capabilities in the areas of state es-
timation, actuation and motion control. To extend the autonomous capabilities of small,
agile, and low-cost AUVs, the work presented in this thesis was aimed at addressing one
problem in each of the three areas, by asking the following research questions:

1) How can state estimation under field conditions for AUVs, with a specific focus on
small resource constraint autonomous underwater vehicles, be improved based on
ubiquitous environmental information?

2) Can asymmetric actuation increase maneuverability of AUVs using compliant bio-
inspired actuators?

3) Can a model-based nonlinear controller combining ideas from event based control,
differential flatness and disturbances estimation, be used to improve the trajectory
tracking performance of AUVs with complex dynamics and motion constraints?

In line with the three research questions, the contributions of the work described in
this thesis fall into the same three research areas, state estimation, actuator control and
motion control, which are all embedded within the framework of mobile vehicle auton-
omy.

The main contribution in the first area, state estimation, is the extension and advance-
ment of a differential pressure sensor based system for the estimation of velocity for AUVs.
The main advantages of the proposed sensor system, compared to state of the art technol-
ogy, are its small size, low energy consumption and the lack of potentially adverse effects
on the environment during operation. The developed technology is based on the sens-
ing of differential pressure and potential flow theory. To that end a simple potential flow
model was derived from first principles to extend an empirical model previously build us-
ing an early laboratory prototype [38]. The efficacy of various prototypes was tested in
laboratory conditions and most importantly under field conditions. Pressure based sen-
sors for environmental sampling have been successfully tested in the field beforehand
[32, 33, 34], however the field tests with the developed prototypes constituted to the
best of my knowledge the first application of differential pressure based sensing on AUVs.
By combining the new sensor system with state of the art technology providing comple-
mentary information it was possible to gather in-situ information about tidal currents.

With respect to actuator control, the main contribution of this thesis is the develop-
ment of an asymmetric actuation scheme for the orientation control of the FILOSE robot,
a fish-like robot with a compliant motor-actuated tail. The application of asymmetric ac-
tuation to support orientation control provides a novel tool in the control framework for
robots with bio-inspired propulsors. The efficacy of the proposed solution was tested un-
der field conditions where it outperformed the standard approach for turning in fish-like
robots due to the motion restrictions of the specific robot in question. The control and
actuation framework also showed a certain robustness to environmental disturbances.
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However, orientation control alone will not provide sufficient autonomy for the FILOSE
robot, so that methods for path following or trajectory tracking would be required. This
necessitates robust and precise capabilities in navigation, that are hard to achieve on
robots of this type. The FILOSE robot employs an array of absolute pressure sensors to
aid in navigation and the research presented in Chapter 2 could be used to improve this
sensing modality, linking the contributions of this thesis in the fields of state estimation
and actuation. From an autonomy perspective orientation control by itself is not sufficient
and methods to ensure path following or trajectory tracking capabilities are required. The
FILOSE robot is underactuated and motions in different DOFs are coupled which makes it
difficult to apply some traditional motion control techniques. This provides a link to the
contributions of this thesis in the area of motion control that will be summarized below.

To answer the third research question which concerns motion control, a novel control
framework for trajectory tracking in the horizontal plane was developed. The controller
is based on ideas from event-based control and makes use of the property of differential
flatness. To enable trajectory tracking for a class of underactuated vehicles that is very
common among AUVs, the system dynamics were augmented and a disturbance observer
was designed to estimate any adverse affects of this augmentation on the vehicle dynam-
ics. The estimated disturbances were integrated into the control scheme, which increased
the robustness of the resulting controller. The proposed control framework was tested in
simulation on a small low-cost AUV with bio-inspired actuation (U-CAT) and a commer-
cial low-cost torpedo shaped AUV (LAUV). The controller performance was assessed for
scenarios with and without external disturbances and compared to standard model free
controllers. The results indicate that the proposed control scheme is a viable alternative
for trajectory tracking problems for AUVs.

U-CAT is another good example to highlight the connections between the different
research contributions of this thesis. The design of the new motion controller assumed
that the problems of actuation control and state estimation have been sufficiently solved.
However, U-CAT is too small and has a too low budget to employ state of the art velocity
sensing technologies, so that adequate state estimation for velocity and position is en-
tirely dependent on VO or VIO. Salient features for vision based state estimation are not
always present. Even given that the most likely application scenarios for the robot are
confined spaces with sufficient environmental markers, it U-CAT has to reach the target
location first. A velocity aiding as could be provided by the DPSS prototypes would thus
be very valuable. Additionally, the versatility of U-CAT’s four flipper based propulsion sys-
tem has not been fully explored. Initial tests show that the rotation of the fins can create
large torques that could be leveraged for orientation control. Here the asymmetric control
approach developed in this thesis could be a helpful starting point. Even a direct imple-
mentation of the skewed waveform could be useful for applications were a reorientation
of U-CAT’s fins would be detrimental.

5.2 Future directions

In this section some broader research questions are discussed that go beyond the limita-
tions and future work discussed in the conclusion sections of the respective chapters.
The present versions of the DPSS prototypes were mainly designed for velocity estima-
tion, however, such designs do not use the full potential of pressure based measurements.
Ongoing work investigates the capability of the existing prototypes to detect environmen-
tal features that affect ambient pressure, while simultaneously providing velocity informa-
tion for an AUV. Adding more differential pressure sensors to the prototypes can extend
to include an artificial lateral line type sensor array, can enable the detection of various
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flow features [213, 214, 215, 216]. Extensions of the DPSS prototypes could therefore en-
able other researchers to bridge the gap between simulations or controlled laboratory
environments and applications in the field. Additionally, the presented research provides
potential platforms for testing or implementing findings related to biology such as stated
in [217].

Reversely, the research about asymmetric actuation presented in Chapter 3 could in-
spire more investigations into how asymmetric forces are used in fish beyond thrust modi-
fication. A better investigation of the fluid-body interactions between compliant actuators
and surrounding fluid during asymmetric actuation would benefit the related controller
design. From a more practical point of view, it seems very promising to test the concept
of asymmetric actuation for robots that are using several flippers such as U-CAT [58] or
Aqua [218] to increase maneuverability.

Regarding the proposed trajectory tracking controller proposed in Chapter 4, the re-
duction of the tracking problem to the horizontal plane, made sense for a proof of concept
but is not the final goal. Work is ongoing to implement and test a 3D trajectory tracking
scheme. The ability to efficiently track trajectories in three dimensions would be specifi-
cally useful in combination with more sophisticated trajectory generation frameworks as
shown for example in [185] or in [171]

A limitation of model based controllers in general, is their dependency on a very ac-
curate dynamics model. The complex actuator dynamics of U-CAT might necessitate ad-
ditional, potentially online, identification procedures to bring the dynamics model to an
acceptable level of accuracy. Such a dynamics model augmentations could be done with
Gaussian processes as shown in a different context by McKinnon et al. [219].

Generally, the possible range of application of the proposed control framework reaches
beyond marine robotics, such that this controller could be potentially useful for terrestrial
robots that experience significant slip as shown in [184] or for aerial vehicles where un-
deractuation in sway direction would lead to substantially more sideslip due to the lag of
environmental damping.

As a whole, a guiding principle for future research will be the maturation of the pro-
posed solutions, so that they can reliably improve the navigation and motion capabilities
of small low-cost AUVs, which in turn will enable a much bigger variety of researchers to
investigate the underwater environment.
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Example of raw velocity readings for DPSS and DVL-BL for lawn mower
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[publication V]. Tidal current estimates for the DVL and DPSSv2 are both
augmented by DVL-BL readings. a) Magnitude estimates of the tidal cur-
rent in the global reference frame represented by median, IQR and ex-
treme values for each trial. b) and c¢) Median magnitude and heading
estimates of the tidal current relative to true north for DVL and DPSSv2
(ADCP estimates are not used in the performance comparison and thus
omitted to improve the readability of the figure). The difference between
the two median heading estimates in degrees is annotated for each trial.
Instances where the LAUV was moving with the tidal currents, shown in
c), are distinguished from instances where the LAUV was moving against
the tidal currents, shown in d). The trial numbers are further augmented
with either (s) for trials with the slower target velocity of 1.25 m/s or (f)
for the faster target velocity of 1.5 m/s. The light beige patch (trials 1-6)
represents slack water conditions close to high tide, where the currents
are less strong, more turbulent and change direction eventually. The light
grey patch (trials 7 to 14) shows the tidal conditions for ebb flow, which
occurs after the maximum tidal water level has been reached. ..............

Specifics of the FILOSE robot [publication Ill]. a) Side view: 1- rigid head
of the robot; 2 - compliant silicon tail; 3 - rigid fin; 4 - Styrofoam float; 5 -
splash proof box containing battery pack and Bluetooth module. b) CAD
drawing of electronics and actuation mechanism: 6 - microcontroller and
orientation sensor; 7 - servomotor; 8 - steel cables; 9 - actuation plate .....

Asymmetric Periodic Waveform [publication Ill]. All functions are nor-
malized and have a wave period T = 1s. The skewed triangle waves are
represented by the limit cases sk = 0.9 and sk = 0.1, all other waveforms
lie between these two cases. The standard sine wave commonly used for
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Skew factor 7 vs. heading error [publication Ill]. The choice of the tight-
ness factor a determines the error bandwidth for which the derived con-
troller operates between the two maximum skew factors of 0.9 and 0.1.
A bigger tightness factor leads to an increased tracking rate, but also to
a higher risk of overshoot. For very high tightness factors the controller
approximates a bang bangcontrol. ......... ...

The proposed control scheme [publication 1ll]: The shown parameters
are: Y - yaw, ¥, - measured yaw, y; - desired yaw, { - heading error (y;,
- Wy), sk - skew factor, ¢(*) - motor input, N - body torque, A - actuation
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Results of the field trials [publication IlI]. Shown are the time series of
instantaneous (red) and averaged over one tail beat cycle (blue), yaw an-
gle during field tests for different parameter settings. For figures b) - d)
the time series of the skew factor (grey) is shown to visualize the control
action. In a) the default orientation control with an oscillation offset of
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with tightness factors of a = 20, 5,0.1 respectively. The controller perfor-
mance is characterized by the rise time from 10 % to 90 % of the desired
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Flow chart for the DFEC algorithm based on work presented in publi-
cation IV. THe algorithm starts with the initialization of the polynomial
Pm S0 that the feedforward trajectory coincides with the flat output of the
dynamics, which are state space variables of the robot. The time z,,.,, tep-
resents the last time an event has occured and therefore resets the timing
of the controller for each event so that a fresh feedforward trajectory can
be generated starting from known "initial" conditions that are provided
by the event based feedback. .........ccooviiiiiiiiii

Rendering of bio-inspired AUV U-CAT with 4-fin propulsion. The vehicle
is shown in FAST mode configuration where all flippers point towards the
back of the robot when not actuated. This is the configuration that will be
used throughout the subsequent controller development....................

Top view of U-CAT with indications for the direction of mean forces 7
that are produced by oscillations of each flipper around an axis in the
horizontal plane [publication 1V]. a) Fin configuration for SLOW mode.
In this configuration the robot can be theoretically actuated in all degrees
of freedom simultaneously. However, the control allocation problem that
arises is still subject to investigation and it is unclear how efficient the re-
sulting motions will be. U-CAT also only uses half of its available fins for
surging which leads to constant pitch oscillations and a lower maximum
achievable speed. b) fin configuration for FAST mode. Here all fins can
be utilized for actuation in surge direction. However, the sway direction
becomes uncontrollable making the vehicle in this configuration underac-
tuated (at least for maneuvers that include the simultaneous control of
SEVEIAl DOFS. ...ttt ettt ettt

Present autonomy framework of U-CAT as shown in [200]..................

Updated autonomy framework for the U-CAT AUV. An orange border in-
dicates novel functionalities, compared to the framework in Figure 25, and
green borders indicate existing functionalities that have been extended or
IMPIOVEA oo e e

Example of a lawn mower path. The lawn mower type path generated by
the planner node of the new autonomy framework is shown in red. The
user defined area that is the input to the path planner providing the seed
points for the Dubins model based path generation is shown in green ......

Trajectory tracking performance for the flat event controller when dis-
turbances were absent. a) and c) Description of the position tracking per-
formance for global x and y position. b) and d) Velocity tracking perfor-
mance along the global x and y axes. e) - f) Control force in surge and
control torque in yaw. g) Occurrence of events denoted in a binary graph,
where O means no eventand 1meansevent. .............oooiiiiiieneeeennnn.

Trajectory tracking performance for the flat event controller when dis-
turbances were present. Disturbances were modeled as modeled as a
constant irrotational fluid flow with an incidence angle of 45° and a mag-
nitude of 0.5 m/s. a) and c) Position tracking performance for global x and
y position. b) and d) Velocity tracking performance along the global x and
y axes. e) - f) Control force in surge and control torque in yaw. g) Occur-
rence of events denoted in a binary graph, where O means no event and
TMEANS BVENT. ..t e e s
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30

31

32

33

34

Disturbance estimates for the DFEC. a) - b) Kinematic disturbances in
global x and y directions. c) - d) Dynamic disturbances in global x and y
o 1=t o 5 T3
Visualization of planar tracking for the three tested controllers. a) With-
out disturbances and b) With disturbances illustrated as blue arrows. The
arrows show the correct incidence angle but the arrow length is a scaled
representation of the magnitude.The flow was modeled as a constant ir-
rotational fluid flow with an incidence angle of 45° and a magnitude of

RMSE for the three tested controllers with and without disturbances. a)
and c) Tracking performance of the three tested controllers for global x
and y directions when disturbances were absent. b) and d) Tracking per-
formance of the three tested controllers for global x and y directions when
disturbances were present. The disturbance was modeled as a constant
irrotational fluid flow with an incidence angle of 45° and a magnitude of

Control action for the three tested controllers controllers. Control ac-
tion is quantified by the first time derivative of the time series of control
commands, which the controllers have issued during a simulation run. The
control action for one run is then characterized using the median and IQR,
which are shown in the figure. Additionally, "outliers" expressing large
changes in subsequent control signals, are represented inred. ..............
Controller performances for simulated LAUV dynamics. a) Global x and y
coordinates for trajectory tracking using PID, RISE and flat event controller.
Alawn mower trajectory was computed for an area of 100m x 45 m and
the target velocity was set to 1.5 m/s. A disturbance was introduced as
constant irrotational water flow (blue arrows / not to scale) at an incidence
angle of 45° and a magnitude of 0.5 m /s corrupted by zero-centered white
Gaussian noise with a variance of 0.01. b) RMSE for x-coordinate tracking
for the three tested controllers. ¢) RMSE for x-coordinate tracking for the
three tested controllers. d) - e) Distribution of control action for force /
torque, defined as first derivative of the control force / torque, for the
three tested controllers. The distribution of control action is shown as a
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box plot and represented by the median and IQR. Outliers are shown in red. 80
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Abstract
State Estimation and Control for Small Low-Cost Autonomous
Underwater Vehicles

Autonomous underwater vehicles (AUVs) have extended human capabilities for monitor-
ing and exploration of the underwater environment. However, commercial AUVs are al-
most exclusively used by entities with large monetary budgets, due to the high capital
investment that is required to acquire, maintain and develop such vehicles. This has re-
stricted the use of AUVs to sectors of oil and gas industry, military, and well-funded big
research institutions. Thus, the potential of AUVs as tools to provide important and mean-
ingful knowledge about the underwater environment has been only marginally explored.

In recent years there have been attempts to develop small, low-cost AUVs to increase
accessibility of such technology for smaller research institutions and government agen-
cies. Additionally, small low-cost vehicles have broadened the application area of AUVs
towards swarm implementations, high risk missions in confined environments, and con-
sumer robotics. However, the reduction in cost and size comes with trade-offs in terms
of the navigation and motion capabilities of such vehicles, which essentially reduces their
achievable autonomy. Standard state of the art solutions for state estimation and control
rely on sophisticated and expensive hardware that may not be available to small low-cost
vehicles. Additionally, propellers as conventional tools used to maneuver AUVs, might be
unsatisfactory in applications that require minimal invasive monitoring or close proximity
to wildlife or humans. This points to open questions in several key parts of AUV autonomy,
namely state estimation, actuation and motion control. The work presented in this thesis
tries to address one specific research question in each field and therefore thematically
assumes a tripartite structure.

Work presented in Chapter 2 investigates the question of state estimation, and tests
the hypothesis that the passive mechanism of sensing instantaneous pressure differences
across a body in fluid flow can be used to robustly estimate the motion velocity of AUVs in
field conditions. To that end, early prototypes, that had been tested under stationary labo-
ratory conditions, were extended and tailored to the use on autonomous mobile vehicles.
This was done by utilizing fundamental relations from potential flow theory and by em-
ploying additional sensing modalities to compensate for self-motion effects. Several ad-
vanced prototypes were developed, characterized under laboratory conditions, and then
rigorously tested in field conditions. Quantitative comparisons were made to state of the
art senors. The obtained results indicate that for the tested scenarios, velocity estimation
with a comparable performance to state of the art technology was achieved. Additionally,
the presented prototypes have a smaller size, an energy consumption that is one order
of magnitude lower and a lower projected price compared to the state of the art sensors.
The presented work provides an important step towards the establishment of the tested
technology as a complement or alternative to the state of the art, specifically for small
low cost vehicles.

Given the improvements in state estimation as presented in Chapter 2, the research
in Chapter 3 is aimed at the problem of robot mobility using bio-inspired soft actuators.
Compliant actuators are safer to interact with and potentially less harmful to their environ-
ment than propellers, which is specifically important when minimally invasive observation
is the goal of the underwater robot. However, those benefits usually come with higher
control complexity. Usually, soft bio-inspired actuators are driven by a symmetrical peri-
odic motion similar to their biological counterparts. In contrast, the research presented
in Chapter 3 investigates the use of asymmetric actuation to increase the maneuverabil-
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ity of robots with bio-inspired soft actuators. The role of asymmetric movements in the
generation of thrust has been investigated in various animals and robotic platforms. The
main contribution of the research presented in Chapter 3 is the utilization of asymmetric
actuation for turning control instead of focusing on thrust generation. A nonlinear propor-
tional controller was developed and used to control the actuation asymmetry for a robotic
fish driven by a compliant tail. The efficacy of the proposed control approach was tested
under field conditions. The proposed controller outperformed the standard approach to
turning control for the given type of robot. While the direct application of the controller
might be only immediately useful for a very narrow set of robots, the idea of asymmetric
actuation for orientation control can be applied to a much wider set of vehicles and adds
another tool to utilize the unique features of soft bio-inspired actuators.

Finally, Chapter 4 addresses a core problem in motion control. Many underwater vehi-
cles are not fully and independently actuated in all degrees of freedom, something which
is specifically true for small low-cost vehicles. Furthermore, certain applications, like the
monitoring of confined spaces or the motion within a group of vehicles, require agile mo-
tion and efficient trajectory tracking capabilities. Nonlinear model based controllers have
been shown to be able to enable efficient trajectory tracking for agile motions, but often
require permanent feedback of higher order time derivatives of the vehicle’s pose, such as
acceleration. Those quantities can not be measured effectively in real time with sensors
available on small low-cost AUVs.

A major contribution of the research presented in chapter Chapter 4 is the introduc-
tion of an event-based controller that could alleviate the requirement of permanent state
feedback. The controller is combined with a feedforward part that relies on the differen-
tial flatness property of the vehicle's state space model to efficiently generate and track
feasible trajectories. A base implementation of the controller is then extended to under-
actuated systems subject to nonholonomic constraints, which are usually not differentially
flat. The efficacy of the proposed approach is then tested in simulation for planar trajec-
tory tracking for a small low-cost AUV with bio-inspired actuation and a small torpedo
shaped AUV. The controller is compared to standard model free approaches and shows
an equal or better tracking performance with more economical control actions both in the
absence and presence of external disturbances.

As a whole the research presented in this thesis provides contributions to three core
aspects of the autonomy framework, state estimation, actuation and motion control, for
small low-cost AUVs. A combination of all three contributions has the potential to enable
small low-cost vehicles to move more efficiently, with more agility and with increased nav-
igation capacities. However, each research contribution by itself provides a starting point
for future improvement and investigation of related research problems. There is signifi-
cant potential in the utilization of differential pressure for measurements of environmen-
tal states beyond fluid relative velocity and the true strengths of asymmetric actuation
and the presented model based controller are expected to emerge for fast agile motions
in three dimensions.
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Kokkuvote
Meetodid olekute hindamiseks ja juhtimiseks soodsa hinnaga
autonoomsetele allveerobotitele

Autonoomsete allveesdidukite (AUV-de) kasutuselevétt on laiendanud veealuste keskkon-
dade uurimise ja seirevoimalusi. Kommertsallveesoidukeid kasutavad aga peaaegu eran-
ditult suure eelarvega ettevotted, sest selliste séidukite soetamine, hooldamine ja aren-
damine néuab suuri investeeringuid. See piirab AUV-de rakendamist valdavalt nafta- ja
gaasitoostuses, sojavaes ning hasti rahastatud suurtes teadusasutustes. AUV-de potent-
siaali veealuse keskkonna kohta oluliste ja sisukate teadmiste saamiseks on kasutatud vaid
vahesel maaral.

Viimastel aastatel on hakatud arendama vaikeseid ja odavaid AUV-sid, et véimaldada
ka vaiksemate teadusasutuste ja riiklike institutsioonide ligipaasetavust tehnoloogiale. Li-
saks on vaikesed ning odavad lahendused laiendanud AUV-de rakendusvaldkondi siilemite
(swarm) rakendustesse, korge riskiga missioonide jaoks tokestatud keskkondades ja leid-
nud tee isegi kodurobootikasse. Hinna ja suuruse vahenemisega kaasnevad paraku komp-
romissid séidukite navigeerimis- ja lilkkumisvéimekuse osas, mis kahjuks vidhendavad nen-
de poolt saavutatavat autonoomiat. Standardsed niitidisaegsed lahendused allveeséidu-
kite olekute hindamiseks ja juhtimiseks pohinevad keerukal ja kallil riistvaral, mis ei pruugi
vaikeste odavate soidukite jaoks saadaval olla. Samuti véivad propellerid (olles tavapara-
selt kasutatavad vahendid AUV-de manddverdamisel) muutuda mittesobivaks rakendus-
tes, mis vajavad minimaalset invasiivset seiret voi liikkumist eluslooduse ning inimese |-
heduses. See osundab lahendust ootavatele lilesannetele AUV-de autonoomsusega seon-
duvates votmekohtades, nimelt olekute hindamises, taiturmehhanismide rakendamises ja
lilkumise juhtimises. Antud dissertatsioonis kasitletakse (iht konkreetset uurimisproblee-
mi igas eelpool nimetatud valdkonnas, mis tingib uurimist6o kolmeks jaotuva struktuuri.

To0 teine peatlikk kasitleb stisteemi olekute hindamise kiisimust ja testib hiipoteesi, et
AUV-de litkumiskiiruse robustne hindamine vilitingimutes on véimalik né passiivset ldhe-
nemist kasutavate sensorite abil, mis méddvad vedeliku rohu diferentsi kahe mootepunkti
vahel antud ajahetkel. Sel eesmargil arendati edasi prototiitipe, mida oli varasemalt kat-
setatud laboritingimustes, kohandamaks neid edaspidiseks kasutamiseks autonoomsetes
liikurites. Voolukiiruse hindamisel kasutati potentsiaalse voolamise pohialused ja raken-
dati tdiendavaid tajumismooduseid, et kompenseerida omaliikumise mojusid. Tootati val-
ja mitu edasiarendatud prototiilipi, mille t66d uuriti laboritingimustes ja katsetati seeja-
rel pohjalikult valitingimustes, vorreldes prototiipe Ghtlasi tipptehnoloogiste sensorite
kvantitatiivsete naitajatega. Saadud tulemused naitavad, et testitud stsenaariumite puhul
saavutati kiiruse hindamisel tipptehnoloogiliste lahendustega vorreldav kvaliteet. Lisaks
on edasiarendatud prototitpidel vaiksem suurus, suurusjdrgu vorra madalam energiatar-
bimine ja odavam prognoositav hind vorreldes korgtehnoloogiliste sensoritega. Antud t66
astus olulise sammu testitud tehnoloogia kasutuselevotu suunas kui tdiendus voi alterna-
tiiv olemasolevatele tipptehnoloogilistele lahendustele, seda eriti vaikeste ning odavate
AUV-de korral.

Tuginedes teises peatiikis kirjeldatud arendustele olekute hindamisel, keskendub kol-
mas peatiikk bioloogiast inspireeritud pehmete taiturmehhanismidega varustatud roboti-
te mobiilsusprobleemidele. Painduvad tditurmehhanismid on ohutumad ning potentsiaal-
selt ka keskkonda vihem mojutavad kui propellerid, mis on eriti oluline, kui eesmargiks
on minimaalse invasiivsusega vaatlustegevus. Ent mainitud eelistega kaasneb keerulisem
juhtimisloogika. Pehmete bioloogiast inspireeritud taiturmehhanismide kaitamisel kasu-
tatakse tavaliselt (sarnaselt nende bioloogilistele vastetele) siimmeetrilist perioodilist lii-
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kumist. Vastupidiselt tavaparasele uuritakse 3. peatiikis asimmeetrilise liikkumise raken-
damist eesmargiga parandada selliste robotite mandéverdusvoimet. Asiimmeetriliste lii-
gutuste rolli toukejou tekitamisel on uuritud erinevatel loomadel ja robotplatvormidel.
Kolmanda peatiiki peamiseks panuseks on astimmeetriliste liigutuste rakendamine téu-
kejou tekitamise asemel robotkala orientatsiooni juhtimisel. Painduva sabaga robotkala
astimmeetriliseks kaitamiseks arendati vilja mittelineaarne proportsionaalne kontroller.
Antud juhtimismeetodi tohusust katsetati valikatsetel ning eelpool mainitud roboti tiilibi
orientatsiooni juhtimise puhul t66tas valjapakutud juhtimismeetod paremini standard-
setest juhtimislahendustest. Kuigi kontrolleri vahetu rakendamine vaib olla kasulik ainult
vaga kitsa riithma robotite jaoks, on idee asiimmeetrilisest kditamisest orientatsiooni juh-
timisel rakendatav palju enamatele séidukitele ja annab meie kasutusse veel tihe tooriista
kasutamaks pehmete bioloogiast inspireeritud taiturite ainulaadseid omadusi.

Viimane, neljas peatiikk kasitleb liikumise juhtimise tuumprobleemi. Paljud allveesoi-
dukid ei ole taielikult ega soltumatult juhitavad koikides vabadusastmetes. Eriti peab see
paika viikeste odavate séidukite puhul. Lisaks on moéningates rakendustes nagu naiteks
kitsaste ruumide seire voi riihmas liikumine vajalik hea manddverdus- ja efektiivne tra-
jektoori jargimise voimekus. Varasemalt on naidatud, et mittelineaarsed mudelipohised
kontrollerid vdimaldavad keerukate liikkumiste korral efektiivset trajektoori jargimist, kuigi
vajavad selleks sageli pidevat tagasisidet soiduki asendi ja orientatsiooni kdrgema astme
tuletiste, naiteks kiirenduste ndol. Antud muutujate efektiivne méotmine reaalajas pole
aga vaikestel odavatel AUV-del kasutatavate sensoritega voimalik.

Neljandas peatiikis esitatud uurimisto6 peamine panus on stindmuspdhise kontrolleri
kasutuselevott, mis voimaldab pideva tagasiside vajadust leevendada. Kontroller kasutab
juhtimisalgoritmi, mis pdhineb roboti diferentsiaalse lameduse omadusel, et genereerida
ja jargida efektiivselt voimalikke trajektoore. Seejarel laiendatakse baaskontrollerit ala-
juhitud slisteemidele, millele rakenduvad mitte-holonoomsed piirangud. Sellised siistee-
mid ei ole tilpliselt diferentsiaalselt lamedad. Kavandatud |dhenemisviisi tohusust tes-
titi simulaatoris tasapinnaliste trajektooride jargimiseks vaikesel odaval AUV-I, millel on
bioloogiliselt inspireeritud taiturmehhanismid ning vaikesel torpeedokujulisel AUV-I. Val-
japakutud kontrollerit vorreldi standardsete mudelivabade juhtimismeetoditega ning uus
meetod andis vordse voi parema jargimistulemuse 6konoomsemate vahenditega nii va-
liste hairingute puudumisel kui ka nende olemasolul.

Tervikuna annab dissertatsioonis esitatud uurimus oma panuse autonoomia raamistiku
kolmele pohiaspektile: olekute hindamisele, taiturmehhanismide rakendamisele ja liiku-
mise juhtimisele vaikeste odavate AUV-de jaoks. Kolme panuse kombinatsioon voimaldab
vaikestel odavatel sdidukitel lilkuda tohusamalt, kiiremini ja parema navigeerimisvéimega.
Aga iga uurimistulemus iseenesest annab lahtepunkti edasisteks taiendusteks ja teema-
ga seotud teaduskiisimustega tegelemiseks. Vedeliku rohu diferentside méotmisel basee-
ruval olekute hindamisel on markimisvaarne potentsiaal keskkonna olekute hindamisel
lisaks suhtelise vedelikukiiruse hindamisele ning asimmeetriliste taiturmehhanismide ja
mudelipdhise juhtimise toelised vaartused tdusevad eeldatavalt esile eriti just kiirete kor-
ge manooverdusvoimega kolmedimensionaalsetel liikumistel.
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Appendix 1 - DPSS flow-angle derivation
We begin with equation (33) in section 2.2.2:

1 |9 . .
Ap) = 7P Zvi (sin? (@ — ) —sin” (—ax)) +2gAh | .

We then start solving for o:

8Ap; — pgAh
sind (g — ) —sin? (~a) = i BEE,

By using the power reduction formula:

_ I —cos (20))

sin® (0) 3

we and get:

1 cos(2(¢p—0)) (1 cos(—Za)) _ 8Api —pgAh

2 2 2 2 P
8Ap1 — pgAhy
cos (—2a) —cos (2(gp — @) =2 (913"02<»> -

Now we use the sum to product relation:

cos(0) +cos (@) = —2sin <042—(p> sin (9;(P>

and get from 84:

8Ap| — pgAh
9pvZ

—2sin(@p —2a)sin(—@p) =2 (

Now we can solve for o:

sin (@5 — 200) = — 8Ap1 —pgAhy _ 8Ap1 — pghAhy
s sin(—@p)9pvZL  sin(@p)9pv2
. 8 —pgAh
o Ormerein (5
- > :

and get equation (34) in section 2.2.2
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Appendix 2 - BDO derivation for augmented DFEC

Summarizing (67) from section 4.3.3 we can write:
x=fx)+g1(x)u+gr(x)d, (90)
with & = [y, 42,43, %4,%5)7 ,u = [u1,u2)" ,d = [dy,d>,0,d3,d4], and

X408 (x3)
X48in (x3)
flx)= | Xs , (91)
Ty (Xuxa + XuuXa |X4 ‘ )
" Tneg (Nrxs + Nprxs|xs|)

0 0
0 0

gi1(x) = 0 0 ) (92)
L0
miq 1
0 e
1 000
010 0

g2 =10 0 0 0], (93)
001 0
00 0 1

Given that (73) and (74) depend on d and its first and second time derivatives the as-
sumption is made of  ~ 0, which means k = 3 and the following disturbance observer
can be defined:

= —Lo(x)[f(x) + g1 (x)u+ g2(x)(z0 + po(x))] + 21 + p1(x)

)
= —L1(x)[f (x) + 81 (x)u+g2(x)(z0 + po(x))] + 22 + p2(x)
= —La(x)[f(x) + g1 (x)u + g2(x)(z0 + po(x))]

94

—Zo+Po(x) 54
dw =z1+p1(x)
dA( =22 +p2('x)7

withz;(r) e R?, i =0, 1,2 being the observer state, d!) the estimation of ) and p;(x), L;(x)
observer gains chosen to satisfy:

Ipilx)

Litx) = dx

We further can define the following error dynamics for the estimation error ¢; := d'!) — ()
as:

é0 = e1 —Lo(x)ga(x)eo
é1=er— 1L, (x)gz(x)eo (96)
é2=—L(x)g2(x)eo
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Given g3(x) € R>* we choose L;(x) € R* and get:

i 0 0 0 0

{0 w0 0 0
=10 0 o0 1 ol (97)

0 0 0 0 Iy

with (97) in (96) we get the linear autonomous system:

é=Ae

—Log2(x)  Isxs (98)
= | —Lig2(x) Ips |e.
—Loga(x) Oaxa

Now we determine the characteristic polynomial, which results in four independent sys-

tems with three roots each:
det(A — SI) :(—S3 — S210’1 — Sll’l — lz_’l)(—SB — Szlo’z — 51172 — 12’2) (99)
(=5 —s*loa—slia—ha)(—s" —s*lys —slis— )

Restricting the roots of the polynomial to be on the left side of the complex plane we
can compute the conditions of (75) in section 4.3.3.
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Differential Pressure Sensors for Underwater
Speedometry in Variable Velocity and
Acceleration Conditions

Juan Francisco Fuentes-Pérez

Abstract—Autonomous underwater vehicles require estimation
of their velocity relative to the surrounding flow to perform essen-
tial navigation tasks. Available technologies for speed estimation
rely on Doppler velocity logs or acoustic Doppler current pro-
filers and are not suitable for application in small low cost or
energy consumption vehicles. Encouraged by the successful re-
sults of our previous lab-scale investigations using pressure-based
speedometry, we developed differential pressure sensor speedom-
etry as an alternative to conventional technologies. We built a full-
scale physical prototype, compared analog and digital differential
pressure sensors and evaluated the performance in variable veloc-
ity (0—2 m/s) and acceleration (0—2 m?/s) conditions in a marine
tow tank. A simple equation based on the conservation of energy
accurately estimated the velocity, with estimated mean absolute
errors of 0.0087 m/s for analog and 0.0107 m/s and digital config-
urations. This equation is shown to hold under variable velocity
and acceleration conditions. We conclude that differential pres-
sure sensor speedometry is a valid solution to perform underwater
speedometry and we confirm that the system can provide instan-
taneous and stable velocity estimates with a sampling rate higher
than 10 Hz.

Index Terms—Bernoulli, differential pressure sensor, pitot,
speedometry, underwater vehicles.

NOMENCLATURE

Acceleration (m/s?).

Correlation coefficient (dimensionless).
Pressure coefficient (dimensionless).
Pressure (Pa or indicated).
Determination coefficient.

Reynolds number (dimensionless).
Temperature (°C).

v Velocity (m/s).

« Coefficient in a (dimensionless).

Ap Pressure drop (Pa).

153 Coefficient in (4).
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1. INTRODUCTION

BTAINING vehicle speed information using onboard
() sensing is essential to perform navigation in autonomous
underwater vehicles (AUVs) [1]. However, underwater vehicles
do not enjoy the benefit of global positioning, and must instead
rely on local sensing. One of the oldest and most common nav-
igation techniques is dead reckoning [2]. In the most frequent
configuration, inertial sensor data are used to estimate the vehi-
cle’s location from a known position using integrated speed or
acceleration measurements. Unfortunately, sensor drift leads to
unbounded errors [1], requiring the fusion of multiple sensors
with different error characteristics [3], [4].

To overcome these problems, the basic navigation suite of
most AUVs consists of an inertial navigation system aided by
a Doppler velocity log (DVL) [5]-[7] or an acoustic Doppler
current profiler (ADCP) [8] for additional velocity information.
Both technologies make use of hydroacoustic measurements
based on the Doppler shift [9]: An acoustic signal is transmitted
and reflected back to the sensor via a solid reference surface
as in DVL or by ambient particles in the water as in ADCP.
Afterward, the relative velocity is computed from the Doppler
shift of the reflected signal.

However, both DVL and ADCP suffer from certain limita-
tions. The devices are expensive, typically have a large form
factor and high energy consumption. Therefore, they are not
suitable for small vehicles [10] or for prolonged missions with
low energy consumption requirements [11]. Moreover, these
technologies are too expensive for low-cost vehicles, which are
useful in high risk applications, swarm operations, or in con-
fined environments such as rivers and lakes [10], [12], [13].
Additionally, low-cost vehicles represent a developing market
in consumer robotics [14].

Engineering fields such as aeronautics have successfully
solved the problem of speed estimation by using pressure-based
sensors [15], [16]. For instance, pressure sensors are commonly
used to measure the relative speed, angle of attack, yaw rate,
or altitude of aircrafts [17]-[20]. Moreover, they are standard
applications in fluid related fields, e.g., to control industrial pro-
cesses, for physical modeling, or for wind and flow tunnels. In
view of their widespread and successful use in many fields,

0364-9059 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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exploring the potential of pressure sensors for underwater
robotics is a logical step.

The most closely related pressure-based systems for underwa-
ter applications use artificial lateral lines that have been proposed
for flow and speed measurements in underwater applications
[21]-[24]. They are inspired by the passive sensing modalities
present in fish, which are used to detect mechanical changes in
the surrounding water [25], and they have shown the potential to
overcome the following limitations of hydroacoustic methods.

1) They can be considered as a low-cost solution.

2) They have a lower energy consumption.

3) They can measure flows around the vehicles [26]. Like-

wise, they can be useful to perform complementary tasks
such as for force estimation and wall detection [27].

In [26], we demonstrated the potential of differential pressure
sensor based speedometry for underwater velocity estimation.
We overcame some of the limitations of artificial lateral lines by
substituting common absolute pressure sensors by differential
pressure sensors, which a) increased the measuring range as well
as the sensitivity and b) introduced a mechanical filtering for the
static pressure components. Furthermore, we demonstrated that
combining the output from two differential pressures sensors
allowed speed estimations even under yaw angle deviations. Our
previous study was made using a static small-scale laboratory
platform. The obtained conclusions were thus limited and did
not completely confirm the viability of the system for AUVs.

In this paper, we overcome the aforementioned limitations
to validate differential pressure sensor speedometry as a viable
full-scale technology for AUVs. To achieve this, following steps
were performed.

1) A full-scale physical model based on differential pressure

sensors is developed.

2) Two different types of sensors, digital and analog, are

tested to obtain a more robust and faster platform.

3) A marine tow tank with a velocity range of 0-2 m/s is

used.

4) The velocity time series under variable acceleration

(0-2 m/s?) are analyzed.

With this, we conclude that differential pressure sensor
speedometry is a valid solution to perform underwater speedom-
etry and we confirm that the system can provide instanta-
neous and stable velocity estimates with a sampling rate higher
than 10 Hz.

II. MATERIALS AND METHODS
A. Derivation of the Velocity—Pressure Relation

Invoking the conservation of energy within a fixed fluid vol-
ume, the fundamental relation [see (1)] between the pressure p
and velocity v for an inviscid, incompressible flow is described
by Bernoulli’s law as follows:

1 .
p+ 5/)112 = const (1)
where p is pressure (Pa), p is the density (kg/m?), and v is
the velocity (m/s). The equation states that between two points
along the same streamline, the relation between v and p is a
constant.
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Fig. 1. Pressure coefficient [C) = (p — pmax)/0.5-p vl =1~

(v/vmax)?] distribution over a circular cylinder under laminar and turbulent
air-flows according to the angle (©) from stagnation point (modified from

[16]).

A common application of Bernoulli’s law is the estimation of
flow velocity using the effect of a rigid body in the flow [15].
The presence of such a body distorts the flow passing over it, and
the undisturbed freestream velocity can be estimated utilizing
the pressure difference across two or more points on surfaces
encompassing a wide variety of geometries [28]. Our probe
relies on the known empirical relation across two points on a
spherical or circular body (see Fig. 1). At these points, the device
is equipped with flush holes (pressure taps), which are normal to
the surface. At the upstream most point, stagnation point A, the
velocity is equal to zero (v4 = 0m/s). At the second location,
static point B, the pressure is equal to the static pressure of the
undisturbed freestream flow (pressure coefficient, C,, is equal
to 0). The general equation for flow speed estimation is then
derived based on the two measurement locations A and B as
follows:

1 1

PB + 5PUE =Pa + 5PV =Da )
2(pa — 2A

oy — (pa —pB) _ p 3)
p p

Equation (3) is well known as a basic principle in fluid me-
chanics, and widely applied for velocity estimation in air [15],
[17] and water [21], [22]. The simplicity of the underlying
physics has allowed others to successfully use alternative pres-
sure tap placements [21].

In our previous work with a static small-scale laboratory pro-
totype, we were able to demonstrate that the equations for the
left and right differential inputs could be combined into a single
formulation [26] as follows:

v =1/B(Ap + Ap3) “)

where 3 =2a/p? and Ap, and Ap, are the pressure drops
at each side of the circular shape from the stagnation point to
another point downstream and « is a coefficient that depends
on the position of the points downstream (o > 1 if -35° < ©
< 35°). Note that when the circular shape is facing the flow
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Fig. 2.

Physical platform used in the experiments. (a) CAD design of the prototype. (b) Side view of the real prototype. (c) Comparison of the current platform

against the static lab platform used for the preliminary results [26]. (d) Sensor box with pressure holes in red.

(Apy = Aps), (4) is equal to (3) if & = 1. This equation was
found to provide satisfactory performance even under yaw devi-
ations of up to 45° [26]. It is valid for static or forward-moving
bodies to provide estimates of one-dimensional speedometry,
which can be expanded into two and three dimensions using
multihole probes [15], [19].

The decision to work with circular and spherical geometries
was not only based on their simplicity. Additionally, radially
symmetric shapes benefit from a near-analytical pressure distri-
bution up to £35°, which is nearly independent of the Reynolds
number (Re) [29]. As shown in Fig. 1, the distribution of pres-
sure and the flow over a circular cylinder are dependent on
the orientation angle and present flow conditions, which are
described by their respective Re. Neglecting the effects of vor-
ticity or large-scale gradients in the static pressure field (e.g.,
the sensor body is impacted by waves), the fundamental physics
underlying our design should allow it to perform under a large
variety of real-world conditions.

B. Experimental Platform

The prototype was designed to be used in torpedo-shaped
AUVs with interchangeable heads (e.g., [30]). However, as can
be seen from Fig. 2(c), due to the small size of the pressure sen-
sors, the design and dimensions can be easily adapted to cover
an expanded range of vehicle sizes and sensor head geometries.

Drawing from our previous laboratory work based on a small-
scale half cylinder [see Fig. 2(c)] [26], the experimental plat-
form for these trials is a full-size hemisphere (see Fig. 2). It
is worth noting that differential pressure speedometry with a
hemispherical sensing head has also been applied successfully
in aeronautics [17]-[19], [31]. The design consists of a frame
of aluminum bars [5 in Fig. 2(a)] and polyoxymethylene rings
[4 in Fig. 2(a)], where two three-dimensional (3-D) printed cov-
ers (printed using fused deposition modeling out of polylactic
acid with epoxy reinforcement) [2 and 3 in Fig. 2(a)] and a

TABLE 1
DIFFERENT ELECTRONICS TESTED IN THE PHYSICAL PLATFORM

Component Analog Digital

Microcontroller board Arduino Micro

Pressure sensors MPXV7002 SSCDRRNOO5SND2AS
Number of pressure sensors 2

Range 42000 Pa +1244 Pa
Maximum pressure (p4 > pp) 75 000 Pa 4903.325 Pa
Temperature sensor ADT7301 (13 bits) On-board
Multiplexer - TCA9548A
Analog to digital converter 16 bits—LTC1867 14 bits—on-board
Resolution 0.0695 Pa 0.03 Pa

Tested sampling frequency 200 Hz 100 Hz
Maximum sampling frequency >400 Hz 200 Hz

sensor box [1 in Fig. 2(a)] are attached. The sensor box is the
most essential part of the system, as it houses all the electronics
and provides the connection of the sensors with the environment.
The box was 3-D printed using stereolithography.

Digital and analog sensors were tested and their comparison
can be found in Table I. The digital sensors used the setup from
our previous small-scale lab experiments [26]. In both cases,
each pressure sensor measures one of the side pressure drop
across the sensor box, from the stagnation point (¢ = 0°) to the
static point (6 = 35°) [see Fig. 2(d)].

Analog sensor conversion into standard pressure units re-
quires a two-step calibration process (see Fig. 3): 1) subtraction
of the constant temperature offset and 2) the transformation to
real units. After calibration, a performance similar to the self-
calibrating digital sensors was achieved.

C. Experimental Setup

Experiments were performed in a 59.4 m long and 5 m
wide marine tow tank at the Small Craft Competence Centre in
Kuressaare (Saaremaa, Estonia) (see Fig. 4). The prototype was
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Fig. 4. Experimental setup. (a) Image of the tow tank carriage. (b) Top view
of the tow tank.

attached to a tow tank carriage at a water depth of 0.5 m facing
the motion direction parallel to the tank walls [see Fig. 4(a)]. The
carriage belt drive is capable of covering a velocity range from
0.01 to 5.5 m/s and an acceleration a range from 0.01 to 3 m/s2,
in steps of 0.01 m/s and 0.01 m/s?, respectively. At the lowest
velocity ranges (<0.05 m/s), it was found that the carriage could
not provide completely smooth motion and exhibited stepping,
presumably caused by the belt drive. This was detected by the
speedometry system, and its potential influence is discussed in
Section III-B.

All velocity and acceleration tests were repeated using both
analog and digital sensors (see Table II). Before each of the two
replicates, a measurement in still water with a sampling time of
60 s was done. During velocity tests, the carriage was driven
with a constant velocity, and data were gathered for 60 s in
low velocities (<0.5 m/s). Due to the fixed length of the tank,
the sample duration was shorter for higher velocities. A simi-
lar procedure was used for acceleration, where the maximum

14000
Pressure (bits)

Calibration of the analog sensor. (a) and (b) Subtraction of the offset due to temperature. (c) Fit to transform digital values to pressure in SI units.

constant acceleration time was recorded taking into account the
observed pressure sensor velocity limitations (2.4 m/s for analog
and 2.0 m/s for digital).

D. Data Processing and Validation

The still water measurements were used as a reference point
in each of the conducted replicates. All the proposed fits were
evaluated using the coefficient of determination R* as well as
graphically. In addition, the observed data were compared to
the predicted data and the mean absolute error was used as the
measure of achieved accuracy.

In the time series analysis, the relation between the estimated
velocity and the carriage velocity data was evaluated graphi-
cally, as well as using the cross correlation C,. between signals.
Likewise, the time series were estimated from (4). However,
this formulation does not allow the use of negative values [note
that Ap in (4) is squared] leading to a poor performance in low
velocities. For low velocities, negative values of Ap occurred,
either due to the influence of other pressure sources in the water
or, in the case of these experiments, because of the stepping
of the carriage. To solve this, a short correction algorithm was
implemented as follows:

0, if Apy,Apy <0
v=3/BI(Ap1 [Api|+ Aps [Aps])],  if Apy+ Apy >0
—/BI(Ap1 [Api[+ Aps [Aps])], if Api + Apy < 0.
(5)

The performance of this correction algorithm will be dis-
cussed in Section III-C.

III. RESULT AND DISCUSSIONS
A. General Equation

Fig. 5 summarizes the pressure distribution and the expected
results for long-term velocity estimations using the designed
prototype with both sensor types. In Fig. 5(a) and (b), the pres-
sure distribution of each sensor for each velocity test replicate
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TABLE I
CONDUCTED EXPERIMENTS
Variables ~ Replicates ~ Configurations Tow tank carriage settings Total number
of experiments
v (m/s) 2 2 [0.01, 0.05] every 0.01 m/s 64
[0.10, 0.50] every 0.10 m/s
[0.75, 1.00] every 0.25 m/s
a (m/s?) 2 2 [0.01, 0.05] every 0.01 m/s? 68
[0.075]
[0.10, 0.50] every 0.10 m/s>
[0.75, 1.00] every 0.25 m/s?
In each test, the target variable was held constant.
T T T 25 T T v
1500 () i 2 ©
— ° £ 2
€ 10000 v =438 (ap7 1 ap?) R?-1.00 e ° 1 %
P p ° o 151
2 500 8 1 s
g 8 31
& P ® @ Sensor 1 T O 1% replicate
Ogpe o © E 05 d
o Sensor 2 = O A 2" replicate
w
-500 , , , 0 .
. T T T ﬁ 2 p T T T
0
000l ® ? |©
T 15} 1
g v =2 (ap?+ ap2) R?=0.999 . ¢ z
o 500f P ° 1 s
= S 1r 4
2 ° e -
o ) L st .
o Omo o © @ Sensor 1 S o5t O 1" replicate
o Sensor 2 'ﬁ A 2" replicate
w
-500 , \ , 0 . . .
0 0.5 1 15 2 0 0.5 1 15 2
Velocity (m/s) Velocity (m/s)
Fig. 5. Pressure distribution and fits for the two studied sensor types. (a) Pressure distribution in analog sensors. (b) Pressure distribution in digital sensors.

(c) Estimated against observed results for analog sensors. (d) Estimated against observed results for digital sensors.

can be observed. When comparing the analog and digital re-
sults, a slight deviation between the sensors is present, which
is produced by a small misalignment of the prototype with the
motion vector of the carriage. The deviation is more distinct
for analog sensors, because the misalignment of the prototype
was corrected prior to the experiments with digital sensors.
Despite this small deviation, the results provide a good ex-
ample to demonstrate the potential of (4), which can correct
these deviations with a small error margin (R? = 1.00 for ana-
log and R? = 0.99 for digital) [see Fig. 5(c) and (d)]. After
fitting, the estimated mean absolute errors were 0.0087 m/s
for analog and 0.0107 m/s for digital sensors. The obtained
mean errors of both analog and digital sensor configurations
were lower than those obtained in our previous small-scale tests
in [26] (0.024 m/s).

Fig. 5 further shows the importance of sensitivity when mea-
suring low velocities. Based on the fitted equations for a velocity
of 0.01 m/s, the pressure difference is 0.037 Pa for analog and
0.027 Pa for digital configurations. These quantities are outside
the sensitivity range of the pressure sensors and could be easily
corrupted by other pressure sources, especially turbulence. To
estimate lower velocities, a large number of data samples are
required.

In the same way, when the prototype was placed in the water,
a still water measurement was recorded as reference. Although
this is not always necessary, placing the robot into the water may
generate a small constant offset due to the different quantity of
water in the pressure tap internal tubing. Precise knowledge
of this difference could be used to improve the estimation of
low-range velocities.

B. Effective Sampling Frequency and Sensor Comparison

Fig. 6 shows the expected behavior of the mean velocity error
with respect to the sampling time. For both electronic configu-
rations, errors are higher for low velocities (darker lines, Fig. 6)
and a stable value is achieved later. It is worth mentioning that
the observed stepping in the carriage could also have contributed
to increase this error.

As argued in Section III-A, due to the quadratic relation be-
tween v and p, the sensitivity requirements to estimate differ-
ent velocities are also different. This leads to the need of an
increased sample size to estimate low velocities. A similar be-
havior is expected for the error, it will be higher for low veloc-
ities due to the sensitivity requirements and a higher influence
of external pressure noise sources.
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value in 1 s (100 Hz) for different velocities.

Considering the evolution of the mean absolute velocity er-
ror, an error lower than 0.01 m/s is achieved using 15 analog
and 29 digital samples. Taking this and the sampling rate of
analog sensors 200 Hz into account, an effective sampling rate
of 13 Hz is obtained. In the case of digital sensors due to the
lower measurement rate 100 Hz, an effective sampling rate of
3 Hz is achieved. In view of this, we presume that by exploiting
the highest possible measurement rate in the sensors we could
increase the effective sampling rate. For instance, in the labora-
tory experiments conducted in [26] using 200 Hz with the digital
platform, an effective sampling rate higher than 10 Hz was cal-
culated. In both cases, the sampling rate is higher or in the range
of 1-5 Hz, which is the conventional rate of DVLs [32], [33].

The motivation behind the analog configuration was to check
the possibility of obtaining similar results with a more robust
rapid platform. As shown, both sensor configurations are able
to correctly estimate the velocity; however, both have their ad-
vantages and disadvantages. Digital sensors have a higher reso-
lution (0.03 Pa < 0.0695 Pa) due to the lower measuring range
(£1244 Pa < +2000 Pa) and an unknown internal process of
average filtering. Additionally, the internal analogue-to-digital
converter (ADC) and temperature sensors reduce the number
of necessary components in the hardware. On the other side,
due to the I2C connection, and because we use sensors with
the same address, it is necessary to implement a multiplexer,
which slows down the possible sampling frequency (200 Hz <
400 Hz). Also, the measuring range of the digital sensors can be
limiting for some applications and they are more expensive (due
to their resolution, on-board compensation, and stability). The
connectors in the digital sensors require a more complex design
and are more difficult to install. In addition, it is not possible
to control the calibration process, which generates a black box
effect and makes it impossible to apply customized workflows.

C. Time Series and Acceleration Analysis

In Fig. 7, the results of the acceleration tests are shown
for three of the experiments (low = 0.02 m?/s, medium =
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0.20 m?/s, and high = 2.00 m?/s) with both sensor types. In
this figure, considering the results of the previous sections, the
velocities have been calculated after average filtering the signals
and downsampling them to 10 Hz.

As can be seen in Fig. 7, the quadratic relation between the v
and Ap holds for all accelerations, which allows us to apply (4)
instantly. In Fig. 7(a)—(d), decelerations are shown as an exam-
ple, demonstrating similar behavior and, thus, the possibility of
using (4).

The good performance of the correction algorithm (5) be-
comes apparent when raw and corrected signals from the begin-
ning of each series are compared [cf., details in Fig. 7(a)-(e)].
Using (4) would produce an overestimation in the low-range ve-
locities, which could only be compensated if the average value
of the long-time data series of Ap was considered for v calcula-
tion. This overestimation may have been caused by the observed
stepping error of the carriage; nevertheless, it can happen with
other natural pressure sources, too. In view of the results, using
(5) seems to provide a solution to achieve a better result and a
higher sampling frequency during low velocities. Likewise, the
algorithm can be applied online due to its simplicity.

After applying the correction algorithm, the C, between mea-
sured velocity signal and estimated velocity is in all cases higher
than 0.999. Furthermore, the estimated velocity signals are able
to reproduce the small velocity oscillation produced by the con-
trol system of the tow tank [see Fig. 7(d)—(b)], this accuracy
could be essential to correct deviations during AUV navigation.

Contrary to absolute pressure sensors, differential sensors
mechanically filter the static water pressure contribution. This
provides increased sensitivity and allows for direct mechanical
filtering of disturbances such as waves. The positive effect of this
performance was observed during the conducted experiments.
The carriage generated surface waves, which were undetected
in the pressure sensor time series data. This can be a potential
issue that should be further considered in systems where the
distance between pressure taps is larger, for passage through
standing waves, or for wavelengths smaller than the offset
between taps.
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Fig. 7.

Time series analysis of the velocity estimation for three scenarios (low acceleration, medium acceleration, and high acceleration) for both electronic

types. Analog sensor: (a) acceleration of 0.02 m/s?, deceleration of 0.5 m/s2, and detail of the correction algorithm performance; (b) acceleration of 0.20 m/s? and
detail of velocity oscillation tracking; (c) acceleration of 2.00 m/s2. Digital sensor: (d) acceleration of 0.02 m/s?, deceleration of 0.3 m/s?, and detail of velocity
oscillation tracking; (e) acceleration of 0.20 m/s? and detail of the correction algorithm performance; (f) acceleration of 2.00 m/s2.

IV. SUMMARY AND CONCLUSION

In this paper, underwater differential pressure sensor
speedometry is introduced and studied. Building on our pre-
vious results, a full-scale prototype using analog and digital
sensors was tested in a marine tow tank. The speed calculation
is based on a simple formulation built upon the conservation
of energy. It shows the ability to calculate the speed in moving
platforms as well as correct angular deviations, which may be
useful to correct sensor misalignment.

The comparison of analog and digital sensors revealed similar
results. Considering the tested prototype, the analog sensors

offer the more promising alternative as they provide a higher
sampling rate and have a lower price and the possibility of
implementing customized calibration processes.

Analysis showed that differential pressure speedometry cor-
rectly estimated the velocity, and was able to detect the rapid
fluctuations caused by the belt drive. A basic derivation using
the conservation of energy was developed and applied to ac-
curately estimate the velocity. The mean absolute errors were
0.0087 m/s for analog and 0.0107 m/s and digital sensors.

The effective sampling frequency in the velocity range of
0-2 m/s was found to be higher than other available technolo-
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gies, which makes differential pressure sensor speedometry a
valuable complement to existing solutions. Likewise, it seems
to be a viable alternative for those AUVs outside the application
range of DVLs or ADCPs, such as small, low cost, or low energy
requirement vehicles.

V. FUTURE WORK

Future work will concentrate on the implementation of the
prototype into a real AUV and subsequent prototype testing in
laboratory and field conditions. Direct comparison with existing
key technologies for speedometry such as DVL could provide
more information about the performance of our sensor technol-
ogy. In addition, we plan to develop sensor-fusion algorithms
using differential pressure sensors, inertial measurements, and
DVLs to access the complementary potential of our sensors for
navigation and control. The extension of the sensor system into
two or three dimensions is another promising research topic
which could provide new methods for underwater speedometry
and navigation.
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Differential Pressure Sensor Speedometer for
Autonomous Underwater Vehicle Velocity Estimation

Christian Meurer ¥, Juan Francisco Fuentes-Pérez

Abstract—Velocity estimation is central for the reliable naviga-
tion of autonomous underwater vehicles (AUVs). Doppler velocity
logs (DVLs), currently the leading technology for underwater ve-
locity estimation, can be too big, expensive, and energy consuming
to be used on low-cost and small AUVs or for long missions. In
our previous work, a system based on differential pressure sen-
sors was developed for estimating surge velocity. In this paper, we
combine this system with an inertial measurement unit to compen-
sate for orientation errors and create a differential pressure sen-
sor speedometer (DPSS). We propose and demonstrate the DPSS
prototype as an important step toward a small, inexpensive, and
energy-efficient alternative or complement to a DVL in certain ap-
plications. This paper presents the first underwater field tests of
a sensor using differential pressure for velocity estimation. Tests
were conducted with a SPARUS II AUV (IQUA Robotics, Girona,
Spain). To demonstrate the efficacy of our proposed solution, we
compare the surge velocity estimation of the DPSS and the vehicle’s
DVL in bottom and water locks. Trials were conducted by varying
the trajectory and velocity of the vehicle in three different environ-
ments. We show that the DPSS displayed a superior performance
with respect to the DVL water lock for velocities above 0.6 m/s. The
differences in the velocity estimations of the DVL in bottom lock for
high velocities were as small as 0.013 m/s. These results encourage
further development of the presented technology.

Index Terms—Autonomous underwater vehicle (AUV), differen-
tial pressure sensors, Doppler velocity log (DVL), dead reckoning,
flow sensing.

I. INTRODUCTION

OR THE successful operation and recovery of autonomous
F underwater vehicles (AUVs), robust navigation and local-
ization are crucial [1], [2]. However, the availability of sophisti-
cated sensor systems for navigation and localization is restricted
by the size, energy requirements, budget, and operation condi-
tions of the particular vehicle. Especially with the increasing
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use of low-cost and small vehicles, there is a need for alterna-
tive sensor solutions. This paper describes field tests to validate
a small, low-cost, and energy-efficient sensor system for surge
velocity estimation that uses differential pressure sensors.

Unlike terrestrial or aerial environments, autonomous under-
water navigation is impeded by the rapid high-frequency attenu-
ation of sensor signals or by the lack of salient features in mostly
unstructured environments. Common navigation methods, such
as satellite-based global positioning units, are not directly im-
plementable. Existing underwater navigation solutions can be
divided into three main categories [3]: acoustic navigation, geo-
physical navigation, and inertial navigation.

Acoustic navigation requires additional hardware to be de-
ployed, which creates a local coordinate system. Therefore, this
solution is limited to environments where hardware deployment
is feasible. Though geophysical navigation uses the features near
the AUV to track location within an environment, it is not ex-
tensible to unstructured or open water environments. Inertial
navigation, the most basic navigation method, uses dead reck-
oning techniques to estimate the position of the vehicle. Iner-
tial navigation is insensitive to environmental characteristics,
making it suitable for operations in either featureless or com-
plex environments. Further, this method removes the need for
a costly and complex infrastructure, decreasing the expenses
for AUV missions. Though current inertial navigation systems
(INS) provide increasingly accurate heading and acceleration
measurements that can improve overall position estimates [1],
this method suffers from unbounded errors [4]. In best prac-
tice, the methods mentioned above are combined using sensor
fusion and state estimation [4], [5] to increase the overall ro-
bustness and accuracy of the navigation system. Methods for
sensor fusion and state estimation include Kalman filters, parti-
cle filters, and simultaneous localization and mapping [5]. The
most commonly adopted method for state estimation is the ex-
tended Kalman filter (EKF) that can handle nonlinear processes
with Gaussian error distributions at a moderate computational
load.

Due to its global applicability, inertial navigation is the core
technique for most navigation solutions. Measuring velocity di-
rectly is a particularly compelling way to complement measure-
ments from INSs. Doppler velocity logs (DVLs) are the most
widely applied class of velocity sensors used to aid the INS
[6]-[9], providing velocity estimation with a sufficiently narrow
error margin [4]. DVLs are preferably used in bottom lock (BL)
mode that relies on a smooth surface where the scattering of

0364-9059 © 2019 IEEE. Translations and content mining are permitted for academic research only. Personal use is also permitted, but republication/redistribution
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hydroacoustic signals can be avoided. In regions with uneven or
absent surfaces, DVLs can employ a water lock (WL) mode to
estimate velocity. However, DVL WL has certain limitations as
it cannot provide the same accuracy as the BL and relies on the
presence of particles that can reflect the hydroacoustic signals in
water. As recent work suggests, using acoustic Doppler current
profilers (ADCP) can solve some of these problems [10], [11].

However, despite recent efforts to reduce their size [12]-[14],
DVLs and ADCPs are difficult to integrate in small vehicles
with a limited payload capacity [15]. Further, as active sens-
ing devices, DVLs have a high energy consumption, which im-
pedes their application in vehicles on long-term missions [16].
Additionally, low-cost vehicles used in areas such as high-risk
applications [17], swarm operations [18], or consumer robots
[19] could benefit from an inexpensive alternative for velocity
estimation.

In this paper, we propose a low-cost, small-sized, and energy-
efficient technology for estimating surge velocity based on dif-
ferential pressure sensors. The proposed solution builds upon
our previous work, which was originally bioinspired by fish lat-
eral line sensing [20]. Several artificial lateral line systems have
been proposed earlier [21], [22], but none of them has been
combined with a fully autonomous AUV and, to the best of
the authors’ knowledge, none have been tested outside of the
carefully controlled laboratory environment. The artificial lat-
eral line systems proposed earlier have been based on various
technological approaches, such as micromachined piezoresis-
tive cantilevered beams [23], [24], optical flow sensors [25],
or commercially available absolute or gauge pressure sensors
[26]-[32]. In contrast, our system is built with commercially
available, inexpensive and robust pressure sensors, which are
most suitable for field conditions.

Flow estimation based on pressure sensors can be achieved by
applying Bernoulli’s law, which establishes a quadratic relation
between flow velocity and pressure [33], [34]. However, the
quadratic relation implies that a high sensitivity for pressure
is required for low velocity estimations. Absolute and gauge
pressure sensors measure pressure relative to a fixed reference,
which increases the pressure ranges and reduces the pressure
sensitivity proportionally to the operation depth. To overcome
this problem, differential pressure sensors can be used.

These sensors can measure a pressure difference across two
points in the same plane. Thus, the static component of the pres-
sure is mechanically filtered out, which decreases the neces-
sary pressure range to be measured, increasing the sensitivity of
the sensor [22], [35]. In our previous publication, we described
a prototype to estimate the surge velocity for torpedo-shaped
AUVs based on differential pressure sensors [36]. The proto-
type was calibrated and tested in laboratory conditions and able
to estimate velocity with an accuracy of 0.012 m/s. Given the
envisioned applications where it may be difficult to use DVLs
in BL or where no velocity aiding is available at present, this
accuracy is sufficiently close to those achieved by DVLs [37],
which motivated the field tests presented in this paper. By testing
in field, self-motion effects induced by environmental dynamics
had to be considered. In this paper, we enhance the proposed

prototype with an inertial measurement unit (IMU) to compen-
sate for such self-motion effects.

We will refer to the resulting sensor system as differ-
ential pressure sensor speedometer (DPSS) and present its
performance in field tests. The DPSS was integrated into a com-
mercial AUV (SPARUS II, IQUA Robotics) and tested in differ-
ent environmental conditions including several depths in pro-
tected and open waters. SPARUS II followed three types of
trajectories (linear, lawn mower, and loop) at surge velocities
ranging between 0.1 and 1.5 m/s. For tests in the protected en-
vironment with target velocities greater than 1 m/s, the differ-
ences in the velocity estimations of DPSS and DVL, expressed
as root-mean-square error (RMSE), did not exceed 0.032 m/s.
Furthermore, minimum errors of 0.013 m/s could be achieved,
which were very close to the ideal accuracy of the DPSS.

This paper is organized as follows: In Section II, we provide
the theoretical background and design of the DPSS. Section III
describes the experimental platform, the SPARUS II AUV, used
for field tests. The experimental setup and data analysis for the
field tests are explained in Section IV. In Section V, we present
the results from our field tests and discuss them. Finally, we
conclude this paper in Section VI and provide some remarks
about lessons learned during the field trials and potential for
future work.

II. DIFFERENTIAL PRESSURE SENSOR SPEEDOMETER

In this section, we present the theoretical background and
the physical implementation of the DPSS. We start by deriving
the velocity model relating the pressure measurements of the
DPSS with the surge velocity. We then describe the design and
physical setup of the DPSS, which ensures accurate and stable
measurements.

A. Velocity Model

Based on the conservation of energy within a fixed fluid vol-
ume assuming an inviscid and incompressible flow and neglect-
ing elevation effects, Bernoulli’s law describes the fundamental
relation between pressure p and velocity v as

Lo
p+§p v° = const (D)

where p is the density of the fluid.

Bernoulli’s law can be used to estimate flow velocity around
an immersed rigid body. The fluid motion over spherical shapes
has been especially used for flow speed estimation in aeronautics
[38], [39]. As explained in Fig. 1, a spherical body with two
specific measurement points for pressure on its surface can be
utilized to estimate the flow speed.

In Fig. 1(a), point A is defined as the stagnation point, where
the velocity v4 equals zero, whereas point B represents a static
point, where the velocity vp is equal to the free stream velocity
V. Under the assumption of an irrotational and steady flow,
points A and B can be used together with (1) to derive a general
equation for flow velocity, which is commonly known as the
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(a) (b)

Fig. 1. Trrotational inviscid and incompressible flow over a sphere. The stag-
nation point on the spheres surface is indicated by A. (a) We introduce the static
point B, respective velocities v 4 and vp and the enclosing angle ps7. (b) We
introduce an arbitrary surface point C, respective velocities v4 and v and the
enclosing angle . In both cases, v, denotes the free stream velocity.

Pitot equation

1
PB+ 5P Vg =pa 2

v = vp = | LAZPB) (2 —pp) _ 220 (€)
P P

Equation (3) assumes that the measurement point B is a static

point of a specific body. To relax this constraint, the relation

between the velocity v, at an arbitrary position C on the spherical

body and the free stream velocity needs to be established. For a

high Reynolds number flow regime past a sphere, this relation
can be described with [33]

Ve = ; Voo Sin () 4)

where ¢ is defined as the angle between stagnation point A and
measurement point C [see Fig. 1(b)]. Equation (3) can be rewrit-
ten for arbitrary locations of measurement points by replacing
v with (4) as follows:

2 4A
Voo =4[~ + (%)
p 9sin? ()

Equation (3) and subsequently (5) only allow accurate flow
velocity estimation if the stagnation point faces the flow, which
cannot always be guaranteed in dynamic applications underwa-
ter. This problem can be solved by introducing a second measure-
ment point C* at a mirrored position from point C. Equation (5)
can be used to utilize two pressure differences Ap; = pa — pco
and A po = pa — pc- between the stagnation point and the two
additional measurement points. First, we take the quadratic av-
erage of the pressure differences and express them in terms of
free stream velocity using (2) and (4) as follows:

[Ap? + Ap3
2

) (;p(guxsin(m)f)tr(ép(g%csm(m))zr (6)
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yond

Fig. 2. Effect of roll and pitch distortions on the position of the pressure
measurement points in the yz plane. zf’ and 23R' represent the z components of
the two measurement points with an angular distortion.

with ¢1 and @9 describing the angles between stagnation point
A and the additional measurement points C and C*. In our case,
point C* is mirrored from C and thus ¢; = @3 = ¢. We can then
further simplify (6) and calculate v, as follows:

2
Voo = \/ % (Ap? + Ap) )

with

a (¢) = (951%2(@))2 ®)

Equation (7) agrees well with the relation found through
computational fluid dynamics (CFD) analysis and laboratory
experiments in [35], which provided satisfactory performance
for deviations from the yaw axis of up to 45° with an accuracy
of 0.009 m/s [36]. Additionally, the derivation in this paper
provides an explanation, based on first principles, for the
empirical coefficient «(¢) used in [35] and [36].

In real-world conditions, disturbances induced by the dy-
namic environment are not restricted to a single dimension. The
motion of a vehicle may cause movements in roll and pitch di-
rections, which invalidate the no—elevation assumption of the
above derivation. To compensate for those effects, additional
hydrostatic pressure components need to be introduced. Fig. 2
shows a simplified example of the expected effects.

A correction algorithm based on measurements of roll (¢)
and pitch (0) motions is applied. We define the initial Cartesian
coordinates of the pressure measurement points relative to the
center of the sphere with r; = [x; 3; z;]7 i < 3 and calculate
the new coordinates caused by roll and pitch disturbances
with

rf =i xR(6,0) = [2f yff 2"

®

where R(¢,0) is a direction cosine matrix based on roll and
pitch measurements while yaw is neglected, which is given as
follows:

cos (0) 0 —sin (0)
sin (¢)sin ()  cos(¢) sin(¢) cos (6)
cos (¢)sin (f) —sin(¢) cos (@) cos (0)
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(a) (b)

Fig. 3.
views indicate the location of the pressure taps at the stagnation point (0°) and
the additional measurement points (£35°).

DPSS housing shown in (a) isometric view and (b) top view. Both

The additional hydrostatic components are then calculated
based on the vertical distance between the stagnation and the
two additional measurement points (see Fig. 2). The corrected
pressure differences are as follows:

A phe, = Apy — (248 — 2F) pg

A ppe, = Aps — (25 = 1Y) pg (10)

with p representing the density of water and ¢ defined as the
gravitational constant. This results in a compensated equation
(6) given as follows:

Voo = i/zap(;O) (Aplzlcl +ApicQ) (11)

Throughout the above derivation, an idealized flow field is
assumed and, thus, the velocity estimation based on (11) will
be sensitive to disturbances. Such disturbances can include near
surface, near bottom, and near structure effects. In laboratory
conditions, it was shown that the velocity estimation was insen-
sitive toward wall effects at a distance of 0.25 m [35] and water
surface at a distance of 0.5 m [36]. The experiments described in
this paper were well within those limits. A more extensive char-
acterization of those boundaries including objects with complex
geometries and dynamic water surfaces in field conditions may
be part of future research.

B. DPSS Design

The DPSS utilizes two differential pressure sensors to mea-
sure pressure across three points on its surface, and an IMU
is used to detect angular disturbances. A microcontroller em-
bedded in the DPSS uses the velocity model (11) to relate the
pressure measurements of the differential pressure sensors with
the surge velocity.

The pressure on the surface of the DPSS is measured using
three flush holes normal to its surface, which we call pressure
taps. Fig. 3 illustrates the location of the pressure taps on the sur-
face of the DPSS at 0° (stagnation point) and = 35°. The pressure
differences are measured using two analog differential pressure

sensors (NXP Semiconductors MPXV7002). As already men-
tioned in Section I, differential pressure sensors are not sensitive
to depth changes, contrary to absolute pressure sensors, which
enables the DPSS to measure with a higher sensitivity. The ana-
log signal is converted using a 16-b analog-to-digital converter
(Linear Technology, Milpitas, CA, USA, LTC1867), and the
temperature is monitored with a 13-b sensor (Analog Devices,
Norwood, MA, USA, ADT7301). Furthermore, a six-degree-
of-freedom IMU (InvenSense, San Jose, CA, USA, MPU-6050)
provides input for the correction algorithm. An Arduino Micro
is used as the processing unit for the sensor information. Fi-
nally, the information from the DPSS is transmitted to the AUV
using a serial connection with a transmission rate of 100 Hz.
All electronic components have a total power consumption of
243.5 mW and are integrated into a three-dimenisonal printed
water-tight housing (see Fig. 3). Table I compares the DPSS
with three small-scale DVLs regarding size, weight, and energy
consumption. The DPSS is smaller and more energy efficient in
comparison to all the three DVLs, whereas there is still potential
to decrease the dimensions and weight of our sensor system. A
one-to-one price comparison is difficult because the DVLs are
fully developed products, whereas the DPSS is still in a proto-
type stage. However, based on a rough comparison, the price
range for the DPSS should be around one order of magnitude
lower.

Inunderwater applications, stiff membranes are used to ensure
water tightness of pressure sensors, which limits the sensitivity
for low-pressure ranges. However, due to the quadratic relation
of pressure and velocity, high sensitivities and a small pressure
range (< +2000 Pa) are necessary to measure low velocities. To
overcome those limitations, we selected an air pressure sensor
able to operate in high humidity environments and included an
internal tubing system within the housing of the DPSS, which
always maintains a layer of air between the sensors and the en-
vironment (see Fig. 4). The geometry of the tubing enables to
trap a single volume of air and is designed to prevent the forma-
tion of several air pockets, which would increase measurement
noise. However, the volume of the trapped air is variable and is
expected to depend on environmental conditions, such as angle
of deployment of the sensor into the water, depth, and temper-
ature. This variability affects the sensor readings and must be
accounted for.

The DPSS prototype used during this study was specifically
designed to be integrated with a SPARUS II AUV, which has an
interchangeable head section [40]. Fig. 5 shows the computer-
aided design (CAD) drawing of the prototype, with the DPSS
as its main component, a supporting frame, and covers forming
the payload area of SPARUS II. When assembled, the covers of
SPARUS II and the exposed face of the DPSS form a hemisphere,
which allows the use of (11).

C. DPSS Performance Characterization

DPSS performance for surge velocity estimation was char-
acterized by experiments in a tow tank, which are described in
[36]. As discussed before, the relation between pressure and
velocity (3) is quadratic; therefore, similar pressure deviations
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TABLE 1
COMPARISON OF DPSS WITH THREE SMALL-SCALE DVLS REGARDING SI1ZE, WEIGHT, AND POWER CONSUMPTION

Power
Size Weight (air/water)
Sensor consumption
LxWx H[cm] [ke]
(W]
Teledyne Pathfinder [12] 22x10.16 x 7.11 1.9/0.7 2.6
Nortek DVL1000 [13] 158x0 114 1.3/0.15 1.3
NavQuest 600 Micro [14] 17.4x 0 12.6 29/12 2-5
DPSS 9x15.7x 8.9 0.7/0.44 0.244
0 100 200
mm
0 Internal T
h tubing op cover
20
e Sensor Separation
between
Ell4o air and water Frame bars DPSS
z
[ Frame ring
X
:'_/ 7

Fig. 4.  Cross-sectional view of the DPSS showing the internal tubing and the
air-water interface.

cause higher velocity variations for lower velocities. We thus
expected higher errors of the DPSS for low velocities in a dy-
namic environment. In addition, the number of pressure samples
considered in calculating velocity influenced the accuracy of the
DPSS. It was shown in [36] that a stable optimum accuracy was
obtained for sampling rates from 5 to 13 Hz.

To establish an error model for the DPSS, it would be possi-
ble to propagate the nominal error of the commercial pressure
sensors through (11). However, the error estimates provided by
the manufacturer are conservative, which makes it difficult to
establish an accurate error model. Instead, we developed the er-
ror model based on empirical data and lumped possible errors
together in a probabilistic error term “err” assuming a normal
distribution where the mean y represents the sensor accuracy

2
Vo = 4\1/0;(;0) (Apfml + Apfmz) +err err ~ N (u, 02) .
(12)

Fig. 6 shows the PDF of the velocity errors from the perfor-
mance experiments described in [36]. The velocity error fol-
lows a Gaussian distribution N (s, 02), resulting in an accu-
racy of the DPSS of ;1 = 0.012 m/s and a standard deviation of
o = 0.009 m/s. However, the accuracy of the tow tank used in
[36] was limited to 0.01 m/s. Therefore, we assumed a standard

Fig. 5. Exploded view of the DPSS together with a frame and covers repro-
ducing a payload section for a torpedo-shaped robot.

50 T T T T T
—— measured
40 — — fitted normal distribution |
>
5 | #=-0.012
5 0 =0.009
3 3¢t I ]
2
= [
a2
S 2}t / ]
3 I
o
10 :
-0.15 -0.1 -0.05 0 0.05 0.1 0.15
Velocity error [m/s]
Fig.6.  Probability density function (PDF) of the DPSS velocity error obtained

during tow tank experiments [36] (red) and fitted Gaussian distribution (dashed)
with estimated mean p and standard deviation o.

deviation of o = 0.01 m/s. Under field conditions, other possi-
ble pressure sources or flow field distortions may modify the
described performance; for instance, the influence of waves or
currents and attitude dynamics of the AUV.
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General specifications: Installed sensors:

Length:1.6 m

Hull diameter:0.23 m

Max. width:0.46 m
Weightinair: 52kg

Max. depth: 200 m

Li-lon batteries: 1.4 kWh
Endurance: 8-10h

Max. surge velocity: 1.5-2.0 m/s

IMU: Analog Devices ADIS
DVL: Teledyne RDI Explorer 600
GPS: OEM Fastrax IT 500
Pressures sensor: Keller

SPARUS II AUV in an indoor pool at Underwater Robotics Research Centre (CIRS), University of Girona, Girona, Spain, with the integrated DPSS.

General specifications (adapted from [40]) and sensor suite specifications used during the experiments can be seen on the right.

III. EXPERIMENTAL PLATFORM—SPARUS II
A. SPARUS II System Overview

SPARUS II is a lightweight surveillance AUV for long-term
missions with a classical torpedo-shaped hull. The general spec-
ifications and the specific test configuration of the robot are pre-
sented in Fig. 7.

The vehicle has two horizontal thrusters, a vertical thruster,
and fins at the stern that enable actuation in surge, heave, pitch,
and yaw direction. The bow of the robot is a customizable pay-
load area with a volume of 8 L supporting a maximum weight of
7 kg. The DPSS was integrated into the front part of the payload
area. For this work, the covers of the payload area were changed
to create a spherical head (see Figs. 5 and 7).

The software architecture of SPARUS II is based on the open
source Robot Operating System (ROS) [41]. The basic sensor
suite of SPARUS II used during the experiments consists of a
pressure sensor, IMU, DVL, and a GPS (see Fig. 7). The infor-
mation of all sensors was forwarded to an EKF for sensor fusion
and state estimation [42]. The data provided by the sensors, in-
cluding the DPSS and the EKF state estimation, were stored in
separate datalog files.

The DVL (Teledyne RD Instruments, Inc., Poway, CA, USA,
Explorer 600), integrated at the rear conical part of SPARUS II,
was used in this study as the reference for velocity estimation.
Using the frequency shift of backscattered acoustic signals, it
estimates the velocity of SPARUS Il in three degrees of freedom
with an accuracy of 1.15% of distance traveled [37]. Velocity can
be measured relative to a solid surface (BL) or particles in the
water (WL). The navigation framework of SPARUS II favored
velocity information from BL, if available, because it usually is
more accurate. Subsequently, the BL mode was used to create
the reference velocity estimation for the WL and the DPSS.

IV. EXPERIMENTAL CONFIGURATION

Field trials were conducted in the harbor area of Sant Feliu
de Guixols, Catalonia, Spain (see Fig. 8). SPARUS II was in
autonomous mode throughout each trial. However, for safety
reasons and monitoring and recording real-time telemetry data,
the vehicle was connected to a wireless access point buoy.

A. Test Conditions and Trajectories

The DPSS was tested in three different sets of conditions,
which we will define as test settings A, B, and C. As can be
seen in Fig. 8, the tests in setting A and B were conducted in the
same area protected by harbor walls, whereas the tests in set-
ting C were conducted in open water with larger environmental
disturbances. Based upon observable conditions at the time of
testing, setting A was assumed to represent the most stable envi-
ronment, with settings B and C representing higher and highest
waves, respectively (see Table II). The potential effect of surface
waves on the recorded pressure data [43] was further decreased
for setting A by using a target depth of 4 m, as opposed to the
target depth of 3 m for settings B and C. Table II summarizes
the experimental conditions of the three test settings.

For each of these settings, three types of trajectories were
executed: linear, lawn mower, and loop (see Fig. 9). We will
refer to a single successful trial of a trajectory as a “run.” Every
run was conducted twice for each velocity in each setting, and
we subsequently divided such a pair of runs in repetition 1 and
repetition 2. Due to the dynamics of the testing environment, a
one-to-one comparison between those repetitions was not fea-
sible. However, it is possible to infer some information about
reproducibility by comparing the distributions of the whole data
set of the repetition 1 runs versus the repetition 2 runs.

The linear trajectory [see Fig. 9(a)] was designed to verify the
laboratory calibration in [36] for field conditions. The vehicle
initially dived to target depth and then performed the first of
two linear “tracks.” At a predefined length, the vehicle surfaced,
performed a maneuver to reorient back toward the initial starting
direction, dived, and performed the second of the linear tracks.
Only the parts of the trajectory that were at the target depth
were used in the data set. On each linear track, SPARUS II was
moving with a different target velocity. In total, four pairs of
different target velocities were tested (see Table III). Due to an
error in setting the target depth, the second repetitions for the
target velocity pairs of 0.4-0.5 m/s and 0.75-1.0 m/s in setting
B were conducted at a target depth of 4 m.

The lawn mower [see Fig. 9(b)] and loop [see Fig. 9(c)] tra-
jectories were used to assess the robustness of the DPSS during
turns and check its performance for standard trajectories com-
monly used in underwater robotics. For those trajectories, we
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Fig. 8.  Location of the test site for field trials: harbor area of Sant Feliu de Guixols (Catalonia, Spain). WGS84 (km)—41.7775° N, 3.0325° E.

TABLE I
TEST SETTINGS FOR FIELD TRIALS INCLUDING WEATHER CONDITIONS, DEPTH, AND TEST SITE
) Local time Wave height Temperature
Setting Date Depth (m) Test site
[hh:mm] [m] [°C]
A 03.05.17 10:18 - 12:28 0.7 16 4 Harbor
B 25.04.17 10:39 - 12:57 0.82-0.94 16.3 3 Harbor
C 25.04.17 13:22 - 15:10 0.94 16.2-16.3 3 Open water

Note: Wave heights for settings A and B were expected to be lower than stated, due to the shielding effect of the harbor walls (temperature and wave heights according to environmental

monitoring of the Spanish Government—http://www.puertos.es/es-es/oceanografia/Paginas/portus.aspx).

)

g

Velocity measurement

(a) (b) ©

Fig. 9. Trajectories used during field trials (the segments at which the velocities were measured are colored in red). (a) Linear—After receiving a stable GPS
signal at the starting point, the robot dived to its target depth (1) and started moving forward along the first linear track with the first target velocity (2). Once
the first endpoint was reached, the robot stopped and surfaced (3). After the robot received a stable GPS signal and the dead reckoning position estimation was
corrected, the AUV moved to the second starting point (4) and dived to target depth (5). Once target depth was reached the robot moved forward on the second
linear track with the second target velocity (6), the robot stopped upon reaching the second endpoint and surfaced (7). The run was completed once the robot got a
stable GPS signal at the final endpoint. (b) Lawn mower and (c) loop—After receiving a stable GPS signal at the starting point, the robot dived to its target depth
(1) and started to follow a lawn mower or loop trajectory and maintained a constant velocity (2). When the endpoint was reached, the robot surfaced and got the

final GPS signal (3).
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TABLE III
PAIRS OF TARGET VELOCITIES FOR THE LINEAR TRAJECTORY AND THEIR TARGET DEPTH DEPENDING ON REPETITION (“REP”) AND SETTING

Linear First target Second target Target depth (repl/ rep2) [m]
trajectory velocity [m/s] velocity [m/s] Setting A Setting B Setting C
1 0.2 0.3 4/4 3/3 3/3
2 0.4 0.5 4/4 3/4 3/3
3 0.75 1.0 4/4 3/4 3/3
4 1.5 2.0 4/4 3/3 3/3
Note: Two deviations in target depth for setting B are marked in bold font.
TABLE IV

chose two target velocities, 0.5 m/s and 1.0 m/s, which are on
the lower bound of the operational speeds for torpedo-shaped
AUVs [44]. These velocities were chosen to test the lower lim-
its of the DPSS since the quality of the velocity estimation was
expected to increase with velocity. After getting a stable GPS
signal at its starting position, SPARUS Il executed a vertical dive
to the target depth and then performed either a lawn mower or
loop trajectory with constant velocity. After SPARUS II reached
the final location, it surfaced and waited for a stable GPS signal.
A complete description of the test parameters for all trajectories
can be found in Appendix A.

B. Data Analysis

The current design of the DPSS estimates velocity in surge
direction up to a minimum depth of 0.5 m in the absence of sig-
nificant deviations in depth. Additionally, waves had distorting
effects on the velocity estimation close to the surface. We thus
restricted the performance comparison of DVL and DPSS to ve-
locity estimation in surge direction at target depth (red segments
in Fig. 9). For the work described in this paper, the surge velocity
estimation was sufficient, because the sway velocity was close
to 0 m/s for all tests (see Appendix B).

During the trials, the raw data from all sensors, in addition
to the state estimates produced by the EKF, were recorded au-
tomatically within the ROS framework. The raw pressure mea-
surements of the differential pressure sensors were sampled at
a rate of 100 Hz and averaged over 20 samples to achieve op-
timum accuracy. Thus, the DPSS provided velocity estimations
with an effective sampling rate of 5 Hz, which was comparable
to the sampling rate of the DVL (6 Hz).

An important factor regarding the DPSS velocity calculation
is the volume of air inside the internal tubes of the housing.
This volume was expected to depend on the angle at which the
sensor is deployed in the water, the depth of the sensor, and
the temperature of the surrounding environment. Therefore, for
each deployment, different reference offsets ©; and ©2 were
created for each pressure differential (Apy). Thus, (11) must
be corrected for those offsets and becomes

o VM (¢)
00 p2

+err err ~ N (u,02) .

((Apher = ©2)7 + (Apies — ©2)%)

13)

OFFSETS USED TO COMPENSATE THE VOLUME CHANGE OF AIR IN THE DPSS
TUBING FOR DIFFERENT DEPLOYMENTS

Date Depth [m] 0, [Pa] 0, [Pa]
25.04.17 3 8.2195 -12.7527
25.04.17 75.3163 46.1951
03.05.17 60.0390 23.6200

A single pair of offsets was computed offline for each day
of deployment. As the air in the tubing is compressible, the
offsets are depth dependent and an additional pair of offsets had
to be computed for the two trials in test setting B, which were
conducted at a target depth of 4 m. The offsets were calculated
by three independent regression fits taking the respective DVL
BL velocities at target depth as a reference and are shown in
Table IV.

As it is very difficult to establish a reliable ground truth for
velocity estimation under field conditions, we restricted the anal-
ysis of the DPSS velocity estimation to a comparison between
DPSS and DVL. It is important to note that DVL in BL and
DPSS do not measure the same type of velocity. The DVL mea-
sures the velocity of the vehicle relative to the ground, whereas
the DPSS measures the vehicle’s velocity with respect to the
fluid stream. Thus, waves, currents, and other related distur-
bances were expected to have a stronger effect on the DPSS
velocity estimation. The DVL velocity estimation in WL pro-
vided a comparison with a similar sensing principle. Therefore,
both the DPSS velocity estimation and the DVL estimation in
WL in reference to the DVL BL are presented. For the follow-
ing comparisons, it is further important to consider that all tests
were conducted in conditions where environmental disturbances
could not be neglected. Those disturbances introduced attitude
dynamics to the AUV that affected both velocity sensors. In the
case of the DPSS, the hydrostatic correction algorithm (9) was
used to partially compensate for those dynamics. For the veloc-
ity estimation of the DVL, a compensation of attitude dynamics
as suggested by Liu er al. [45] was not considered. We thus did
expect a decrease in accuracy for both sensors compared to their
nominal values of 0.3% of measured velocity and 0.012 m/s.

The general performances of velocity estimations were com-
pared using the correlation between the DPSS and DVL data.
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Fig. 10.  DPSS velocity estimation with (red) and without (blue) hydrostatic compensation. Further shown are pitch and roll estimates of the AUV (lower part).

The DVL BL velocity estimation is given in gray for comparison. The dashed lines mark the beginning and end of the movement of SPARUS 1I at target depth. The
movements of the vehicle toward/on the surface are irrelevant for the analysis and are not shown. The light shaded regions highlight intervals where the hydrostatic

compensation had a high impact.

Assuming the velocity estimations of DPSS and DVL to be
equal, we defined afitof vpyr,, = vppss, andevaluated it with
the coefficient of determination R2. Furthermore, the RMSE be-
tween DPSS and DVL was used to compare both velocity estima-
tions. In the context of this paper, and due to the environmental
disturbances, the RMSE should be considered as a difference
between the two devices rather than an absolute error from a de-
vice to a ground truth. To reduce the effect of those influences,
the RMSEs are computed based on the filtered velocity estima-
tions produced by the EKF of SPARUS II [42]. The dynamic
environment affecting DVL and DPSS, the early development
stage of a “field-ready” DPSS, opposed to the well-established
DVL, and the DPSS’s intended application as a supplement to
existing technologies or as a solution in situations where the
use of other velocity sensors is not feasible, will be considered
during the performance evaluation.

To assess the repeatability of the experiments, we divided the
RMSEs of DPSS and DVL velocity estimates for all trials into
two groups based on repetitions. We used the Student’s #-test
to check the null hypothesis stating that there is no significant
difference of RMSEs between the two groups, based on a cutoff
value for statistical significance of 0.05. A direct comparison of
the DPSS time series of two runs with identical parameters was
not feasible due to the highly dynamic environment. However,
since DPSS and DVL were affected by the same environmen-
tal disturbances, the RMSEs between their velocity estimations
were expected to be comparable. The RMSEs between DPSS
and DVL were further used in the linear trajectory trials to

validate the laboratory calibration of [36] for field conditions
and to check the performance of the DPSS across a wide range
of velocities (from 0.2 to 2 m/s). It is important to note that those
velocities represented the target velocities which were, if at all,
only reached at the end of a run. The deviations from the desired
velocities were caused by the limited space for the linear trajec-
tory trials and by inherent mechanisms of the controller provided
by the AUV. The RMSE:s in the results section are therefore
presented in relation to the velocity range the AUV achieved
during each test.

The RMSEs were further computed for the lawn mower and
loop trajectories to assess the velocity estimation for common
AUV trajectories with a special focus on turns.

V. RESULTS AND DISCUSSION
A. General Performance of DPSS Velocity Estimation

The effect of the hydrostatic correction algorithm [see Fig. 2
and (10)] in relation to the pitch and roll of the robot is shown
in Fig. 10. The shaded regions indicate intervals where the cor-
rection had the highest impact on the velocity estimation.

The hydrostatic compensation effectively reduced the peaks,
caused by pitch and roll deviations due to a simultaneous heave
and surge motion, at the start of the trials. This could be espe-
cially beneficial for the accuracy of DPSS-aided position estima-
tion. Fig. 10 also illustrates the presence of permanent pitch and
roll deviations during some of the trials, which could have been
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Logarithmic density plot showing the correlation of surge velocity estimates of the DVL in BL and DPSS. (a) Correlation plot for all experiments. (b)—(d)

Correlation plots for settings A—C. For all plots, R? value, based on an assumed fit of vpyy, = vppgs  (red dotted line), is provided to assess the quality of the

correlation.

caused by the surface buoy attached to SPARUS II or small inac-
curacies of the robot’s trim. The compensation of these perma-
nent deviations caused the DPSS estimates to differ more from
the DVL reference for the first linear track, but for the second
linear track, the difference between the estimates decreased. As
the DVL was also susceptible to roll and pitch disturbances [45],
a definitive conclusion regarding the performance of the correc-
tion algorithm, beyond the peak reduction, cannot be drawn.
This highlights the need for further investigation on the effects
of roll and pitch deviations on the DPSS velocity estimation to
improve the correction algorithm and expand it beyond hydro-
static effects.

Fig. 11 shows a logarithmic density plot of the correlation
between velocity estimations of DPSS and DVL with associated
R? values. While Fig. 11(a) shows the correlation for all runs,
Fig. 11(b)—(d) visualizes the individual velocity correlations for
the three test settings.

R? value of 0.95 for the data set of all runs shows a high corre-
lation between velocity estimations of DVL and DPSS. There-
fore, it is possible to assume that the DPSS had comparable
average performance. The variation in correlation is dependent
on the target velocity, which can be seen in the higher variability
of the correlation for smaller target velocities in all plots. This
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-
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Fig. 12.  Distribution of RMSEs between velocity estimations of the DPSS and

the DVL in BL for all experiments grouped by repetitions. Further shown are
the p-value and r-statistic for the Student’s #-test assuming the null hypothesis
that no significant difference exists between the two groups.

was expected due to the quadratic relationship between pressure
and velocity. Pressure sensors need to have high sensitivities to
accurately measure at low velocities. At the same time, the sen-
sitivity to environmental disturbances is concurrently increased,
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causing a higher variability in the estimations of the DPSS for
low velocities.

Fig. 11 further shows the general effect of the environmental
conditions for different settings. The density distributions for
settings A and B [see Fig. 11(b) and (c)] are equally narrow,
whereas the distribution for setting C [see Fig. 11(d)] is wider.
This is also reflected in R? values, which is 0.96 for settings A
and B and 0.92 for setting C. First, this suggests that the environ-
mental influences between settings A and B (difference in depth
of 1 m and smaller surface waves) were negligible regarding the
correlation between velocity estimations. Second, it shows that
there were stronger environmental influences in the open sea. In
setting C, both sensors have a higher variance in their velocity es-
timation, possibly due to stronger sea currents and wave actions
affecting the movement of the robot. However, R? value remains
above 0.9, showing that the DPSS mean velocity estimation is
robust enough to be used in dynamic field conditions.

Fig. 12 shows the mean and distribution of RMSEs grouped
by repetitions. The test statistic and p-value of the Student’s 7-test
are shown as well. The p-value of 0.08 supports the null hypoth-
esis that no significant difference exists between the RMSEs for
both repetition groups. This indicates that a certain repeatability
of the results exists for comparable test conditions.

B. Linear Trajectories

The dynamic nature of the testing environment required an
analysis of the variability of the velocity estimations of DVL
and DPSS to provide a better basis for the comparison of both
sensors and the evaluation of the DPSS’s performance. Fig. 13
shows the variability of both velocity sensors for the range of
tested velocities and indicates that the variability was similar for
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Variability plot of velocity estimations in three different environmental settings for (a) DPSS and (b) DVL in BL.

both sensors. It is also clearly shown that the increased environ-
mental dynamics in setting C caused a higher variability in the
velocity estimation of both sensors. The observed variability in-
dicated, while being only a rough estimate of the true variance,
that the dynamic environment decreased the ideal accuracies of
both DVL [37] and DPSS [36]. This was considered during the
performance evaluation of the DPSS velocity estimation.

Fig. 14(a) visualizes the RMSEs between DPSS and DVL
BL velocity estimations for the linear trajectories grouped by
setting and repetition. The RMSEs are generally higher for
low velocities and decrease with increasing velocity in all
settings.

For velocities greater than 1 m/s, a reasonable operation range
for torpedo-shaped AUVs, the RMSE:s for settings A and B lie
below 0.04 m/s and decrease toward 0.02 m/s for higher veloci-
ties, approaching the nominal DPSS accuracy of 0.012 m/s. The
RMSE:s for setting C lie below 0.06 m/s for velocities greater
than 0.8 m/s. Given the dynamic environment, the early develop-
ment stage of the DPSS and envisioned applications for vehicles
are unable to equip other velocity aiding technologies; those re-
sults do encourage further development of the technology. The
difference between repetitions was generally low, but a signif-
icant deviation can be observed for velocities between 0.6 and
1 m/s in setting A. A possible explanation for those differences
could be the calculation of the offsets. Only one pair of offsets
for each day of deployment was calculated. Therefore, changes
in the air volume inside the DPSS’s connection tubes due to
repeated surfacing and submerging between runs could not be
fully corrected. This hypothesis is supported by the big differ-
ence of the RMSEs for both replicates of setting B at velocities
between 0.3 and 0.6 m/s. As explained in Section IV-B, a new
pair of offsets was calculated for the second replicate. Those
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distinguished by color and settings are distinguished by line type.

new offsets corrected for most of the mentioned variability sig-
nificantly improved the velocity estimation. This supports the
suggestion in [36] that computing new offsets by an autocali-
bration process before the start of each run could enhance the
DPSS velocity estimation, especially for lower velocities. Such
an autocalibration could be achieved by commanding the vehi-
cle to wait at its starting position at target depth and letting the
DPSS sample for a specified amount of time at zero velocity.
Aside from the expected improvement in accuracy, the autocal-
ibration procedure would make the offset calculation fully in-
dependent from any external sensors. Future tests utilizing this
autocalibration procedure are necessary to fully verify the posi-
tive effect on the accuracy of the velocity estimation. However,
such a procedure necessitates a vehicle capable of hovering,
which limits the applicability of the calibration. In the future,
we will try to establish a model relating external factors, such
as depth and temperature, to the offset based on first principles
and experimental data. With such a model, the autocalibration
would be only necessary at the start of a new deployment on the
surface.

Furthermore, Fig. 14(a) illustrates that the differences in ve-
locity estimation decreased with increasing target velocity. This
indicates that environmental disturbances ,such as turbulence
and currents, had a larger effect on the pressure signals for lower
velocities, which can be explained by the quadratic relationship
between pressure and velocity (12). Ocean current disturbances,

0.25

[m/s]

0.15

RMSE

0.10

0.00 1 1 1 1 1 1 1
0.2 0.4 0.6 0.8 1.0 1.2 1.4

Velocity [m/s]
(b)

RMSEs of velocity estimations for (a) DPSS versus DVL in BL and (b) DVL in BL versus DVL in WL at different target velocities. Repetitions are

for instance, could be compensated by using an ocean current
observer or acomplementary velocity sensor with different error
characteristics [46], [47]. Fig. 14(b) shows the RMSEs between
the DVL velocity estimates in BL and WL. The error increases
with increasing velocity from below 0.05 to around 0.25 m/s.
There is no clear distinction between settings. Compared to the
DPSS, the DVL WL estimation seems to show better perfor-
mance for low velocities up to 0.6 m/s. However, for velocities
greater than 0.6 m/s, the WL error steadily increases, whereas
the DPSS error decreases, resulting in a significant difference
for the highest velocities. This shows the potential advantage of
DPSS velocity estimation in situations where the DVL cannot
utilize the BL mode.

C. Lawn Mower and Loop Trajectories

The comparison between DVL in BL and DPSS for the lawn
mower and loop trajectories across all settings (see Fig. 15)
shows satisfying results as the RMSEs are well below or equal
to their counterparts in the linear experiments. The RMSEs are
similar for settings A and B, mostly in a range between 0.03 and
0.02 m/s, whereas the RMSEs for setting C are between 0.058
and 0.04 m/s. The improvement compared to the linear experi-
ments could be caused by a longer period of constant velocity.
The error between DVL in BL and WL shown in the same figure
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Fig. 15. RMSE:s for velocity estimations of DPSS versus DVL in BL and BL versus DVL in WL for (a) lawn mower and (b) loop trajectories at target velocities

of 0.5 and 1.0 m/s in settings A, B, and C.

exceeds the error for the DPSS in all cases. The difference is es-
pecially apparent for the target velocity of 1 m/s, which indicates
that the DPSS velocity estimation in the tested conditions seems
to be superior to the DVL in WL. Furthermore, the results show
that the quality of DPSS velocity estimation does not degrade
for longer distances. However, experiments on bigger scales will
be necessary to characterize the long-term performance of the
DPSS. The results further indicate that the DPSS is capable of
reliable surge velocity estimation for common mission trajecto-
ries of AUVs at the lower end of typical target velocities. The
estimation for the higher target velocity of 1 m/s seems to be
generally better. This suggests, together with the results of the
linear trajectory experiments, that a further increase in accuracy
and robustness can be expected for typical cruising speeds of
AUVs around 2 m/s.

A second incentive for the lawn mower and loop trajectory
experiments was to test the robustness of the velocity estimation
during turns. Fig. 16 shows one example for each tested trajec-
tory and indicates the regions of turning. The DPSS velocity

estimations closely follow the DVL estimations in both cases
and no significant deviations during the turning events could be
observed.

Furthermore, peaks toward a lower velocity in the DVL ve-
locity estimation during the second turn and after the third turn
in Fig. 16(a) highlight a general limitation of the DVL veloc-
ity estimation in BL. To produce reliable velocity estimates,
the DVL requires a smooth reference surface. Fig. 17 illustrates
this by showing that the readings of the DVL are severely cor-
rupted when SPARUS II is moving close to the harbor wall
(at approximately 90 s) where the bottom gets rougher. The
DPSS does not have such problems and exhibits a superior ac-
curacy compared to the velocity measurements of the DVL in
WL. The DPSS could, therefore, be used as a complementary
sensor for AUVs equipped with a DVL, which need to move
through highly unstructured or featureless areas. A combination
of DVL and DPSS could be further used to increase the robust-
ness of autonomous navigation against ocean currents. As nav-
igation based on DVL or DPSS input relies on dead reckoning,
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Fig. 17.  Example of the raw velocity readings for DPSS and DVL in BL for
a lawn mower trajectory. The robot got close to the harbor wall and thus moved
over an unstructured and nonsmooth ground at around 90 s.

estimation errors are unbounded in both cases. Low-cost and
small-package navigation solutions with bounded error esti-
mates are the subject of recent work [48], [49]. A combination

of the DPSS with such solutions could lead to an accurate self-
sustainable navigation suite completely independent from large
and costly sensors.

VI. SUMMARY AND CONCLUSION

In this paper, we present the DPSS for underwater vehicle ve-
locity estimation as an extension of previous work [36] by com-
bining velocity estimation based on differential pressure with
IMU-based orientation corrections. We integrated the DPSS into
the SPARUS II AUV and conducted the first field tests of a sen-
sor using differential pressure for velocity estimation on an au-
tonomous underwater robot. The field tests validated the surge
velocity estimation of the DPSS against the state-of-the-art tech-
nology (DVL). For a range of target velocities between 0.2 and
2 m/s, SPARUS II followed three different trajectories in three
different test settings, and the surge velocity estimations of the
DPSS and a DVL in BL and WL were compared. The quality of
the DPSS velocity estimations increased with increasing veloc-
ity and subsequently decreasing impact of environmental influ-
ences the pressure readings, whereas the quality of the DVL WL
estimation decreased with increasing velocity. The difference
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between DPSS and DVL in BL was further dependent on the
strength of the environmental dynamics. For linear trajectories
at higher velocities (>1 m/s), the differences between the veloc-
ity estimates did not exceed 0.032 m/s in less dynamic environ-
ments and 0.063 m/s in highly dynamic environments. Results
for lawn mower and loop trajectories were even more encourag-
ing. Here, the differences for the target velocity of 0.5 m/s did
not exceed 0.039 m/s in less dynamic environments and 0.058
m/s in highly dynamic environments. This contrasts the results
of the linear trajectory experiments and indicates the potential of
the DPSS to reliably estimate lower velocities down to 0.5 m/s
as well. Furthermore, the difference between DVLs in BL and
WL always exceeded the differences between DVLs in BL and
DPSS, indicating that the DPSS surge velocity estimation was
superior for the DVL WL measurements for the given test con-
ditions. Deviations within the linear trajectory experiments and
the differences to the lawn mower and loop trajectories highlight
the need for an improved offset calculation. Identification and
quantitative analysis of the influencing factors on the offset will
be a future research topic. This research could lead to an auto-
calibration procedure for the DPSS, utilizing measurements at
zero velocity and a model relating the volume of air inside the
tubing to external conditions, such as pressure and temperature.
Such a procedure combined with further disturbance correction
methods, such as a hydrodynamic correction of the pressure
readings, will be implemented and tested in the future work to
increase the accuracy of the DPSS, especially for lower veloc-
ities. A comparison of the DPSS performance with a propeller
turns to speed model will be another possible focus of the future
research.

Aside from the validation of the DPSS in field conditions,
several additional lessons have been learned during the field
tests.

1) Both DPSS and DVL were similarly affected by environ-
mental disturbances, illustrated by the differences of test
settings A and B compared to setting C. This highlights
the need for a reliable test setup with a suitable ground
truth for velocity estimation in field conditions.

The DPSS showed a robust performance even in the
open sea setting with higher environmental disturbances.
However, for low velocities, the impact of disturbances
was higher for the DPSS compared to that of the DVL.
Future investigations in those low velocity regions are
necessary.

The hydrostatic correction algorithm successfully con-
tributed to a more accurate velocity estimation of the
DPSS, especially at the beginning of trials. However, fur-
ther investigations regarding the hydrodynamic effects of
roll and pitch distortions are necessary.

The results with the two trials conducted at a differ-
ent target depth suggest that an autocalibration pro-
cedure to compute individual offsets before each trial
would significantly enhance the velocity estimation of the
DPSS.

The DPSS has an improved performance over the DVL in
BL in terrains with rough or unstructured surfaces.

2

~
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~
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TABLE V
PARAMETER SETUP FOR LINEAR TRACK EXPERIMENTS
. . Depth (m)

eloc s e
Run Velocities (m/s) Distance (m) Scting B&C Setting A
1 02 03 22
2 0.4 0.5 35

*

3 0.75 1 60 3 4
4 L5 2 70%*

Note: *Depth in setting A second repetition for 0.4 and 0.5 m/s and 0.75 and 1 m/s was 4
m instead of 3 m.
“*Distance in setting A second repetition for 1.5 and 2 m/s was 60 m instead of 70 m.

TABLE VI
PARAMETER SETUP FOR LAWN MOWER EXPERIMENTS

. Distance traveled (m
Velocities (m)

Setting Run (m/s) First Second Depth (m)
repetition  repetition
1 0.5 230
A 4
2 1.0 70
1 0.5 290 270
B 2 1.0 180 170 3
1 0.5 350 230
¢ 2 1.0 260 3
TABLE VIL
PARAMETER SETUP FOR LOOP EXPERIMENTS
Velocities Distance traveled (m)
Setting Run (mys) First Second Depth (m)
; repetition  repetition
1 0.5 115 135
A 2 1.0 150 125 4
1 0.5 120 112
B 2 1.0 110 114 3
1 0.5 200
¢ 2 1.0 195 3

Considering all this, we conclude that the successful field tests
of the DPSS prototype mark an important step in developing a
useful sensor for a variety of underwater vehicles. Due to its
low energy requirements, a power consumption of 243.5 mW,
the DPSS could be used for vehicles on long-term deployments,
such as underwater gliders or long-range AUVs. Further, low-
cost and/or small AUVs, which do not have the budget or space
to carry sophisticated sensor systems, could also benefit from a
small and inexpensive velocity sensor to improve the accuracy
of their navigation. The DPSS has further potential as a viable
complement for DVL-aided navigation systems by increasing
redundancy and enabling more precise navigation during mid-
water column travels or missions with highly unstructured en-
vironments. In addition to the suggested topics in the learned
lessons, the velocity estimation for sway and heave and the in-
fluence of both on the surge velocity estimation is a topic for the
future research.

APPENDIX A
EXPERIMENTAL SETUP

See Tables V-VII.
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The following figures show EKF estimates for surge velocity from the DVL in BL (DVLx BL) and DVL in WL (DVLx WL)

APPENDIX B
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and the DPSS. Additionally, the EKF estimates for sway velocity from the DVL in BL (DVLy) are shown
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Nonlinear Orientation Controller for a Compliant Robotic Fish Based
on Asymmetric Actuation

Christian Meurer!, Ashutosh Simha?, Ulle Kotta? and Maarja Kruusmaa'

Abstract— Compliant fish-like robots are being developed as
efficient and dependable underwater observation platforms with
low impact on the observed environment. Orientation control
is an essential building block to achieve autonomy for those
vehicles. So far, the major focus has been on rigid tails or
on flexible tails with a high degree of actuation. We present
a novel control strategy for an underactuated robotic fish
with a flexible tail optimized for cruising. The basis for our
approach is the generation of asymmetric velocity profiles of
the robot’s tail beats. To achieve such velocity profiles, the usual
sinusoidal tail actuation is replaced with skewed triangle waves.
We provide a simple formulation for such waves, where their
skew is dependent on only one variable which we define as
skew factor. Furthermore, a nonlinear control law is derived
to achieve the desired turning motions. We implement the
controller on a compliant fish-like robot with a simple actuation
mechanism. The control scheme is experimentally validated,
and its robustness is tested in field trials.

I. INTRODUCTION

Honed by millions of years of evolution, fish are very
well adapted to underwater locomotion. They show superior
maneuverability and efficiency compared to conventional en-
gineered systems [1]. Exploiting those characteristics has the
potential to lead to better propulsion mechanisms for under-
water vehicles used for applications such as oceanographic
surveys or monitoring of underwater facilities. Furthermore,
fish inspired robots can be used to study fish locomotion
in a controlled environment [2], provide platforms to study
robot-animal interaction [3], [4] and enable observations of
marine life with minimal disturbance [5].

These reasons have led to the development of an in-
creasing number of fish robots [6], [7], [8], [9], [10]. A
wide variety of propulsion mechanisms has been studied
and adapted. Presently, most of the fish-like robots are
based on body and/or caudal fin (BCF) locomotion, due to
its superiority regarding thrust production and acceleration
[11]. The kinematics of the compliant tail of real fish are
mostly mimicked by utilizing discrete and rigid mechanism
[12], [13], [14], [15]. While it is easier to formulate the
kinematics and dynamics of those mechanisms, they add
to the mechanical complexity, size and energy consumption
of the robotic system. To circumvent those limitations, fish
robots with compliant tails have been suggested and designed
[16], [17], [18], [19]. Compliant structures show the potential

1 Centre for Biorobotics, Department of Computer Systems, Tallinn Uni-
versity of Technology, 12616 Tallinn, Estonia christian.meurer,
maarja.kruusmaa@taltech.ee

2Department of Software Science, Tallinn University of Tech-
nology, 12616 Tallinn, Estonia ashutosh.iisc@gmail.com;
kotta@cc.ioc.ee

978-1-5386-6027-0/19/$31.00 ©2019 IEEE

Fig. 1. Fish-like robot with compliant tail: The FILOSE robot represents
a class of underactuated fish-like robots with compliant tails. If such robots
are optimized for mechanical simplicity and cruising, orientation control
becomes a challenging problem.

to increase the locomotion efficiency of fish-like robots [20].
One of the first robots to use a compliant structure was
developed within the FILOSE project [21] and is shown in
Fig. 1. The compliant tail of the FILOSE robot was designed
to mimic the kinematics of a rainbow trout by exploiting
passive material and shape properties. This led to a simple
and very robust mechanical actuation mechanism. Only a
minimal set of control parameters is necessary to facilitate
complex kinematics. Furthermore, it has been shown that
a compliant tail design can increase motion efficiency by
interacting with the ambient flow [22].

For most of their envisioned applications fish-like robot
would benefit from autonomous capabilities. An essential
part of every autonomy framework is the orientation control
of the robot. The main focus of biologists [23], [24] and
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roboticists alike has been centered on rapid maneuvers,
which are facilitated by large tail bending angles [25], [26],
[27], [10]. Hirata et al. [28] present three distinct turning
modes which either use a tail offset for steady turns or
frozen tail deflections for rapid turns. Yu et al. [29] generate
turning maneuvers based on step functions which influence
the lateral excursion of the robotic tail. However, little
attention has been given to more economic steady turns,
which could play an important role during inspection and
observation tasks of fish robots. Hu et al. [30] and Tan et
al. [31] focus on steady turns by adding an offset to the
tail oscillation. All presented orientation control strategies
require rather large bending angles of the tails and/or refined
control of distinct tail sections. For robots with simple and
robust actuation mechanisms optimized for cruising, such
orientation control strategies are difficult to implement. The
FILOSE robot is an example of such a class of vehicles. It
was optimized for simplicity and straight cruising and is not
capable of producing large tail deflections. Furthermore, the
compliant passive tail does not allow on-line manipulation
of specific parts. The FILOSE robot’s capability to sense
flow enabled the successful implementation of flow relative
control strategies [32], [33], [34]. A problem remains for
applications in conditions where flow is absent and new
control strategies need to be developed within the boundaries
of the specific actuation of this robot type.

Gray [35] and Webb et al. [36] suggest that some fish use
asymmetric tail motions for turning maneuvers, where the
tail beat in the direction of turning seems to be accelerated.
In this paper we show that this strategy can be utilized
to implement steady turning maneuvers for underactuated
compliant fish robots. We define and implement a novel
skewed waveform as actuator input to produce asymmetric
tail motions. Furthermore, we use a nonlinear PD controller
to control the orientation of the fish-like robot. We will use
the FILOSE robot as a platform to validate this new approach
of orientation control in field tests. However, the proposed
approach extends to other fish-like robot platforms discussed.

II. THE FILOSE ROBOT

The robot consists of a rigid head and a compliant silicon
tail with a rigid fin emulating the morphology of a rainbow
trout (Oncorhynchus mykiss). The tail is actuated by a single
servo motor (Futaba BLS152 brushless servo) which is con-
nected to an actuation plate embedded in the silicon tail. Two
steel wires transform the rotation of the motor into a bending
motion of the tail (Fig. 2b) The rigid head contains all on-
board electronics including an Arduino Mini micro-controller
and an BNOO55 9-axis absolute orientation sensor (Bosch
Sensortec). The overall size of the robot amounts to 500 mm
x 8.5mm x 15.6 mm (L x H x W) with a mass of 3.04 kg.
The FILOSE robot is connected to a float which carries a
battery pack and a bluetooth module (HC-05 Guangzhou HC
Information Technology) for wireless communication. The
disturbance on the robot’s motion caused by the cable in
the previous configuration is thus removed. Fig. 2a shows
the robot with the attached float. Data processing and higher

Fig. 2. Specifics of the FILOSE robot: a) Side view: 1 - rigid head of
the robot; 2 - compliant silicon tail; 3 - rigid fin; 4 - Styrofoam float; 5 -
splash proof box containing battery pack and bluetooth module.

b) CAD drawing of electronics and actuation mechanism: 6 - microcontroller
and orientation sensor; 7 - servomotor; 8 - steel cables; 9 - actuation plate

level control are implemented in LabView on an external
computer.

The motor actuates the compliant tail based on a sinusoidal
input ¢ of the form:

o(t, f, A, o) = Axsin (27 ft) + po 6]

where A is the amplitude of the motor’s oscillation, f is
the oscillation frequency, ¢ is time and ¢ is the oscillation
offset. The surge velocity of the robot can be controlled by
altering either amplitude or frequency. Salumie et al. [34]
identified that the FILOSE robot is most efficient with an
actuation frequency of 2 Hz, which was subsequently used
for all experiments. In conditions with high flow speeds, a
non-zero oscillation offset is sufficient to induce turning.
However, in conditions lacking high flow speeds such an
actuation scheme produces very small turning rates and is
therefore ineffective.

III. CONTROL FRAMEWORK

We propose an asymmetric periodic actuation signal for
the motor torque which controls the tail motion, such that the
rise and fall times are distinct. Such a waveform is motivated
by two factors:
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« Faster motion of the tail in one lateral direction over
the other creates an imbalance in the drag-induced
torque acting on the tail in each wave period, therefore
generating a non-zero net average torque.

o The tail motion can also be regarded as internal torque
actuation and therefore the anterior rigid head exhibits
a recoil motion due to momentum conservation. This
recoil is also asymmetric due to the asymmetric internal
actuation.

The net effect is that the FILOSE robot turns in the direction
of the faster tailbeat while traveling forward. To create the
asymmetric tail actuation, the existing sinusoidal motor input
(1) had to be replaced by an asymmetric waveform. In this
section we will describe the generation of this waveform
and its effect on the turning behavior of the FILOSE robot.
Furthermore, we will derive a nonlinear feedback controller
which changes the input waveform based on input from the
robot’s orientation sensor.

A. Waveform Generation

The required waveform is derived from a standard triangle
wave. We introduce a skew factor which tilts the triangle
wave either clockwise or counterclockwise. This skew causes
the slope of one side of the triangle wave to increase
while the counterpart decreases, which is proportional to the
actuation velocity of the motor during both halves of the tail
beat. We define a piecewise continuous function (¢, f, A, 7)
as new input waveform and we introduce the skew parameter
7€ R,0.1<7<0.9.

0 t=20
A0 o< < 3T
t,f,A,T) =4 AQ0- T .
e(t, f,A,7) @ 127fT‘I>(75)) IT<®(t) < (1-I)T
ARMOD q-pr<ew<T
©)

T = f~! is the wave period of the function and we define
®(t) = tmodT as modulo operator for time. For a 7 of
0.5 a triangle wave is generated without skew, which should
induce no turning action. The upper and lower limits of 7
also define the limits of the corresponding turning rate. Two
8th order Savitzky-Golay filters are used to smooth the output
signal. Fig. 3 compares the two limit cases for skew with a
standard sine wave to illustrate the difference in the actuation
patterns.

B. Orientation Controller

The dynamics of the planar orientation U of the robot is
given by:

JU = —kqU +C(0,0,t) + U, 3)

where J is the inertia about the vertical axis, U is a
control torque, kg is a damping factor for the drag which
is assumed to be linear and C(¥, ¥, t) is a lumped quantity
denoting the Coriolis force and other external disturbances
and unmodeled dynamics, and is assumed to be a small or

— — sin(t)

0.5

Motor Command [°]
o

0 0.2 0.4 0.6 0.8 1
Time [s]

Fig. 3. Input waveforms for the motor of the FILOSE robot: All
functions are normalized and have a wave period 7" = 1s. The skewed
triangle waves are represented by the limit cases 7 = 0.9 and 7 = 0.1,
all other waveforms lie between these two cases. The standard sine wave
commonly used for actuation is shown as reference

negligible quantity (and is therefore ignored for the stability
analysis). The preceding two assumptions are valid at low
angular velocities. However, for a more accurate description
of the dynamics at different regimes, one needs to employ
the nonlinear models given in [37].

A feedback control law is designed for the skew factor
7 based on the empirically validated assumption that it is
related to the torque U as

7=0.5+aU )

where « is an experimentally determined constant. The
control law is derived based on the nonlinear proportional-
derivative control strategy as described in [38]. A heading
angle error function is chosen (as in [39]) as

O(0) =2 — \/2(1 + cos(ab)) Q)

where § = ¥ — W, and a is a factor that determines the
tightness of the error. Its differential is obtained as

asin(ad)

O0) = 3 AT costad))

©)

which is smooth and well defined as long as af # +7 Now
consider the Lyapunov function

2 o, sy
V= 59(9)+5(J9) 7

Its derivative along the controlled trajectories of (3) with
C(0,6,t) =0, for ¥, fixed is obtained as

N .
V = =d0d + (U — kq9) ®)
a
A control law for U is designed as
U— 1 sin(af) ©)

a /2(1 + cos(ab))
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Fig. 4. Skew factor 7 vs. heading error: The choice of the tightness

factor a determines the error bandwidth for which the derived controller
operates between the two maximum skew factors of 0.9 and 0.1. A bigger
tightness factor leads to an increased tracking rate, but also to a higher risk
of overshoot. For very high tightness factors the controller approximates a
bang bang control.

4
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Fig. 5. The proposed control scheme: The shown parameters are: v -

yaw, ¥, - measured yaw, 14 - desired yaw, 0 - heading error (¢ - ¥4), T
- skew factor, ((*) - motor input, A - actuation amplitude and f - actuation
frequency

The dynamics of V' with the above control law is now
obtained as

V = —kq6? (10)
We now use the LaSalle theorem [40] in the region af # +m
to conclude that © asymptotically vanishes. The control law
for the skew factor 7 is now designed after substituting (9)
in (4) after taking into account saturation effects as the skew
factor is limited within the region (Tya0, Tmin) = (0.9,0.1).
We set:

0.4 * sign(d) + 0.5 laf| > /4

i 11
_ @) s < D
2(1 + cos (ad))

T =

Note that the above PD control law differs from the standard
one considered in [38], in order to avoid sluggish tracking
when af is close to £m. Increasing the tightness factor
a increases the tracking rate (Fig. 4), at the cost of an
overshoot after reaching the desired orientation. Fig. 5 shows
the complete orientation control scheme.

Fig. 6.

Field trials: The FILOSE robot was manually turned towards
its initial orientation (yawstqrt) and then released to reach it’s desired
orientation (YaWqesired)- A trial was finished when the orientation error
settled within a 2% error band or when the robot approach the edges of
the pond.

IV. EXPERIMENTAL SETUP

To validate the proposed asymmetric motor input and
nonlinear controller a series of experiments were conducted.
After initial tests in a small laboratory tank a sufficiently
large pond was chosen as a test site to evaluate the robust-
ness of the control scheme under field conditions (Fig. 6).
Due to interference between motor and magnetometer, the
orientation sensor was operated in "IMU mode”, which uses
only accelerometer and gyroscope. To account for sensor
drift, the desired yaw was redefined for each trial and the
starting orientation was chosen such that the initial error
was comparable across trials. The setpoint for the controller
was defined around 110° away from the starting orientation.
The robot was manually kept at the starting position and
released upon the start of the actuation. The trials were
stopped when the orientation error had settled within the
2% bound or the robot ran out of space for movement.
The frequency of the tail actuation was held constant at
2Hz and the actuation amplitude was set to A = 30°. This
experimental setup allowed to study the effectiveness of the
controller and to determine its step response for different
tightness factors. We use the standard metrics of rise time
(10 %), overshoot and settling time (2%) to quantify the
controller performance. Due to time and resource constraints
only a limited number of trials was feasible. Ten trials were
conducted for a tightness factor of a = 20 and four trials for
a = 5. Where possible we provide the means and standard
deviations of the metrics introduced above.

V. RESULTS AND DISCUSSION

A distinct oscillation is superimposed on the general trend
of the yaw signal in all trials. This oscillation is caused
by the recoil of the anterior part of the robot due to the
tail motion. The yaw is subsequently time averaged over
one tail beat cycle to smooth the output signal. The default
orientation control based on an offset fails to approach the
desired yaw setpoint in a reasonable amount of time (Fig. 7a).
The trial with an offset ¢y = 10° had to be aborted after 19s
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Results of the field trials: Shown are the time series of instantaneous (red) and averaged over one tail beat cycle (blue), yaw angle during

field tests for different parameter settings. For figures b) - d) the time series of the skew factor (grey) is shown to visualize the control action. In a) the
default orientation control with an oscillation offset of ¢o = 10° was used. In b) - d) the novel orientation control was applied with tightening factors of
a = 20,5,0.1 respectively. The controller performance is characterized by the rise time from 10 % to 90 % of the desired yaw, the overshoot in % of the
desired yaw and the settling time where the actual yaw stays within a 2% error band of the desired yaw.

because the robot was approaching the edge of the pond.
This result supports our assumption that the offset based
control is not effective for the FILOSE robot in the absence
of significant flow. In contrast to that, with our proposed
control scheme, the robot could reach the setpoint in all
tested configurations (Fig. 7b-d). While the setpoint was
always reached, the results clearly show the dependency of
the controller performance on the tightness factor. For a = 20
the desired setpoint is reached with a mean overshoot of
5.5% £ 2.6 % (Fig. 7b). The time series of the skew factor
illustrates the control action during the experiment. For a
tightness factor of twenty the controller approaches a bang-
bang control which is reflected in the overshoot. With a
smaller tightness factor the approach towards the setpoint

was expected to be less steep, reducing the amount of
overshoot. This is illustrated in Fig. 7c showing the controller
performance for ¢ = 5. For a heading error smaller than
15°, the skew factor decreases from its maximum at 0.9
towards 0.5. This causes the turning rate of the robot to
decrease, which results in a smoother approach towards the
setpoint with very little overshoot. However, this achieved
at the expense of a larger settling time, because for a = 5
the skew factor and subsequently the turning rate are small
when the heading approaches the setpoint. Furthermore, a
bigger steady state error is present which in several cases
kept the orientation error outside of the 2 % error bound. We
therefore, do not show any summarized values for settling
time with this parameter setting. A further decrease of the
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tightness factor causes the controller to deviate earlier from
the maximum skew which results in a slower turning motion.
Fig. 7d shows the extreme case for a skew factor of 0.1.
Here the controller has a very narrow operational range
between a skew factor of 0.6 and 0.5, which causes a
significantly slower turning motion. This is reflected by a
much higher rise time and the absence of any stabilization
of the yaw around the setpoint. Furthermore, the controller
was more susceptible to disturbances because the heading
error increases again after 24 s, possibly due to local currents
in the pond or wind induced disturbances acting on the
float. However, the robot was able to recover and continued
to turn towards the setpoint. Environmental influences also
seem to be reflected in the controller performances for larger
gain factors (Fig. 7b and c), because the turning rates are
varying for constant skew factors. The results suggest that the
controller is robust against such influences. Another limiting
factor for the turning rate was the necessary attachment of
the FILOSE robot to a float. Its NACA profile reduces drag in
surge direction but produces a large drag in lateral direction
which opposes the turning motion. It can be thus expected
that the control performance would be improved on a free
swimming robot.

VI. CONCLUSION AND FUTURE WORK

In this paper we present a novel approach to control
turning manoeuvres specifically suited, but not limited to,
compliant fish-like robots with tight constraints on tail bend-
ing. We modulated the velocity of single tail beats during a
tail beat cycle by replacing the conventional sinusoidal motor
input with skewed triangle waves. We control the steepness
of the skew with a single parameter, which we define as
skew factor. We further introduced a nonlinear PD controller
to adjust the skew factor based on information from an ori-
entation sensor. The controller showed convergence towards
the setpoint and robustness against disturbances in field
conditions. The results suggest that a gain factor of around
five provides a good controller performance with very little
overshoot and an acceptable rise time. The control scheme is
generic and can be applied to any fish-like robot using BCF
locomotion mechanism. With this new control approach we
enable the FILOSE robot to conduct reliable and steady turns
in conditions without flow. Additionally, the authors see this
work as a starting point to establish an asymmetric velocity
profile of tail beats as an additional and complementary tool
to existing turning manoeuvres. Future work will focus on
improving the proposed turning controller by optimizing the
waveforms used as motor input. The optimization should be
driven by an in-depth analysis of the fluid-body interactions
causing the turning moment, specifically taking into account
recent findings which suggest an increased importance of
local hydrodynamic drag for undulations [41]. Another op-
timization could be the combination of sinusoidal inputs
for straight swimming with asymmetric inputs for turning.
Additionally, the presented controller could be part of a path
following or trajectory tracking controller for the FILOSE
robot.
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Abstract: The problem of trajectory tracking for nonlinear differentially flat systems is
addressed in the paper. A novel event-based control methodology is developed for systems
depending on unmeasurable disturbances. A standard flatness-based feedforward control is
applied when the flat outputs are close to their desired values. If the error becomes too large, the
feedforward controller parameters are updated based on the measurements of the flat outputs
and on the estimates of their time-derivatives. The developed control strategy is applied to
an autonomous underwater vehicle. Simulations show that the vehicle tracks the pre-defined
reference trajectory both in healthy situation as well as in the case of certain mechanical faults.

© 2019, IFAC (International Federation of Automatic Control) Hosting by Elsevier Ltd. All rights reserved.

Keywords: Feedforward control, events, fault tolerance, robotics.

1. INTRODUCTION

Flatness property provides a natural way of controlling
dynamical systems, since a feedforward controller can be
easily constructed based on the reference trajectory of
the flat output. However, in general, one must assume
that the system does not depend on unknown inputs
(disturbances) and is described by an exact model. These
are very restrictive assumptions for practical applications.
Most papers (see, for example, Chung et al. (2007); Al-
louache et al. (2011); Menhour et al. (2014); Brocker and
Herrmann (2017)) combine the feedforward controller with
other approaches, such as PID control or pole placement,
to guarantee stability or tracking. In this paper a different,
novel approach is described for flatness-based control.

Event-based control is a control method that closes the
feedback loop only if an event indicates that it is necessary
(see Lunze (2015) for an introduction and survey). This
event can be, for example, that the output trajectory de-
viates from the desired trajectory too much. The main ad-
vantages of the event-based control are irregular sampling
and reduced communication between system components,
which can save energy. The event-triggered approach has
received increased research interest due to rapid develop-
ment of network and communication technology. The basic
configuration of event-based control consists of the event
generator, the controller and the control input generator.
The event generator continuously compares the current
system behavior and the desired behavior and generates

* The work of A. Kaldmie and C. Meurer was supported by the
Estonian Center of Excellence in IT (EXCITE), funded by the
European Regional Development Fund.

events, when the differences become too large. The con-
troller determines the control input at the event times,
based on the information sent to it at these times. The
control input generator (usually it is a simple zero-order
hold) uses the values of the control input received from the
controller to generate continuous-time input for the plant
until the next event appears.

In this paper a new approach for flatness-based control is
developed following the ideas of the event-based control.
More precisely, the flatness-based feedforward controller
works as the controller and the control input generator in
the event-based control setting. The feedforward controller
is designed such that system output, which is also assumed
to be the flat output, converges to its desired reference
trajectory. However, unmodelled dynamics and external
disturbances affect the system. An event generator detects
when the actual output value is too far from the desired
one. At that time instance the measurements of the system
outputs and the estimates of their time-derivatives are
used to redefine the feedforward controller parameters. As
the developed control approach is an event-based strategy,
it has all the benefits of an event-based control approach
compared to traditional methods. However, unlike stan-
dard event-based approaches, here a feedforward control
instead of zero-order hold is applied between the events.
Then, at event times the feedforward control is updated
according to the measurements and estimates of the state
variables.

The proposed control strategy is tested on a bioinspired
autonomous underwater vehicle, called U-CAT (Salumée
et al. (2014)). The vehicle was developed to assist in the

2405-8963 © 2019, IFAC (International Federation of Automatic Control) Hosting by Elsevier Ltd. All rights reserved.
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exploration of archaeological sites, see Allotta et al. (2015).
Due to the low cost of U-CAT it is specifically suited for
high risk explorations in shipwrecks or other confined areas
such as caves or submerged buildings. Four fin actuation
configuration of U-CAT (see Fig. 1 and 2) enables it to
translate along and rotate around all of its principle axes.
Various schemes have been proposed to control depth and
yaw of the vehicle, see Salumée et al. (2017) and Preston
et al. (2018). The latter showed the capability of U-CAT
to autonomously move in confined spaces. An area of
control which has not been explored so far is fault tol-
erance control, which is especially significant considering
the envisioned high risk applications of the vehicle. Due
to its 4-fin configuration U-CAT exhibits redundancies in
actuation which can be explored for fault tolerant control.
Accurate state estimation is one of the major difficulties
of underwater robotics and necessitates control schemes
which are robust against measurement noise. An event
based control scheme provides the opportunity for longer
sampling periods and thus could mitigate some of the
difficulties in state estimation. Underwater vehicles are
further subjected to dynamic disturbances which can not
be modelled accurately, such as ocean currents or eddies.
Furthermore, often the identification of parameters for the
model can not be done analytically and relies on exper-
iments, which introduce some uncertainty. A controller
which is robust against disturbances and model param-
eter uncertainties would thus be beneficial. A situation
where two of the four fins fail to operate is simulated.
Since both the fault free and the faulty models are flat
one is able to test the proposed control scheme on these
models. Simulations show that the U-CAT tracks the pre-
defined trajectory and that the controller is robust against
disturbances and unmodelled forces.

2. EVENT-BASED CONTROL

Consider a nonlinear control system of the general form
z = f(z,u), (1)

where z(t) € X C R" is the system state and u(t) € U C

R™ is the system input. It is assumed that the function f

is analytic and satisfies on some open and dense subset of
X x U the condition rank[0f/0u] = m.

The most common way of defining flatness property of
system (1) is the following.

Definition 1. System (1) is said to be flat if there exists
an output function

y=h(z,u,...,u) 1>0 (2)

(y € R™), called flat output, such that
g;:(pw(y,“.’y(k)) (3)
u=u(y,...,y* ) (4)

for some k£ € N and functions ¢, ¢y.

A more formal definition of flatness and more thorough
discussion can be found, for example, from Fliess et al.
(1995, 1999); Lévine (2009). The flat output is not unique
and one can always find infinitely many flat outputs
for any flat system. Note that under the assumption
rank[0f/Ou] = m the dimension of the flat output is
equal to m = dim u. Finding a flat output is, in general, a

very difficult problem (see Aranda-Bricaire et al. (1995);
Chetverikov (2001); Lévine (2009, 2011); Schlacher and
Schoberl (2013); Schoberl and Schlacher (2014)), though,
often it has a practical meaning and can be guessed from
the configuration of the physical object. For example, in
robotics, often the position of some moving part is the flat
output.

First we describe how to track a predefined trajectory for
a flat system (1). An event-based controller is defined such
that the system output trajectory follows the reference
trajectory. We make the following assumption.

Assumption 1. The elements of controlled output of sys-
tem (1) are also the elements of flat output of system (1).

Though the assumption seems to be rather restrictive, in
many practical examples it is satisfied, see Sira-Ramirez
and Agrawal (2004); Lévine (2009) and references therein.
Also, Assumption 1 is, in general, not necessary, but helps
to simplify the controller design. If it is not satisfied, then
one has to find the reference trajectory of the flat output
y from the relation (2), based on the reference trajectories
of the system states and inputs. In other words, one has to
guarantee that if the flat output converges to its reference
trajectory, then the controlled output of the system also
converges to its reference trajectory.

Let y = (y1,...,ym)T be the flat output of system (1)
for which we want to construct a tracking controller. We
choose a trajectory for every y;(t) such that it converges to
the reference trajectory r;(t) of y;(t), and substitute them
for y in (4) to define a feedforward controller. Define, for
i=1,...,m,

Yir(t) = pit)e” " 4 ri(t), ()

where r;(t) is the trajectory we want the variable y; to
follow, K; > 0 is a constant parameter and p;(t) € R[¢]
is a polynomial in ¢, which is chosen such that the initial
state and input satisfy the relations (3) and (4), i.e.,

LL(O) = @x(yr(o)r sy yv(k)(o)) (6)
u(0) = pu(yr(0),. .., y£k+1>(o))7

where ¥, = (Y1rs- -+, Ymr) L. Thus, the coefficients of the
polynomials p;(¢) depend on the initial conditions of 2 and
u. The degree p; of the polynomial p;(¢) is equal to the
highest time-derivative of y; which appears in the relations
(3) and (4). Moreover, the desired trajectories r;(t) have
to be k + 1 times differentiable, so that one could find the
time-derivatives of (5) up to the order k + 1.

Note that usually one takes simply y;(t) = r;(¢) in (5).
However, first, in this case the reference trajectory r;(t)
must satisfy 7;(0) = y;(0), which means that the trajectory
planning becomes much more difficult. Second, choosing
yir(t) as in (5) allows us to easily define the event-based
control strategy without solving the trajectory planning
problem whenever an event happens.

The coefficients of the polynomials p;(t), ¢ = 1,...,m, in
(5) can be calculated as follows. The time-derivatives of
Yir in (5) are

W) =3 (j ) (KU P e Kt 4 D) (1)

n=0 H
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for j > 0. Assuming that p;(t) = > 5_,piat* one has
) from (7) to (3) and

i

pgj)(o) = jlpi,j. By substituting y,
(4) for y,{]) one gets
pio = €i(0)

G
j>0

( ) J . r— u)!
]'( ) =1 <,;7L)( K’L) Uji!)lhhj "

where ¢;(0) = 3;(0) — 7;(0). Then the coefficients p; ;,
7 =0,...,p;, can be computed by solving the equations
(8). Note that the coefficients will depend on the initial
conditions of the error e; and its time-derivatives. These
can be computed, for example, from the initial conditions
of system states and inputs.

bij =

By substituting y; in (5) and its time-derivatives to (4)
for y; and its derivatives, one gets a feedforward controller,
which, by the definition of flatness, yields the trajectories
(5) for the elements of flat output y, which we want to
control. Note that the polynomials p;(¢) are chosen such
that the trajectories (5) pass the initial conditions.
Lemma 2. The error €;(t) = yir(t) — ri(t), ¢ = 1,...,m,
satisfies lim;_, . €;(t) = 0.

Proof. Since the proof is valid for every i = 1,...,m, we
leave out the indices i everywhere. Let p(t) = 29):0 p;td.
Then from (5) one gets

é(t) = 3 pitie . (9)
=0

After using the L’Hospital’s rule repetitively, one gets for
any j >0

, 4 i1
. e Kty _ 1 Pt _ pjJ .
A (pst'e™™) = I Crr = i, “era
_ p;J!
T 500 KieKt T
Thus, lim;—, &(t) = 0. m|

Lemma 2 says that the feedforward controller

u=0u(Yr, ...y, (10)

ensures that the output trajectories converge to the desired
trajectories 7;(t) as t — co. Larger K; > 0 results in faster
convergence.

Remark 3. In principle, instead of constants K; in (5)
the time-functions K;(¢t) can be taken, that satisfy the
condition K;(t) > 0 for ¢ € (0,00).

So far, the constructed feedforward controller (10) assumes
that the system model (1) is exact and there are no
external disturbances. When the disturbances affect the
system, i.e., when instead of (1) we have

= f(z,u,w), (11)
where w(t) € W C R is the (unmeasurable) disturbance,
then the computed control (10) will not yield exactly
the desired trajectory y,, since the relation (4) is not
exact anymore. Instead, when applied to system (11), the
real trajectory of y; starts to deviate from the desired
trajectory y;-. To compensate this error, we introduce a
feedback loop, based on the ideas of event-based control.
First, we apply the feedforward control (10) as if there

are no external or internal disturbances. Since the system
(11) is actually affected by the disturbances, there will be
a non-zero error between y;(t) and ;. (t). Assume that
at the time instant ¢; the error between the measured
output and the one in (5) exceeds a pre-defined threshold
€. Then this time instant is set to be a new initial time
instant and the coefficients of polynomials p;(t) in (5)
are recomputed based on the actual measurements of the
system outputs, estimations of their time-derivatives and
inputs at time instant ¢;. Also the reference trajectories
have to be redefined, since they are now shifted, i.e., a
new reference trajectory is 7;(t) = r;(t; + t). By doing so,
at the time instant ¢; we define a new trajectory (5) for
the output y;, which will converge to the desired trajectory
7. To conclude, at the time instant t; the error between
the measured output and the desired trajectory (5) is set
to zero again. The idea of the method can be summarized
in the following algorithm:

0. Specify the threshold value e¢ and parameters K;,
i=1,...,m.

1. Compute y;, i = 1,...,m, from (5).

2. Compute the feedforward control (10).

3. At all time, monitor the error é;(¢) := y;(t) — vir(t)-
If at the time instant ¢; the error |é;(t1)| > €, at least
for one i, then follow the steps:

a. Set the new reference trajectory as 7;(t) := r;(t+

t1).

b. Recompute the coefficients of polynomials p; () in

(5) such that the trajectories v;, = p;(t)e™ %t +
7i(t) satisfy z(ty) = @a(y-(0),...,5(0)) and
u(tr) = gpu(yT(O),...,yf-k“)(O)). Note that the
coefficients p; ; of p;(t) depend on the values of
the system states and inputs at the time instant
t1. This requires that the state is measurable or,
at least, can be estimated.

c. Let i = pi(t)e it 4+ 7(t) and go to step 2.
Remark 4. Note that the proposed method works only if
the disturbances affect the system in such way that the
flatness property is not lost. That is, when y is a vector of
flat outputs for the nominal model, then it is also for the
model with disturbances. This must be true generically.

3. U-CAT MODEL

The full six degree of freedom (6 DOF) model of U-CAT
can be described by the equations (see Fossen (2011)):

My +Cw)v+DWwyv+gn) =1 (12)

n=Jnwv, (13)
where n = [2,y,2,¢,9,%]7 describes the position and
orientation of the robot in the earth-fixed frame, v =
[u,v,w,p,q,7]T represents the linear and angular velocities
in the body-fixed frame, and J(n) € IR%% maps the body-
fixed frame to the earth fixed frame (see Fig. 1). The
inertia matrix of the vehicle is denoted by M, while C'
and D represent Coriolis-centripetal and damping effects
respectively and g(n) is the vector of gravitational / buoy-
ancy forces and moments. Finally, 7 = [X,Y, Z, K, M, N|*
is the vector of control inputs. See Salumée et al. (2017)
for more details about the model. The development of the
controller in this paper will be restricted to two dimen-
sional movement of the vehicle with no change along the
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Fig. 1. Autonomous underwater vehicle U-CAT and its
coordinate frames.zy, yp, 25 represent the position of
the robot in body frame and x.,ye, 2. denote the
earth fixed reference frame. The position vector of the
vehicle is defined in the earth fixed reference frame
n = [z,y,2,¢,9,¥]|T. / figure adapted from Salumie
et al. (2017)

u

U,

” 4

Fig. 2. Top view of U-CAT with depicting control inputs
for each fin [uy,ug,us, uq]. a) fin configuration for
SLOW mode, b) fin configuration for FAST mode.

z axis. The rational behind this is that the fins of U-CAT
have to be oriented vertically for movement along the z-
axis which essentially decouples this movement from the
motions along the two other axes. Thus, the control scheme
can be cascaded as well.

U-CAT has two motion modes, denoted by SLOW and
FAST, which depend on the fin configuration (see Fig. 2).
In SLOW mode all fins are rotated inward and fins 1 and
2 are the main contributors to the locomotion and fins 3
and 4 act as stabilizers. By reducing the states of U-CAT
to [z,u,y,v,9, 7|7 =: [x1, T2, 23, T4, 75, 26]7 We define the
state space model for SLOW mode:

%1 = x9cos (x5) — x4 sin (x5)

. 1 un
Ty = ——=T4Tg — ——T2|T2| + X +w
2 Cy 4T6 Cy 2|2l 1
&3 = Tosin (z5) + x4 cos (z5)
. 3 vV (14)
Ty = ——ToTg — ——T4|T4| + Y +w
4 Ca 2T6 Ca 44l 2
j?5 = Tg
. C15 N’V‘T
T = ——=xax4 — ——xg|Te| + N + w3,
6 Co 2%4 Co 6|6 3

where w = [wy,ws,w3]T represents the unknown distur-

bance vector.

In FAST mode all fins face in one direction and have an
equal contribution to the locomotion. A fault in fins 3 and
4 will not have a significant effect on the motion perfor-
mance in SLOW mode and FAST mode would degenerate
to SLOW mode in this case. The robot is thus already
fault tolerant by design for this case of fault. Therefore,
we concentrate on faults of fins 1 and 2. In SLOW mode
the fins would have to reorient themselves in FAST mode
configuration. We thus limit our control design to FAST
mode configuration of U-CAT and consider the case were
fins 1 and 2 are faulty. In particular, we assume that both
fin 1 and fin 2 have stopped working. The model for faulty
FAST mode setting will be written in terms of the direct
control inputs to the third and fourth fins (us,u4) instead
of the generalized control inputs X, Y and N in (14) and
is described by the equations:

&1 = z9c08 (25) — x4 8in (z5)

uu

Ty = *EISUALI@ — I2|CL‘2| + oy (ug + u4) -+ wq

. 2 %
&3 = Tosin (z5) + x4 cos (z5)
. 3 vV (15)
Ty = ——ToaXe — ——L4|T4| + W
4 Cs 226 C, 4|4 2
j}5 = Tg
. CE) N’V‘T
Tg = ———Toxy — ——Tg|Te| + az(usz — uyg) + ws.
6 Co 2T4 Co 6l6) 3(us 1) 3

where o is a parameter which accounts for the angle of
the fins on the horizontal plane of the vehicle and a3 is a
parameter for the moment arm from the fin to the center
of mass of U-CAT.

The vector of flat output of system (14) is composed of
Y1 = x1, Y2 = T3, Y3 = T5. Note that the controlled
variables x1, x3 and x5 are elements of the flat output,
meaning that Assumption 1 is satisfied. However, the
model (15) is not flat. For control purposes we make
additional assumptions to simplify the equations (15) to
get a flat system. First, body symmetry is assumed which
leads to equal added mass terms, i.e., —Cy; = Cy = C3 =
Cy and C5 = 0. Second, we assume that the drag terms
in second and fourth equations of (15) are linear due to
piecewise linearization at nominal velocities. This gives us
simplified model equations

&1 = xoco8(z5) — x4 8in(zs5)
To = 2426 — Loy + oy (ug + ug) + wy
&3 = xosin(xs) + x4 cos(xs)

Ty = —xoxg — Ly + wo (16)
i‘5 = Tg
. Nr'r
g = *07$6|1’6| + as(us — ug) + ws
6

for some constant L. Then the flat outputs of system (16)
are y; = x1 and Y = x3.

Table 1. Values of the parameters

Parameter Value Parameter  Value
Cq -40 Co 59
Cs 59 Cy 40
Cs -19 Cs 2.8179
Xouu 56 Yoo 551
Nyr 0.7226 ay 0.0147
asz -1.77437 L 0.1673
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Fig. 3. Trajectories of flat outputs for K1 = Ko = K3 =1
and € = 0.02 (healthy model (14)). The bottom graph
shows event times.

4. SIMULATION RESULTS

The simulation studies demonstrate the effectiveness and
applicability of the proposed method. The healthy U-CAT
is simulated in SLOW mode, i.e., using the model (14).
For the faulty U-CAT the model (16) is used.

4.1 Healthy situation

Here we test the developed trajectory tracking strategy
on a healthy U-Cat model (14). The situation, where
the underwater vehicle starts from the point (—4;4) on
a (z1,x3)-plane with z5 = 23 = x4 = 26 = 0 and does
circles around 0 with radius 2, is simulated. At the same
time, the angle x5 will go from 0 to the new set point 7/2.
The parameters K;, i = 1,2,3, are all taken equal to 1.
The error threshold ¢ = 0.02. All three disturbances w;,
1 = 1,2, 3, have randomly changing values between -1 and
1. The trajectories for the flat outputs and the event times
are displayed in Fig. 3.

The simulations presented in Fig. 3 were done under the
assumption that exact measurements are available. Next,
measurement noise is added to describe a more realistic
situation. All three outputs are assumed to have a mea-
surement noise between -0.1 and 0.1. Note that the error
threshold e cannot be much smaller than the measurement
noise. Otherwise continuous sampling is achieved and the
system will be most probably unstable. Thus, now we take
e = 0.2. Also, one can change the parameters to get better
tracking. However, this results in higher values for the
inputs. The trajectories for the flat outputs are displayed
in Fig. 4 together with the event times.

4.2 Faulty situation

Next we consider a situation where the first two fins of
U-CAT are not working. That is, we use the faulty U-
CAT model (16) to compute the values for the control
inputs. However, the model (15) is used to simulate the
faulty U-CAT behavior. The system is driven from the
initial starting position x = 0 towards a pick up point

< of s
0 5 10 15 20 25 30
s

S opt”

Y3

= = = ‘reference
actual

25
25

4. Trajectories of flat outputs for K3 = Ky = 1.5,
K3 = 3.5 and € = 0.2, under the measurement noise
(healthy model (14)). The bottom graph shows event
times.
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Fig. 5. Trajectories of outputs y; = z1, y2 = =3 and

ys = x5 for K1 = Ko = 0.6 and ¢ = 0.02 (faulty
model (15)). The bottom graph shows event times.

with constant speed. The parameters K;, ¢ = 1,2, are
all taken equal to 0.6. The error threshold ¢ = 0.02. All
three disturbances w;, ¢ = 1,2, 3, have randomly changing
values between -1 and 1. The trajectories for the outputs
y1 = T1, Y2 = x3 and y3 = x5 are displayed in Fig. 5
together with the event times. Note that only y; and yo
are the flat outputs, so we can define a reference trajectory
only for these variables. Fig. 6 presents the same situation
when the measurement noise is added to the simulations.
As before, all three outputs are assumed to have a random
measurement noise between -0.1 and 0.1. Note that despite
the simplified model (16) was used for controller design,
satisfactory performance of the faulty U-CAT is achieved.

5. CONCLUSION

A novel event-based control approach was presented for
differentially flat systems. The idea is to apply the ba-
sic flatness-based feedforward control when the system
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Fig. 6. Trajectories of outputs y1 = z1, y2 = z3 and

ys = x5 for K1 = Ko = 0.55 and € = 0.2 under the
measurement noise (faulty model (15)). The bottom
graph shows event times.

performance is good enough and update (based on the
measurements of the outputs and the estimates of their
time-derivatives) the feedforward control at event times,
which indicate deviation from the desired output values.
The approach was tested on simulations for an underwa-
ter vehicle U-CAT. Two cases were simulated. First, the
healthy case and then the case, when two of the vehicles
fins were stopped working.

The paper presents preliminary work on the subject. There
is a lot of space for improvement. In particular, a formal
proof of stability of the closed-loop system is missing.
Many questions, for instance, how to deal with the system
constraints, and whether the approach be extended to non-
flat systems, need an answer. From application point of
view the future goal is to test the approach experimentally
on U-CAT. Also, we would like to add a fault detection
scheme so that the U-CAT can be made fault tolerant
against failure of some of the vehicles fins.
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2D Estimation of Velocity Relative to Water and
Tidal Currents Based on Differential Pressure for
Autonomous Underwater Vehicles

Christian Meurer
Asgeir Johan Sgrensen

Abstract—Reliable navigation of autonomous underwater ve-
hicles (AUVs) depends on the quality of their state estimation.
Providing robust velocity estimation thus plays an important role.
While water currents are main contributors to the navigational
uncertainty of AUVs, they are also an important variable for
oceanographic research. For both reasons, water current estima-
tion is desirable during AUV operations. State of the art velocity
estimation relies on expensive acoustic sensors with considerable
energy requirements and a large form factor such as Doppler Ve-
locity Logs (DVL) and Acoustic Doppler Current Profilers (ADCP),
while water currents are either estimated with the same sensors, or
with algorithms that require accurate position feedback. In this
letter, we introduce a low-cost, lightweight and energy efficient
sensor (DPSSv2) to estimate fluid relative velocity in 2D based
on differential pressure. The sensor is validated in field trials
on-board an AUV in the presence of tidal currents. We further
show that, while moving against the currents, our device is capable
of estimating tidal currents in situ with comparable accuracy to
a DVL, given a source for absolute vehicle velocity. Additionally,
we establish the limitations of the current design of DPSSv2 while
moving with the currents.

Index Terms—Marine robotics, autonomous vehicle navigation,
sensor fusion.
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I. INTRODUCTION

ELOCITY estimation for AUVs is essential for successful
V underwater navigation and allows the use of such vehicles
for long term autonomous missions, such as in situ monitoring
and sampling in marine environments [1]-[3]. The rapid high
frequency attenuation of electromagnetic signals underwater
impedes the use of navigation methods such as satellite global
positioning. A local positioning system can be established with
acoustic devices [4], but this increases the cost and complexity
of missions and restricts use cases to areas were deployment
of acoustic infrastructure is feasible. Inertial navigation systems
(INS) rely on heading and acceleration measurements and use
dead reckoning techniques to estimate velocity and position of a
vehicle [4]. They do not require additional infrastructure and are
at the core of most standard navigation solutions. Though state
of the art INS provide increasingly accurate measurements, they
usually need to be complemented by aiding sensors to prevent a
rapidly growing error drift.

The most common way to complement INS is the use of
sensors that directly provide velocity estimates. The velocity
can be measured relative to a static reference, which directly
provides the velocity of a vehicle. In cases where such areference
does not exist, the vehicle velocity can be estimated relative
to the surrounding fluid. However, the marine environment
is inherently dynamic and the fluid surrounding a submerged
vehicle is seldom at rest. Water currents can affect both the
motion of an AUV and velocity readings relative to the fluid
flow. A combination of sensors and/or techniques to estimate
absolute and relative velocity can help to increase the robustness
of a navigation system.

Beyond the capabilities for navigation, such a sensor suite
can also enable the estimation of hydraulic influences such as
water currents, which can be used to inform controllers for
dynamic positioning or trajectory tracking. Estimates of water
currents can also help to update and improve oceanographic
models [5], or can be used as information for adaptive sampling
decisions [6]. If a source of vehicle velocity relative to a static
reference and a source of vehicle velocity relative to the sur-
rounding fluid are simultaneously available, the water current
velocity can be calculated as their difference.

The most widely applied sensor class for velocity aiding are
Doppler Velocity Logs (DVLs) [7], which use the reflection of an
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acoustic signal to estimate velocity. DVLs can be used in bottom
lock (BL) relative to the smooth surface of a structure such as the
sea bottom, or in water lock (WL) relative to particles suspended
in the surrounding water. Depending on the mode, the vehicle
velocity is measured as a total velocity over ground (DVL-BL),
or as velocity relative to the surrounding fluid flow (DVL-WL).
While the DVL-BL is generally the more accurate and preferred
mode, its use is restricted to areas where a smooth surface can
be used to reflect the signals. This cannot be guaranteed for mid-
water column travels during deep sea applications or in highly
unstructured environments. The quality of DVL-WL velocity
estimates is restricted by the presence of a sufficient number of
reflecting particles in the water and it has a smaller signal to
noise ratio.

For long term deployments in complex and potentially un-
known environments sensor redundancy and cost efficiency
are key factors. Furthermore, a reduction in size and energy
consumption is essential for such missions, as well as for the
improvement of navigation capabilities of low cost and low
energy vehicles. These objectives have motivated our previous
work, where we introduced a sensor for surge velocity based
on differential pressure [8] referred to as Differential Pressure
Sensor Speedometer (DPSS) and verified its utility as a low cost
and energy efficient system for speed estimation in surge [9].

In this work we present a new enhanced and smaller version
of the DPSS (DPSSv2), building upon our previous work. Based
on geometric principles and potential flow theory, we expand the
velocity estimation from 1D to 2D, and estimate velocity relative
to water in the horizontal plane. While the previous sensor was
tightly integrated and tailored for a specific AUV, we now present
a standalone system which can be employed in a wide variety of
vehicles. Furthermore, we characterize the performance of the
DPSSv2 in field conditions under the influence of tidal currents.
We show that the DPSSv2 can be used in conjunction with
another sensor providing total vehicle velocity to estimate water
currents in situ.

II. RELATED WORK

A common approach to estimate water currents uses the
concept of observers from control theory. Given an observable
model describing the movement of a vehicle, a second model can
be developed based on inputs and weighted outputs of the real
system. The observer can then be used to estimate states which
are not directly measurable. Assuming a steady, incompress-
ible and irrotational current, Encarnacio et al. [10] proposed
a nonlinear Luenberger type observer based on the horizontal
kinematics of an AUV, which has been frequently used after-
wards [11]-[13]. Refsnes et al. [14] used a nonlinear Luenberger
type observer based on the dynamics of the vehicle, specifically
capturing the effect of water currents on the modelled Coriolis
and centripetal forces for an underactuated AUV. Recently, high
gain observers have been proposed to estimate water currents
based on a dynamic vehicle model [15], [16]. While the proposed
observers have been shown to be accurate in simulation and
have been partially verified with field data, they all assume
accurate state feedback for position. For surface vehicles this
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is not a restrictive assumption, whereas underwater vehicles can
not densely sample position data. They either operate outside of
any acoustic network and do not get any direct position mea-
surements at all or they get sparse updates from GPS fixes after
surfacing.

Building upon sparse but periodical GPS fixes, several ap-
proaches with varying levels of complexity and accuracy have
been used to estimate water currents. Those approaches are lim-
ited to missions where periodical resurfacing of the vehicle is in-
herent in the mission or, at least, feasible. A class of AUVs which
periodically surfaces and utilizes GPS fixes are water gliders. A
solution to estimate currents for robust navigation of ocean glid-
ers is the use of a motion integration error [17]. This approach
assumes that no vertical currents are present due to stratification
and calculates a depth averaged horizontal current based on the
difference between dead reckoning position estimates and sparse
GPS fixes. The method does not account for dynamics of the flow
field. The motion tomography introduced by Chang et al. [18]
expands on the previous approach and computes the most likely
flow field, based on the motion integration error. Additionally,
predictive ocean models have been used to estimate currents and
to assist with the guidance of gliders [19], [20]. However, those
models are computationally complex and only provide a coarse
resolution for a given position. Lee et al. [21] combine a model of
the region of interest with a Gaussian Process Expectation Min-
imization algorithm, using sparse GPS data to predict the ocean
current field surrounding a glider. While the proposed solutions
do work for gliders, they can not be used for long term AUV
missions in the deep sea or under ice where surfacing is not an
option.

Several solutions for water current estimation that do not
require direct measurements of global vehicle position have
been proposed. Randeni et al. [22] used motion responses of
the AUV in turbulent environments together with a model of the
vehicle’s dynamics to estimate water currents. However, this
approach requires a calibration of the algorithm in still water
which might be not feasible for certain deployments. Medagoda
et al. [23] employ an ADCP mounted on a Sentry AUV to
facilitate velocity estimation during midwater column travels.
While this is a viable approach for heavyweight vehicles such as
the Sentry AUV, the size and energy consumption of an ADCP
and the computational costs of the proposed algorithm might
be restrictive for smaller classes of AUVs. Hegreaneas et al.
showed that an INS aided either by a dynamic model [24],
[25] of the vehicle, or a DVL-WL in combination with a DVL-
BL can be used for water current estimation. We propose the
DPSSv2 as an alternative source to estimate velocity relative
to water, which can be used as a replacement of a DVL-WL,
or as a complement providing in situ estimates of velocity
relative to water for the approaches previously mentioned in this
section.

III. METHODOLOGY

In this section we first describe the mathematical derivations
for surge and sway velocity estimation. Then we present the
design of the DPSSv2 and explain the experimental setup used
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Fig. 1. Irrotational, inviscid and incrompressible flow over a sphere:
(a) Point A marks the stagnation point on the spheres’ surface where the local
velocity is zero. Points B and B* describe mirrored and arbitrary positions at the
spheres’ surface for an angle 0° < ¢ < 90°. (b) Point A is angled towards the
flow by « and the local velocity is nonzero. Given the same configuration as in
(a) both measurement points A and B are shifted by the angle of incoming flow.

to verify its performance. Finally, we describe the analysis of
the experimental data.

A. 2D Velocity Estimation

1) Surge Velocity Model: Assuming a planar, inviscid, irro-
tational and incompressible flow and the conservation of energy
within a fixed fluid volume, the relation between pressure p and
velocity v can be described by Bernoulli’s law:

1
p+ 5/)112 = const 6))

Where p describes the fluid pressure, p the fluid density and
v the flow velocity. Equation (1) can be used to estimate flow
velocity around an immersed rigid body and has been extensively
employed for flow speed estimation in aeronautics [26]. By
assuming a steady flow over a spherical body and utilizing
the directional finding Pitot-static concept [27], we can define
a stagnation point A and two mirrored points B and B* on
the spheres’ surface as can be seen Fig. 1(a). Based on the
pressure measurements at those three points we can infer the free
stream velocity v,. The necessary relation between pressure and
velocity was derived based on geometric principles in [9] and
was verified under laboratory conditions [8] with an accuracy
of 0.012 m/s for surge speed estimation. To accurately estimate
surge speed in field conditions, self motion effects of the vehicle
carrying the sensor have to be taken into account. The final
relation including hydrostatic correction terms for pitch 6 and
roll ¢ motions of an AUV is given by:

2
Voo = \/ O‘p(f) ((Ap — Ahipg)? + (Aps — Ahapg)?) (2)

with
alp) = (@)2 3

Ahy = (zp — x4) cos (¢)sin (0) — (yp + ya) sin (¢)
Ahg = (zp- — z4) cos (@) sin (0) — (yp- + ya)sin(¢) (4)

where Ap; and Aps represent the pressure differences be-
tween the stagnation point and the arbitrary mirrored points
B/ B* and ¢ = ¢ = —pp- is the planar angle between the

and
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stagnation point and points B/ B*. Additionally, g represents the
gravitational constant and (. and y,.) are Cartesian coordinates
of the respective measurement points relative to the center of the
sphere. Equation (2) has been validated under field conditions
and showed a comparable performance to a DVL-BL for oper-
ational velocities above 1 m/s. Refer to [9] for more details.

2) Sway Velocity Model: The model for sway velocity is
based on the assumption, that the location of the stagnation
point on the spherical object will change in the presence of a
non zero flow in sway direction (see Fig. 1(b)). We furthermore
assume that Eq. (2) is invariant to changes in flow direction
of up to 45° [28] and captures the true velocity component in
surge direction. The velocity estimation for a single differential
pressure sensor for the general case can be written as:

1
Apy =pa—pB = §p(v% — 04 +2gAh) (5)

Note that with i, the elevation compensation presented in Eq. (4)
is also utilized for the estimation of the velocity component in
sway direction. Based on potential flow theory, the relationship
between free stream velocity v, and the velocity at a specified
point (-) on the surface of a sphere in a steady flow can be defined
as [29]:

3 .
vy = 51100 sin () (6)

Inserting Eq. (6) in Eq. (§) and accounting for a change in flow
direction by the angle « results in the following relation:

1 19 . .
Apy = 3P Zvi (sin® (¢p — @) —sin® (—a)) +2 gAly
)
Using trigonometric identities and solving for « we get:
pp — arcsin (7%?3;1 & "(izl)))
a= = ®)

2

Based on the assumption that v, = v, as given by Eq. (2), the
sway velocity component can be estimated by:

vy = vy tan () 9)

3) Planar Water Current Estimation: The planar velocity
vector estimated by the DPSSv2 is relative to the fluid flow
surrounding the sensor. The total velocity vector vyo1q; € IR? of
a vehicle moving through a moving fluid in its body frame can
be defined as:

(10)

where v2, € IR? describes the velocity relative to water vector
estimated by the DPSSv2 and vZ € IR? is the vector of water
current velocity in body frame. Given a source for vﬁml such

B _ B B
Vtotal = Urel + Ve

as a DVL-BL, the water current velocity in the global frame v&
can be calculated as:
/UCG = R(w)(“fémz - v'?e.l) an

where R(¢)) € IR? is the standard planar rotation matrix, which
transforms the velocities from the local body frame into the
global frame and 1 is the heading angle of the vehicle relative
to the true north provided by the IMU.
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! DPSSv2
TR R

Fig.2. LAUYV Fridtjof and integrated DPSSv2 for Field trials: (a) DPSSv2
attached to the LAUV. (b) Sketch of the DPSSv2 with the distribution of the
pressure taps. (c) Architecture of the DPSSv2. DPS - differential pressure sensor,
APS - absolute pressure sensor, BAT - battery and ADC - analog to digital
converter.

B. DPSSv2

The new sensor system developed in this letter (DPSSv2)
provides a stand alone system to use in any AUV. To achieve
this, our previous DPSS design (DPSSvl, [8]) is scaled down
to a bullet shaped cylinder 14.1cm long, 5 cm in diameter and
with a weight of 0.27kg (volume reduction of 28% and weight
reduction of 39%). As pictured in Fig. 2, the DPSSv2 is equipped
with: 1) two differential pressure sensors (MPXV7002DP from
NXP semiconductors / range: &+ 2kPa, accuracy: 5Pa) to mea-
sure pressure across three different points, subsequently called
pressure taps, on the sensor surface at the stagnation point
and at £35° from the stagnation point on each side, 2) an
absolute pressure sensor (MS583730BA from TE Connectivity/
range: 0 to 30bar, accuracy: 30mbar) for depth estimation, 3)
an IMU (BNOOOS5 from Bosch) that provides information about
sensor orientation (used in Eq. (4)) and 4) a micro-controller
based data-logger (Feather MO Adalogger from Adafruit) with
integrated battery charger and SD card reader for data acquisition
and preliminary computations.

The performance of the DPSSv2 was verified with a series of
controlled experiments in a tow tank (for test description see [8]).
Under such conditions, the differential pressure based velocity
estimation was shown to be insensitive to structural effects at a
distance greater than 0.25 m for walls and 0.5 m for the water
surface [8]. Both conditions are well met in the experimental
setup in this letter. The tow tank experiments were conducted for
surge velocities in still water ranging from 0.1 m/s to 2 m/s. The
surge velocity error followed a Gaussian distribution resulting
in an accuracy of u = 0.01 m/s with a standard deviation of
o = 0.046 m/s. The DPSSv2 was not tested for deviations in
yaw, but based on tests with a comparable prototype described
in [28] and using Eq. (8), an angular accuracy of ;1 = 6.1° with
a standard deviation of o = 3.5° was determined.

C. Experimental Setup

Field trials were conducted in the Trondheim Fjord, close
to the island of Tautra, Norway (see Fig. 3(a) and 3(b)). The
current dynamics in the Trondheim Fjord are mostly driven
by a semi-diurnal tide, making the expected flow field time
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Fig. 3. Test site and experimental setup: (a) and (b) Test site (red dot) with
mean tidal current patterns for the upper fluid layer reproduced from [30]. (c) and
(d) Experimental setup to test the estimation of tidal currents with the DPSSv2.
(e) Tidal cycle for the day of the experiments 2019/05/20. The grey area in the
tidal graph represents the time slot of the experiments.

varying with a reversal in flow direction between ebb and flood
tide conditions [30] three times a day. The experiments were
conducted before and after the maximum tide was reached as
shown in Fig. 3(e). Therefore, we expected the tidal current
measurements to reflect the change in flow direction between
flood and ebb flows.

The experimental setup consisted of a light AUV
(LAUV) [31], equipped with an IMU (Microstrain 3DM-GX4-
25) and a DVL (Nortek DVL 1 MHz) providing WL and BL ve-
locity estimates simultaneously. Additionally, the DPSSv2 was
mounted on the LAUV (see Fig. 2). A boat employing an ADCP
(Sontek River Surveyor M9) gathered global current measure-
ments for comparison. During the experiments, the DPSSv2
sampled data autonomously, which were then analysed in post
processing. To estimate the tidal current velocity components in
surge and sway, the velocity estimates of DPSSv2 and DVL-WL
were referenced to the total velocity estimates given in our case
by the DVL-BL.

The velocity estimation was tested in 14 trials, while the ve-
hicle followed a straight line trajectory at constant depth (15 m,
Fig. 3(c) and 3(d)). Six trials were conducted with the minimum
velocity the vehicle was able to reliably maintain (1.25 m/s) in
the given conditions and for eight trials the target velocity was
set to 1.5 m/s. In both cases, half of the trials were conducted
against the main direction of the anticipated current and the
other half in the opposite direction. Four trials at the beginning
of the experiments with a target velocity of 1m/s were excluded
from the analysis, because the LAUV could not ensure a stable
movement in those conditions.

D. Data Analysis

The raw differential pressure measurements from the
DPSSv2, sampled at a rate of 100 Hz, were averaged to 5 Hz,
using a rolling mean to achieve maximum accuracy [8]. The
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resulting sampling rate was equal to the sampling rate of the
employed DVL. A constant offset in the differential pressure sen-
sors was compensated for by subtracting the pressure measured
for zero velocity in air. The surge and sway velocity components
were then calculated with Eq. (2) and Eq. (9), respectively. For
the DVL velocities raw sensor values were used, with outliers
removed, based on validity information provided by the sensor.
Furthermore, we restricted the data-analysis to the part of each
trial where the LAUV had reached its target depth and moved in
a straight line.

The main focus of the data analysis was to evaluate the ability
of the DPSSv2 to estimate tidal currents in conjunction with a
source for total vehicle velocity, provided by the DVL-BL in
our experiments. We compared the results with the tidal current
velocity estimation from the DVL-BL - DVL-WL pair. This
evaluation implicitly includes a performance characterization
for the DPSSv2’s capability to estimate velocity relative to
water. The DVL-WL and the DPSSv2 body frame velocities in
surge and sway were subtracted from the respective DVL-BL
total vehicle velocities. The resulting planar current velocity
vector was then rotated into a global reference frame using
Eq. (11), based on the heading provided the LAUV’s attitude
and heading reference system. Magnitude and angle relative to
true north of the estimated tidal currents were then compared to
characterize the performance of the DPSSv2 - DVL-BL current
estimation in relation to the DVL-WL - DVL-BL estimation.
Additionally, the tidal current estimates from the ADCP were
used for comparison. The median (IQR) for each time series per
trial was used as evaluation metric.

Furthermore, we investigated how the tidal current estimates
from the DPSSv2 - DVL-BL pairing were impacted by changes
in the motion direction of the LAUV (with and against antici-
pated current direction) and different vehicle velocities. For this
purpose we concentrated on tidal current estimates in the body
fixed frame, because the interpretation of the effects is more
intuitive here. For brevity we subsequently refer to DPSSv2 and
DVL-WL tidal current estimations, with the implicit indication
that all results for tidal current estimations have been augmented
with DVL-BL velocity readings. We took the median and IQR of
the absolute differences between DVL-WL and DPSSv2 current
velocity estimates for each trial as evaluation metrics and divided
the trials into sub-classes based on target velocity and direction
of movement.

IV. RESULTS AND DISCUSSION

We first present results for DVL-WL, ADCP and DPSSv2
tidal current estimates, represented by their magnitude and
heading angle relative to true north in a global reference frame.
We use those results to motivate our subsequent choice to
concentrate on a comparison between DVL-WL and DPSSv2
and show the influences of the tidal conditions on the estimation
performance. We then compare the DVL-WL and DPSSv?2 tidal
current estimates for the different sub-classes shown in Table I.
For this comparison the planar tidal current vectors are split
up into their respective surge and sway components in a body
referenced frame, to get a more intuitive understanding of the
estimation performance of the DPSSv2.
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TABLE 1

TRIALS DIVIDED INTO SUB-CLASSES BASED ON DIFFERENT TEST CONDITIONS

Direction

Velocity [m/s]

Trial Number

against current

1.25
1.5

5,9,13
1,3,7, 11

with current

1.25
1.5

6, 10, 14
2,4,8,12

10F ] =
+-~DVLWL — DPSS ~--ADGCP
0.8 H b 1

06
041

Current magnitude (m/s)

B +---DVLWL <— DPSS

e

b) Agalnst the current

East

c) With the current
1T 2 3 4 5 6 7 8 9 10 11 12 13 14
® ® O O ) ) O O () (5 ) () (s) ()

Trial number

Fig. 4. Estimation of tidal current velocity vector for DVL, DPSSv2 and
ADCP: Tidal current estimates for the DVL and DPSSv2 are both augmented
by DVL-BL readings. (a) Magnitude estimates of the tidal current in the global
reference frame represented by median, IQR and extreme values for each trial.
(b) and (c) Median magnitude and heading estimates of the tidal current relative
to true north for DVL and DPSSv2 (ADCP estimates are not used in the
performance comparison and thus omitted to improve the readability of the
figures). The difference between the two median heading estimates in degrees is
annotated for each trial. Instances where the LAUV was moving with the currents
(c) are distinguished from instances where the LAUV was moving against the
currents (d). The trial numbers are further augmented with either (s) for trials
with the slower velocity of 1.25 m/s or (f) for the faster velocity of 1.5 m/s. The
light beige patch (trials 1-6) represents slack water conditions close to high tide
were the currents are less strong, more turbulent and change direction eventually.
The light grey patch (trials 7 to 14) shows the tidal conditions for ebb flow after
the maximum tidal water level.

A. Tidal Current Magnitude and Heading in Global Frame

Fig. 4(a) shows that DVL-WL and DPSSv2 estimate, in most
cases, a lower current velocity with less variance than the ADCP.
Due to the tidal influence the flow direction and flow velocity
were changing over the course of the experiments. Surface waves
were affecting the stability of the boat where the ADCP was
installed. Furthermore, resulting from the signal to noise ratio,
the depth of interest was, even though the values were sufficient
at that level, close to the limit. Additionally, salinity levels and
salinity stratification were changing throughout the trials, which
affected the ADCP data.

In general, the data shows that it is difficult to select a reliable
reference for current estimation under highly dynamic field
conditions. We evaluated predictions from a publicly available
current model of the Norwegian Meteorological Institute [32],
which indicated small current velocities during the first trials
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TABLE II
MEDIAN (IQR) IN M/S FOR ABSOLUTE DIFFERENCE IN CURRENT VELOCITY
ESTIMATION IN BODY FRAME BETWEEN DVL WL AND DPSS. THE
FOLLOWING SUB-CLASSES ARE PRESENTED: AGAINST - AGAINST THE
CURRENT, WITH - WITH THE CURRENT, HIGH - HIGHER VELOCITY (1.5 M/S)
AND LOW - LOWER VELOCITY (1.25 M/s)

against with total

high surge | 0.05 (0.06) | 0.05 (0.06) | 0.05 (0.06)
g

sway | 0.04 (0.04) | 0.09 (0.06) || 0.07 (0.06)
| surge | 0.03 (0.04) | 0.07 (0.08) | 0.04 (0.06)
ow

sway | 0.02 (0.03) | 0.1 (0.05) 0.05 (0.07)

surge | 0.04 (0.05) | 0.06 (0.06)
total

sway | 0.03 (0.04) | 0.09 (0.05)

and a reversal in flow direction shortly before high tide. Those
predictions were best matched by DPSSv2 and DVL-WL tidal
current estimates. Based on this information and due to the lower
variance in the DPSSv2 and DVL-WL estimates we decided
to base the subsequent evaluation of the DPSSv2 performance
on a comparison with the DVL-WL. We refrain from defining
a ground truth and treat both sensors as data sources with
uncertainties and evaluate the similarity of the provided tidal
current estimates.

Fig. 4(b) and 4(c) show magnitude and direction of the es-
timated currents for DVL-WL and DPSS. The reversal of flow
direction can be seen from estimates of both sensors. The results
for trials conducted at a later point in time (towards the right of
the figure) indicate that the flow conditions were more stable
as the water level was moving away from its maximum. The
figure also shows that the DVL and DPSSv2 estimates have good
agreement for trials were the vehicle went against the current.
However, for trials in the direction of the current the estimates
differ especially regarding the heading angle.

B. Influence of Direction of Movement and Vehicle Velocity

To better understand the underlying cause of the observed
contrast regarding the direction of movement, we evaluate the
differences between DVL-WL and DPSS current estimation in
the vehicles body frame for sway and surge direction separately.
Additionally, we investigate the effect of the two target veloc-
ities on the differences between the current estimates. Table 11
presents summary statistics (median absolute difference with
IQR) for the following four scenarios: 1) higher velocity - against
currents (high - against), 2) higher velocity - with currents (high
- with), 3) lower velocity - against currents (low - against), 4)
lower velocity - with currents (low - with).

The statistics show, that the main contribution to a bigger
difference for trials along the current direction is coming from
the sway velocity estimation. This is an expected result, because
the assumption of potential flow around the DPSSv2 with a
stagnation point on the spherical head section, which was used to
derive equations (2) and (8), does not hold with the movement of
the sensor along the ambient flow. The surge velocity estimation
is to some degree affected by the same problem. This is detailed
in Fig. 5 which shows velocity estimates for DVL-BL, DVL-WL
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Fig. 5. Velocity estimation for DVL (BL and WL) and DPSSv2: surge

(a) and sway (b) against the main current direction for trial number 5. Surge
(c) and (d) sway along the main current direction for trial number 10.

and DPSSv?2 for a trial against the tidal currents and along the
tidal currents respectively.

Fig. 5(a) and 5(b) show the surge and sway velocity estima-
tions for trial number 5, when the vehicle is moving against the
tidal current. In this case the relative velocity is the sum of total
vehicle and water current velocity and DVL-WL and DPSSv2
should overestimate the velocity components. This can be seen
for both surge and sway directions. Additionally, it can be seen
that the DPSSv2 velocity estimation tracks the DVL-WL veloc-
ity estimations very closely for surge and sway components, as
the potential flow assumption holds in this case. The DPSSv2
further estimates velocity with less variance compared to the
DVL-WL estimations at the same effective sampling rate.

In contrast, Fig. 5(c) and 5(d) show the velocity estimates for
trial number 10, where the movement of the LAUV is along the
tidal current. The DVL-WL underestimates the total velocity
component in surge direction Fig. 5(c) due to the superimposed
velocity component of the current. For the sway component
in Fig. 5(d) a change in direction can be seen for the total
velocity, which is not reflected in the DVL-BL readings due
to the superimposed current flowing with an angle of attack
relative to the LAUV. The DPSSv2 velocity estimation for the
surge component is also underestimating the surge speed but
by a smaller margin compared to the DVL-WI. Regarding the
sway component of the velocity the DPSSv2 fails to resolve
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the direction of the velocity component relative to the flow and
does not follow changes due to the lack of potential flow. This
lack of accurate relative velocity estimation, specifically in sway
direction, causes the great deviations for the heading angles of
the tidal current estimates in the global reference frame shown
in Fig. 4(b).

This inherent limitation of the DPSSv2 for situations, in
which it is not facing the flow, could be resolved through the
design of trajectories, which guarantee changes in the direction
of movement such as lawn mower patterns. It has been shown
in [33] and [34] that a few changes in heading can make water
relative velocities and water currents observable. Furthermore,
combining the DPSSv2 estimates with sparse GPS fixes, or
a model aided INS could provide those methods with in situ
velocity updates and subsequently help to correct the DPSSv2
errors for movements along the ambient flow. To that end, a
combination with many approaches presented in Section II is
conceivable.

The summary statistics in Table II also show a difference be-
tween higher and lower target vehicle velocities, with the median
absolute differences being smaller for the lower target velocity.
At first glance this is a surprising result, because the DPSSv2
velocity estimation should be more robust against disturbances
at higher vehicle velocities, due to the quadratic relationship
between pressure and velocity. However, the actual tidal current
velocity needs to be considered, which was smaller during slack
water. Due to the omission of the first four trials at low target
velocity, almost all lower target velocity trials were conducted
during ebb flow after slack water, which provided more stable
environmental conditions with higher tidal current velocities
(see Fig. 4). Another reason for the increased differences at
higher target velocities could be a performance degradation of
the DVL-WL for higher vehicle velocities as shown in [9].

However, in all cases were the potential flow assumption was
valid, the DPSSv2 tidal current estimation was close to the
DVL-WL with a median absolute (IQR) difference in global
tidal current magnitude of 0.03 m/s (0.043 m/s) and heading
of 8.13° (11.0°). Those differences are close to the accuracy
bound, defined for the DPSS under field conditions reported
in [9] and at the same scale as estimation errors reported by
other approaches [16], [35]. The results show that the DPSSv2
can be a viable option to improve velocity estimation for vehicles
that can not equip state of the art sensors such as DVL or ADCP.

Another important factor for successful and reliable navi-
gation for AUVs, specifically in long term and/or deep sea
missions, is redundancy. Fig. 6 shows a case where the DVL
readings are corrupted by an unkown disturbance, whereas
the DPSSv2 readings are not affected. The addition of the
DPSSv2 to the sensor suite of a vehicle already equipped
with the state of the art velocity aiding technology could
thus provide additional reliability and stability for the velocity
estimation.

V. CONCLUSION AND FUTURE WORK

In this study we presented a flow-relative velocity sensor for
marine vehicles, using differential pressure. We expanded the
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Fig. 6. Extract of the time series for velocity estimation of DVL and
DPSSv2 for a trial: From 55 s to 65 s the DVL returns false readings due
to unknown disturbances

capabilities of the sensor developed in our previous works [8], [9]
to measure velocity components in two dimensions (surge and
sway) and provided a design reducing size and weight compared
to the previous version. We validated the new prototype under
field conditions on an AUV. The presented DPSSv2 can be
used as a complementary sensor for existing sensor suites to
increase robustness and redundancy. The sensor can also provide
water-relative velocity information for navigation in conditions
were GPS and DVL-BL are not available such as mid-water
column operations. This has the potential to simplify the logistics
of long term experiments by decreasing the need for external
infrastructure such as support vessels or acoustic networks. With
a small form factor and low power requirements, 0.244 W versus
1.3 W for the deployed DVL, the device has the potential to
provide in situ velocity estimation to vehicles, which can not
equip state of the art velocity sensors due to size, budget or
energy restrictions. This work has shown that a robust planar
velocity estimation is already possible in operation conditions
that do not violate the potential flow assumptions. A combination
with other proposed methods and algorithms that quantify water
currents or fluid relative velocity has the potential to expand the
robustness of the DPSSv2 in situ velocity estimation to more
general conditions. While it is difficult to compare production
costs of fully developed products versus lab prototypes, we
estimate that the costs for the DPSSv2 are roughly one order
of magnitude smaller than the DVL used in this study.

We characterized the velocity estimation performance of
DPSSv2 under the influence of tidal currents and evaluated its
capability to estimate those tidal currents when combined with
a sensor providing total vehicle velocity estimates. The results
showed that in combination with a DVL-BL the DPSSv2 could
estimate tidal currents with a similar accuracy as the DVL-WL
when the sensor was facing the currents. The acquired tidal
current estimates can in turn be used to increase the precision
of navigation or to inform and update oceanographic models.
Future work will continue on three fronts: (1) expanding sensor
to 3D velocity estimation, (2) exploring the use of aiding sensors
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such as GPS or INS, and algorithms such as water current
observers to resolve problems when the sensor moves in line with
the current, and (3) producing a standalone navigation system
independent of other sources for vehicle velocity estimation.

ACKNOWLEDGMENT

The authors would like to thank Tore Mo-Bjgrkelund and
Qystein Sture from the NTNU Applied Underwater Robotics
Laboratory for their help during field trials and Jeffrey A. Tuhtan
and Margit Egerer from the Centre for Biorobotics for fruitful
discussions and insights during the writing process.

(1]

[2

3

[4

[5

(6]

[7

[8

[9

[10]

[11]

[12]

[13]

[14]

[15]

REFERENCES

N. E. Leonard, D. A. Paley, R. E. Davis, D. M. Fratantoni, F. Lekien, and
F. Zhang, “Coordinated control of an underwater glider fleet in an adaptive
ocean sampling field experiment in Monterey Bay,” J. Field Robot., vol.27,
no. 6, pp. 718740, Nov. 2010.

A. Branch et al., “Front delineation and tracking with multiple underwater
vehicles,” J. Field Robot., vol. 36, no. 3, pp. 568-586, May 2019.

T. O. Fossum ez al., “Toward adaptive robotic sampling of phytoplankton in
the coastal ocean,” Sci. Robot., vol. 4, no. 27, Feb. 2019, Art. no. eaav3041.
L. Paull, S. Saeedi, M. Seto, and H. Li, “AUV navigation and localization:
A review,” IEEE J. Ocean. Eng., vol. 39, no. 1, pp. 131-149, Jan. 2014.
E. Kalnay, Atmospheric Modeling, Data Assimilation and Predictability.
Cambridge, U.K.: Cambridge University Press, 2003.

T. O. Fossum et al., “Information-driven robotic sampling in the
coastal ocean,” J. Field Robot., vol. 35, no. 7, pp. 1101-1121,
Oct. 2018.

B. Jalving, K. Gade, K. Svartveit, A. Willumsen, and R. Sgrhagen,
“DVL velocity aiding in the HUGIN 1000 integrated inertial navigation
system,” Model., Identification Control, vol. 25, no. 4, pp. 223-235,
2004.

J.F. Fuentes-Pérez, C. Meurer, J. A. Tuhtan, and M. Kruusmaaa, “Differen-
tial pressure sensors for underwater speedometry in variable velocity and
acceleration conditions,” [EEE J. Ocean. Eng., vol. 43, no. 2, pp. 418-426,
Apr. 2018.

C. Meurer, J. Francisco Fuentes-Perez, N. Palomeras, M. Carreras, and
M. Kruusmaa, “Differential pressure sensor speedometer for autonomous
underwater vehicle velocity estimation,” IEEE J. Ocean. Eng. to be
published.

P. Encarnacdo, A. Pascoal, and M. Arcak, “Path following for marine
vehicles in the presence of unknown currents,” /FAC Proc. Vol., vol. 33,
no. 27, pp. 507-512, Sep. 2000.

A. P. Aguiar and A. M. Pascoal, “Dynamic positioning and way-point
tracking of underactuated AUVs in the presence of ocean currents,” in
Proc. 41st IEEE Conf. Decis. Control, 2002, pp. 2105-2110, vol. 2.

S. Moe, W. Caharija, K. Y. Pettersen, and I. Schjglberg, “Path following
of underactuated marine surface vessels in the presence of unknown ocean
currents,” in Proc IEEE . Amer. Control Conf., Jun 2014, pp. 3856-3861.
C. Paliotta and K. Y. Pettersen, “Geometric path following with ocean
current estimation for ASVs and AUVs,” in Proc IEEE . Amer. Control
Conf., Jul. 2016, pp. 7261-7268.

J.E. Refsnes, K. Y. Pettersen, and A. J. Sgrensen, “Control of slender body
underactuated AUVs with current estimation,” in Proc. IEEE Conf. Decis.
Control., 2006, pp. 43-50.

S. Fan, W. Xu, Z. Chen, and F. Zhang, “Nonlinear observer design for
current estimation based on underwater vehicle dynamic model,” in Proc.
1IEEE OCEANS Shanghai., Apr. 2016, pp. 1-5.

[16]

[17]

(18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]

[26]

[27]
(28]

[29]
[30]
[31]

[32]

[33]

[35]

3451

E. Kim, S. Fan, and N. Bose, “Autonomous underwater vehicle Model-
Based High-Gain observer for ocean current estimation,” in Proc. IEEE
AUV IEEE/OES Auton. Underwater Vehicle Workshop, Proc., Nov. 2018,
pp. 1-6.

L. M. Merckelbach, R. D. Briggs, D. A. Smeed, and G. Griffiths, “Cur-
rent measurements from autonomous underwater gliders,” in Proc. IEEE
Working Conf. Current Meas. Technol., 2008, pp. 61-67.

D. Chang, W. Wu, C. R. Edwards, and F. Zhang, “Motion tomography:
Mapping flow fields using autonomous underwater vehicles,” Int. J. Robot.
Res., vol. 36, no. 3, pp. 320-336, Mar. 2017.

R. N. Smith, J. Kelly, Y. Chao, B. H. Jones, and G. S. Sukhatme, “Towards
the improvement of autonomous glider navigational accuracy through the
use of regional ocean models,” in Proc. ASME 29th Int. Conf. Ocean,
Offshore Arctic Eng., 2010, pp. 597-606.

D. Chang, F. Zhang, and C. R. Edwards, “Real-time guidance of under-
water gliders assisted by predictive ocean models,” J. Atmospheric Ocean.
Technol., vol. 32, no. 3, pp. 562-578, Mar. 2015.

K. M. B. Lee, C. Yoo, B. Hollings, S. Anstee, S. Huang, and R. Fitch,
“Online estimation of ocean current from sparse GPS data for underwa-
ter vehicles,” in Proc. IEEE Int. Conf. Robot. Autom. Montreal, 2019,
pp. 3443-3449.

S. A. Randeni P. A. L. Forrest, R. Cossu, Z. Q. Leong, and
D. Ranmuthugala, “Determining the horizontal and vertical water velocity
components of a turbulentwater column using the motion response of an
autonomous underwater vehicle,” J. Mar: Sci. Eng., vol. 5, no. 3, Jul. 2017,
Art. no. 25.

L. Medagoda, J. C. Kinsey, and M. Eilders, “Autonomous Underwater
Vehicle localization in a spatiotemporally varying water current field,” in
Proc. IEEE Int. Conf. Robot. Autom., May 2015, no. June, pp. 565-572.
@. Hegrenaes and O. Hallingstad, “Model-aided INS with sea current
estimation for robust underwater navigation,” I[EEE J. Ocean. Eng., vol. 36,
no. 2, pp. 316-337, Apr. 2011.

@. Hegrenaes and E. Berglund, “Doppler water-track aided inertial nav-
igation for autonomous underwater vehicle,” in Proc. IEEE OCEANS
"Bremen: Balancing Technol. Future Needs., May 2009, pp. 1-10.

E. Ower and R. C. Pankhurst, The Measurement of Air Flow. New York,
NY, USA: Elsevier, 2014.

C. J. Fechheimer, “Measuring Device,” U.S. Patent 1 834 392A, 1931.

J. F. Fuentes-Pérez, K. Kalev, J. A. Tuhtan, and M. Kruusmaa, “Under-
water vehicle speedometry using differential pressure sensors: Prelim-
inary results,” in Proc. IEEE/OES Auton. Underwater Vehicles, 2016,
pp. 156-160.

J. Anderson Jr, Fundamentals of Aerodynamics. New York, NY, USA: Tata
McGraw-Hill Education, 1985, vol. Third Edit.

P. Jacobson, “Physical oceanography of the trondheimsfjord,” Geophysical
Astrophysical Fluid Dyn., vol. 26, no. 1-2, pp. 3-26, Oct. 1983.

A. Sousa et al., “LAUV: The Man-Portable autonomous underwater vehi-
cle,” IFAC Proc. Vol., vol. 45, no. 5, pp. 268-274, Jan. 2012.

Yr, “YR - Coastal Forecast,” 2019. [Online]. Available: https://www.yr.no/
place/Ocean/63.44180_10.36698/hour_by_hour.html. Accessed on: May
20, 2019.

(. Hegrenaes, O. Hallingstad, and B. Jalving, “A framework for obtaining
steady-state maneuvering characteristics of underwater vehicles using sea-
trial data,” in Proc. IEEE Mediterranean Conf. Control Autom., Jun. 2007,
pp. 1-6.

@. Hegrenaes, O. Hallingstad, and B. Jalving, “Comparison of mathemat-
ical models for the HUGIN 4500 AUV based on experimental data,” in
Proc. IEEE Int. Symp. Underwater Technol., UT Int. Workshop Scientific
Use Submarine Cables Related Technol., Apr. 2007, pp. 558-567.

D. Chang, C. R. Edwards, F. Zhang, and J. Sun, “A data assimila-
tion framework for data-driven flow models enabled by motion to-
mography,” Int. J. Intell. Robot. Appl., vol. 3, no. 2, pp. 158-177,
Jun. 2019.

Authorized licensed use limited to: Tallinn University of Technology. Downloaded on April 03,2020 at 09:15:19 UTC from IEEE Xplore. Restrictions apply.



Curriculum Vitae

1. Personal data

Name Christian Meurer
Date and place of birth 06.08.1990 Suhl, Germany
Nationality German

2. Contact information

E-mail christian.meurer @taltech.ee
3. Education
2016-... Tallinn University of Technology, School of Information Technologies

Information and Communication Technology, PhD studies

2012-2015 Rhine-Waal University of Applied Sciences, Faculty of Technology and Bionics,
Bionics, Biomimetics, MSc

2009-2012 Ernst-Abbe-Hochschule Jena, Faculty of Medical Engineering and Biotechnology,
Biotechnology, BSc

4. Language competence

German native
English fluent

5. Professional employment

2016-... Centre for Biorobotics, Tallinn University of Technology - Junior Researcher
2014-2015 Evologics GmbH, Berlin, Germany - Intern for Master Thesis
2013-2014 Ocean Tech-Lab, Rhine-Waal University of Applied Sciences - Student Employee

6. Voluntary work

2013-2014 2nd European International Subrace, Team-Leader of the HSRW-Submarine Team

2013-2014 Founding member and 1st chairman of the HSRW-Ocean Tech e.V.

2013-2014 Student representative on the Examination Board of the Faculty of Technology
and Bionics of the Rhine-Waal University of Applied Sciences

2012-2013 12th International Submarine Races, Team-Member of the HSRW-Submarine Team

7. Computer skills
e Operating systems: MS, Linux
e Document preparation: MS Word, LaTex

e Programming languages: Python, C++

Scientific packages: Matlab, Mathematica, ROS, Gazebo

Other: SolidWorks, DaVinci Resolve, CorelDraw

193



8. Honours and awards
e 2020, Outstanding Reviewer Award winner, IOP Publishing

e 2015, Award for the best Graduation (MSc.) at the faculty of Technology and Bionics
of the Rhine-Waal University of Applied Sciences

e 2014, BMT Award for Innovation with the HSRW-Submarine Team during the 2nd
European International Submarine Races, Gosport, Uk

9. Defended theses

e 2015, "Launch and Recovery Mechanism for a Bionic AUV: A Mechatronic Grip-
per Module with Thermo-Hydraulic Actuation", MSc, supervisor Prof. Dr. William
Megill, Rhine-Waal University of applied Sciences, Faculty of Technology and Bionics

e 201, "Alternative Splicing in the Donor-Array at Intron 15 of the Human Cystathio-
nine Beta Synthase Gene", BSc, supervisor Prof. Dr. Waldemar Kiinkel, Ernst-Abbe-
Hochschule Jenay, Faculty of Medical Engineering and Biotechnology

10. Field of research
e motion control for autonomous underwater vehicles
e state estimation for autonomous underwater vehicles

11. Scientific work
Papers

1. ). F. Fuentes-Pérez, C. Meurer, J. A. Tuhtan, and M. Kruusmaaa, “Differential Pressure
Sensors for Underwater Speedometry in Variable Velocity and Acceleration Condi-
tions,” IEEE Journal of Oceanic Engineering, vol. 43, no. 2, pp. 418-426, 2018

2. C. Meurer, J. Francisco Fuentes-Perez, N. Palomeras, M. Carreras, and M. Kruus-
maa, “Differential Pressure Sensor Speedometer for Autonomous Underwater Ve-
hicle Velocity Estimation,” IEEE Journal of Oceanic Engineering, pp. 1-33, 2019

3. C. Meurer, A. Simha, U. Kotta, and M. Kruusmaa, “Nonlinear orientation controller
for a compliant robotic fish based on asymmetric actuation,” in Proceedings - IEEE
International Conference on Robotics and Automation (ICRA), vol. 2019-May, pp. 4688-
4694, Institute of Electrical and Electronics Engineers Inc., may 2019

4. A.Kaldmie, U. Kotta, C. Meurer, and A. Simha, “Event-based control for differentially
flat systems: Application to autonomous underwater vehicle,” in IFAC-PapersOnlLine,
vol. 52, pp. 180-185, Elsevier B.V., sep 2019

5. C. Meurer, J. F. Fuentes-Perez, K. Schwarzwalder, M. Ludvigsen, A. J. Sorensen, and
M. Kruusmaa, “2D estimation of velocity relative to water and tidal currents based
on differential pressure for autonomous underwater vehicles,” IEEE Robotics and
Automation Letters, vol. 5, pp. 3444-3451, apr 2020

194



Elulookirjeldus

1. Isikuandmed

Nimi Christian Meurer

Slinniaeg ja -koht 06.08.1990, Suhl, Germany
Kodakondsus Saksamaa

2. Kontaktandmed

E-post christian.meurer @taltech.ee

3. Haridus

2016-... Tallinna Tehnikaiilikool, Infotehnoloogia teaduskond,

2012-2015 Rhine-Waal University of Applied Sciences, Faculty of Technology and Bionics,
Bionics, Biomimetics, MSc

2009-2012 Ernst-Abbe-Hochschule Jena, Faculty of Medical Engineering and Biotechnology,
Biotechnology, BSc

4. Keelteoskus

saksa keel emakeel
inglise keel korgtase

5. Teenistuskaik

2016-... Centre for Biorobotics, Tallinn University of Technology - Junior Researcher
2014-2015 Evologics GmbH, Berlin, Germany - Intern for Master Thesis
2013-2014 Ocean Tech-Lab, Rhine-Waal University of Applied Sciences - Student Employee

6. Vabatahtlik t66

2013-2014 2nd European International Subrace, Team-Leader of the HSRW-Submarine Team

2013-2014 Founding member and 1st chairman of the HSRW-Ocean Tech e.V.

2013-2014 Student representative on the Examination Board of the Faculty of Technology
and Bionics of the Rhine-Waal University of Applied Sciecnes

2012-2013  12th International Submarine Races, Team-Member of the HSRW-Submarine Team

7. Computer skills

Operatsioonislisteemid: MS, Linux

Kontoritarkvara: MS Word, LaTex

e Programmeerimiskeeled: Python, C++

Teadustarkvara paketid: Matlab, Mathematica, ROS, Gazebo
8. Autasud
e 2020, Outstanding Reviewer Award winner, IOP Publishing

e 2015, Award for the best Graduation (MSc.) at the faculty of Technology and Bionics
of the Rhine-Waal University of Applied Sciences

e 2014, BMT Award for Innovation with the HSRW-Submarine Team during the 2nd
European International Submarine Races, Gosport, UK

195



9. Kaitstud loputood

e 2015, "Launch and Recovery Mechanism for a Bionic AUV: A Mechatronic Grip-
per Module with Thermo-Hydraulic Actuation", MSc, supervisor Prof. Dr. William
Megill, Rhine-Waal University of applied Sciences, Faculty of Technology and Bionics

e 20M, "Alternative Splicing in the Donor-Array at Intron 15 of the Human Cystathio-
nine Beta Synthase Gene", BSc, supervisor Prof. Dr. Waldemar Kiinkel, Ernst-Abbe-
Hochschule Jenay, Faculty of Medical Engineering and Biotechnology

10. Teadustdo pohisuunad
e autonoomsete allveeliikurite juhtimine

e autonoomsete allveeliikurite olekuhindamine

11. Teadustegevus
Teadusartiklite, konverentsiteeside ja konverentsiettekannete loetelu on toodud ingliskeelse
elulookirjelduse juures.

196



ISSN 2585-6901 (PDF)
ISBN 978-9949-83-710-6 (PDF)





