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1 Introduction
Numerical analysis has been defined as the study of methods and procedures used to ob-tain approximate solutions to mathematical problems. It allows providing approximatesolutions to problems for which there is no reasonable hope of obtaining the exact so-lution [117]. While effective approximate numerical solutions to mathematical problemswere available centuries ago [53, 145, 149], it was the 20th century when numerical anal-ysis formed its own separate discipline and saw a surge in activity [29, 64].

The development of numerical methods for use in numerical analysis is a vast andgrowing field of study [7, 40, 74, 124]. Many of the numerical methods find use in nu-merically solving equations of mathematical physics known as PDEs [8, 60, 77]. Othernumerical methods focus on analysis of numerical results. One such tool is discrete spec-tral analysis [133, 135].
Within this thesis, the discrete spectral analysis is extended to the 2D case and theHaar wavelet based Haar Wavelet Method (HWM) is improved by not only employing aimproved approach called the Higher Order Haar Wavelet Method (HOHWM) but alsousing it in nonuniform and even adaptive grid settings. While the majority of the casestudies included within the thesis revolve around PDEs describing nonlinear wave propa-gation, there are two exceptions where nonlinear ODEs are solved using the HOHWM.

1.1 Numerical analysis of nonlinear problems

Virtually all physical systems are nonlinear in their nature. Linear systems are often sim-plified linearized models of the underlying nonlinear system. These linear systems fre-quently only describe the underlying system accurately under a certain set of operatingconditions. Thus, in order to gain amore accurate understanding of physical phenomenon,the underlying nonlinear systems must be used [143].
However, nonlinear PDEs pose a number of problems. For instance, the existence anduniqueness of their solutions are not guaranteed. Furthermore, if solutions do exist, theydo not adhere to the superposition principle nor the homogeneity principle which aretaken as granted in linear systems [75, 104].
Zabusky and Kruskal were among the first to use computer simulations to gain insightsinto nonlinear PDEs. In doing so, they discovered solitary waves which they named soli-tons [157]. This led to the development of the inverse scattering transform [4, 5, 61, 62].
In the decades since then, many different numerical methods have been employed forsolving linear as well as nonlinear PDEs. Most local methods are based on the finite dif-ference approach [141]. Methods based on finite elements are also popular [43, 142, 159].Another important set of methods are the spectral methods [33, 118]. The Pseudospec-tral Method (PsM) [57, 56, 119] deserves a mention here. While the PsM is often usedalongside the Fourier basis and transform, any orthogonal set of base functions are suitedfor this method. Wavelet based numerical methods have been used for more than twodecades by now [21, 22]. Haar wavelets are the simplest of all wavelet families. They aremade up of piece-wise constant functions and were originally proposed by Alfred Haar in[65].
This thesismainly focuses on thePsMand theHaarwavelet basedHaarWaveletMethod(HWM). The former is used alongside 2D discrete spectral analysis (Paper I). The latterwas originally developed by Chen andHsiao [41]. However, a higher order expansion calledthe Higher Order Haar Wavelet Method (HOHWM) has also been developed [108]. Themethods are described in detail in Section 2.
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1.2 Descriptions of treated equations
The model equations are described roughly in the order in which they were handled dur-ing the course of the research. In other situations some other order might be more ap-propriate.
1.2.1 The Kadomtsev–Petviashvili equation
The Kadomtsev–Petviashvili (KP) equation

(ut +6uux +uxxx)x +3σ
2uyy = 0 (1)

is considered the two dimensional generalization of the Korteweg–de Vries equation. Itwas first introduced by Kadomtsev and Petviashvili in 1960 and thus bears their name[24, 83]. The value of the parameter σ defines two separate versions of the KP equation.The caseσ2 =−1 is called the KPI equation and the caseσ2 = 1 is called the KPII equation.The latter can be used to model water waves with small surface tension and the formerdescribes waves in thin films with high surface tension as well as rogue waves [2, 24, 50].Within the context of this thesis, a more general form of the equation is used. The KPIequation is used in the form of
(ut +α1uux +α2uxxx)x−α3uyy = 0, (2)

where α1 is the nonlinear coefficient, α2 is the dispersion coefficient and α3 is the trans-verse perturbation coefficient. Within the contents of the thesis, only cases were α1 =
α3 = 1 are used, whereas different values for α2 are introduced. The KP equation hasbeen widely studied analytically as well as numerically, e.g [3, 39, 55, 84, 88, 114].It is clear that if α3 = 0 the KP equation (2) becomes the Korteweg–de Vries (KdV)equation (9). That means the solutions of the KdV equation will also satisfy the KP equa-tion since they do not introduce any transverse perturbation. Given that the KdV has beenstudied extensively at harmonic initial conditions (e.g [134, 136, 137]) the initial conditionused for the KP equation was the curved sinusoid in 3D space,

u(x,y,0) = sin(axx+β cos(ayy)) , (3)
where ax and ay define the number of space periods per 2π and β is an arbitrary param-eter.
1.2.2 The Burgers’ equation
The equation of the form

ut +uux = νuxx (4)
is called the Burgers’ equation. It was originally introduced by Bateman in [19] and laterstudied by Burgers after whom the equation was named [31, 32]. The Burgers’ equationhas been used to model turbulence [31] and traffic flow [116] as well nonlinear acoustics[66] and non-stationary shock waves in fluids [93]. The equation has been numericallystudied by numerous methods using the HWM [82, 98, 106, 121] as well as many othermethods (e.g [71, 91, 92]).The analytical solution of the Burgers’ equation has been shown to be [6, 16, 90]

ue(x, t) =
2νπ

L
∑

∞
n=1 exp(−Ent)nIn

(
R′
)

sin(nπx/L)
I0
(
R′
)
+2∑

∞
n=1 exp(−Ent)In

(
R′
)

cos(nπx/L)
, (5)
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where R′ = R0/(2π) and R0 = u0L/ν is the Reynolds number, En = νn2π2/L2, In repre-sents the modified Bessel functions of first kind, u0 is the amplitude of the initial wave, νis the viscosity and L = B−A is the x domain range [20, 44]. It is this analytical solutionthat is used to validate the numerical experiments. It can also be shown that at t = 0 theexact solution (5) gives
u(x,0) = u0 sin

πx
L
, (6)

which will be used at the initial condition.
1.2.3 The 2D Burgers’ equationThe Burgers’ equation (4) can be generalized in two dimensions and the resulting equation

ut +uux + vuy =
1
R
(uxx +uyy) , vt +uvx + vvy =

1
R
(vxx + vyy) . (7)

is called the 2D Burgers’ equation of the form [15, 23, 42, 76, 158]. Similarly to its one di-mensional cousin it has beenused tomodel fluid dynamics, the phenomenaof turbulence,and flow through a shock wave traveling in a viscous fluid and traffic flow [9, 15, 18, 148].The exact solution to the 2D Burgers equation (7) has been discovered in the form [54]
ue(x,y, t) =

3
4
− 1

4{1+exp [(−4x+4y− t)R/32]} ,

ve(x,y, t) =
3
4
+

1
4{1+exp [(−4x+4y− t)R/32]} .

(8)

The initial conditions used in this thesis are obtained from this exact solution and thenumerical results are evaluated against it.
1.2.4 The Korteweg–de Vries equationThe Korteweg–de Vries (KdV) equation was first introduced by Boussinesq in 1877 [26, 47],however it was later rediscovered by Diederik Korteweg and Gustav de Vries [89]. Theequation has many forms, but in the current thesis it is used in the form

ut +αuux +βuxxx = 0, (9)
where α is the nonlinear parameter and β is the dispersion parameter. The equationwas first derived as a model to describe the movement of long unidirectional shallowwater waves in a rectangular channel but has been found to model different nonlinearphenomena nowadays [49, 130].There exists a number of different exact solutions for the KdV equation. The one-soliton solution

ue(x, t) =
3c
α
sech2

[
1
2

√
c
β
(x− ct− x0)

]
, (10)

where c is the phase speed for the travelling wave and x0 is the initial phase is used withinthe thesis. Additionally, the two-soliton solution [1, 94, 136, 155] is used in the form
u(x, t) =

3(cB− cS)

|α|

(
cBcsch2 (ξB)+ cSsech2 (ξS)

)
(√

cB coth(ξB)−
√

cS tanh(ξS)
)2 , (11)

where
ξB =

1
2

√
cB/β (x− cBt− x0B),

ξS =
1
2

√
cS/β (x− cSt− x0S),

(12)
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and cB and x0B are the phase speed and initial phase of the bigger soliton, respectivelyand cS and x0S are the phase speed and initial phases of the smaller soliton, respectively.Using the exact solution (11)–(12) soliton interactions can be observed.
1.2.5 The modified Korteweg–de Vries equationThe modified Korteweg–de Vries (mKdV) equation can be written in the form

ut −6αu2ux +βuxxx = 0, (13)
where α is the nonlinear coefficient and β is the dispersion coefficient. It is used in mod-elling of behaviour of anharmonic lattices [70, 156]. Equation (13) closely resembles theKdV equation (9) and only differs by the power in the nonlinear term.There exists an exact solution for the mKdV equation in the form of

ue(x, t) =
√
− c

αβ
sech

[√
c
β
(x− ct− x0)

]
, (14)

where x0 is the initial phase and c is the phase speed of the travellingwave [5, 70, 123, 146].
1.2.6 The sine–Gordon equationThe sine–Gordonequationwas originally developed tomodel surfaceswith constantmeancurvature [25]. It has also been used in one-dimensional crystal dislocation theory [58, 59]and many other fields of research [27, 85, 112, 113, 132, 139]. The equation can be writtenin the form

utt −uxx + sinu = 0. (15)
Its analytical travelling wave solution has been found in the form [94, 123]

ue(x, t) = 4arctan
[
exp
(

x− ct− x0√
1− c2

)]
, (16)

where c is the phase speed of the travelling wave and x0 is the initial phase. Whereas thetravelling wave solutions of KdV and mKdV equations are bell-shaped, the exact solution(16) produces a sort of traveling step.
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2 Numerical methods and statement of the problem
This section will describe the numerical methods used within this thesis in more detail.The equation specific implementations will be presented in Section 3.
2.1 The pseudospectral method
In order to solve PDEs both spatial as well as temporal derivatives need to be approxi-mated. The idea of the pseudospectral method (PsM) is that a function can be approx-imated using a set of basis functions. Frequently, trigonometric functions are used forthose basis functions. This is because the fast Fourier transform (FFT) [28, 30, 45, 67] is anefficient algorithm for the discrete Fourier transform. It allows converting from the phys-ical space to the Fourier space [56, 57, 133]. By approximating a function using trigono-metric functions, the derivatives of said approximations can be calculated analytically.This allows effective approximations of the spatial derivatives when the function itself isknown.The discrete Fourier transform (DFT) on the interval 0 ≤ x < 2π on a space grid of Npoints with a space step of ∆x = 2π/N transforms the function u(x, t) into

U(k, t) = Fu =
N−1

∑
j=0

u( j∆x, t)exp
(
−2

πi jk
N

)
. (17)

The inverse DFT (IDFT) performs the same action in reverse as
u( j∆x, t) = F−1U =

1
N ∑

k
U(k, t)exp

(
−2

πi jk
N

)
. (18)

In (17) F denotes the DFT and in (18) F−1 denotes the IDFT, i is the imaginary unit and kdenotes the wave numbers as
k = 0,±1,±2,±(N/2−1),−N/2. (19)

In practice, the FFT algorithm introduced in [45] is often used. It requires that thenumber of grid points N be a power of two [45, 67].The DFT allows the nth spatial derivatives of a function u(x, t) in the domain 0 ≤ x <
2mπ to be approximated as

∂ nu(x, t)
∂xn = F−1

[(
ik
m

)n Fu(x, t)
]

(20)
and the integral of the same function can be approximated as

∫
u(x, t)dx = F−1

[Fu(x, t)
ik/m

]
+C, (21)

whereC is the integration constant.When presented with a PDE in the form of
ut = Φ

(
u,ux,uxx, . . . ,uy,uyy, . . . ,uxy,uxyy, . . . ,uxxy,uxxxy, . . . ,

∫
udx
)

(22)
one can use the formulae (20)–(21) to convert (22) to the form

ut = Ψ(u). (23)
15



In this form, the equation can be solved with solvers meant for ODEs. In this thesis,the lsoda solver from ODEPACK [69] provided by SciPy [144] was used. It automaticallyswitches between Adams and BDF [17, 46, 63] solvers according to [122].It must be noted that because of the use of the DFT within PsM, periodic boundaryconditions are assumed for the function and its derivatives.In case of PDEswith two spatial dimensions, the above formulation needs to be appliedfor either axis separately. In such a case, one obtains
∂ nu(x,y, t)

∂xn = F−1
x

[(
ik
m

)n Fyu(x,y, t)
]

∂ nu(x,y, t)
∂yn = F−1

y

[(
ik
m

)n Fyu(x,y, t)
]

∫
u(x, t, t)dx = F−1

x

[Fxu(x,y, t)
ik/m

]
+C(y),

(24)

where the indices x and y of F and F−1 indicate that the operator transforms the functionwith respect to x and y, respectively; and the integration constant C(y) now depends on
y. The above formulation assumes that the same domain [0,2mπ] as well as number ofgrid points are used for both spatial axes. While this is not strictly necessary, it is the caseused within this thesis.
2.2 2D spectral analysis
Discrete spectral analysis (DSA) is the process where DFT related spectral characteristics(amplitude spectrum and phase spectrum) are used to analyse the space–time behaviourof wave-structures.Any complex number z can be represented in the form

z = |z|(cosφ + isinφ) = |z|exp iφ , (25)
where |z| is the magnitude and φ is the argument of the complex number z. An arbitraryfunction u(x, t) produces complex values for the Fourier’ coefficientsU(k, t) in (17). Thus,given DFT of the form (17), the function u(x, t) can be approximated as a Fourier’ series

u(x, t)≈
N

∑
k=0

ak cos [kx+φk(t)] = a0(t)+
N

∑
k=1

ak cos [kx+φk(t)] (26)
where the coefficients are defined as

ak(t) =
|U(k, t)|

N
, k = 0,

N
2
,

ak(t) =
2|U(k, t)|

N
, k = 1,2, . . . ,

N
2
−1,

φk(t) = arg [U(k, t)]

(27)

The coefficients ak(t) are referred to as the spectral amplitudes or the amplitude spectrumand φk(t) are referred to as the phase spectrum.In case of a two dimensional PDE, however, the above formulation needs to be adoptedfor the 2D case. In that case, spectral amplitudes can be defines as
ak(y, t) =

|U(k,y, t)|
N

, k = 0,

ak(y, t) =
2|U(k,y, t)|

N
, k = 1,2, . . . ,

N
2
−1

(28)
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and the phase spectrum can be defined as
φk(y, t) = arg(U [k,y, t)] . (29)

When applying DSA to 1D waves the spectral amplitudes can be shown within a single2D plot where different lines refer to different spectral amplitudes ak(t). However, inthe two dimensional case, such a simple approach is not possible. Thus, a new way oflooking at spectral analysis was developed, where a pseudocolor plot is formed for eachspectral amplitude ak(y, t) and phase φk(y, t)(k = 1, . . .N/2). In most cases, only the firstfew spectral amplitudes are of interest since the values of the higher spectral amplitudestend to be smaller. This approach results in one image for each spectral amplitude orphase in consideration.
2.3 The Haar wavelet methods
In subsequent subsections, firstly, the Haar wavelet family is introduced. Then the Haarwavelet method (HWM) is described in some detail. And finally, the higher order Haarwavelet method (HOHWM) is introduced.
2.3.1 The Haar wavelet family
The Haarwavelet family is now defined. The notation introduced by Lepik [99] andOruç in[120] is used. The Haar wavelet family will be defined for the nonuniform grid. While notall the case studies were conducted using nonuniform grid, the uniform grid formulationcan easily be extracted from the nonuniform formulation and the simplifications it implieswill be noted.Given the domain [A,B], one can divide it into 2M sub-intervals at maximal resolution
J. The number of sub-intervals and resolution are related as M = 2J . This shows that thenumber of such sub-intervals will always be a power of 2. The base Haar wavelet familycan be described as

hi(x) =





1 for x ∈ [ξ1(i),ξ2(i)),

−ci for x ∈ [ξ2(i),ξ3(i)),

0 elsewhere,
i = 1, . . . ,2M, (30)

where
ξ1(i) = xg(2kµ), ξ2(i) = xg ((2k+1)µ) ,
ξ3(i) = xg (2(k+1)µ) , µ = M/m.

(31)
The coefficients ci are calculated from

∫ B

A
hi(x)dx = 0, (32)

which gives
ci =

ξ2(i)−ξ1(i)
ξ3(i)−ξ2(i)

. (33)
It can be noted that for a uniform grid, ξ2(i)− ξ1(i) = ξ3(i)− ξ2(i), which means that
ci = 1 in such a case.In (30)–(33), k = 0,1, ...,m− 1 is the translation parameter; the parameter m = 2 j

describes the maximum number of square waves that can be sequentially deployed in
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the interval [A,B] for the given dilation parameter j = 0,1, . . . ,J; the index i is calculatedfrom i = m+ k+1. While the scaling function h1(x) = 1 is constant, the rest of the Haarfunctions contain a single rectangular (or square in case of a uniform grid) wave. Sincethe scaling function h1(x) does not include a wave, in its case m = 0,ξ1 = A,ξ2 = B,ξ3 =
B. A general example of the Haar wavelets for J = 2 on a nonuniform grid is shown inFig. 1. Locations at which vertical lines cross the horizontal axis as well as the boundariesdetermine the grid points.
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Figure 1 – Haar wavelets on a nonuniform grid for J = 2 as described by (31)–(33)

The Haar functions form an orthogonal transform basis
∫ B

A
hi(x)hl(x)dx =

{
2− j i = l,

0 i 6= l.
(34)

Therefore, one is able to expand any square integrable function f (x) into Haar waveletsas
f (x) =

∞

∑
i=1

aihi(x), (35)
where ai denote the Haar coefficients. When a finite number (2M) of Haar wavelets isused the approximation

f (x)≈
2M

∑
i=1

aihi(x) (36)
is obtained.The nth order integral of the Haar functions (30) has been shown to be be analyticallyfound as [102]

pn,i(x) =





0 for x ∈ [A,ξ1(i)),

[x−ξ1(i)]n

n!
for x ∈ [ξ1(i),ξ2(i)),

[x−ξ1(i)]n− (1+ ci)[x−ξ2(i)]n

n!
for x ∈ [ξ2(i),ξ3(i)),

[x−ξ1(i)]n− (1+ ci)[x−ξ2(i)]n + ci[x−ξ3(i)]n

n!
for x ∈ [ξ3(i),B).

(37)Within the thesis, the matrix form of the above formulation is used. The elements ofthe (2M)× (2M)matrix H, are given as values of the Haar functions in collocation points
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xl = (l−1/2)∆x as
Hil = hi(xl). (38)

The elements of the (2M)× (2M)matrix Pn are found as
(Pn)il = pn,i(xl). (39)

Pn denotes the nth integral of the Haar wavelet matrix for a given resolution J. Given (38)and (39) and considering the Haar wavelet coefficient vector a one obtains
f (x) = a ·H (40)

instead of (35) and ∫
· · ·
∫ x

A︸ ︷︷ ︸
n

Hdξ . . .dξ︸ ︷︷ ︸
n

= Pn. (41)

It is important to note that the matrices H and Pn depend on the coordinate x.One can see from (37) that in boundary points A and B the following holds
(Pn(A))i = 0 ∀n > 0, ∀i

(Pn(B))i = pn,i(B) =
(B−ξ1(i))n− (1− ci)(B−ξ2(i))n + ci(B−ξ3(i))n

n!
.

(42)
This often simplifies the boundary conditions for particular problems.
2.3.2 The Haar wavelet methodThe Haar Wavelet Method (HWM) was firs introduced by Chen and Haar in 1997 in theirarticle [41]. It was used in order to solve various differential equations [41, 72, 73, 100]. Ithas also been extended for solving a different integro-differential and integral equations[10, 11, 12, 14, 36, 52, 97, 101, 151]. According to the HWM, the highest order derivativeincluded in the differential equations is expanded into the Haar series. Lepik developedthe integration techniques for the HWM in [95, 96, 97, 98, 101, 102]. A comprehensiveoverview of the HWM and its applications can be found in [103]. The HWM has also beenadopted for theweak formulation in [106]. Themethod has been applied in solidmechan-ics [97, 98, 102], analysis and modelling of composite structures [37, 38, 68, 131], as wellas free vibration analysis [81, 105, 150, 152, 153, 154], among others. However, engineeringis not the only area of research where the Haar wavelets have found application in. Theyhave been used in various research areas from informatics to medicine [34, 35, 147].Within the present thesis, in caseswhere only the spatial derivatives are expanded intothe Haar wavelet series temporal integration is done with the aid of either SciPy’s [144]ODEPACK [69] orMATLAB’s ode45 [140] based on Runge–Kutta (4,5) formula [48]. Thus,the spatial derivatives are expanded at a fixed time moment t j in such cases.When dealing with a PDE of the form

umt(x, t) = f (u(x, t),ux(x, t), . . .unx(x, t)) , (43)
the HWMproposes that the highest order derivative within the equation is expanded intothe Haar series. Therefore,

unx(x, t j) = a ·H (44)
is obtained. After integrating (44) n times, one obtains

u(x, t j) = a ·Pn +
n−1

∑
i=0

di
xi

i!
, (45)
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where a is the Haar wavelet coefficient vector and di are integrating constants. It must benoted that xi in (44) means element-wise power here as well as in upcoming formulae.The n boundary conditions can thus be used with (44) (or its derivatives) to determine thecoefficients di. After inserting the coefficients into (44) one obtains the function
u(x, t j) = a ·Rn +Sn, (46)

where Rn and Sn are matrices which do not change in time. They only depend on theboundary conditions and the grid as well as (in case of variable boundary conditions) t.Thus, in case of constant boundary conditions, the values of these matrices can be calcu-lated when the grid has been specified.At each fixed timemoment t j theHaar coefficients are obtained from the known u(x, t j)using (46). After that all the spatial derivatives in the equation are approximatedusing (46)and substituted into (43). This results in the equation taking the form
umt(x, t) = F [u(x, t)] , (47)

which can be treated as an ODE and thus one of the aforementioned ODE solving algo-rithms can be used.Given a PDE with two spatial dimensions in the form
umt = Φ(u,ux,uxx, . . . ,uy,uyy, . . . ,uxy,uxyy, . . . ,uxxy,uxxxy, . . .) , (48)

the function needs to be expanded into the Haar series with respect to the two spatialcoordinates separately. This can be done as
unxx(x,y, t j) = ax ·Hx,

unyy(x,y, t j) = HT
y ·ay,

(49)
where nx and ny denote the maximal x and y derivative, respectively; and the indices of aand H denote which coordinate the Haar coefficients and matrix involve. In case of equalresolution on either axis, Hx = Hy and they are simply used in their transposed form inthe formula. However, the two axes are not required to have the same resolution.After integrating (49) nx and ny times, respectively, one obtains

u(x,y, t j) = ax ·Pxnx +
nx−1

∑
i=0

di
xi

i!
,

u(x,y, t j) = PTyny ·ay +
ny−1

∑
j=0

y j

j!
ei,

(50)

where di and e j are integration constants for x and y axis, respectively; Pxnx and PTyny de-note the nxth integral with respect to x and nyth integral with respect to the y axis, respec-tively.Given that the two formulae in (50) need to be equal, one obtains
ax ·Pxnx +

nx−1

∑
i=0

di
xi

i!
= PTyny ·ay +

ny−1

∑
j=0

y j

j!
ei. (51)

This matrix equation gives the relationship between ax and ay. This can be substitutedinto one of (50) and thus all the spatial derivatives in the PDE (48) can be approximatedusing one set of Haar coefficient matrices (either ax or ay).
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It must be noted that a 2D PDE can directly expanded into Haar series with respect toboth spatial coordinates as
u(x,y, t) = PTyny ·C ·Pxnx +

nx−1

∑
i=0

di
xi

i!
+

ny−1

∑
j=0

y j

j!
ei. (52)

This approach can be shown to be equivalent to the above since
C=

(
PTyny

)−1
·ax−

(
PTyny

)−1
·
(

ny−1

∑
j=0

y j

j!
ei

)
· (Pxnx)

−1 ,

C= ay · (Pxnx)
−1−

(
PTyny

)−1
·
(

nx−1

∑
i=0

di
xi

i!

)
· (Pxnx)

−1 .

(53)

However, the above mentioned approach results in simpler formulae which are easier tomanage.
2.3.3 The higher order Haar wavelet method
The higher order Haar wavelet method (HOHWM) was developed relatively recently in[108]. It was proposed as an improvement to the HWM. The HOHWM has been shownto increase accuracy as well to have a higher convergence rate than the regular HWM[78, 79, 86, 87, 107, 108]. The HOHWMproposes that a derivative of 2s higher order (thanis presentwithin the equation) is expanded into theHaar series. This introduces additional
2s integration coefficients. In [108] two algorithms for determining these 2s coefficientsare proposed. The first algorithm is based on employing selected uniform grid points. Thesecond algorithm is based on employing selected Chebyshev–Gauss–Lobatto grid points.In case of s = 1, according to both algorithms the governing equation can be evaluated atits boundaries in order to solve for those two extra coefficients.In case of the HOHWM one expands into Haar series

u(n+2s)x(x, t j) = a ·H. (54)
The function u is obtained by integrating (54) n+2s times

u(x, t j) = a ·Pn+2s +
n+2s−1

∑
i=0

di
xi

i!
, (55)

where di are unknown coefficients. The nth order equation has n spatial derivatives, whichprovide n boundary conditions that can be evaluated in order to solve for the unknowncoefficients di. However, the additional 2s coefficients introducedby theHOHWM(in com-parison to the HWM) must be obtained using supplementary information as described inthe previous paragraph.In the present thesis, only s = 1 is used. This gives
u(n+2)x(x, t j) = a ·H. (56)

After integrating n+2 times one obtains
u(x, t j) = a ·Pn+2 +

n+1

∑
i=0

di
xi

i!
. (57)
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Using the n boundary conditions and by evaluating the differential equation at its bound-aries (A and B) one obtains the n+ 2 equations that are used to solve for the n+ 2 un-known coefficients di. These coefficients can depend on the Haar wavelet coefficientsvector a. After finding the unknown coefficients and inserting them into (57) one obtains
u(x, t j) = a ·Rn+2 +Sn+2, (58)

where the matrices Rn+2 and Sn+2 are similar to (46) in the case of the HWM.
2.3.4 Nonuniform gridThe collocation method is used alongside both the HWM as well as the HOHWM. As such,the collocation points lie in the middle of an adjacent pair of grid points. Therefore, giventhe domain x ∈ [A,B], the 2M+1 grid points can be described as

xg(l), l = 0,1, . . . ,2M, xg(l +1)> xg(l)∀l, xg(0) = A, xg(2M) = B (59)
and the 2M collocation points can be obtained as

x(l) =
xg(l)+ xg(l +1)

2
, l = 0,1, . . . ,2M−1. (60)

Two different nonuniform grid approaches were used. The first type of nonuniformgrid within the domain x ∈ [0,1] follows the formula
xg(l) =

ql−1
q2M−1

, l = 0,1, . . . ,2M, (61)
where q is an arbitrary constant. For q < 1 the nonuniform grid (61) leads to a concentra-tion of grid points around the right hand boundary 1 and in the case of q> 1 the grid pointsare concentrated around the boundary 0. When q→ 1 the uniform grid is described. Thistype of grid is most applicable in cases where abrupt changes to the solution are expectednear a boundary. This type of nonuniform grid has previously been used in [120].For the second time of nonuniform grid, more grid points are gathered near the centerof the domain. It follows the formula

xg(l) =





0, l = 0

(l−1)(1−2γ)

2M−2
+ γ, 0 < l < 2M

1, l = 2M

, (62)

where the gap parameter γ describes how far from either boundary the course grid startsand ends. Such a grid can be used when the characteristic behaviour of a solution is ex-pected to stay in the middle of the domain.
2.3.5 Adaptive gridWhen the characteristic behaviour of a solution of is expected to change position in time,an adaptive grid method can be considered. Such a method was developed by the authorof the thesis. The adaptive grid described here is based on the constrained least-squaresstatement [51]. When changing the grid, the grid points of the new grid s can be found as

sk+1− sk =

1
wk+1/2

∑
N−1
i=1

1
wi+1/2

(smax− smin) , k = 1, . . . ,N−1, (63)
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where smin and smax are the minimal and maximal boundary points, respectively and w isthe weight function. It must be noted, that the weight function is used in the middle oftwo grid points (wi+1/2). However, since the collocation points lie in the middle of twosubsequent grid points according to (60), thus the values of the weight function at thecollocation points can be used directly. The absolute value of the function itself or its firstderivative is scaled to the power of d and a constant e is added (to ensure the weightsnever reach 0). The result is used as the weight function in the form of
w = |u|d + e, (64)

where d is the scaling factor and e is the offset. Similarly, when using the derivative insteadof the function, one obtains
w = |ux|d + e. (65)

The algorithm (63) is carried out iteratively until the grid points converge. During eachiteration, the weight function is estimated at the new collocation points by interpolating.A new grid is only calculated only if the characteristic point in the numerical result (i.ethe maximal point of the function or its derivative) has moved by δ . This ensures the gridis not recalculated too often which helps to save on computational time.It must be noted that implementing the adaptive grid (63) for the HOHWM does notsignificantly affect computational complexity. The standard Haar matrices determined foruniformgrid cannot be employed, theHaar functions are evaluated in adaptive collocationpoints instead.
2.4 Evaluation criteria
When evaluating the performance of the HOHWM, various different evaluation criteriawere used. These will be described here.In case of ODEs, the convergence of the solution with respect to itself as well as theexact solution were used. The order of convergence with respect to the exact solution atresolution ke

J at resolution J and the convergence with respect to the numerical solutions
kJ can be found as [108, 109, 110]

ke
J = log2

(
FJ−1−Fe

FJ−Fe

)
,kJ = log2

(
FJ−2−FJ−1

FJ−1−FJ

)
, (66)

where FJ and Fe stand for the numerical solution at resolution J and exact solution, re-spectively. The numerical solution at the midpoint of the domain (A+B
2 ) is to evaluateconvergence. Since (66) shows that the solution at the current as well as previous resolu-tion (as well as the exact solution) are need in order to calculate ke

J , it cannot be calculatedfor the lowest resolution and is therefore omitted. Similarly, since kJ depends on the so-lution at the current resolution as well as two lower resolutions, it cannot be calculatedfor the two lowest resolutions and is thus omitted in those cases.The maximum deviation from exact solution ∆u = maxx,t |u(x, t)−ue(x, t)| is used forall the cases where the exact solution exists. This allows showing the improvements toaccuracy.In certain situations, the maximal time at which the specified accuracy could not bemaintained needs to be used. Given the final time the calculation was carried out for tF ,the time moment t f = max(tF , tc) was determined by obtaining the value of critical timemoment tc which is the maximal time t for which maxx,t<tc |u(x, t)−ue(x, t)|< 10−3.
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2.5 Statement of the problem
There existmany different numericalmethods for solving PDEs in literature. Someof thesemethods have been described within the introduction to this thesis. However, the mainfocus of this paperwill be on theHWMaswell as its higher order cousin, the HOHWM. Themotivation in developing the HOHWM was to improve the accuracy. Similar motivationis used here by exploring the performance of both the HWM as well as HOHWM andemploying nonuniform as well as adaptive grids alongside the HOHWM in order to furtherimprove its accuracy. To the best knowledge of the author, this is the first time that theHOHWM has been used on nonuniform as well as adaptive grids.The main goals of the thesis can be summarised as

• to show the capabilities of the PsM and 2D DSA in case of the KP equation;
• to introduce ways of increasing the accuracy of the HWM and the HOHWM;
• to demonstrate the improvements of the accuracy of the HOHWMwhen comparedto the HWM on a number of model equations;
• to develop algorithms for applying nonuniformandadaptive gridswith theHOHWM.
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3 Case studies
Numerical experiments were carried out on several different nonlinear differential equa-tions throughout the years leading up to this thesis. While the underlying methods werethe same, the implementation is slightly different for each model equation. This sectionwill outline the equation parameters values, initial and boundary conditions as well asdescribe the specific implementation(s) of the method(s) used for each model equation.The KP equation (2) was integrated using the 2D PSM. The HWMwas used to numericallysolve the 2D Burgers’ equation (7). Both the HWM and the HOHWMwere used to numer-ically solve the Burgers’ equation (4), the KdV equation (9), the mKdV equation (13) andthe sine–Gordon equation (15).
3.1 The Kadomtsev–Petviashvili equation
The PsM was used to solve the KP equation (2). Periodic boundary conditions

u(x,y, t) = u(x+2mπ,y, t), ux(x,y, t) = ux(x+2mπ,y, t),

uxx(x,y, t) = uxx(x+2mπ,y, t), uxxx(x,y, t) = uxxx(x+2mπ,y, t),

u4x(x,y, t) = u4x(x+2mπ,y, t), uyy(x,y, t) = uyy(x,y+2mπ, t),
(67)

were used due to the nature of the PsM. In order to use solvers meant for solving ODEs,the KP equation needs to assume the form
ut = Ψ(u). (68)

Therefore, the KP equation needs to be transformed. At first, a new variable
ϕ = ux (69)

is introduced. Using it, the KP equation assumes the form
ϕt =−α1

(
ϕ

2−uϕx
)
−α2ϕxxx +α3uyy, (70)

where
ϕx = F−1

x

[
ik
m
Fxϕ

]
, ϕxxx = F−1

1

[
− ik3

m3 Fxϕ

]
,

u = F−1
x

[ Fxϕ

ik/m

]
+C(y), uyy = F−1

y

[
− k2

m2 Fyu
]
.

(71)

After substituting (71) into (70), one obtains the result in the form
ϕt = Φ(ϕ), (72)

which can be solved using solvers meant for ODEs.As the initial condition, a bent sinusoid
u(x,y,0) = sin(axx+β cos(ayy)) , (73)

where ax and ay define the number of periods per 2π andβ changes the amount of “bend”the initial wave has. This idea stems from [88] where a bent sech2-type initial conditionwas used.The KPequationwas numerically solved for equation parametersα1 =α3 = 1 andα2 =
10−dl , where dl = 0,1,1.1,1.2, . . . ,1.8 and initial condition parameters ax = 2/3,1,2,
ay = 2/3,2, β = 0.2,0.3,0.4 until the final time t f = 60.
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3.2 The Burgers’ equation
The HWM as well as HOHWM were used to solve the Burgers’ equation (4). In Paper IV,the function was expanded into the Haar series with respect to both the spatial as wellas temporal coordinates. However, in Papers II and III the HWM and HOHWMwere onlyused along the spatial coordinates.The homogeneous boundary conditions

u(0, t) = u(1, t) = 0 (74)
were used for the Burgers’ equation. The exact solution (5) was evaluated at t = 0 andused as the initial condition in the form of

u(x,0) = u0 sin
πx
L
, (75)

where u0 = 1 is used.The values of the diffusion parameters ν = 1
10 ,

1
5π
, 1

10π
, 1

100π
, 1

110π
, 1

120π
, 1

160π
were usedin various different articles.In case the Haar wavelet method was used along both axes, the Burgers’ equation (4)can be quasilinearized according to [115] as

ur+1
t +

(
ur+1ur

x +urur+1
x
)
−νur+1

xx = urur
x, (76)

where r is the iteration step. The HWM can be applied to the quasilinearized Burgers’equation (76) as
u(x, t) = R2 ·A ·Pt1 +S2,

R2 = PTx2−
x−a
b−a

·PTx2(b),

S2 =
(b− x) [ua(t)−ua(0)]+(x−a) [ub(t)−ub(0)]

b−a
+u0(x),

(77)

where ua(t) and ub(t) are the left and the right boundary conditions, respectively. Forhomogeneous boundary conditions, S2 simplifies to
S2 = u0(x). (78)

After substituting (77) into (76) one obtains a system of linear equations to be solved forHaar coefficient matrix A. It must be noted that since (76) contains ur+1 and ur+1
x , thefunction as well as its first derivative at the previous iteration need to be used in orderto find the Haar coefficients for the next iteration. The iteration must be carried out untilthe change between iterations becomes sufficiently small. The initial condition at all timemoments is used as the initial guess (ur for r = 0).In cases where the Haar wavelet method was used only for the spatial coordinates, noquasilinearization is needed. In such a case, for the HWM

u = Rx2 ·A+Sx2,

Rx2 = Px2−Px2(1) · x,
Sx2 = cl(1− x)+ crx

(79)

is obtained. However, for HOHWM the equation needs to be evaluated at its boundariesas
ut(0, t)+u(0, t)ux(0, t)−νuxx(0, t) = 0, ut(1, t)+u(1, t)ux(1, t)−νuxx(1, t) = 0. (80)
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Given the homogeneous boundary conditions (74), ut(0, t) = ut(1, t) = 0 simplify (80) to
uxx(0, t) = 0 uxx(1, t) = 0. (81)

This gives
u = Rx4 ·A+Sx4,

Rx4 = Px4−Px4(1) · x+Px2(1) ·
x− x3

6
,

Sx4 = 0,

(82)

which can be used to solve the problem numerically using the HOHWM.
3.3 The 2D Burgers’ equation
The HWMwas used to solve the 2D Burgers’ equation (7). Both uniform as well as nonuni-form grid approaches were used. The initial and boundary conditions were obtained fromthe exact solution (8) as

u0(x,y) = ue(x,y,0), v0(x,y) = ve(x,y,0) (83)
and

f u
0 (y, t) = ue(a,y, t), f u

1 (y, t) = ue(b,y, t),

f v
0 (y, t) = ve(a,y, t), f v

0 (y, t) = ve(b,y, t),

gu
0(x, t) = ue(x,c, t), gu

1(x, t) = ue(x,d, t),

gv
0(x, t) = ve(x,c, t), gv

0(x, t) = ve(x,d, t),

(84)

respectively.To numerically solve the 2D Burgers’ equations, the derivatives within (7), uxx, uyy, vxxand vyy need to be expanded into the Haar wavelet series as per [13]
∂ 2u(x,y)

∂x2 = Au
x ·Hx,

∂ 2u(x,y)
∂y2 = HT

y ·Au
y ,

∂ 2v(x,y)
∂x2 = Av

x ·Hx,
∂ 2v(x,y)

∂y2 = HT
y ·Av

y.

(85)

In (85) Hx and Hy denote the Haar wavelet matrices related to the x and y coordinates,respectively, and Au
x , Au

y , Av
x, Av

y denote the Haar wavelet coefficients for u, v as well as xand y, respectively. After integrating, one arrives at
u(x,y) = Au

x ·Rx2 +Su
x2, u(x,y) = Ry2 ·Au

y +Su
y2,

v(x,y) = Av
x ·Rx2 +Sv

x2, v(x,y) = Ry2 ·Av
y +Sv

y2,
(86)

where
Rx2 = Px2−Px2(1)x, Ry2 = PTy2−yPTy2(1),

Su
x2 = [ f u

1 (y, t)− f u
0 (y, t)] · x+ f u

0 (y, t), Su
y2 = y · ]gu

1(x, t)−gu
0(x, t)]+gu

0(x, t),

Sv
x2 = [ f v

1 (y, t)− f v
0 (y, t)] · x+ f v

0 (y, t), Sv
y2 = y · [gv

1(x, t)−gv
0(x, t)]+gv

0(x, t).

(87)

This can be used to transform the 2D Burgers’ equation (7) to a form which can be solvedusing algorithms meant for ODEs.The 2D Burgers’ equation was solved at various different values of the Reynolds num-ber R = 220,260,300,340.
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3.4 The Korteweg–de Vries equation
The HWM as well as the HOHWM were used to numerically solve the KdV equation (9).Both uniform as well as nonuniform grids were used.The initial condition was taken from the exact one-soliton solution (10) at t = 0 as

u(x,0) =
3c
α
sech2

[
1
2

√
c
β
(x− x0)

]
(88)

or the exact two-soliton solution (11) at t = 0 as
u(x,0) =

3(cB− cS)

|α|

(
cBcsch2 (ξB)+ cSsech2 (ξS)

)
(√

cB coth(ξB)−
√

cS tanh(ξS)
)2 , (89)

where
ξB =

1
2

√
cB/β (xt− x0B),

ξS =
1
2

√
cS/β (xt− x0S).

(90)

Numerical experiments were carried out for α = 1,6, β = 1 at c = 1000, x0 = 1/4 as wellas for α = 6, β = 4 · 10−4at c = 2, x0 = 3/10 for the one-soliton initial condition (88).In addition, numerical experiments were carried out for α = 1, cB = 10000, x0B = 1/5,
cS = 10000/3, x0S = 2/5, x ∈ [0,1], t ∈ [0,0.6×10−4] and α = 6, cB = 10000, x0B = 1/5,
cS = 10000/3, x0S = 2/5, x ∈ [0,1], t ∈ [0,0.6×10−4] for the two-soliton initial condition(89). The boundary conditions

u(0, t) = u(1, t) = ux(1, t) = 0, (91)
were used in all cases.For the HWM one obtains

Rx3 = Px3 +Px2(1) · (x− x2)+Px3(1) · (x2−2x),
Sx3 = 0.

(92)
In case of the HOHWM, the equation is evaluated at its boundaries as

ut(0, t)+αu(0, t)ux(0, t)+uxxx(0, t) = 0, ut(1, t)+αu(1, t)ux(1, t)+uxxx(1, t) = 0.(93)Considering the homogeneous boundary conditions (91), we have ut(0, t) = ut(1, t) = 0and the above simplifies to
uxxx(0, t) = 0, uxxx(1, t) = 0. (94)

The addition of (94) gives
u = R5 ·A+S5,

Rx5 = Px5 +
1
2
Px3(1) ·

(
−x4 +2x3− x2)+ 1

2
Px4(1) ·

(
4x4−10x3 +6x2)

+
1
2
Px5(1) ·

(
−6x4 +16x3−12x2) ,

Sx5 = 0

(95)

for the HOHWM.
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3.5 The modified Korteweg–de Vries equation
The mKdV equation (13) was numerically solved using the HOHWM. Both uniform as wellas nonuniform grid approaches were used for the equation. The homogeneous boundaryconditions

u(0, t) = u(1, t) = ux(1, t) = 0 (96)
were used. In order to get the initial condition, the exact solution (14) was evaluated at
t = 0, which gives

u(x,0) =
√
− c

αβ
sech

[√
c
β
(x− x0)

]
. (97)

In order to be able to find for the extra integration coefficients introduced by theHOHWM, the equation (13) is evaluated at its boundaries as
ut(0, t)+αu(0, t)ux(0, t)+uxxx(0, t) = 0, ut(1, t)+αu(1, t)ux(1, t)+uxxx(1, t) = 0.(98)The homogeneous boundary conditions (96) mean that ut(0, t) = ut(1, t) = 0 which sim-plifies (98) to

uxxx(0, t) = 0, uxxx(1, t) = 0. (99)
The boundary conditions (96) along with (99) give

u = R5 ·A+S5,

R5 = P5 +P5(1)
(
x2−2x

)
+P4(1)

(
x− x2)+P2(1)

3x2−2x− x4

24
S5 = 0.

(100)

The equation parametersα =−1, β = 10−2 and the initial condition coefficients c = 16and x0 = 0.3 were used within this thesis. The calculations were carried out until the finaltime t f =
1−2x0

c = 1/40.
3.6 The Sine–Gordon equation
The numerical experiments involving the sine–Gordon equation (15) were carried out us-ing the HOHWM. Uniform, nonuniform as well as adaptive grid approaches were used.The boundary conditions for the sine–Gordon equation were used as

u(0, t) = 0, u(1, t) = π. (101)
The exact solution (16) was evaluated at t = 0 to give

u(x,0) = 4arctan
[
exp
(

x− x0√
1− c2

)]
(102)

as the initial condition. In it, c is the phase speed of the travelling wave and x0 is its initialphase.In order to obtain the extra coefficients introduced by the HOHWM, the equation wasevaluated at its boundaries as
ut(0, t)−uxx(0, t)+ sinu(0, t) = 0, ut(1, t)−uxx(1, t)+ sinu(1, t) = 0. (103)

The constant boundary conditions (101) imply that ut(0, t) = ut(1, t) = 0. That alongsidethe boundary conditions (101) mean that (103) simplifies to
uxx(0, t) = 0, uxx(1, t) = 0. (104)
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The boundary conditions (101) along with (104) give
u(x, t) = R4 ·A+S4,

R4 = P4−P4(1)+P2(1)
x− x3

6
S4 = 2πx

(105)

for the HOHWM.The sine–Gordon equation was numerically solved for the parameter c = 1−5 ·10−5.It must be noted that as c→ 1, the solution resembles a step-function more and more.

30



4 Numerical results
The results of the numerical experiments carried out within the thesis will be shown andanalysed here. First, the 2D spectral analysis resultswill be discussed in subsection 4.1. Thenumerical results obtained by the HWM and HOHWM are then discussed in subsection4.2.
4.1 2D Spectral analysis
The 2D spectral analysis was carried out in case of the KP equation (2). A number ofdifferent phenomena were observed. These phenomena will be described in detail inthe following subsections. These results were obtained during the construction of theresearch report [127]whichwas the basis for Paper I. Someaspects thatwere not explicitlyincluded in Paper I will also be covered here.While many different numerical calculations were carried out with different parame-ter values (see Section 3.2 as well as Table 4.3 in report [127]), only a small subset will bediscussed here. The initial condition (73) with parameters ax = 1, β = 0.2,0.3,0.4 and
ay = 2 was used along with periodic boundary conditions. Numerical experiments werecarrier out within the time domain t ∈ [0,60]. The values of the dispersion parameterwere change in order to see how it effects the solution. Different values for the logarith-mic dispersion parameter dl were used. Within the solution a complex wave structureemerges where solitary waves are localized with respect to both the x and y axes.
4.1.1 PeriodicityIt was found that two solitonic structures were formed simultaneously: KdV soliton likesolitary waves along the x axis and breather like structures along the y axis. The amplitudespectrumwas analysed in order to determinewhether or not the solution is (quasi)periodic.In set of Figs. 2–5 amplitude spectrum is presented for ax = 1,β = 0.4,ay = 2 and dl =
1,1.3,1.5,1.8. Fig. 2 shows the first three spectral amplitudes over the integration in-terval for dl = 1. It shows that a1(y, t) tends to have maximal values where a2(y, t) hasminimal values. A similar situation can be observed for dl = 1.3, in Fig. 3 where the(quasi)period is simply longer. However, for higher values of dl = 1.5,1.8 (Figs. 3–5), thesituation changes. Periodicity seems to disappear. This has also been shown to happen incase of the KdV equation [135].

Figure 2 – Spectral amplitudes for the KP equation with parameters ax = 1, β = 0.4, ay = 2 and
dl = 1
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Figure 3 – Spectral amplitudes for the KP equation with parameters ax = 1, β = 0.4, ay = 2 and
dl = 1.3

Figure 4 – Spectral amplitudes for the KP equation with parameters ax = 1, β = 0.4, ay = 2 and
dl = 1.5

Figure 5 – Spectral amplitudes for the KP equation with parameters ax = 1, β = 0.4, ay = 2 and
dl = 1.8
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4.1.2 Recurrence
The concept of recurrencewas first introduced in [157]. In general, it states that at the timemoment denoted tR, a wave that is extremely similar to the initial waveform is formed[133]. Spectral amplitudes can be used to track recurrence. One can say that when t→ tR,
ak(y, t)→ ak(y,0),∀k,y. If recurrence is found at each t ≈ jtR, j > 1, the solution can becalled quasiperiodic.

The spectral amplitudes in case of the KP equation with the logarithmic dispersionparameter dl = 0 and the initial condition parameters a2 = 2, β = 0.4 and ay = 2 areshown in Fig. 6. Since there are an even number of periods of the initial condition over the
x axis, the odd numbered spectral amplitudes are all almost zeros and are thus omittedhere. One can see that near e.g t ≈ 12.7, spectral amplitudes look similar to the initialstate at t = 0. In order to determine the precise time of recurrence, the individual spectralamplitudes ak(y, t)were averaged over y. The corresponding averages around t = 12.7 arepresented in Fig. 7, which gives a much clearer picture of local maxima. It must be notedthat in Fig. 7, the scale for a2 is on the left hand side and the scale for a4−−a10 is on theright hand side. Using Fig. 6 one is able to find 6 different timemomentswhere recurrencecan be said to have occurred with the first being at t = 1.6. These are also marked on Figs.6 with small arrows. Of those 6 recurrences, the one at t = 12.7 turned out to be the onethat most closely mimics the initial waveform, see Fig. 8. Due to the complex nature ofthe interaction process, the wave profile at t = 12.7 does not match the initial waveformperfectly. In fact, it is shifted along the x axes by 0.295.

Figure 6 – Spectral amplitudes for the KP equation with parameters ax = 2, β = 0.4, ay = 2 and
dl = 0

4.1.3 Temporal symmetries
Temporal symmetries were observed in case of the KP equation in case of α2 = 0.1 ax =
ay = 2 and are shown in cases where β = 0.2,0.3. The spectral amplitudes for such solu-tions can be seen in Figs. 9 and 10, respectively. That is the same solution that was usedfor describing recurrence. At closer inspection of spectral amplitudes in Fig. 6 on canobserve that the spectral amplitudes around a symmetry time 8.275 < ts < 8.3 look asthough they have been reflected about the time moment ts. In order to compare the twosides of ts they are plotted together in Fig. 11 where the right hand side has been flipped.In fact, a similar situation can be found around 28.4 < ts < 28.425 which can be seen inFig. 12.
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Figure 7 – Averaged spectral amplitudes for the KP equationwith parameters ax = 2, β = 0.4, ay = 2
and dl = 0 around t = 12.7

Figure 8 – Recurrence of the initial state in case of the KP equation at t = 12.7 (shifted on both axes)
and the initial waveform for ax = 2, β = 0.4, ay = 2 and dl = 0

Figure 9 – Spectral amplitudes for the KP equation with parameters ax = 2, β = 0.2, ay = 2 and
dl = 1

4.2 The Haar wavelet method
The results of various case studies are described separately here. The numerical resultsand their significance are described separately after presenting the results for eachmodelequation.
4.2.1 The Burgers’ equation
When the Burgers’ equation (4)was solved using theHWMonboth the spatial and tempo-ral coordinates, one could also measure the convergence rate. Such results can be seen inTable 1, where the number of grid points is changed on the spatial and temporal axes sep-
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Figure 10 – Spectral amplitudes for the KP equation with parameters ax = 2, β = 0.3, ay = 2 and
dl = 1

Figure 11 – KP temporal symmetry around the time ts ≈ 22.875 for amplitude spectrum in case of
ax = ay = 2, β = 0.2, α2 = 0.1

arately. The result was evaluated in the middle of the spatial as well as temporal domainin order to find the convergence somewhere off the grid points. The Burgers’ equationwas also solved numerically for various values of ν for which the maximal deviation fromthe exact solution can be seen in Table 2
The Burgers’ equation was also solved using ODE solvers for temporal derivatives andthe HOHWM for spatial ones. In that case, the obtained results are summed up in Tables3 and 4, the former of which shows the critical time moment tc which is the maximal timefor which maxx,t<tc |u(x, t)−ue(x, t)|< 10−3; and the latter shows the maximal deviationfrom the exact solution (5).
Themaximal deviations from the exact solution ∆u in case of the Burgers’ are shown inTable 4 where N = 2M denotes the number of grid points. It must be noted that for J < 6the HOHWMusing the uniform grid was unable to successfully calculate the numerical re-sult up to the final time of t f = 0.5. However, even at J = 6 the nonuniform grid approacheasily outperforms the uniform grid version of the HOHWM. The table also shows that for
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Figure 12 – KP temporal symmetry around the time 39.4 < ts < 39.425 for amplitude spectrum in
case of ax = ay = 2, β = 0.3, α2 = 0.1

Table 1 – Convergence of the HWM in case of the Burgers’ equation with ν = 1/10 and ν = 1
10π

at
u
( 1

2 ,
1
2
)

ki ki
Nx Nt ν = 1/10 ν = 1

10π
Nt Nx ν = 1/10 ν = 1

10π

4 16 — — 4 16 — —8 16 — — 8 16 — —16 16 2.5155 3.9938 16 16 2.5914 2.274232 16 2.1310 2.4626 32 16 2.0601 2.062564 16 2.0328 2.0394 64 16 2.0130 2.0154128 16 2.0082 2.0103 128 16 2.0031 2.0038256 16 2.0021 2.0026 256 16 2.0008 2.0010512 16 2.0005 2.0006 512 16 2.0002 2.0002
Table 2 – Maximum deviation from the exact solution on 16× 16 grid with the HWM for ν = 1

10 ,
ν = 1

5π
and ν = 1

10π
; on a 256×16 grid for ν = 1

100π
and ν = 1

160π

ν
1
10

1
5π

1
10π

1
100π

1
160π

∆u 0.00168 0.00359 0.01874 0.00612 0.02332

resolution J > 6 the accuracy no longer increases significantly.The HWM results in case of ν = 1
100π

in Table 2 can also directly be compared to theuniform and nonuniform grid results at the same value of ν in Tables 3 and 4. It is clearthat the HOHWM outperforms the HWM even from this simple comparison.The shape of a typical solution of the Burgers’ equation can also be seen in Fig. 13. Inthe figure, the both the calculated solution as well as the exact solution are shown.The 2D HWM approach described in Table 1 shows that the convergence of the con-vergence with respect to either axis of the numerical method is equal to 2 as one wouldexpect according to the literature [110]. Furthermore, Table 2 shows that while the HWMis able to find numerical solutions for the Burgers equation in all the different cases, themaximal deviation from the exact solution increases with the increase of ν when using a
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Table 3 – Values of tc against the resolution J with the HOHWM in the case of the Burgers’ equation
with ν = 1

100π
,ν = 1

110π
, 1

120π
; parameter q characterises the nonuniformity

ν
1

100π

1
110π

1
120π

Uniform Nonuniform Uniform Nonuniform Uniform Nonuniform
J q tc tc tc tc tc tc

3 0.71 0.2375 0.39 0.1625 0.38 0.1625 0.384 0.85 0.2875 0.50 0.275 0.50 0.225 0.505 0.92 0.2875 0.50 0.3181 0.50 0.30 0.506 0.97 0.3580 0.50 0.3542 0.50 0.3745 0.507 0.99 0.50 0.50 0.4646 0.50 0.4143 0.508 * 0.50 * 0.50 * 0.50 *
Table 4 – Maximal deviation from the exact solution ∆u against the resolution J in the case of the
Burgers’ equation with ν = 1

100π
, 1

110π
, 1

120π
; parameter q describes the grid according to (61)

ν
1

100π

1
110π

J N Uniform Nonuniform Uniform Nonuniform
q ∆u ∆u ∆u ∆u

3 16 0.71 — 0.004674 — 0.0066496

4 32 0.95 — 1.1031 ·10−4 — 1.1622 ·10−4

5 64 0.92 — 7.0345 ·10−6 — 7.3215 ·10−6

6 128 0.97 0.0418 5.1019 ·10−6 0.0875 5.1855 ·10−6

7 256 0.99 6.8360 ·10−4 4.0604 ·10−6 0.001034 4.8919 ·10−6

8 512 * 5.0941 ·10−5 * 8.0159 ·10−5 *

ν
1

120π

J N Uniform Nonuniform
q ∆u ∆u

3 16 0.71 — 0.005067

4 32 0.95 — 1.3072 ·10−4

5 64 0.92 — 7.974 ·10−6

6 128 0.97 0.2021 3.8774 ·10−6

7 256 0.99 0.001611 5.9934 ·10−6

8 512 * 1.0959 ·10−4 *

uniform grid. However, that is not the case when using a nonuniform grid.The results shown in Tables 2 and 4 show that the uniform gird HOHWM outperformsthe HWM (when comparing at ν = 1
100π

). Furthermore, it is clear that the nonuniform gridHOHWM in turn significantly outperforms the uniform grid HOHWM. In fact, one can get aresult of the same (or even better) accuracy using the nonuniform grid with 8 times fewer
37



Figure 13 – Typical numerical solution of the Burgers’ equation (left) and exact solution (right)

grid points compared to the uniform grid version. Additionally, the maximal deviationfrom the exact solution in case of the uniform grid HOHWM is 2 orders of magnitudesmaller than in the HWM case.These results demonstrate (i) the advantage of the HOHWMover the HWMand (ii) theusage of the nonuniform grid can give an even more significant gain in accuracy than theswitch from the HWM to the HOHWM.
4.2.2 The 2D Burgers’ equationThe 2D Burgers’ equation (7) was numerically solved using the HWM on its two spatialcoordinates and ODE solvers for the temporal derivatives. The maximal deviation fromthe exact solution was measured and the equation was evaluated at different values ofReynold’s number R. In these computations the resolution on both spatial coordinates iskept the same. However, this is not strictly necessary.
Table 5 – Maximal deviations ∆u and ∆v from exact solution for the 2D Burgers’ equation (7) com-
pared to its exact solution (8) at different resolutions and Reynolds numbers with the HWM

R = 220 R = 260
J N ∆u ∆v ∆u ∆v2 8 0.0345186 0.0420620 0.0614871 0.06848153 16 0.0065951 0.0089431 0.0102949 0.01344744 32 0.0018286 0.0015675 0.0026377 0.00250305 64 0.0006597 0.0006814 0.0007456 0.00079406 128 0.0005707 0.0005707 0.0005952 0.000595

R = 300 R = 340
J N ∆u ∆v ∆u ∆v2 8 0.1153377 0.1193631 0.2178892 0.22740263 16 0.0153208 0.0185581 0.0230894 0.02538034 32 0.0035963 0.0036502 0.0046713 0.00526995 64 0.0009196 0.0009025 0.0010940 0.00108236 128 0.0005832 0.0005974 0.0005858 0.0006499

Themaximal deviations∆u and∆v in Table 5 show that the HWM is capable of handlingsteep changes in the exact solution in case of two spatial dimensions. A typical solution
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Figure 14 – Calculated u in the case of R = 340 and J = 5

can be seen in Fig. 14. While the maximal deviation of the exact solution increases as theReynolds’ number R increases, the maximal deviation does not become extremely largewithin the cases that were numerically evaluated here.
4.2.3 The KdV equationTheKdVequation (9)was solvedusing theHWM, theuniformgridHOHWM, (static) nonuni-form grid HOHWM as well as the adaptive grid HOHWM. In all cases the temporal deriva-tives were handled using an ODE solver. It was solved for a number of different equationand initial condition parameter values. The first set of solutions were with the uniformgrid HWM and HOHWM in case of a 1-soliton exact solution (10). The initial conditions(88) and boundary conditions (91) were used. The maximal deviation from the exact solu-tion ∆u as well as the relative maximal deviation ∆relu = ∆umaxx,t u

in such a case can be seen
in Tables 6 and 7.
Table 6 – Results for the KdV equation: maximal deviation of the numerical solution from the exact
solution max∆u and maximal relative deviation maxrel∆u against the resolution parameter J with
initial conditions (88) and boundary conditions (91) (α = 1, c= 1000, x0 = 1/4, x∈ [0,1], t ∈ [0,0.5×
10−3])

∆u ∆relu
J N HWM HOHWM HWM HOHWM
4 32 134.5414 32.85357 0.0448471 0.0109512
5 64 68.76035 3.316314 0.0229201 0.0011054
6 128 19.26319 0.8202067 0.0064211 0.0002734
7 256 5.066037 0.844972 0.0016887 0.0002817

The next set of solutions were calculated with the uniform grid HWM and HOHWM incase of a 2-soliton exact solution (11). The maximal deviation from the exact solution inthis case can be seen in Tables 8 and 9.A typical example of the numerical solution to the KdV equation in the two cases de-scribed above can be seen in Fig. 15.The final set of results were obtained at different equation parameter values. Theywere obtained using the HOHWM on a uniform grid, a (static) nonuniform grid as wellas an adaptive grid. The same initial conditions and boundary conditions were used asbefore. According to Paper III, a number of calculations were carried out with different
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Table 7 – Results for the KdV equation: maximal deviation of the numerical solution from the exact
solution ∆u and maximal relative deviation maxrel∆u against the resolution parameter J with initial
conditions (88) and boundary conditions (91) (α = 6, c = 1000, x0 = 1/4, x ∈ [0,1], t ∈ [0,0.5×
10−3])

∆u ∆relu
J N HWM HOHWM HWM HOHWM
4 32 22.42356 5.475594 0.0448471 0.0109512
5 64 11.46226 0.5527193 0.0229245 0.0011054
6 128 3.210801 0.1367652 0.0064216 0.0002735
7 256 0.8443429 0.1408244 0.0016887 0.0002816

Table 8 – Results for the KdV equation soliton interaction: maximal deviation of the numerical solu-
tion from the exact solution max∆u and maximal relative deviation maxrel∆u against the resolution
parameter J with initial conditions (89) and boundary conditions (91) (α = 1, cB = 10000, x0B = 1/5,
cS = 10000/3, x0S = 2/5, x ∈ [0,1], t ∈ [0,0.6×10−4])

∆u ∆relu
J N HWM HOHWM HWM HOHWM
4 32 3951164 2246754 131.7054667 74.8918000
5 64 6210848 202544.7 207.0282667 6.7514900
6 128 1567.924 199.7707 0.052264 0.0066590
7 256 542.1262 14.4892 0.0180709 0.0004830

Table 9 – Results for the KdV equation soliton interaction: maximal deviation of the numerical solu-
tion from the exact solution max∆u and maximal relative deviation maxrel∆u against the resolution
parameter J with initial conditions (89) and boundary conditions (91) (α = 6, cB = 10000, x0B = 1/5,
cS = 10000/3, x0S = 2/5, x ∈ [0,1], t ∈ [0,0.6×10−4])

∆u ∆relu
J N HWM HOHWM HWM HOHWM
4 32 215719.2 380037.1 43.1438400 76.0074200
5 64 104514.6 31103.69 20.9029200 6.2207380
6 128 260.845 33.305 0.0521690 0.0066610
7 256 90.35663 2.415028 0.0180713 0.0004830

values for the adaptive grid parameters in order to determine the parameter values cor-responding to the most accurate solution. The deviation from the exact 1-soliton solution(10) in this case can be seen in Table 10
Tables 6–9 show that the use of the HOHWMover the HWM significantly increases theaccuracy of the numerical results. It is also clear that in the case of the two KdV solitoninteraction, a small number of grid points is not sufficient to calculate a numerical resultof sufficient accuracy with either the HWM or the HOHWM. However, the HOHWM givesa significantly more accurate result once a sufficient number of grid points is reached.
Table 10 shows that the use of the adaptive grid significantly increases the accuracy ofthe numerical solution. In fact, 4 times fewer grid points can be used in order to gain a re-sult of the same accuracywhen using the HOHWMas opposed to the HWM. Furthermore,
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Figure 15 – Typical numerical solution of the KdV equation using the HOHWM. The KdV single soliton
solution (α = 1, c = 1000, x0 = 1/4, J = 7 with initial conditions (88) and boundary conditions(91) on the left) and the interaction of KdV solitons (α = 1, cB = 10000, x0B = 1/5, cS = 10000/3,
x0S = 2/5, J = 7 with initial conditions (89) and boundary conditions (91) on the right)

Table 10 – Maximal deviation from the exact solution ∆u against resolution J in the case of the KdV
equation with α = 6, β = 4 ·10−4 and x0 = 0.3, c = 2, t f = 0.2

J Uniform grid Grid (62) with γ = 0.1 Adaptive grid (63)
∆u ∆u d e δ ∆u

4 — — 0.41 0.1 0.004 6.1679 ·10−4

5 0.01123 0.001352 0.33 0.05 0.002 1.5731 ·10−5

6 0.002541 0.001143 0.4 0.1 0.002 1.5085 ·10−6

7 1.704 ·10−4 7.694 ·10−5 0.3 0.3 0.006 1.2250 ·10−5

at a small number of grid points the HWM is unable to successfully numerically solve theproblem, whereas the HOHWM is able to do so with quite a small maximum deviationfrom the exact solution.
4.2.4 The mKdV equation
ThemKdV equation (13) was solved using the uniform grid HOHWM, a (static) nonuniformgrid as well as an adaptive grid approach. In all cases, the temporal derivatives were eval-uated using an ODE solver. The initial conditions (97) and boundary conditions (96) wereused. The relevant values of the adaptive grid parameters (d, e and δ ) were obtainedaccording to Paper III similar to the KdV equation. The results of such numerical experi-ments where themaximal deviation from the exact solution is shown can be seen in Table11.
Table 11 –Maximal deviation from the exact solution ∆u against resolution J in the case of the mKdV
equation with α =−1, β = 10−2, c = 16 and x0 = 0.3, t f = 1/40

J N Uniform grid Grid (62) with γ = 0.1 Adaptive grid (63)
∆u ∆u d e δ ∆u

4 32 — — 0.44 0.2 0.004 0.009246
5 64 0.0719508 0.070632 0.48 0.1 0.002 1.86 ·10−4

6 128 0.0117955 0.0052081 0.31 0.2 0.002 6.1 ·10−5

7 256 8.4875 ·10−4 — 0.3 0.2 0.048 7.84 ·10−4

Table 11 shows that while the static nonuniform grid does offer some advantage overthe uniform grid HOHWM, most of the gained accuracy comes from the use of the adap-
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Figure 16 – Typical shape of the solutions of the mKdV (a) and the sine–Gordon (b) equations

tive grid. This is especially evident in case of lower number of grid points, where theuniform grid and static nonuniform grid approach were unable to successfully completethe numerical experiment, whereas the adaptive grid approach was able to do. A typicalsolution of the mKdV equation is shown in Fig. 16 on the left.
4.2.5 The sine–Gordon equationThe sine–Gordon equation (15) was solved using the uniform grid HOHWM, a (static)nonuniform grid HOHWM as well an adaptive grid. In all cases, the temporal derivativeswere evaluated using an ODE solver. The initial conditions (102) and boundary conditions(101) were used. As was the case for the KdV and the mKdV equations, the adaptive gridparameter values were obtained according to Paper III. The maximal deviation from theexact solution (16) was computed in each numerical experiment. Such results can be seenin Table 12
Table 12 – Maximal deviation from the exact solution ∆u against resolution J in the case of the sine–
Gordon equation with c = 1−5 ·10−5 and x0 = 0.3, t f =

1−2x0
c

J N Uniform grid Grid (62) with γ = 0.1 Adaptive grid (63)
∆u ∆u d e δ ∆u

4 32 1.189817 1.095051 0.33 0.3 0.008 0.033198
5 64 0.4856858 0.3261581 0.32 0.2 0.018 0.0018608
6 128 0.1039031 0.06173826 0.3 0.2 0.018 1.0331 ·10−4

7 256 0.01376712 0.006484227 0.3 0.2 0.024 1.1429 ·10−5

The results in Table 12 show that while there are some advantages to using a staticnonuniform grid, most of the gained accuracy comes from the employment of the adap-tive grid approach in this case as well. In fact, one can see that the adaptive grid approachwith 64 grid points is more accurate than both the uniform grid and static nonuniform gridapproaches in case of 256 grid points. While the uniform and static nonuniform grid areable to solve the problem even at a low number of grid points, the corresponding devia-tions from the exact solution ∆u are large. A typical solution of the sine–Gordon equationis shown in Fig. 16 on the right.
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5 Conclusions
The 2D DSA was developed and used in order to gain insight into the character of thenumerical solutions of the KP equation. It allowed to discover instances of recurrence aswell as (quasi)periodicity more easily and even to detect temporal symmetries.TheHWMwas employed for numerical solutions of variousmodel equations: the Burg-ers’ equation, the 2D Burgers’ equation and the KdV equation equation. The Burgers’equation, in particular, was solved in two different ways. In the first, the HWM was usedto approximate both the spatial as well as the temporal derivatives; and in the second,only spatial derivatives were approximated using the HWM and the temporal derivativeswere approximated using other known approximation methods. For the other modelequations, the latter approach was used instead of the former. The various numericalexperiments showed the need for a more accurate method.Thus, the HOHWM was used to evaluate some of the previously mentioned modelequations (the Burgers’ equation and the KdV equation) in order to obtain an improve-ment in accuracy. In addition, the mKdV and sine–Gordon equations were also includedhere and numerically solved using theHOHWM. TheHOHWMwas shown to be of superioraccuracy when compared to the HWM.Since many of the solutions of the considered PDEs had abrupt changes, a new ap-proach was needed to improve accuracy further. Thus, a nonuniform grid approach wasdeveloped that could be used alongside the HOHWM. This approach showed a significantimprovement in accuracy in case of problems with abrupt changes within their solutions.The nature of the solution of the Burgers’ equation meant that it showed significant im-provements over the uniform grid HOHWM. While the accuracy of solutions to the othermodel equations also increased somewhat, it was not that significant.Finally, an adaptive grid approach was developed for the HOHWM. This approach in-volved changing the nonuniform grid in time so that the areas prone to give higher errorshave more grid points. The KdV, mKdV and sine–Gordon equations were evaluated usingthis novel method. The approach was shown to give another significant boost in accuracyover static nonuniform grid approaches for the mentoned model equations.Themodel adaptive grid HOHWM (which can simply be called the adaptive HOHWMorAHOHWM) was shown to give significant increase in accuracy given the same number ofgrid points when compared to the uniform grid as well as static nonuniform grid HOHWM.In fact, it was shown that the sameor even better level accuracy can be achievedwith 8–16times fewer grid points. Computationally, the most expensive part of solving an equationis solving the system of algebraic equations. Thus, solving a system of 8–16 times fewerequations gives a significant advantage in computational complexity.This thesis showed that

• the PsM along with the DSA is a powerful tool for analyzing the behaviour of a 2Devolution equation;
• the accuracy of the HWM can be improved by using the HOHWM;
• the accuracy of the HOHWM can be improved by employing a nonuniform grid ap-proach;
• the accuracy of the nonuniform grid HOHWMcan be improved by allowing adaptivegrid changes.
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Abstract
Numerical analysis of nonlinear wave propagation
Nonlinear partial differential equations (PDEs) arise in many areas of mathematical physics in order to model various physical phenomena. However, in the context of the thesis, nonlinear PDEs that describe wave propagation have been considered. For example, the Korteweg–de Vries and the Kadomtsev–Petviashvili equations can be used in order to model the propagation of long waves of small amplitude in shallow water, the Burgers and the 2D Burgers equations to model shock waves in fluids and traffic flow, the mod-ified Korteweg–de Vries equation to model wave propagation in 1D anharmonic lattices, and the sine–Gordon equation to model one-dimensional crystal dislocations.Within the thesis, numerous wave propagation problems were numerically solved us-ing the Pseudospectral method (PsM), the Haar wavelet method (HWM) as well as the higher order Haar wavelet method (HOHWM).2D spectral analysis was used in order to gain extra insights into the behaviour of two dimensional problems. It gave the opportunity to find complex phenomena in the solution that would not have been obvious without its use. The HOHWM was used in order to gain improved accuracy compared to the HWM. The recently developed HOHWM was shown to provide more accurate results for all model equations.A nonuniform grid approach to the HOHWM was developed. While a nonuniform grid HWM had previously found use, the HOHWM had not been used alongside a nonuniform grid before. The nonuniform grid approach was shown to give significant improvements to accuracy when abrupt changes within the solution were expected and their location was known before computation. While adaptive grids have been used for a long time, they have not seen wide use in combination with the HWM. Furthermore, the HOHWM has never been used alongside an adaptive grid approach.The novel adaptive HOHWM was developed and shown to be a good candidate for solv-ing nonlinear PDEs with abrupt changes in the solution. The method allowed obtaining results of a better level of accuracy than the uniform or static nonuniform grid HOHWM. This significantly decreases the computational complexity needed to obtain results of a certain accuracy. Thus, the adaptive HOHWM allows one to either obtain a) numerical results of the same accuracy faster while using fewer resources or b) numerical results of greater accuracy using the same amount of resources.
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Kokkuvõte
Mittelineaarse lainelevi numbriline analüüs
Mittelineaarseid osatuletistega diferentsiaalvõrrandeid kasutatakse väga erinevate füüsi-kaliste protsesside ja nähtuste matemaatiliseks modelleerimiseks. Vastavat füüsika harunimetatakse tihti matemaatiliseks füüsikaks. Käesolevas väitekirjas on vaatluse all mit-med lainelevi kirjeldavad mittelineaarsed osatuletistega diferentsiaalvõrrandid. Näiteks,nii Kortewegi–de Vriesi võrrand kui Kadomtsevi–Petviashvili võrrand kirjeldavad pikkademadala amplituudiga lainete levi madalas vees; Burgersi võrrand ning 2D Burgersi võrrandkirjeldavad lööklainete levi vedelikes ja ka liiklusvoolu; modifitseeritud Kortewegi–de Vri-esi võrrand kirjeldab lainelevi anharmoonilises võres ning sine–Gordoni võrrand kristallidedislokatsioonide levi.Väitekirjas on lainelevi probleemide lahendamiseks kasutatud mitmeid numbrilisimeetodeid: pseudospektraalmeetodit, Haari lainikute meetodit (HWM) ja kõrgemat järkuHaari lainikute meetodit (HOHWM). Kadomtsevi–Petviashvili võrrandi numbriliste lahen-dite leidmiseks rakendati pseudospektraalmeetodit ning saadud tulemuste analüüsil ka-sutati kahedimensionaalset diskreetset spektraalanalüüsi. See andis võimaluse täheldadalahendeis peituvaid erinevaid seaduspärasusi,mille leidmine oleks ilma spektraalanalüüsi-ta olnud keerulisem kui mitte võimatu. Teiste eespool loetletud võrrandite lahendamisekskasutati Haari lainikutel põhinevaid meetodeid. Klassikalise lähenemise korral arendatak-se siin Haari ritta võrrandis olev otsitava funktsiooni kõrgeimat järku tuletis ning madala-mat järku tuletised arvutatakse saadud Haari rea integreerimise teel. Kirjeldatud lähene-misviisi korral on väitekirjas kasutusel lühend HWM. Täpsemate tulemuste saamiseks onaga võimalik kasutada kõrgemat järku Haari lainikute meetodit. Selle korral arendatakseHaari ritta mitte võrrandis olev otsitava funktsiooni kõrgeimat järku tuletis, vaid sellestveel 2s võrra kõrgemat järku tuletis. Sellise lähenemisviisi korral on väitekirjas kasutusellühend HOHWM.Veelgi efektiivsema algoritmi saamiseks töötati välja nii staatilisel ebaühtlasel võrgulkui adaptiivsel võrgul põhinev HOHWM. Ebaühtlast võrku on varasemalt kasutatud küllkoos HWM-ga, kuid koos HOHWM-ga seda seni kasutatud ei olnud. Võrrandites, mille la-hendites on järsud muutused, annab staatilise ebaühtlase võrgu kasutamine märkimis-väärset täpsuse kasvu (fikseeritud võrgupunkide arvu korral) juhul kui järskude muutusteasukoht ruumis on eelnevalt teada. Adaptiivseid võrke on kasutatud erinevatemeetodite-ga juba pikemat aega, kuid harva on neid kasutatud koos HWM-iga. Käesolevas töös töö-tati välja uus adaptiivne HOHWM võrrandite jaoks, mille lahendites esinevad järsud muu-tused, mille asukoht ruumis pole ette teada. See adaptiivne meetod aitas tulemuste täp-sust märkimisväärselt parandada, osutudes efektiivsemaks nii ühtlase võrguga HOHWM-st kui staatilise ebaühtlase võrguga HOHWM-st. Võimalus saada sama täpne lahend väik-semate võrgupunktide arvuga vähendabmärkimisväärselt arvutuslikku kompleksust. See-ga annab antud meetod võimaluse leida a) sama täpsusega numbrilisi lahendeid kiireminining vähem ressursse kasutades või b) täpsemaid numbrilisi lahendeid samu ressurssekasutades.

59





Appendix 1

I

A. Salupere and M. Ratas. On the application of 2D discrete spectral anal-ysis in case of the KP equation. Mech. Res. Comm., 93:141–147, 2018

61





Mechanics Research Communications 93 (2018) 141–147

Contents lists available at ScienceDirect

Mechanics  Research  Communications

journa l h om epa ge: www.elsev ier .com/ locate /mechrescom

On  the  application  of  2D  discrete  spectral  analysis  in  case  of  the  KP
equation

Andrus  Salupere ∗,  Mart  Ratas
Department of Cybernetics, School of Science, Tallinn University of Technology, Akadeemia tee 21, Tallinn 12618, Estonia

a  r  t  i  c  l  e  i  n  f  o

Article history:
Received 30 June 2017
Received in revised form 25 August 2017
Accepted 26 August 2017
Available online 31 August 2017

Keywords:
Discrete spectral analysis
Solitons
Recurrence
Numerical integration
Pseudospectral method

a  b  s  t  r  a  c  t

In  case  of  1D  wave  propagation  the  discrete  spectral  analysis  is  very  helpful  method  in order  to  analyze  the
space–time  behavior  of  different  wave  structures.Here  we  generalize  the  method  to  2D case.The  KPI  equa-
tion  is  applied  as a model  equation.For  numerical  integration  the  pseudospectral  method  is applied.We
demonstrate  how  2D  spectral  characteristics  can  be  applied  for  analysis  of  complicated  wave  structures
that  can  be  formed  from  different  initial  pulses  in case  of the  KPI equation.  Recurrence  phenomenon,
temporal  periodicity  and  temporal  symmetry  of  the solution  will be  discussed.
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1. Introduction and the problem

Kadomtsev–Petviashvili (KP) equation is used here as a model
equation for 2D wave propagation. It is named after Boris Kadomt-
sev and Vladimir Petviashvili who derived the equation when
modeled evolution of long ion-acoustic waves of small amplitude
in plasmas under the effect of long transverse perturbations. The
resulting KP equation is considered to be the two dimensional gen-
eralization of the Korteweg–de Vries (KdV) equation [1,2]. Two
different versions of the KP equation can be distinguished. In nor-
malized form they both can be described by

(ut + 6uux + uxxx)x + 3�2uyy = 0. (1)

The case �2 =−1 is called the KPI equation and the case �2 = 1 is
called the KPII equation. The former is used to describe waves in
thin films with high surface tension as well as rogue waves and the
latter can be used to model water waves with small surface tension
[2–4].

Besides the normalised form (1), the KP equation can have
various forms depending on problem under consideration. The dif-
ferent values of the coefficients can also be viewed as representing

∗ Corresponding author.
E-mail addresses: salupere@ioc.ee (A. Salupere), Mart.Ratas@ttu.ee (M. Ratas).

the environment characteristics [5]. The KPI equation then takes
the form of

(ut + ˛1uux + ˛2uxxx)x − ˛3uyy = 0, (2)

where ˛1, ˛2 and ˛3 can be called as the nonlinear coefficient, the
dispersion coefficient and the transverse perturbation coefficient,
respectively. The paper focuses on cases where ˛1 = ˛3 = 1 and only
the dispersion coefficient ˛2 is changed.

The KP equation is related to various practical problems and is
therefore widely studied until today making use of analytical as
well as numerical techniques, see e.g. [6–11].

According to a brief definition discrete spectral analysis (DSA)
means that discrete Fourier transform (DFT) related spectral char-
acteristics (amplitude spectrum and phase spectrum) are used for
analysing of space–time behavior of wave-structures. DSA has been
used do analyse the behavior of 1D waves [12–15] The goal here is
to show how DSA can be generalize for 2D waves.

In the present paper KP equation (2) is integrated numerically.
For initial condition we  use a bended sinusoid:

u(x, y, 0) = sin(axx +  ̌ cos(ayy)), (3)

where ax and ay define the number of periods per 2�, and  ̌ is arbi-
trary parameter. The idea for using the bended sinusoid for initial
condition comes from [8] where bended sech2-type initial wave
resulted in very interesting 2D wavestructures.

The most immediate result from numerical integration would
be a set of 2D wave profiles at different time moments. In order to
analyse the time-space behaviour of the solution, one would have

https://doi.org/10.1016/j.mechrescom.2017.08.010
0093-6413/© 2017 Elsevier Ltd. All rights reserved.
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to plot a huge amount of 3D surface at different time moments
or compose movies. This, however, is often very time consuming
to perform, painstaking to follow and does not show all the infor-
mation about spatio-temporal behavior of waves. That is why DSA
should be useful in this case.

The paper is organised as follows: in Section 2 numerical method
and in Section 3 ideas of 2D discrete spectral analysis are intro-
duced. Results are discussed in Section 4 and conclusions are drawn
in Section 5.

2. Numerical method

For numerical integration of KP equation (2) DFT based Pseu-
dospectral Method (PSM) is used, i.e., spatial derivatives are
approximated making use of DFT and for integration with respect
of time standard ODE solvers are applied. Making use of properties
of the Fourier transform one can approximate spatial derivatives
and integrals as follows [16]

∂n
u(x, y)
∂xn

= F−1
x

[(
ik

m

)n

Fxu

]
,

∂n
u(x, y)
∂yn

= F−1
y

[(
ik

m

)n

Fyu

]
,

∫
u(x, y)dx = F−1

x

⎡
⎣Fxu

ik

m

⎤
⎦+ C(y).

(4)

Here Fx and Fy denote the Fourier transform, F−1
x and F−1

y the inverse
Fourier transform with respect to variables x and y respectively;
wave numbers k = 0, ±1, ±2, . . .,  ±N/2 −1, N/2; i is the imaginary
unit and m defines the range of spatial domain (−m� < x ≤ m� and
−m�  < y ≤ m�).

In order to solve a PDE by the PSM, it should have the following
form

ut = �(u) (5)

and therefore we have to transform the KP equation to appropriate
form. At first we introduce variable

ϕ = ux. (6)

The KP equation then takes the form

ϕt = −˛1
(

ϕ2 + uϕx

)
− ˛2ϕxxx + ˛3uyy, (7)

where

ϕx = F−1
x

[
ik

m
Fxϕ

]
, ϕxxx = F−1

x

[
− ik3

m3
Fxϕ

]
,

u = F−1
x

⎡
⎣Fxϕ

ik

m

⎤
⎦+ C(y), uyy = F−1

y

[
− k2

m2
Fyu

]
.

(8)

Eqs. (7) and (8) can be solved making use of the PSM. Due to the
DFT, boundary conditions must be periodic:

u(x, y, 0) = u(x + 2lm�, y + 2lm�, 0),  l = 0, ±1, ±2, . . ..  (9)

For space grid the number of grid points per space period is N for x
as well as for y, i.e., � = �x = �y = 2m�/N.

3. Discrete spectral analysis

In this section, spectral amplitudes (the amplitude spectrum)
ak(y, t) as well as the phase spectrum �k(y, t) are introduced. Spec-
tral amplitudes ak(y, t) are defined as

ak(y, t) = 2|U(k, y, t)|
N

k = 1, 2, . . .,
N

2
− 1,

ak(y, t) = |U(k, y, t)|
N

k = 0,
N

2
,

(10)

where U(k, y, t) = Fx[u(x, y, t)]. Phase spectrum is defined as

ϕk(y, t) = arg[U(k, y, t)] (11)

i.e. ϕk(y, t) is the argument of the complex number U(k, y, t)). Here
the values k = 0, 1, . . .,  N/2 are of interest [12].

If DSA is applied for 1D waves all spectral amplitudes can be
shown within a single 2D plot with a different curves referring to
each spectral amplitude ak(t), k = 1, . . .,  N/2. However, in a situation
with two spatial dimensions, such a 2D plot would refer to just a
single discrete value of yj, i.e., one has ak(yj, t). In order to combat
this problem, a new way  of looking at spectral analysis was  devel-
oped. In this depiction, a 3D pseudocolor1 plot is formed for each
spectral amplitude under consideration. Since in most cases, only
the first few spectral amplitudes are of interest (the higher spectral
amplitudes are usually smaller), this results in only a few different
images. An example of such a depiction is shown in Fig. 1, where the
horizontal axis refers to the time t while the vertical axis refers to
the spatial variable y, and therefore the considered spectral ampli-
tudes are related to the Fourier’ transform with respect to variable x.
Image of this kind shows how different spectral amplitudes behave
in considered time interval. More examples for a1, . . .,  a5 could be
find in Research Report [17].

4. Results and discussion

In this section some results of numerical experiments are pre-
sented and discussed. If one takes ax = 1 and  ̌ = 0 in initial condition
(3) then the problem is similar to that of the KdV equation with
harmonic initial conditions [18]. If to take ˛2 = 0.1 in (2) then the
numerical integration of the KP equation results in train of three
solitons, like in the KdV case [17,19].

4.1. Periodicity

In this subsection we consider initial condition (3) with param-
eters ax = 1,  ̌ = 0.4 and ay = 2. Numerical integration is carried out
for 0 ≤ t ≤ 60. Different values of the dispersion parameter are used
in order to see how it effects on the character of the solution.
According to our previous experience [19] we introduce logarith-
mic  dispersion parameter

dl = − log ˛2, i.e., ˛2 = 10−dl .

Solutions are found for dl = 1, 1.1, . . .,  1.8. Now we use initial condi-
tions with  ̌ /= 0 and therefore a complex wavestructure emerges:
the solution consist of solitary waves that are localized with respect
to the x as well as the y axes. A typical waveprofile of such kind is
presented in Fig. 2.

Analysis of evolution of waveprofiles demonstrates coexistence
of two different wavestructures. Along the x axis KdV soliton like
solitary waves are propagating and along the y axis breather like
structure is formed. However, in order to estimate is the behaviour

1 In a pseudocolor plot each value is given a distinct color – this is similar to maps
that indicate height with colors.
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Fig. 1. Spectral amplitudes in case of the initial condition (3), parameters ax = 1,  ̌ = 0.4, ay = 2 and logarithmic dispersion parameter dl = 1.

Fig. 2. Solution for dl = 1.4 at t = 19 (ax = 1,  ̌ = 0.4, ay = 2).

Fig. 3. Spectral amplitudes in case of the initial condition (3), parameters ax = 1,  ̌ = 0.4, ay = 2 and logarithmic dispersion parameter dl = 1.3.



144 A. Salupere, M.  Ratas / Mechanics Research Communications 93 (2018) 141–147

Fig. 4. Spectral amplitudes in case of the initial condition (3), parameters ax = 1,  ̌ = 0.4, ay = 2 and logarithmic dispersion parameter dl = 1.5.

Fig. 5. Spectral amplitudes in case of the initial condition (3), parameters ax = 1,  ̌ = 0.4, ay = 2 and logarithmic dispersion parameter dl = 1.8.

of the solution (quasi)periodic with respect to time one has to
analyse the amplitude spectrum. In Fig. 1 the first three spectral
amplitudes are plotted over the integration interval. It is clear,
that a1(y, t) tends to have maximal values and a2(y, t) simultane-
ously minimal values regularly over the time interval 0 ≤ t ≤ 60. In
Figs. 3–5 the first two spectral amplitudes are plotted for dl = 1.3,
dl = 1.5, and dl = 1.8. For dl = 1.3 the behaviour of a1(y, t) and a2(y, t)
is similar to the dl = 1 case. Only the length of the (quasi)period is
longer. If the value of dl is rising then the situation changes dramat-
ically and the periodicity disappear. This is not surprising, because
the same happened in case of 1D waves in case of the KdV equation
[19]. In the Research Report [17] five first spectral amplitudes ak(y,
t), k = 1, . . .,  5 are presented for all dl = 1, 1.1, . . .,  1.8.

4.2. Recurrence

Recurrence was first introduced by Zabusky and Kruskal [18].
In general recurrence means that at a certain time moment (let us
denote this by tR) a wave extremely similar to the initial one is
formed [12]. It is possible to use spectral amplitudes to track recur-
rence. When t → tR, ak(y, t) → ak(y, 0), ∀ k, y. If recurrence takes place
at each tRj

≈ jtR, j = 2, 3, . . .,  the solution is called quasiperiodic.
As an example of the recurrence phenomenon we  consider here

the case where the initial condition parameters ax = 2,  ̌ = 0.4 and
ay = 2 and logarithmic dispersion parameter dl = 1. In case ax = 2
spectral amplitudes ak(y, t) ≈ 0 for k = 1, 3, 5, . . . and only even num-
ber spectral amplitudes are important. In Research Report [17] the
recurrence phenomenon is studied making use of some other sets
of parameters as well.

From Fig. 6 one can see that near t ≈ 7 spectral amplitudes look
similar to the initial state at t = 0. In order to determine the recur-
rence time more precisely, the individual spectral amplitudes are
averaged over y. Corresponding averaged spectral amplitude curves

are presented in Fig. 7 which is much easier to read in sense of
the recurrence. In this figure only three lowest spectral ampli-
tudes are presented – according to the Research Report [17] the
contribution of others is negligible when the recurrence is stud-
ied. One has to pay attention to the fact that the scale for a2 is
on the left side and for a4 and a6 on the right side of the axis. In
[17] also curves for a8 and a10 can be found. The averaged spec-
trum allows (in case of a sinusoidal initial condition) to find time
moments when recurrence could occur using local maxima of the
lowest spectral amplitude. From Fig. 7 we found that the recur-
rence occur six times in the considered case and the first recurrence
takes place at t = 7.15. These time moments are shown by little
arrows in Figs. 6 and 7. Fig. 7 is very similar to the amplitude spec-
trum in 1D case. The latter was  used for finding the recurrence
time in KdV-type systems [12,14,15,19]. In these papers among
other topics super recurrence is discussed. If several recurrences
are detected then all recurrences which are closer to the initial
state than the first one are called superrecurrences. In the present
case the first recurrence is the worst and therefore all others can
be called superrecurrences. The closest to the initial state is the
recurrence at t = 16.6. In Fig. 8 waveprofiles at t = 0 and t = 16.6 are
presented by pseudocolor plots. Due to complex interactions the
waveprofile is not restored entirely and not in the initial posi-
tion, but is shifted along x as well as y axis by 1.669 and �/2,
respectively.

Recurrence related numerical experiments were carried out for
different values of logarithmic dispersion parameter dl and ini-
tial condition parameter ˇ. We  did not find proper recurrence for
dl > 1.0. The influence of parameter  ̌ is as follows: if the value of
dl is fixed, then the higher the value of  ̌ the faster the first recur-
rence occurs and the shorter the time intervals between successive
recurrence times.
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Fig. 6. Spectral amplitudes in case of the initial condition (3), parameters ax = 2,  ̌ = 0.4, ay = 2 and logarithmic dispersion parameter dl = 1.

Fig. 7. Averaged spectral amplitudes in case of the initial condition (3), parameters ax = 2,  ̌ = 0.4, ay = 2 and logarithmic dispersion parameter dl = 1.

Fig. 8. Recurrence of the initial state: waveprofile at t = 16.6 and the initial waveprofile for ax = 2,  ̌ = 0.4, ay = 2 and dl = 1. Note that the waveprofile at t = 16.6 is shifted along
both  coordinate axis.

4.3. Temporal symmetries

In order to observe phenomenon of temporal symmetry we  con-
sider solutions of the KP equation with the same set of parameters
what was used when the recurrence phenomenon was discussed,
i.e., ˛2 = 0.1, ax = ay = 2 and  ̌ = 0.4. Corresponding spectral ampli-
tudes are plotted in Fig. 6. When taking a closer look at spectrum, it
is evident that the spectral amplitudes around 8.275 < ts < 8.3 look
as though they are reflected with respect of that time moment ts

(symmetry time). In Fig. 9 the left and the right side are plotted
side by side with the temporal axes of the right one flipped for

comparison. A similar temporal symmetry can be observed around
symmetry time 28.4 < ts < 28.425 for the same solution, see Fig. 10.
It is clear that there are slight differences between the left and the
right sides in last two  figures, but the differences are rather small.
At the same time one can observe temporal antisymmetry for the
phase spectrum (see Fig. 11).

5. Conclusions

The present paper is dedicated to application of DSA for
analysing of 2D wave propagation. The KPI equation is considered
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Fig. 9. Temporal symmetry around the time 8.275 < ts < 8.3 for amplitude spectrum.

Fig. 10. Temporal symmetry around the time 28.4 < ts < 28.425 for amplitude spectrum.

Fig. 11. Temporal antisymmetry around the time 8.275 < ts < 8.3 for phase spectrum.

as a model equation, which is solved numerically by PSM. Due to
the bended sinusoidal type initial conditions complex wavestruc-
tures emerge here: soliton trains (similar to the KdV solitons) are
propagating along x axis and breather like solitonic structures are
formed along y axis. If one is interested in studying of the character
of time-space behaviour of such wavestructures then it is prac-
tically impossible to detect any regularity if to examine only the
waveprofiles. We  demonstrate that similarly to the 1D waves the
DFT related spectral characteristics can carry additional informa-

tion about the internal structure of 2D waves and that DSA is a very
helpful tool for analysing spatio-temporal behaviour of 2D waves.
At first, we  demonstrated in Section 4.1 how to understand whether
or not the solution has (quasi)periodic behaviour making use of
DSA. Secondly, in Section 4.2 we demonstrated how the recurrence
phenomenon can be detected making use of DSA. Thirdly, we used
DSA in order to demonstrate the existence of temporal symmetries.
The KPI equation and bended sinusoidal initial wave were consid-
ered here only as an example. The same procedure can be applied
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to (numerical) solutions of any 2D wave equations in order to shed
more light upon their internal structure.
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Abstract. The recently introduced higher order Haar wavelet method is treated
for solving evolution equations. The wave equation, the Burgers’ equations and the
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1 Introduction

From the mathematical viewpoint evolution equations under consideration are
partial differential equations (PDEs). In case of numerical solution of PDEs
one has to approximate the partial derivatives with respect to time and space
coordinates. Local or global methods can be used for these approximations.
The finite difference method is the most typical example of local methods. In
the case of global methods, usually the function itself is approximated as a sum
of basis functions (for example trigonometric functions). However, trigonomet-
ric functions are not the only choice for basis functions. For example, in [64]
mixed Laguerre-Legendre interpolation approximation is applied. One of the
more popular global methods is the fast Fourier transform (FFT) related pseu-
dospectral method [20, 22, 55, 56, 58, 59]. In the present paper another global
approach is applied: Haar wavelets are used for approximation of partial deriva-
tives.

�
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Recently, the higher order Haar wavelet method (HOHWM) has been de-
veloped by Majak et. al. [42] as an improvement of the Haar wavelet method
(HWM) originally introduced by Chen and Hsiao in [15]. The HWM has been
proposed for solving differential equations [15,27, 51] as well as a wide class of
integro-differential and integral equations [5, 7, 8, 14, 35, 37, 63]. According to
HWM, as proposed in [15,27], the highest order derivative included in the dif-
ferential equation is expanded into the series of Haar functions. This approach
is based on the fact that the Haar functions are given in form of quadratic waves
which are not differentiable. A different approach was introduced in [13], ac-
cording to which the quadratic waves can be regularized. However, the latter
approach appears more complicated and has not found wider use. In addition
to the apparant simpler implementation, the former approach has commonly
been utilized in studies related to the development and application of HWM.
In pioneering works by Lepik [33, 34, 35, 36, 37, 38], integration techniques for
HWM were developed. A thorough overview of HWM and its application in
different research areas can be found in the monograph [39]. The weak formu-
lation based HWM was introduced by Majak et. al. in [41]. The complexity
issues of strong and weak formulation based HWM are also discussed in the
latter study.

One of the most common areas of application for HWM appears to be
engineering. This specific field includes solid mechanics [35, 36, 38], compos-
ites [26,28,40,66,68,69], etc. Additionally, free vibration analysis of the multi-
layer composite plate was performed in [40] and in [28,66,67,68,69] the HWM
was adopted for free vibration analysis of composite laminated conical and
cylindrical shell, and annular plate structures.

The fractional differential and integro-differential equations form a chal-
lenging application area for new numerical methods. This also applies to
HWM. Due to their specific nature, less coverage by numerical methods and
commercial software has been observed. In a pioneering study the Caputo
derivatives are utilized and the differential equations are converted to integral
equations including integer order derivatives [37]. Thus, the wavelet expan-
sion is applied to derivatives of integer order. An alternate approach was em-
ployed in [44, 53, 60, 62] where the fractional derivatives are expanded directly
to wavelet series.

Recent developments in this area have lead to HWM being treated for
multidimensional case [3, 4, 6] as well an adaptive wavelet method [23]. Other
devolopments include nonuniform HWM [48], application in inverse problems
[21], identification of software piracy [47], etc.

The key factors of any numerical method are the accuracy and convergence.
These are studied for HWM in [43,45,65]. The convergence theorem is proven
in [45], which also shows that the order of convergence of the HWM approach
based on [15] is equal to two. The latter result gives an incentive to further
improve HWM. In the comparative study [30] it was shown that HWM pro-
posed in [15,27] is not competitive with other simple strong formulation based
methods used in engineering like differential quadrature method and finite dif-
ference method. Motivated by the latter conclusions Majak et.al. developed
HOHWM in [42].
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In the current study the HOHWM is treated for solving evolution equations.
In addition, the wave equation was chosen as the first model equation for its
simplicity. The Burgers’ equation [10,11] has previosuly been studied using the
HWM [29, 36, 41, 49] and also has an anlytical solution, thus the possibility of
comparison made it a decent choice for a model equation. It finds applications
in modeling of turbulence [10] and traffic [46], as well as in weak non-stationary
shock wave in real fluids [31] and in nonlinear acoustics [24]. The HWM has
also previously been applied to the Korteweg-de Vries (KdV) equation in [50,
52]. The KdV equation was derived in order to describe the movement of
long unidirectional shallow water waves in a rectangular channel but has been
found to model different nonlinear phenomena nowadays [18,19,54]. A detailed
analysis of the improved accuracy of HOHWM over HWM is performed for all
three model equations.

The article is structured as follows. Firstly, the Haar wavelet family is
introduced in Section 2. Secondly, the model equations used are described in
Section 3. Section 4 outlines the HWM and HOHWM. The analysis of the
results is presented in Section 5 and conclusions are drawn in the final section.

2 Haar wavelet family

In the following the Haar wavelet family is defined utilizing the notation intro-
duced by Lepik in [38]. 2M subintervals of equal length ∆x = (B − A)/(2M)
form the integration domain x ∈ [A,B]. The maximum level of resolution J
is defined as J = log2(M). The Haar wavelet family for a fixed M can be
described as

hi(x) =





1, for x ∈
[
ξ1(i), ξ2(i)

)
,

−1, for x ∈
[
ξ2(i), ξ3(i)

)
,

0, elsewhere,

(2.1)

where

ξ1(i) = A+ 2kµ∆x, ξ2(i) = A+ (2k + 1)µ∆x, ξ3(i) = A+ 2(k + 1)µ∆x,

µ = M/m, m = 2j , ∆x = (B −A)/(2M). (2.2)

In (2.1) and (2.2) j = 0, 1, ..., J is the dilation parameter, k = 0, 1, ...,m − 1
is translation parameter, m corresponds to the maximum number of square
waves in the interval x ∈ [A,B] for the given dilation and index i is calculated
from i = m + k + 1. Therefore (2.2) corresponds to i ≥ 2 since m ≥ 1 and
k ≥ 0. The scaling function h1(x) = 1 is constant, in this case the values
m = 0, ξ1 = A, ξ2 = B, ξ3 = B are considered. The other Haar functions
contain a single square wave each. The Haar functions are orthogonal to each
other and therefore form a good transform basis

∫ B

A

hi(x)hl(x)dx =

{
2−j , i = l = 2j + k,

0, i 6= l.
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Thus, any square integrable function f(x) can be expanded into Haar wavelets
as

f(x) =

∞∑

i=1

aihi(x), (2.3)

where ai denote the Haar coefficients.
According to [38] the integrals of the Haar functions (2.1) of order n can be

calcualted analytically as follows

pn,i(x)=





0, for x ∈
[
A, ξ1(i)

)
,

(x−ξ1(i))n
n! , for x ∈

[
ξ1(i), ξ2(i)

)
,

(x−ξ1(i))n−2(x−ξ2(i))n
n! , for x ∈

[
ξ2(i), ξ3(i)

)
,

(x−ξ1(i))n−2(x−ξ2(i))n+(x−ξ3(i))n
n! , for x ∈

[
ξ3(i), B

)
.

(2.4)

Within the present paper the matrix form of the above formulation is used.
Therefore, the elements of (2M) × (2M) matrix H, are given as values of the
Haar functions

Hil = hi(xl) (2.5)

at collocation points xl = (l − 1/2)∆x. The (2M) × (2M) matrix Pn with
elements

(Pn)il = pn,i(xl), (2.6)

denotes the nth integral of the Haar wavelet matrix for a given resolution J .
Using (2.5) and (2.6) and considering the coefficient vector a one obtains

f(x) = a ·H instead of (2.3) and
∫
· · ·
∫ x

A︸ ︷︷ ︸
n

H dξ . . . dξ︸ ︷︷ ︸
n

= Pn.

It must be noted, that the matrices H and Pn depend on vector x of collocation
points. The statements in (2.4) imply that in boundary points A and B hold
(
Pn(A)

)
i

= 0, ∀n > 0, ∀i, (2.7)

(
Pn(B)

)
i

= pn,i(B) =

(
B − ξ1(i)

)n − 2
(
B − ξ2(i)

)n
+
(
B − ξ3(i)

)n

n!
. (2.8)

Pn(0) and Pn(B) form column vectors which will be used when forming a
system of equations that satsify the boundary conditions. These expressions
can often be simplified due to equation (2.7).

3 Model equations

The wave equation
utt = c2uxx, (3.1)

subject to the initial and boundary conditions

u(x, 0) = u0(x), ut(x, 0) = v0(x), u(A, t) = ul(t), u(B, t) = ur(t),
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was considered as the first model equation. The particular exact solution used
was a travelling wave solution of the form

u(x, t) =
(

1 + ec1(x−ct−x0)
)−1

, (3.2)

where c1 is a parameter that varies the steepness of the shockwave, c is its
travelling speed and x0 its initial phase.

As the second model equation, the Burgers’ equation

ut + uux = νuxx (3.3)

was chosen. Here ν is the diffusion coefficient. The Burgers’ equation subjected
to the initial and boundary conditions

u(x, 0) = u0(x), u(A, t) = ul(t), u(B, t) = ur(t),

was considered. Its analytical solution has been found in the form of

u(x, t)=
2νπ

L

∑∞
n=1 exp(−Ent)nIn

(
R0/(2π)

)
sin(nπx/L)

I0
(
R0/(2π)

)
+2
∑∞
n=1 exp(−Ent)In

(
R0/(2π)

)
cos(nπx/L)

, (3.4)

where R0 = u0L/ν is the Reynolds number, En = νn2π2/L2, In represents
the modified Bessel functions of first kind and L = B − A is the x domain
range [9, 16].

The third model equation was chosen to be the KdV equation of the form

ut + αuux + uxxx = 0 (3.5)

subjected to the initial and boundary conditions

u(x, 0) = u0(x), u(A, t) = ul(t), u(B, t) = ur(t), ux(A, t) = ul,x(t).

An exact one soliton solution for the KdV equation (3.5) is known in the form
of

u(x, t) =
3c

α
sech2

(
1

2

√
c(x− ct− x0)

)
, (3.6)

where c is the speed of the travelling soliton, α is the nonlinear coefficient in
the equation and x0 denotes the initial phase. There exists also a two-soliton
solution [1, 32,57,70] in the form

u(x, t) =
3(cB − cS)

|α|

(
cBcsch2 (ξB) + cSsech2 (ξS)

)
(√
cB coth (ξB)−√cS tanh (ξS)

)2 , (3.7)

where ξB = 1
2

√
cB(x− cBt− x0B), ξS = 1

2

√
cS(x− cSt− x0S), and cB and cS

are the speeds of the bigger and smaller soliton, respectively, x0B and x0S are
the initial phases for the bigger and smaller soliton, respectively and α is the
nonlinear parameter. Using (3.7) soliton interactions can be observed.
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4 Haar wavelet methods

In many numerical studies [2, 12, 25, 41], spatial derivatives are expanded into
Haar wavelet series while finite difference type schemes are used for integration
with respect to time. In the present study, MATLAB’s ode45 [61] solver based
on Runge–Kutta (4,5) formula [17] is used for integration with respect to time.
This allows one to calculate the value of the function at each time moment
from its values at previous time moments without the need to expand both
axes into the Haar series. The latter often results in extremely large matrices
which can get computationally expensive.

The well known HWM involves expanding in the Haar wavelet series the
highest order derivative present within the equation. One then obtains for the
nth spatial derivative

unx(x) = a ·Hx, (4.1)

where the subscript notes the axis along which the HWM (as well as the HO-
HWM) is deployed and a is the Haar wavelet coefficient vector. After integrat-
ing n times one arrives at the function itself as

u(x) = a ·Pxn +

n−1∑

i=0

(
ci
xi

i!

)
,

where the unkown coefficients ci can be calculated by using the boundary con-
ditions and xi denotes the collocation vector with its elements raised to the
power of i. The superscript of the vector of collocation points will refer to the
element wise multiplication throughout the rest of the present study.

When it comes to the HOHWM, one needs to start with a derivative of
a higher order than that which is present in the equation. In general, an
additional 2s derivatives are used. However, in the current study, only s = 1
is considered. Thus, one starts with

u(n+2)x(x) = a ·Hx (4.2)

and after integration arrives at

u(x) = a ·Px(n+2) +

n+2∑

i=0

(
ci
xi

i!

)
,

where two extra coefficients, cn and cn+1 are introduced. In order to calculate
those extra coefficients, some extra information is needed. In the present study
the equation is evaluated at the boundary.

When the unkown coefficients ci have been obtained, the function u can be
described as

u(x, t) = a ·Rxn + Sxn, for HWM,

u(x, t) = a ·Rx(n+2) + Sx(n+2), for HOHWM,

where Rxm is a matrix and Sxm a vector obtained only from the Haar matrices
and boundary conditions. They both depend on x. Sxm can also depend on t
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(depending on the boundary conditions). Thus for the kth derivative (k < m)
of u one can write

ukx(x, t) = a ·Rx(n−k) + Sx(n−k), for HWM,

ukx(x, t) = a ·Rx(n+2−k) + Sx(n+2−k), for HOHWM.
(4.3)

It must be noted that Rx0 = Hx and Sx0 = 0 due to (4.1) and (4.2) in case of
HWM. Once Rxm and Sxm have been found, one can arrive at

a = (u(x, t)− Sxm) ·R−1xm, (4.4)

where m = n (HWM) or m = n+ 2 (HOHWM). Equation (4.4) can be used to
find the wavelet coefficient vector a from the previous iteration.

Finally, the equation in question will need to be arranged in the form ut =
f(u, ux, uxx, ..., unx) or utt = f(u, ux, uxx, ..., unx). Then, (4.4) can be used to
calculate a, after which (4.3) can be used to substitute u and its derivatvies
into the right hand side of the equation in question. This routine has to be
followed for each time step.

In the following subsections, the numerical approach is described for each
model equation. Firstly, the HWM is described. Then the extra conditions to
find the extra coefficients added by HOHWM are introduced. Finally, HOHWM
is described. The domain is fixed as A = 0 and B = 1.

4.1 Wave equation

Given constant boundary conditions

u(0, t) = 1, u(1, t) = 0, (4.5)

one obtains

Rx2 = Px2 −Px2(1) · x, Sx2 = cl(1− x) + crx (4.6)

for HWM. For HOHWM the equation is evaluated at the boundary points as

utt(0, t) = c2uxx(0, t), utt(1, t) = c2uxx(1, t).

Since the boundary conditions (4.5) are constant in time ut(0, t) = ut(1, t) =
utt(0, t) = utt(1, t) = 0. Thus one arrives at

uxx(0, t) = 0, uxx(1, t) = 0. (4.7)

The addition of (4.7) gives

Rx4 = Px4 −Px4(1) · x−Px2(1) · (x3 − 1), Sx4 = 1− x.

4.2 Burgers’ equation

Given the homogeneous boundary conditions

u(0, t) = 0, u(1, t) = 0, (4.8)
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one again obtains the same results (4.6) for HWM. However, for HOHWM the
equation is again evaluated at the boundary points as

ut(0, t) + u(0, t)ux(0, t)− νuxx(0, t) = 0,

ut(1, t) + u(1, t)ux(1, t)− νuxx(1, t) = 0. (4.9)

Since the boundary conditions (4.8) are homogeneous ut(0, t) = ut(1, t) = 0
and (4.9) simplifies to

uxx(0, t) = 0 uxx(1, t) = 0. (4.10)

The addition of (4.10) gives

Rx4 = Px4 −Px4(1) · x + Px2(1) · x− x3

6
, Sx4 = 0.

4.3 KdV equation

Given homogeneous boundary conditions

u(0, t) = u(1, t) = ux(1, t) = 0, (4.11)

for HWM one obtains

Rx3 = Px3 + Px2(1) · (x− x2) + Px3(1) · (x2 − 2x), Sx3 = 0.

For HOHWM the equation is yet again evaluated at the boundary points as

ut(0, t)+αu(0, t)ux(0, t)+uxxx(0, t)=0, ut(1, t)+αu(1, t)ux(1, t)+uxxx(1, t)=0.

Since the boundary conditions (4.11) are homogeneous ut(0, t) = ut(1, t) = 0
and the above simplifies to

uxxx(0, t) = 0, uxxx(1, t) = 0. (4.12)

The addition of (4.12) gives

Rx5 =Px5 +
1

2
Px3(1) ·

(
−x4 + 2x3 − x2

)
+

1

2
Px4(1) ·

(
4x4 − 10x3 + 6x2

)

+
1

2
Px5(1) ·

(
−6x4 + 16x3 − 12x2

)
,

Sx5 =0.

5 Numerical results

Numerical experiments were carried out for equations (3.1), (3.3) and (3.5) with
both HWM and HOHWM for different values of the resolution parameter J .
The results were compared to the corresponding exact solutions (3.2), (3.4) and
(3.6), respectively. The maximal deviation of the calculated result with respect
to the exact solution is traced. In case of the Burgers’ equation, the time at
which calculations become insufficiently accurate was measured in addition to
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the deviation. This is because given the near-singular behaviour of the exact
solution at the boundary at the low values of ν used the integration scheme can
become unstable. In case of the KdV equation, since the absolute value of the
solution can be rather large, maximum relative deviation is traced in addition
to maximum deviation. The results of HWM are compared with HOHWM.

Calculations for wave equation were carried out with initial condition from
the exact solution (3.2) at t = 0 as

u0(x) =
(

1 + ec1(x−x0)
)−1

(5.1)

and the boundary conditions (4.5). In case of HOHWM the additional con-
ditions (4.7) were added. The maximum deviation from the exact solution in
case of c = 1/2 and x0 = 1/4 for c1 = 60, 70, 80 within the domain x ∈ [0, 1],
t ∈ [0, 1] can be seen in Table 1.

Table 1. Results for the wave equation: maximal deviation of the numerical solution from
the exact solution max∆u against the resolution parameter J with initial conditions (5.1)
and boundary conditions (4.5) (c = 1/2, x0 = 1/4, x ∈ [0, 1], t ∈ [0, 1], c1 = 60, 70, 80).

J 2M

max∆u

c1 = 60 c1 = 70 c1 = 80

HWM HOHWM HWM HOHWM HWM HOHWM

3 16 0.1336325 0.1106219 0.1799650 0.1614320 0.2428010 0.2203232

4 32 0.1127782 0.0480090 0.1420468 0.0695581 0.1687752 0.0912491

5 64 0.0522854 0.0077165 0.0744285 0.0138613 0.0987152 0.0220050

6 128 0.0159480 0.0006604 0.0242365 0.0013906 0.0342071 0.0025845

7 256 0.0042292 0.0000415 0.0066610 0.0000903 0.0098198 0.0001786

Table 2. Results for the Burgers’ equation: maximal time tf at which the numerical
solutions deviates from the exact solution less than 10−3 against the resolution parameter
J with initial conditions (5.2) and boundary conditions (4.8) (x ∈ [0, 1], t ∈ [0, 1], ν =

1
100π

, 1
110π

, 1
120π

).

J 2M

tf

ν = 1
100π

ν = 1
110π

ν = 1
120π

HWM HOHWM HWM HOHWM HWM HOHWM

3 16 0.1625 0.2375 0.1625 0.2375 0.1625 0.2375

4 32 0.225 0.2875 0.225 0.275 0.225 0.275

5 64 0.275 0.2875 0.275 0.3181 0.2625 0.3

6 128 0.3106 0.3580 0.308 0.3542 0.3038 0.3475

7 256 0.3400 0.5 0.3364 0.4646 0.3317 0.4143

8 512 0.3801 0.5 0.3671 0.5 0.3657 0.5

The Burgers’ equation was solved for diffusion coefficient values of ν =
1

100π ,
1

110π ,
1

120π within the domain x ∈ [0, 1], t ∈ [0, tf ]. The initial condition

u0(x) = sin(πx) (5.2)
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and boundary conditions (4.8) were used. In case of HOHWM the additional
conditions (4.10) were added. Due to the near-singular nature of the solution,
the numerical solution can get unstable near the steep slope. Thus the time at
which sufficient accuracy was lost tnf is shown instead of the maximum error.
The numerical result was taken to be sufficiently accurate if the maximum devi-
ation with respect to the exact solution was smaller than 10−3. Corresponding
results can be seen in Table 2. Figure 1 shows how the maximum error behaves
in time for different resolutions at different values of ν.

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5

t

10
-6

10
-4

10
-2

e
rr

o
r

J=8 (HWM)

J=7 (HWM)

J=8 (HOHWM)

J=7 (HOHWM)

10 -3

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5

t

10
-6

10
-4

10
-2

e
rr

o
r

J=8 (HWM)

J=7 (HWM)

J=8 (HOHWM)

J=7 (HOHWM)

10 -3

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5

t

10
-6

10
-4

10
-2

e
rr

o
r

J=8 (HWM)

J=7 (HWM)

J=8 (HOHWM)

J=7 (HOHWM)

10 -3

Figure 1. Maximum deviation in case of Burgers’ equation for ν = 1
100π

(top),

ν = 1
110π

(middle) and ν = 1
120π

(bottom).

The KdV equation was numerically solved for the nonlinear parameter val-
ues α = 1, 6 with c = 1000 and x0 = 1/4 within the domain x ∈ [0, 1],
t ∈ [0, 0.5× 10−3]. The initial condition

u0(x) =
3c

α
sech2

(
1

2

√
c(x− x0)

)
(5.3)

and boundary conditions (4.11) were used. In case of HOHWM the additional
conditions (4.12) were added. The maximum deviation from the exact solution
can be seen in Table 3.

In case of the KdV equation, the two-soliton exact solution (3.7) was also
used. In this case the initial condition was taken from the exact solution as

u0(x) =
3(cB − cS)

(
cBcsch2

√
cB(x−x0B)

2 + cSsech2
√
cS(x−x0S)

2

)

|α|
(√

cB coth
√
cB(x−x0B)

2 −√cS tanh
√
cS(x−x0S)

2

)2 . (5.4)

Boundary conditions (4.11) as well as additional conditions (4.12) were used
in this case as well. The results of these calculations can be found in Tables 5
and 6.



Application of Higher Order Haar Wavelet Method 281

Table 3. Results for the KdV equation: maximal deviation of the numerical solution from
the exact solution max∆u and maximal relative deviation maxrel∆u against the resolution
parameter J with initial conditions (5.3) and boundary conditions (4.11) (α = 1, c = 1000,
x0 = 1/4, x ∈ [0, 1], t ∈ [0, 0.5× 10−3]).

J 2M
max∆u maxrel∆u

HWM HOHWM HWM HOHWM

4 32 134.5414 32.85357 0.0448471 0.0109512

5 64 68.76035 3.316314 0.0229201 0.0011054

6 128 19.26319 0.8202067 0.0064211 0.0002734

7 256 5.066037 0.844972 0.0016887 0.0002817

Table 4. Results for the KdV equation: maximal deviation of the numerical solution from
the exact solution max∆u and maximal relative deviation maxrel∆u against the resolution
parameter J with initial conditions (5.3) and boundary conditions (4.11) (α = 6, c = 1000,
x0 = 1/4, x ∈ [0, 1], t ∈ [0, 0.5× 10−3]).

J 2M
max∆u maxrel∆u

HWM HOHWM HWM HOHWM

4 32 22.42356 5.475594 0.0448471 0.0109512

5 64 11.46226 0.5527193 0.0229245 0.0011054

6 128 3.210801 0.1367652 0.0064216 0.0002735

7 256 0.8443429 0.0016887 0.0016887 0.0002816

Typical numerical results for the wave equation, the Burgers’ equation and
the KdV equation can be seen in Figure 2.

In case of both the Burgers’ equation as well as the KdV equation the steep
slope can be observed. The soliton interaction and subsequent phase shift can
also be observed in case of the KdV interaction.

Table 5. Results for the KdV equation soliton interaction: maximal deviation of the
numerical solution from the exact solution max∆u and maximal relative deviation maxrel∆u
against the resolution parameter J with initial conditions (5.4) and boundary conditions
(4.11) (α = 1, cB = 10000, x0B = 1/5, cS = 10000/3, x0S = 2/5, x ∈ [0, 1], t ∈ [0, 0.6 ×
10−4]).

J 2M
max∆u maxrel∆u

HWM HOHWM HWM HOHWM

4 32 3951164 2246754 131.7054667 74.8918000

5 64 6210848 202544.7 207.0282667 6.7514900

6 128 1567.924 199.7707 0.052264 0.0066590

7 256 542.1262 14.4892 0.0180709 0.0004830

Tables 1–6 show that HOHWM generally gives a more accurate result than
HWM. In case of the wave equation (Table 1), the increase in c1 (which trans-
lates into an increase in the slope) also increases the error of both methods
while HOHWM remains more accurate. The Burgers’ equation at the values
of ν that were used introduces such a steep slope that at lower resolutions,
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Figure 2. Typical calculated results for HOHWM. (a) Wave equation (c1 = 60, J = 7
with boundary conditions (4.5) and initial condition (5.1)); (b) Burgers’ equation

(ν = 1
100π

, J = 7 with boundary conditions (4.8) and initial condition (5.2)); (c) KdV
single soliton solution (α = 1, c = 1000, x0 = 1/4, J = 7 with boundary conditions (4.11)

and initial conditions (5.3)); (d) Interaction of KdV solitons (α = 1, cB = 10000,
x0B = 1/5, cS = 10000/3, x0S = 2/5, J = 7 with boundary conditions (4.11) and initial

conditions (5.4)).

Table 6. Results for the KdV equation soliton interaction: maximal deviation of the
numerical solution from the exact solution max∆u and maximal relative deviation maxrel∆u
against the resolution parameter J with initial conditions (5.4) and boundary conditions
(4.11) (α = 6, cB = 10000, x0B = 1/5, cS = 10000/3, x0S = 2/5, x ∈ [0, 1], t ∈ [0, 0.6 ×
10−4]).

J 2M
max∆u maxrel∆u

HWM HOHWM HWM HOHWM

4 32 215719.2 380037.1 43.1438400 76.0074200

5 64 104514.6 31103.69 20.9029200 6.2207380

6 128 260.845 33.305 0.0521690 0.0066610

7 256 90.35663 2.415028 0.0180713 0.0004830

neither method is able to successfully calculate the solution. This is due to
the fact that the collocation points are used and at a low resolution, no collo-
cation point falls within the slope. However, it is clear that HOHWM is able
to perform calculations further in time before diminishing in accuracy, making
it advantageous here as well. Figure 1 shows that HOHWM remains stable
for a longer time than HWM since the former does not reach such high error
throughout the integration.

In case of the one soliton solutions of the KdV equation, HOHWM again
shows a higher accuracy than HWM. It can be noted from Tables 3 and 4 that
the HOHWM is more accurate at J = 5 (2M = 64) than HWM is at J = 7
(2M = 256).

While the results are not directly comperable with [50] due to the difference
in domain as well as values of c and differences in presenting error analysis,
some comparison can be made. The maximum relative deviation from the exact
solution can be compared. Such a comparison between [50] and results in Table
4 is carried out in Table 7. While the result with HWM is not as accurate as
that of [50] the results with HOHWM surpass the referenced results.
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Table 7. Comparison to [50]: maximal relative deviation from the exact solution at J = 7.

[50] HWM HOHWM

0.00041236 0.001688031 0.0002817978

The KdV soliton interactions show an interesting phenomenon, however.
From Tables 5 and 6 one can see that at lower resolutions neither method can
successfully solve the problem. This is caused by the fact that one now has two
relatively localized solitary waves and at lower resolutions no collocation point
falls within these localized solitary waves. However, at higher resolutions, one
can clearly see the advantages of HOHWM over HWM as the former shows a
significant boost in accuracy.

6 Conclusions

The HOHWM has been adapted for solving partial differential equations nu-
merically. The results obtained by the widely used HWM were compared with
those obtained by the HOHWM. The Burgers’ equation and the KdV equation
were considered as model equations.

Our numerical experiments demonstrated that both methods, the HWM
and the HOHWM, were able to provide numerical solutions that are in good
agreement with the exact analytical solutions. The detailed comparison of
the accuracy of the HWM and the HOHWM was performed in Section 5. It
is shown that HOHWM can be preferred where high accuracy is required.
Furthermore, the HOHWM can also be preferred in cases where high accuracy
is not required by applying the method at a lower resolution in comparison
with HWM.

Solving the system of algebraic equations is the most computationally ex-
pensive task within Haar wavelet based methods. However, the algebraic sys-
tems of equations are of the same dimension and have the same symmetric
properties for the HWM as well as for the HOHWM. Even though some ex-
pressions needed to evaluate are more complex in case of HOHWM, in general
it can be concluded that the numerical complexity of the HOHWM is only
slightly higher than that of the HWM at the same resolution. It would be
more pragmatic to estimate computational complexity of the solution provid-
ing the same accuracy, however. For example, in the case of single KdV-soliton
solution (Tables 3 and 4), one can use HWM with 256 collocation points or
HOHWM with 64 collocation points in order to obtain the same degeree of
accuracy. Solving a 64 × 64 algebraic system is substantially computationally
cheaper than solving a 256 × 256 system. Therefore, it is possible to obtain
the results with the same accuracy as HWM with lower computational cost by
applying HOHWM.

The Fourier transform related pseodospectral method is known as a power-
ful tool for numerical solution of evolution equations because it is able to pro-
duce high accuracy at relatively low number of collocation points [22]. However,
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this method has a disadvantage: because of the nature of the Fourier transform
one must apply periodic boundary conditions. Haar wavelet related methods
do not have such a disadvantage and one can solve PDEs numerically applying
arbitrary boundary conditions in case of the HWM and arbitrary time inde-
pendent boundary conditions in case of the HOHWM. In order to use time
dependent boundary conditions with HOHWM a different numerical scheme
must be applied to approximate the temporal derivatives.
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Abstract.The higher order Haar wavelet method (HOHWM) is used with a nonuni-
form grid to solve nonlinear partial differential equations numerically. The Burgers’
equation, the Korteweg–de Vries equation, the modified Korteweg–de Vries equation
and the sine–Gordon equation are used as model equations. Adaptive as well as
nonadaptive nonuniform grids are developed and used to solve the model equations
numerically. The numerical results are compared to the known analytical solutions as
well as to the numerical solutions obtained by application of the HOHWM on a uni-
form grid. The proposed methods of using nonuniform grid are shown to significantly
increase the accuracy of the HOHWM at the same number of grid points.
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nonlinear PDEs, nonuniform grid, adaptive grid.
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1 Introduction

Wavelet based numerical methods have seen wide use since the 1990s [12, 13].
Since then, numerous papers on wavelet based numerical methods have been
published with applications in various types of Partial Differential Equations
(PDEs) of mathematical physics [20, 22, 39, 46, 57, 59, 62].Haar wavelets de-
serve a special mention among other wavelets, however. They are made up of
pairs of piecewise constant functions and are therefore mathematically the sim-
plest of all the wavelet families. They can be integrated analytically arbitrary
times.
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The Haar Wavelet Method (HWM) was originally proposed in [27] for solv-
ing differential equations. It was later extended for solving a wide class of
integro-differential and integral equations [4, 5, 6, 7, 24, 54, 58]. According to
this method, the highest order derivative included in the differential equations
is expanded into the Haar series. Lepik developed the integration techniques
for the HWM in [53, 54, 55, 58, 59]. A thorough overview of the HWM and
its applications can be found in [60]. The weak formulation based HWM was
introduced and complexity issues of the strong as well as weak formulation
based HWM were discussed in [62].

One of the most common areas of application for the HWM seems to be
engineering. The method has been used in solid mechanics [54, 55, 59], analysis
and modelling of composite structures [25, 26, 40, 78], free vibration analysis
[45, 61, 88, 89], solving fractional differential equations [17, 74] as well as many
other areas, e.g [70, 71, 72, 73]. In addition to engineering, Haar wavelets
have found application in various research areas from informatics to medicine
[21, 23, 87].

Recently, the higher order Haar wavelet method (HOHWM) has been devel-
oped [64] as an improvement of the HWM. The HOHWM has been found to in-
crease accuracy as well as convergence over the regular HWM [43, 44, 47, 63, 64].
In case of the HWM the highest derivative present within the differential equa-
tion is expanded into the Haar series. However, the HOHWM proposes that
a derivative of 2s higher order is expanded into the Haar series. This proce-
dure introduces 2s extra integration coefficients, although, in case of s = 1,
the equation can be evaluated at its boundary in order to solve for those extra
coefficients. Therefore, this paper focuses on the use of the HOHWM over the
conventional HWM.

The nonuniform Haar wavelets were first introduced in [31]. They were first
used to solve integral and differential equations by Lepik [56]. The nonuniform
Haar wavelets have since been used in multiresolution analysis [3], boundary
value problems [33], fractional order problems [65, 79] as well as two dimensional
problems [69]. An overview of uniform and non-uniform wavelet based methods
can be found in [49].

In order to deal with PDEs with rapid solution variation, adaptive grids
have been developed [11, 16, 32, 76]. They have seen use in many areas, in-
cluding astrophysics and turbulence problems in hydrodynamics [36, 48, 82, 84],
among others. The general idea of adaptive grids is to be able to reshape the
grid in such a way that areas with large variations have more grid points. Such
a system uses error estimates as weight functions to determine where the grid
needs to be more concentrated. Adaptivity can be achieved by changing the
number of grid points or the movement of grid points. Since the HWM and
the HOHWM require a fixed number of grid points, movement of grid points
is considered within this paper. With a fixed number of grid points resolution
is raised locally at the expense of decreased resolution in other regions. The
effect of the decreased resolution can be minor if the other regions previously
have more grid points than are needed for the required accuracy. The basic
premise of an adaptive grid is that when moving from coordinate grid ξ to s
with a weight function of w, wds = cdξ holds for a proportionality constant c.
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In the current study, the HOHWM is used to solve nonlinear partial dif-
ferential equations which have abrupt changes in their solutions. The benefits
of the nonuniform grid can best be observed in solutions with such abrupt
changes. To the best knowledge of the authors, this is the first time the HO-
HWM is used on a nonuniform grid. The Burgers’ equation [18, 19] and the
Korteweg–de Vries (KdV) equation were chosen as model equations because
they have previously been studied using the HOHWM on the uniform grid
[77] and have anlytical solutions [2, 8, 50, 68] which make comparisons easy to
draw. The Burgers’ equation finds applications in modelling of turbulence [18]
and traffic flow [67] as well as in nonlinear acoustics [38] and non-stationary
shock waves in fluids [51]. The KdV equation was first used as a description
of the propagation of long unidirectional shallow water waves in a rectangular
channel, but it has been used to model different nonlinear phenomena since
then [30]. The modified Koretweg–de Vries equation (mKdV) was chosen as
a model equation because of its close relation to the KdV equation as well
as the existence of an analytical solution [1, 42]. The mKdV equation finds
use in modelling of behaviour of anharmonic lattices [42]. The sine–Gordon
equation was chosen as the last model equation because of the existance of
an analytical traveling wave solution [52] and the fact that its analytical so-
lution is not asymptotically homogeneous like those of the KdV and mKdV.
The sine–Gordon equation was originally developed to describe surfaces with
constant mean curvature [14] and has also seen use in one-dimensional crystal
dislocation theory [35, 34] as well as in many other fields [15, 66, 81, 80]. In
the current study, the adaptive grid with a constant number of grid points
according to the constrained least-squares statement defined in [32] is used.

This paper is structured as follows. Firstly, the spatial discretisation and
nonuniform grids are described in Section 2. Section 3 focuses on the Haar
wavelet family and describes how it is used in the HOHWM. Model equations
and their corresponding exact solutions are introduced in Section 4, and the
nonuniform HOHWM is applied to them in Section 5. The numerical results
are discussed in Section 6 and conclusions are drawn in the final section.

2 Discretization

The Haar wavelet method is used along the spatial axis only within this paper.
The ODEPACK [41] provided by SciPy [85] is used for integration with respect
to time. It automatically switches between Adams and BDF [9, 29, 37] solvers
according to [75]. Since this involves calculating the value of the function at
each moment in time, this allows for adaptive changes to the grid.

The collocation method is used alongside the HOHWM. As such, the col-
location points lie in the middle of an adjacent pair of grid points. Given the
domain x ∈ [A,B], the 2M + 1 grid points can be described as

xg(l), l = 0, 1, . . . , 2M, xg(l + 1) > xg(l)∀l, xg(0) = A, xg(2M) = B.
(2.1)

Math. Model. Anal., X(x):1–14, 20xx.
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The 2M collocation points can be obtained as

x(l) =
xg(l) + xg(l + 1)

2
, l = 0, 1, . . . , 2M − 1. (2.2)

Within this paper, three different approaches are used for numerical differ-
entiation with respect to the space coordinate. Two of those approaches are
static (the space grid does not change during usage) and the third is adaptive
(the space grid changes during operation).

2.1 Nonuniform grids

The first type of nonuniform grid for domain x ∈ [0, 1] follows the formula

xg(l) =
ql − 1

q2M − 1
, l = 0, 1, . . . , 2M, (2.3)

where q is an arbitrary constant. It is clear that for q < 1 the above leads to a
grid which concentrates grid points around 1 and that in case of q > 1 the grid
points are concentrated around 0. It is also clear that given q → 1 the grid
(2.3) becomes uniform. This type of grid is most applicable for cases where the
characteristic behaviour of a solution tends to concentrate near a boundary.
The same type of nonuniform grid was used in [69].

The second type of nonuniform grid for domain x ∈ [0, 1] is perhaps a little
simpler. It follows the formula

xg(l) =





0, l = 0

(l − 1)(1− 2γ)

2M − 2
+ γ, 0 < l < 2M

1, l = 2M

, (2.4)

where γ is the gap parameter. It describes how far from either boundary the
coarse part of the grid ends and the finer part begins. Such a grid is most
applicable for cases where the characteristic behaviour of a solution stays in
the middle of the domain, yet its exact position cannot be determined.

2.2 Adaptive grid

In the current paper the adaptive grid based on the constrained least-squares
statement [32] is used. According to it, when changing the grid, the new grid
x? will have grid points such that

x?k+1 − x?k =

1
wk+1/2∑N−1
i=1

1
wi+1/2

(x?max − x?min) , k = 1, . . . , N − 1, (2.5)

where x?min and x?max denote the minimal and maximal grid point, respectively
and w is the weight function. It must be noted, that wi+1/2 is used. In the
current paper, the weight function is calculated at collocation points, which lie
in the middle of two subsequent grid points according to (2.2) and thus the
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values at the collocation points can directly be used. For the weight function,
either the function itself or its first derivative is scaled and a constant e is added
(to ensure the weights never reach 0). The weight function from the function
u is thus obtained as

w = |u|d + e, (2.6)

where d is the scaling factor and e is the offset. Similarly, when using the
derivative one obtains

w = |ux|d + e. (2.7)

The algorithm (2.5) is carried out iteratively as many times as necessary for
conversion of the grid points. During each iteration, the weights are estimated
at the new collocation points by interpolation.

In case of the adaptive grid, a new grid is only calculated if the characteristic
point in the numerical result (i.e the maximal point of the function or its
derivative) has moved by δ. This helps to save on CPU time.

3 Haar wavelet family

In the following, the Haar wavelet family is defined utilizing the notation in-
troduced by Lepik in [56] and Oruç in [69]. The integration domain [A,B] can
be divided into 2M subintervals. The maximal level of resolution J is defined
as M = 2J . The base Haar wavelet family can be described as

hi(x) =





1 for x ∈ [ξ1(i), ξ2(i)),

−ci for x ∈ [ξ2(i), ξ3(i)),

0 elsewhere,

(3.1)

where

ξ1(i) = xg(2kµ), ξ2(i) = xg ((2k + 1)µ) ,

ξ3(i) = xg (2(k + 1)µ) , µ = M/m.
(3.2)

The coefficient ci is calculated from

∫ B

A

hi(x)dx = 0, (3.3)

which gives

ci =
ξ2(i)− ξ1(i)

ξ3(i)− ξ2(i)
. (3.4)

In (3.1)–(3.3), k = 0, 1, ...,m− 1 is the translation parameter. The parame-
ter m = 2j corresponds to the maximum number of rectangular waves that can
be sequentially deployed in the interval [A,B] for the given dilation parameter
j = 0, 1, . . . , J . The index i is calculated from i = m+k+ 1. While the scaling
function h1(x) = 1 is constant, the other Haar functions contain a single rect-
angular wave. Since the scaling function h1(x) does not include a wave, in its
case m = 0, ξ1 = A, ξ2 = B, ξ3 = B. A general example of the Haar wavelets
for J = 2 on a nonufiorm grid is shown in Fig. 1. In this figure locations where

Math. Model. Anal., X(x):1–14, 20xx.
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Figure 1. Haar wavelets on a nonuniform grid for J = 2 as described by (3.2)–(3.4)

the vertical lines cross the x axis along with the two boundary points form the
grid points.

The Haar functions are orthogonal to each other and therefore form a good
transform basis ∫ B

A

hi(x)hl(x)dx =

{
2−j i = l,

0 i 6= l.
(3.5)

Thus, any square integrable function f(x) can be expanded into Haar wavelets
as

f(x) =

∞∑

i=1

aihi(x), (3.6)

where ai are the Haar coefficients.
The integrals of order n of the Haar functions (3.1) can be calcualted ana-

lytically as [59]

pn,i(x) =





0 for x ∈ [A, ξ1(i)),

[x− ξ1(i)]n

n!
for x ∈ [ξ1(i), ξ2(i)),

[x− ξ1(i)]n − (1 + ci)[x− ξ2(i)]n

n!
for x ∈ [ξ2(i), ξ3(i)),

[x− ξ1(i)]n − (1 + ci)[x− ξ2(i)]n

n!

+
ci[x− ξ3(i)]n

n!
for x ∈ [ξ3(i), B).

(3.7)

Within this article the matrix form of the above formulation is used. There-
fore, the elements of (2M) × (2M) matrix H, are given as values of the Haar
functions

Hil = hi(xl), (3.8)

in collocation points xl = (l − 1/2)∆x. The (2M) × (2M) matrix Pn with
elements

(Pn)il = pn,i(xl), (3.9)
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denotes the nth integral of the Haar wavelet matrix for a given resolution J .
Using (3.8) and (3.9) and considering the vector a = (a1, a2, . . . , a2M ) one
obtains

f(x) = a ·H (3.10)

instead of (3.6) and ∫
· · ·
∫ x

A︸ ︷︷ ︸
n

H dξ . . . dξ︸ ︷︷ ︸
n

= Pn. (3.11)

It must be noted, that the matrices H and Pn depend on space coordinate x
and that the vector a is finite in a discrete setting.

It implies from (3.7) that in boundary points A and B hold

[Pn(A)]i = 0 ∀n > 0, ∀i (3.12)

and

[Pn(B)]i = pn,i(B) =
[B − ξ1(i)]

n − (1− ci) [B − ξ2(i)]
n

+ ci [B − ξ3(i)]
n

n!
.

(3.13)
Due to equation (3.12) the boundary conditions for particular problems are
often simplified.

4 Model equations

The four model equations along with their corresponding exact solutions are
described here. The Burgers’ equation

ut + uux − νuxx = 0, (4.1)

where ν is the viscosity parameter, was used as the first model equation. Its
analytical solution has been shown to be

ue(x, t) =
2νπ

L

∑∞
n=1 exp(−Ent)nIn

(
R′
)

sin(nπx/L)

I0
(
R′
)

+ 2
∑∞
n=1 exp(−Ent)In

(
R′
)

cos(nπx/L)
, (4.2)

where R′ = R0/(2π) and R0 = u0L/ν is the Reynolds number, En = νn2π2/L2,
In represents the modified Bessel functions of first kind and L = B − A is the
x domain range [2, 8, 10, 28, 50].

The KdV equation

ut + αuux + βuxxx = 0, (4.3)

where α is the nonlinear parameter and β is the dispersion parameter, was used
as the second model equation. The analytical solution for the KdV equation
has been found in the form

ue(x, t) =
3c

α
sech2

[
1

2

√
c

β
(x− ct− x0)

]
, (4.4)

Math. Model. Anal., X(x):1–14, 20xx.
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where c is the phase speed of the travelling soliton and x0 denotes the initial
phase [68].

The sine–Gordon equation, the third model equation,

utt − uxx + sinu = 0 (4.5)

has been shown to have an analytical solution in the form

ue(x, t) = 4arctan

[
exp

(
x− ct− x0√

1− c2
)]

, (4.6)

where c is the speed at which the phase of the travelling wave propagates and
x0 denotes the initial phase [52].

Finally, the mKdV equation

ut + 6αu2ux + βuxxx = 0, (4.7)

where α is the nonlinear coefficient and β is the dispersion coefficient, was used
as the fourth model equation. The analytical solution for the mKdV equation
has been found in the form

ue(x, t) =

√
c

αβ
sech

[√
c

β
(x− ct− x0)

]
, (4.8)

where x0 denotes the initial phase and c is the phase speed of the travelling
wave [42, 1, 86, 83].

5 The Higher order Haar wavelet method

This section will give an overview of how the HOHWM is applied for spatial
integration in case of each specific model equation within this paper. Firstly,
the general steps are described and then the results specific to each model
equation are provided.

With the HOHWM, according to [64], the derivative of n+ 2s order, where
n is the maximal spatial derivative present within the equation, is expanded
into the Haar series for a fixed time moment tj . Thus,

u(n+2s)x(x, tj) = a ·H (5.1)

is obtained. In order to obtain the function u, equation (5.1) is integrated
n+ 2s times to obtain

u(x, tj) = a ·Pn+2s +

n+2s−1∑

i=0

ci
xi

i!
, (5.2)

where ci are unknown coefficients. In equation (5.2), xi denotes an element
wise power of the vector x. Since the equation has n spatial derivatives, these
provide n conditions that can be evaluated in order to solve for the unkonwn co-
efficients ci. However, 2s additional coefficients are introduced by the HOHWM
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(in comparison to the HWM) which must be obtained using some supplemen-
tary information.

In the present paper s = 1 is used. This gives

u(n+2)x(x, tj) = a ·H. (5.3)

Integrating n+ 2 times yields

u(x, tj) = a ·Pn+2 +

n+1∑

i=0

ci
xi

i!
. (5.4)

Using the n boundary conditions as well as evaluating the differential equation
at its boundaries (A and B) one obtains the n+2 equations needed to solve for
the n+ 2 unknown coefficients ci. Some of these coefficients can depend on the
Haar wavelet coefficients vector a. After solving for the unknown coefficients
and inserting the results into expression (5.4) one obtains the result in the form
of

u(x, tj) = a ·Rn+2 + Sn+2, (5.5)

where Rn+2 and Sn+2 are matrices which only depend on the boundary condi-
tions and the grid. Thus the values for these can be calculated right after the
grid has been specified.

5.1 The Burgers’ equation

For the given homogeneous boundary conditions

u(0, t) = 0, u(1, t) = 0, (5.6)

the equation (4.1) is evaluated at the boundary points as

ut(0, t) + u(0, t)ux(0, t)− νuxx(0, t) = 0,

ut(1, t) + u(1, t)ux(1, t)− νuxx(1, t) = 0.
(5.7)

Since the boundary conditions (5.6) are homogeneous ut(0, t) = ut(1, t) = 0
and (5.7) simplifies to

uxx(0, t) = 0 uxx(1, t) = 0. (5.8)

The addition of (5.8) gives

R4 = P4 −P4(1) · x + P2(1) · x− x3

6
,

S4 = 0

(5.9)

The initial condition was taken from the exact solution (4.2). It can be
shown that at t = 0 the solution simplifies to

u(x, 0) = u0 sin
(πx
L

)
, (5.10)

which is used as the initial condition. Within the context of this paper u0 = 1
is used.

Math. Model. Anal., X(x):1–14, 20xx.
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5.2 The KdV equation

For the given homogeneous boundary conditions

u(0, t) = u(1, t) = ux(1, t) = 0, (5.11)

the equation (4.3) is evaluated at the boundary points as

ut(0, t) + αu(0, t)ux(0, t) + uxxx(0, t) = 0,

ut(1, t) + αu(1, t)ux(1, t) + uxxx(1, t) = 0.
(5.12)

Since the boundary conditions (5.11) are homogeneous ut(0, t) = ut(1, t) = 0
and the above simplifies to

uxxx(0, t) = 0, uxxx(1, t) = 0. (5.13)

The addition of (5.13) gives

R5 = P5 +
1

2
P3(1) ·

(
−x4 + 2x3 − x2

)
+

1

2
P4(1) ·

(
4x4 − 10x3 + 6x2

)

+
1

2
Px(1) ·

(
−6x4 + 16x3 − 12x2

)
,

S5 = 0.

(5.14)

The initial condition was taken from the exact solution (4.4) at t = 0. This
gives

u(x, 0) =
3c

α
sech2

[
1

2

√
c

β
(x− x0)

]
, (5.15)

which is used as the initial condition with specified values for c, x0 as well as
for α and β.

5.3 The sine–Gordon equation

For given constant boundary conditions

u(0, t) = 0, u(1, t) = π (5.16)

the equation (4.5) is evaluated at the boundary points as

ut(0, t)−uxx(0, t)+sinu(0, t) = 0, ut(1, t)−uxx(1, t)+sinu(1, t) = 0. (5.17)

Since the boundary conditions (5.16) are constant ut(0, t) = ut(1, t) = 0 and
the above simplifies to

uxx(0, t) = 0, uxx(1, t) = 0. (5.18)

The addition of (5.18) gives

R4 = P4 −P4(1) + P2(1)
x− x3

6
S4 = 2πx.

(5.19)
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The initial condition was taken from the exact solution (4.6). It is evaluated
at t = 0 to give

u(x, 0) = 4arctan

[
exp

(
x− x0√
1− c2

)]
, (5.20)

which is used as the initial condition with specified value of phase speed c.

5.4 The mKdV equation

Given homogeneous boundary conditions

u(0, t) = u(1, t) = ux(1, t) = 0, (5.21)

the equation (4.7) is evaluated at the boundary points as

ut(0, t) + 6α [u(0, t)]
2
ux(0, t) + uxxx(0, t) = 0,

ut(1, t) + 6α [u(1, t)]
2
ux(1, t) + uxxx(1, t) = 0.

(5.22)

Since the boundary conditions (5.21) are homogeneous ut(0, t) = ut(1, t) = 0
and the above simplifies to

uxxx(0, t) = 0, uxxx(1, t) = 0. (5.23)

The addition of (5.23) gives

R5 = P5 + P5(1)
(
x2 − 2x

)
+ P4(1)

(
x− x2

)
+ P2(1)

3x2 − 2x− x4

24
S5 = 0.

(5.24)

The initial condition was taken from the exact solution (4.8) at t = 0. This
gives

u(x, 0) =

√
c

αβ
sech

[√
c

β
(x− x0)

]
, (5.25)

which is used as the initial condition with specified values for coefficients c, x0
as well as parameters α and β.

6 Analysis of numerical results

6.1 Optimal values for parameters d and δ

Given the adaptive grid described by (2.5) it becomes evident that the accuracy
of the method depends the values of parameters d, e and δ. In order to find
out which values for the parameters to use for each model equation, a series of
calculations were conducted using numerous different combinations of values
for the parameters d, e and δ. Within this subsection, only results in the case of
the sine–Gordon equation at J = 4 are described in detail. Only the parameter
intervals for which the best results are obtained are shown for the other model
equations. The maximal deviation from the exact solution

∆u = max
x,t
|u(x, t)− ue(x, t)| (6.1)

Math. Model. Anal., X(x):1–14, 20xx.
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was used as a measure of success for a given set of parameters. The sine–
Gordon equation at different resolutions as well as the other model equations
were handled in a similar manner and the detailed results are omitted for
conciseness sake.

The sine–Gordon equation (4.5) was numerically solved at J = 4 with pa-
rameter values varying from d = 0.1, 0.11, . . . , 0.85, e = 0.05, 0.1, 0.2, 0.3, 0.4, 0.5
and 0.001 < δ < 0.05. The maximum deviation from the exact solution (4.6)
was calculated and compared between the various numerical experiments. Such
numerical results are shown in Fig. 2.

Figure 2 demonstrates that the optimal values are located in the region
where δ < 0.02 and 0.15 < d < 0.4 for all considered values of parameter e.
According to the detailed analysis the best results were obtained for d = 0.33,
e = 0.3 and δ = 0.008. With those parameter values the maximum deviation
from the exact solution was ∆u = 0.033198. This makes the relative deviation
0.53%. The highest deviation from the exact solution was found on the wave-
front of the solution (near x − ct − x0 = 0). The parameter values between
which the best results were obtained for the KdV, the sine–Gordon and the
mKdV equations are shown in Table 1.
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Figure 2. Maximum deviation from exact solution of the sine–Gordon equation with
c = 1 − 5 · 10−5 at J = 4 using the adaptive grid (2.5) for various grid parameters

Table 1. Adaptive grid (2.5) parameter values that resulted in the best results for the
various model equations at different resolutions

J = 4 J = 5 J = 6
d range δ range d range δ range d range δ range

Equation min max max min max max min max max

KdV 0.3 0.5 0.01 0.3 0.4 0.01 0.3 0.5 0.005
sine–Gordon 0.15 0.4 0.02 0.3 0.4 0.02 0.3 0.4 0.025

mKdV 0.3 0.4 0.01 0.45 0.55 0.005 0.3 0.4 0.02
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Table 2. Values of tf against the resolution J in the case of the Burgers’ equation with

ν = 1
100π

, ν = 1
110π

, 1
120π

; parameter q characterises the nonuniformity of the grid

ν 1
100π

1
110π

1
120π

Uniform Nonuniform Uniform Nonuniform Uniform Nonuniform
J q tf tf tf tf tf tf

3 0.71 0.2375 0.39 0.1625 0.38 0.1625 0.38
4 0.85 0.2875 0.50 0.275 0.50 0.225 0.50
5 0.92 0.2875 0.50 0.3181 0.50 0.30 0.50
6 0.97 0.3580 0.50 0.3542 0.50 0.3745 0.50
7 0.99 0.50 0.50 0.4646 0.50 0.4143 0.50
8 * 0.50 * 0.50 * 0.50 *

Table 3. Maximal deviation from the exact solution ∆u against the resolution J in the
case of the Burgers’ equation with ν = 1

100π
, 1
110π

, 1
120π

ν 1
100π

1
110π

J N Uniform Nonuniform Uniform Nonuniform
q ∆u ∆u ∆u ∆u

3 16 0.71 — 0.004674 — 0.0066496

4 32 0.85 — 1.1031 · 10−4 — 1.1622 · 10−4

5 64 0.92 — 7.0345 · 10−6 — 7.3215 · 10−6

6 128 0.97 0.0418 5.1019 · 10−6 0.0875 5.1855 · 10−6

7 256 0.99 6.8360 · 10−4 4.0604 · 10−6 0.001034 4.8919 · 10−6

8 512 * 5.0941 · 10−5 * 8.0159 · 10−5 *

ν 1
120π

J N Uniform Nonuniform
q ∆u ∆u

3 16 0.71 — 0.005067

4 32 0.85 — 1.3072 · 10−4

5 64 0.92 — 7.974 · 10−6

6 128 0.97 0.2021 3.8774 · 10−6

7 256 0.99 0.001611 5.9934 · 10−6

8 512 * 1.0959 · 10−4 *

6.2 Discussion of numerical results

The Burgers’ equation (4.1) was numerically solved for various values of pa-
rameter ν at various resolutions J . The numerical solutions were compared
to the exact solution (4.2). The nonuniform grid (2.3) was used for this prob-
lem since the solution is known for creating a steep decline near its boundary
x = 1. The time moment tf = max(0.5, tc) was determined by obtaining
the value of critical time moment tc which is the maximal time t for which
maxx,t<tc |u(x, t)− ue(x, t)| < 10−3. These numerical results were compared
with the uniform grid results previously published in [77]. Such numerical re-
sults are shown in Table 2. As the resolutions J increases, the value of the
nonuniformity parameter q at which the best results were obtained approaches

Math. Model. Anal., X(x):1–14, 20xx.
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Table 4. Maximal deviation from the exact solution ∆u against resolution J in the case of
the KdV equation with α = 6, β = 4 · 10−4 and x0 = 0.3, c = 2, tf = 0.2

J Uniform grid Grid (2.4) with γ = 0.1 Adaptive grid (2.5)
∆u ∆u ∆u d e δ

4 — — 6.1679 · 10−4 0.41 0.1 0.004

5 0.01123 0.001352 1.5731 · 10−5 0.33 0.05 0.002

6 0.002541 0.001143 1.5085 · 10−6 0.4 0.1 0.002

7 1.704 · 10−4 7.694 · 10−5 1.2250 · 10−5 0.3 0.3 0.006

1. This is because otherwise there would be too many grid points gathered
near the boundary of the domain which leads to numerically singular matrices
because the grid points or the respective Haar wavelet function values are nu-
merically equal. It is clear that for J > 6 the advantages of a nonuniform grid
vanish simply because of the abundance of collocation points. In fact, none of
the nonuniform grids used outperformed the uniform grid in this case, which
is why such results are not included in Table 2. Such cases are marked with *
in the table as well as subsequent tables.

The maximal deviations from the exact solution ∆u in case of the Burgers’
equation are shown in Table 3 whereN = 2M denotes the number of collocation
points. It must be noted that for J < 6 the HOHWM using the uniform grid
was unable to successfully calculate the numerical result up to the final time
of tf = 0.5. However, even at J = 6 the nonuniform grid approach easily
outperforms the uniform grid version of the HOHWM. The table also shows
that for resolution J > 4 the accuracy no longer increases significantly in the
case of the nonuniform grid.

The KdV equation (4.3) was solved at various resolutions J and the nu-
merical results were compared to the exact solution (4.4). The uniform grid
results from [77] were used and new results with the nonuniform grid (2.4) and
the adaptive grid (2.5) were calculated. The numerical result itself was used as
the basis for the weight function in the adaptive grid for this model equation.
The maximal deviation from the exact solution for the numerical experiments
are shown in Table 4. It must be noted that the values of d, e and δ for which
the best numerical accuracy was obtained vary from resolution to resolution.

When dealing with the sine-Gordon equation (4.5), the uniform grid, nonuni-
form grid (2.4) as well as the adaptive grid (2.5) were used. In this case, the first
spatial derivative was used as the basis for the weight function. The numerical
results were compared to the exact solution (4.6). The maximal deviation from
the exact solution ∆u for the different grids can be seen in Table 5.

Finally, the mKdV equation (4.7) was numerically solved using the uniform
grid, the nonuniform grid (2.4) as well as the adaptive grid (2.5). The numer-
ical result itself was used for the weight function in the adaptive grid for this
equation. The obtained numerical results were compared to the exact solution
(4.8). The maximal devation from the exact solution ∆u for the different grids
at different resolutions can be seen in Table 6.

Tables 2–6 show that the nonuniform grid always outperformed the uniform
grid version of the HOHWM. This is especially clear given that in some cases
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Table 5. Maximal deviation from the exact solution ∆u against resolution J in the case of
the sine–Gordon equation with c = 1 − 5 · 10−5 and x0 = 0.3, tf = 1−2x0

c

J N Uniform grid Grid (2.4) with γ = 0.1 Adaptive grid (2.5)
∆u ∆u ∆u d e δ

4 32 1.189817 1.095051 0.033198 0.33 0.3 0.008

5 64 0.4856858 0.3261581 0.0018608 0.32 0.2 0.018

6 128 0.1039031 0.06173826 1.0331 · 10−4 0.3 0.2 0.018

7 256 0.01376712 0.006484227 1.1429 · 10−5 0.3 0.2 0.024

Table 6. Maximal deviation from the exact solution ∆u against resolution J in the case of
the mKdV equation with α = 1, β = 10−2, c = 16 and x0 = 0.3, tf = 1/40

J N Uniform grid Grid (2.4) with γ = 0.1 Adaptive grid (2.5)
∆u ∆u ∆u d e δ

4 32 — — 0.009246 0.44 0.2 0.004

5 64 0.0719508 0.070632 1.86 · 10−4 0.48 0.1 0.002

6 128 0.0117955 0.0052081 6.1 · 10−5 0.31 0.2 0.002

7 256 8.4875 · 10−4 — 7.84 · 10−4 0.3 0.2 0.048

Figure 3. Example of how the adaprive grid changes with the changes in the waveform in
case of the KdV equation: calculated solution (left) and exact solution (right)

the uniform and static nonuniform grid approaches in Tables 4 and 6 are unable
to successfully finish the integration. Furthermore, Tables 4–6 show that the
adaptive grid outperforms the static nonuniform grid as well. It is clear from
Tables 2 and 3 that the same (or even better) accuracy obtained with the
uniform at 256 or 512 grid points is achieved with only 32 grid points by
employing the nonuniform grid (2.3). Similarly, Tables 4–6 clearly show that
the same (or even better) accuracy obtained with the uniform grid at 256 grid
points can be achieved with only 64 grid point by employing the adaptive grid
(2.5). It must be noted that as can be seen from Table 6, a higher resolution
J does not always guarantee a numerical result of higher accuracy. This is the
case because the matrices involved get closer to being singular matrices as the
resolution increases and solving a linear system with a near-singular matrix
introduces inaccuracies.

Math. Model. Anal., X(x):1–14, 20xx.
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It is clear that the usage of the nonuniform as well as the adaptive grid will
also have an impact on the computational time. The computational times of
the nonuniform grid approach is compared to the uniform grid approach in case
of the Burgers’ equation in Table 7. In Table 7 for J = 8 only the uniform grid
approach is considered since a nonuniform approach was not observed to give
a better result. Similar comparison is made for the other model equations in
Table 8. Tables 7–8 show that a result of similar or better accuracy is able to be
obtained with less CPU time using the adaptive grid approach when compared
to the uniform grid approach.

An example of how the grid adapts to the moving wave can be seen in Figure
3. The figure shows that as the wave moves, the grid adapts to its position.

7 Conclusions

A nonuniform grid approach was developed and used alongside the HOHWM
in order to account for abrupt changes within the solution. Firstly, two static
nonuniform grids were introduced. For either of those grids, a prior knowledge
of the shape of the solution is required in order to show significant improvement
in accuracy. However, in a lot of cases it is impossible to know the shape of
the solution before the start of the calculations. Thus, an adaptive nonuniform
grid was proposed. It changes the grid adaptively so that the areas with the
most abrupt changes always have the most grid points.

The numerical results (Tables 2–3) showed that in case of the Burgers’
equation a significant gain in accuracy can be obtained by the use of a static
nonuniform grid when compared to the uniform grid HOHWM. In fact, the
same level of accuracy was obtained with the nonuniform grid given 8–16 times
fewer grid points.

The adaptive grid (Tables 4–6) also showed a signficant gain in accuracy
when compared to both the uniform grid approach as well as the static nonuni-
form grid approach. The same level of accuracy was obtained using 8 times
fewer grid points than were needed for the uniform grid approach.

The most computationally expensive part of the numerical calculation is
solving the linear system of equations. Therefore, the ability to obtain results
with the same accuracy with considerably fewer grid points is quite an advan-
tage. Instead of solving a 256×256 linear system one can solve a 32×32 linear
system.

The use of a nonuniform or an adaptive grid alongside the HOHWM have
shown to give significant advantages. However, further studies need to be car-
ried out in order to find an optimal way of obtaining the necessary parameters
for the adaptive grid. Herein constant boundary conditions were utilized. How-
ever, time dependent boundary conditions can be handled similarly to cases
where differential equations include time dependent function as coefficients or
right-hand side terms (similarly to handling of graded materials in [64]). This
is a promising subject for future studies.

Math. Model. Anal., X(x):1–14, 20xx.
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[14]E. Bour. Théorie de la déformation des surfaces. 1862. Available from Internet:
https://books.google.ee/books?id=HK4qvwEACAAJ.

[15]P. Bowcock, E. Corrigan and C. Zambon. Some aspects of jump-defects in
the quantum sine-Gordon model. J. High Energy Phys., 2005(08):023, 2005.
http://dx.doi.org/10.1088/1126-6708/2005/08/023.

[16]C. J. Budd, W. Huang and R. D. Russell. Adaptivity with moving grids. Acta
Numerica, 18:111–241, 2009. http://dx.doi.org/10.1017/s0962492906400015.
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[55]Ü. Lepik. Numerical solution of evolution equations by the Haar
wavelet method. Appl. Math. Comput., 185(1):695–704, 2007.
http://dx.doi.org/10.1016/j.amc.2006.07.077.
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Abstract. The Haar wavelet method (HWM) is adapted for solving nonlinear evolution equations. The Burgers equation is con-
sidered as a model equation here. The 2D wavelet expansion is employed. The aim of the study is to validate HWM in the case of
complex problems (solution include steep slopes). The convergence in regard to mesh has been observed in direction of both axes.
The numerical results obtained are found to be in good agreement with analytical solution.

INTRODUCTION

Wavelet methods have been used to solve partial differential equations (PDE-s) since the 1990s [1, 2]. Haar wavelets,
as the simplest of all wavelets, deserve attention at this point. While the piecewise constant nature of Haar wavelets
means their derivatives do not exist, they can be analytically integrated arbitrarily many times [3, 4]. Thus, they are
ideal for integral equations [5]. In case of differential equations, one can expand into the Haar series not the function
itself but rather its highest space derivative appearing in the equation [3, 6–11]. By applying various integration algo-
rithms, the solution of the differential equation and the derivatives can be determined and inserted in the differential
equation [12–14]. As result a system of algebraic equations is obtained [4, 6, 7]. The wavelet coefficients can be deter-
mined as a solution of that algebraic system. Finally, the solution is obtained by substitution the wavelet coefficients
in wavelet expansion. In case of evolution equations, the time derivative is often found using some finite difference
type approximations [15–18]. Herein, the 2D Haar wavelet expansion is employed.

HAAR WAVELET METHOD APPROACH IN CASE OF BURGERS EQUATION

In the current study the nonlinear Burgers equation is considered in the following form

ut + uux − νuxx = 0 (1)

in the domain x ∈ [a, b], t ∈ [0, t f ]. The number of grid points on either axis (Nx and Nt) are taken as a power of two
and the collocation points used are xi = (i + 1/2) b−a

Nx
+ a and t j = ( j + 1/2) t f

Nt
. Note, that the approach discussed, can

be applied in similar manner for a wide class of PDE-s with the same order of highest derivatives.
According to the approach introduced by Chen and Hsiao the highest order derivative in the differential equation

is expanded into wavelets [3]. In the case of the PDE considered one obtains

uxxt(x, t) = HT
x AHt, (2)

where A is the matrix of wavelet coefficients, Hx and Ht are the Haar wavelet matrices for x and t, respecively, as
described in [3]. The dimensions of the two matrices depend on the number of grid points on either axis.

After integrating Equation (2) multiple times one arrives at

u(x, t) = PT
x2APt1 + φ(x) + xψ1(t) + ψ2(t), (3)
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where Pxn is the nth integral of the Hx and Ptn is the nth integral of Ht denoted as PnH for either axis in [3].
Considering the following initial and boundary conditions

u(x, 0) = u0(x), u(a, t) = ua(t), u(b, t) = ub(t), (4)

one obtains the unknown functions φ(x), ψ1(t) and ψ2(t) as

φ(x) = u0(x) − xψ1(0) − ψ2(0),

ψ1(t) =
ub(t) − ua(t) − PT

x2(b)APt1 − φ[b] + φ[a]
b − a

,

ψ2(t) =
bua(t) − aub(t) + aPT

x2(b)Pt1 + aφ[b] − bφ[a]
b − a

.

(5)

where PT
x2(b) is the second integral Px2 at x = b.

Substituting functions (5) into Equation (3) one can arrive at

u(x, t) = R2APt1 + S 2(x, t),

R2 = PT
x2 −

x − a
b − a

PT
x2(b),

S 2(x, t) =
(b − x)(ua(t) − ua(0)) + (x − a)(ub(t) − ub(0))

b − a
+ u0(x),

(6)

where R2 and S 2 and their derivatives are quantities that do not change over iteration and can therefore be calculated
beforehand. Equation (6) can be differentiated to find ut, ux and uxx as required in Equation (1).

DISCRETIZATION
The nonlinear Burgers equation (1) can be quasilinearised as

u̇r+1 +
(
ur+1u′r + uru′r+1

) − νu′′r+1 = uru′r, (7)

where r is the iteration step. Derivatives with respect to time have been denoted as u̇ while space derivatives have been
denoted as u′.

The function ur+1 and its derivatives (see Equation (6)) can be insserted into Equation (7) and a discrete equation
of the space-time grid can be derived as

Nx−1∑

k=0

Nt−1∑

l=0

(
(R2)ik (Ht)l j − ν

(
HT

x

)
ik

(Pt1)l j + c
((

u′r
)
i j (R2)ik + (ur)i j

(
R′2
)
ik

)
(Pt1)l j

)
(Ar+1)kl =

= c (ur)i j
(
u′r
)
i j −
(
u′r
)
i j (S 2)i j −

(
S 2,t
)
i j − (ur)i j

(
S 2,x
)
i j + ν

(
u′′0
)

i
,

i = 0, . . . ,Nx − 1,
j = 0, . . . ,Nt − 1,

(8)

where the derivatives R′2, S 2,t, S 2,x and S 2,xx can be calculated easily from Equation (6) and it is easy to see that
S 2,xx = u′′0 (x) and R′′2 = HT

x (which are already used in the above equation).
The coefficents of (Ar+1)kl ∀i, ∀ j in Equation (8) form the matrix T of size (NxNt × NxNt). The right hand side of

Equation (8) forms a vector f of length NxNt. The coefficient matrix Ar+1 can be computed as

Ar+1 = T−1 f . (9)

After resizing Ar+1 found in Equation (9) one can calculate ur+1(x, t) and its derivatives using Equation (6).
The steps described above need to be repeated until the difference between two successive ur+1 become suffi-

ciently small. The initial (iteration 0) solution can be set equal to the initial condition at all time points.
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RESULTS AND DISCUSSION

The Burgers equation (1) was solved in case of various values of the coefficent ν as well as different number of
grid points on both axes. The result was compared to the exact solution presented in [19] where applicable. The
convergence ki of the numerical method was presented in accordance to [20, 21].

The convergence of the numerical solutions for ν = 0.1 and ν = 1
10π with different number of grid points for

either (x and t) axis has been observed (see Table 1). The order of convergence tends to two with respect to both axes.
The maximum deviation from the exact solution for a set of solutions can be seen in Table 2. While the maximum

deviation seems to grow as the value of ν deminishes, the results match the exact solution rather well as a whole. It
must also be noted that higher number of grid points on the x axis are required for lower values of ν simply due to the
nature of the solution at the boundary where there are no grid points.

The numerical solution as well as the exact solution in case of ν = 1
160π on a 256× 16 grid are shown in Figure 1.

In case of small values of ν such as in this case, the solution creates a shockwave, after which numerical evaluation
becomes impossible. However, the method has clearly coped with quite a steep slope at the boundary.

TABLE 1. Convergence in case of ν = 0.1 and ν = 1
10π

Nx Nt Position
ki

ν = 0.1 ν = 1
10π Nt Nx Position

ki

ν = 0.1 ν = 1
10π

4 16 u(0.5, 0.5) 4 16 u(0.5, 0.5)
8 16 u(0.5, 0.5) 8 16 u(0.5, 0.5)
16 16 u(0.5, 0.5) 2.5155 3.9938 16 16 u(0.5, 0.5) 2.5914 2.2742
32 16 u(0.5, 0.5) 2.1310 2.4626 32 16 u(0.5, 0.5) 2.0601 2.0625
64 16 u(0.5, 0.5) 2.0328 2.0394 64 16 u(0.5, 0.5) 2.0130 2.0154

128 16 u(0.5, 0.5) 2.0082 2.0103 128 16 u(0.5, 0.5) 2.0031 2.0038
256 16 u(0.5, 0.5) 2.0021 2.0026 256 16 u(0.5, 0.5) 2.0008 2.0010
512 16 u(0.5, 0.5) 2.0005 2.0006 512 16 u(0.5, 0.5) 2.0002 2.0002

TABLE 2. Maximum deviation from the exact solution on a 16 × 16 grid for ν = 0.1, ν = 1
5π

and ν = 1
10π ; on a 256 × 16 grid for ν = 1

100π and ν = 1
160π

ν = 0.1 ν = 1
5π ν = 1

10π ν = 1
100π ν = 1

160π

0.00168 0.00359 0.01874 0.00612 0.02332
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FIGURE 1. The calculated solution (a) and exact solution (b) in case of ν = 1
160π on a 256 × 16 grid.
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CONCLUSION

The 2D HWM was adapted for solution of the nonlinear Burgers equation. The solution was shown to be viable
to cover relatively steep sloped solutions. The equations with solitary wave (or even soliton) solutions described in
[22, 23] could be a next step for the method. The numerical rate of convergence computed has been found in good
agreement with convergence theorem given in [21]. Furthermore, the method was demonstrated to work for relatively
small grids as well as for near shock-wave like solutions. In future study, the accuracy of the solution is planned to
improve by applying higher order Haar wavelet method introduced in [24].
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[4] Ü. Lepik and H. Hein, Haar wavelets: with applications (Springer Science & Business Media, 2014).
[5] I. Aziz et al., Journal of Computational and Applied Mathematics 239, 333–345 (2013).
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Abstract. The Haar wavelet method (HWM) is adapted for solving 2D nonlinear wave propagation problems. The 2D Burgers
equation is considered as a model equation here. The 2D wavelet expansion is employed for the spatial derivatives and standard
ordinary differential equation solvers are used for the temporal derivative. The aim of the study is to validate HWM in multi-
dimensional case. The numerical results obtained are found to be in good agreement with analytical solution.

INTRODUCTION

Wavelet methods have been used to solve partial differential equations (PDE-s) since the 1990s [1, 2]. Haar wavelets,
as the simplest of all wavelets, deserve attention at this point. While the piecewise constant nature of Haar wavelets
means that their derivatives do not exist, they can be analytically integrated arbitrarily many times [3, 4]. Thus,
they are ideal for integral equations [5]. In case of differential equations, one can expand into the Haar series not
the function itself but rather its highest space derivative appearing in the equation [3, 6–11]. By applying various
integration algorithms, the solution of the differential equation and the derivatives can be determined and inserted
into the differential equation [12–14]. As a result a system of algebraic equations is obtained [4, 6, 7]. The wavelet
coefficients can be determined as a solution of that algebraic system. Finally, the solution is obtained by substitution
the wavelet coefficients into the wavelet expansion. In case of wave propagation problems, the time derivative is often
found using some finite difference type approximations [15–18]. The same approach is used here.

HAAR WAVELET METHOD IN CASE OF 2D BURGERS EQUATION

The following system of partial differential equations is considered the 2D Burgers equations [19–23]:

ut + uux + vuy =
1
R

(
uxx + uyy

)
, vt + uvx + vvy =

1
R

(
vxx + vyy

)
, (1)

where R is the Reynolds number, u and v represent velocities in the x and y coordinates, respectively [19]. The Burgers
equations are subject to the initial and boundary conditions

u(x, y, 0) = u0(x, y),
v(x, y, 0) = v0(x, y),

u(a, y, t) = f u
0 (y, t),

u(b, y, t) = f u
1 (y, t),

u(x, c, t) = gu
0(x, t),

u(x, d, t) = gu
1(x, t),

v(a, y, t) = f v
0 (y, t),

v(b, y, t) = f v
1 (y, t),

v(x, c, t) = gv
0(x, t),

v(x, d, t) = gv
1(x, t),

(2)

where x ∈ [a, b] and y ∈ [c, d].
There exists an exact solution for the 2D Burgers equation [24]

ue(x, y, t) =
3
4
− 1

4
{
1 + exp

[
(−4x + 4y − t)R/32

]} , ve(x, y, t) =
3
4

+
1

4
{
1 + exp

[
(−4x + 4y − t)R/32

]} . (3)



In order to validate the numerical method, the initial and boundary condtions (2) are obtained from the above exact
solution.

In order to numerically solve the 2D Burgers equations, uxx, uyy, vxx and vyy were expanded into the Haar wavelet
series as per [25]

∂2u(x, y)
∂x2 = Au

x · Hx,
∂2u(x, y)
∂y2 = HT

y · Au
y ,

∂2v(x, y)
∂x2 = Av

x · Hx,
∂2v(x, y)
∂y2 = HT

y · Av
y. (4)

In (4) Hx and Hy are the Haar wavelet matrices for the x and y axis, respectively, and Au
x, Au

y , Av
x, Av

y are the Haar
wavelet coefficients. After integrating, one arrives at

u(x, y) = Au
x · Rx2 + S u

x2, u(x, y) = Ry2 · Au
y + S u

y2, v(x, y) = Av
x · Rx2 + S v

x2, v(x, y) = Ry2 · Av
y + S v

y2, (5)

where

Rx2 = Px2 − Px2(1)x, Ry2 = PT
y2 − yPT

y2(1),

S u
x2 =
(

f u
1 (y, t) − f u

0 (y, t)
)
· x + f u

0 (y, t), S u
y2 = y ·

(
gu

1(x, t) − gu
0(x, t)

)
+ gu

0(x, t),

S v
x2 =
(

f v
1 (y, t) − f v

0 (y, t)
)
· x + f v

0 (y, t), S v
y2 = y ·

(
gv

1(x, t) − gv
0(x, t)

)
+ gv

0(x, t),

(6)

where Px2 and Py2 are the second Haar wavelet integration matrices. The unkown functions defined as the initial and
boundary conditions in (2) are obtained from the exact solution as

f u
0 (y, t) = ue(a, y, t), f u

1 (y, t) = ue(b, y, t), f v
0 (y, t) = ve(a, y, t), f v

0 (y, t) = ve(b, y, t),
gu

0(y, t) = ue(x, c, t), gu
1(y, t) = ue(x, d, t), gv

0(y, t) = ve(x, c, t), gv
0(y, t) = ve(x, d, t).

(7)

Since the two equations for u in (5) need to represent the same result, equating them will yield a relation between Au
x

and Au
y . Similarly, we can arrive at the relation between Av

x and Av
y. These relations can be shown as

Au
y = R−1

y2 ·
(
Au

x · Rx2 + S u
x2 − S u

y2

)
, Av

y = R−1
y2 ·
(
Av

x · Rx2 + S v
x2 − S v

y2

)
. (8)

Given (8) and (5) one can find the needed derivatives of u(x, y) and v(x, y) as

u = A · Rx2 + S u
x2,

ux = Au
x · Rx1 + S u

x1,

uxx = Au
x · Hx,

uy = Ry1 · R−1
y2 ·
(
Au

x · Rx2 + S u
x2 − S u

y2

)
+ S u

y1,

uyy = HT
y · R−1

y2 ·
(
Au

x · Rx2 + S u
x2 − S u

y2

)
,

v = A · Rx2 + S v
x2,

vx = Au
x · Rx1 + S v

x1,

vxx = Av
x · Hx,

vy = Ry1 · R−1
y2 ·
(
Av

x · Rx2 + S v
x2 − S v

y2

)
+ S v

y1,

vyy = HT
y · R−1

y2 ·
(
Av

x · Rx2 + S v
x2 − S v

y2

)
,

(9)

where Rx1 = ∂Rx2
∂x , Ry1 =

∂Ry2

∂y and similarly S u
x1 =

∂S u
x2

∂x , S u
y1 =

∂S u
y2

∂y as well as S v
x1 =

∂S v
x2

∂x and S v
y1 =

∂S v
y2

∂y . In order to use
ordinary fifferential equation (ODE) solvers, one needs both equations in the form ut = f (u, ux, uxx, uy, uyy). From Eq.
(1) one obtains

ut =
1
R

(
uxx + uyy

)
− (uux + vuy), vt =

1
R

(
vxx + vyy

)
− (uvx + vvy). (10)

Thus substituting (9) into (10) at each time moment, one can calculate the temporal derivative and thus use ODE
solvers so solve the system of PDEs.

RESULTS AND DISCUSSION

The 2D Burgers Eqs. (1) was solved at different resolutions and different Reynolds number values. The number of
grid points on a given axis is given as N = 2J+1, where J denotes the resolution. The resolution values of J = 2, ..., 6
were considered. In the current study the resolution is kept the same on both axes. Reynolds number values R =

220, 260, 300, 340 were considered. Calculations were carried out within the domain x ∈ [0, 1], y ∈ [0, 1], t ∈ [0, 1].



The numerical results’ deviation from the exact solution (3) is shown in Table 1. The results clearly show that the
numerical results for both u as well as v are in good agreement with the exact solution. It also evident that accuracy
increases as the resulution J increases as would be expected. It is clear that the accuracy of the numerical solution
diminishes with increase of Reynolds number R, especially at low resolutions. This can be attributed to the steepening
nature of the exact solution as R increases. The slope at R = 340 can be seen in Figure 1. Given the exact solution (3),
one can see that since ve(x, y, t) = 3

2 − ue(x, y, t), the slope of v is as steep as that of v.
The computation time for results presented in Table 1 are shown in Table 2. The computational time stays

relatively low for J < 6 but rises significantly at J = 6. The number of grid points at J = 6 is 128 on both axes
and thus a system of 128 linear equations are solved at each time moment. Some of the additional time comes from
the limited amount of logical cores available in the computer the computations were run on (MATLAB’s mldivide is
multithreaded [26]).

The ability to solve equations with steep slopes makes this method a promising addition to existing pseudospec-
tral methods in areas such as solitary waves and solitons [27, 28]. With the increased accuracy provided by the recently
developed Higher Order Haar Wavelet Method in [29], Haar wavelets could prove an exciting new tool within this
area.

TABLE 1. Maximal deviation from exact solution (3) at different resolutions and Reynolds numbers for u and v

J R = 220 R = 260 R = 300 R = 340
max err. u max err. v max err. u max err. v max err. u max err. v max err. u max err. v

2 0.0345186 0.0420620 0.0614871 0.0684815 0.1153377 0.1193631 0.2178892 0.2274026
3 0.0065951 0.0089431 0.0102949 0.0134474 0.0153208 0.0185581 0.0230894 0.0253803
4 0.0018286 0.0015675 0.0026377 0.0025030 0.0035963 0.0036502 0.0046713 0.0052699
5 0.0006597 0.0006814 0.0007456 0.0007940 0.0009196 0.0009025 0.0010940 0.0010823
6 0.0005707 0.0005707 0.0005952 0.000595 0.0005832 0.0005974 0.0005858 0.0006499

TABLE 2. Calculation time for numerical results presented in Table 1
J = 2 J = 3 J = 4 J = 5 J = 6

R = 220 0.0468 0.0856 0.1573 0.7622 10.3037
R = 260 0.0471 0.0705 0.1370 0.5511 8.1181
R = 300 0.0424 0.0657 0.1340 0.6494 7.2962
R = 340 0.0362 0.0636 0.1218 0.4498 5.9679

CONCLUSION

The HWM was adapted for solving the 2D Burgers equation. The numerical solutions for both u and v were shown
to be in good agreement with the exact solution, even at relatively steep slopes. Thus the HWM was shown to be
adequate for solving the 2D wave propagation problem. Use of the higher order Haar wavelet method introduced in
[29] is the next planned step in order to further increase the accuracy of the numerical solution.
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