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1. INTRODUCTION 
 

1.1 Background 

 
Enormous progress has been done in the weather forecasting during the second 
half of the 20th century due to the advent of powerful computers and launching 
meteorological satellites. Before the 1940s, the meteorologists forecasted weather 
with the aid of typical weather patterns, assuming that the forecast could be given 
on the basis of the formerly observed evolution of similar patterns over time. 
Meteorological data used for initiation of the forecast were sparse and situation in 
the upper layers of the atmosphere could be estimated only by means of 
radiosoundings and balloons. Although it was already clear that the weather 
forecast can be regarded as a physical problem, the calculation power was too 
weak to solve the complicated system of equations. 

Unprecedented development of computer technology contributed to 
development of numerical weather prediction (NWP) models and introducing 
them into operational weather forecasting, offering a tool for giving the weather 
forecasts for several days ahead and even longer. Nowadays, the usage of different 
types of NWPs such as global models or limited area models and even ensemble 
of NWP models speeds up everyday work of operational forecaster and give an 
excellent opportunity to make more accurate forecast of atmospheric flow.  

One of the important aspects playing vital role in NWP accuracy is the quality 
and accessibility of observational data. Regular surface-based observations, 
radiosonde data and the data from ships, buoys and lightships are the basic in situ 
observations used as the input of NWP models. In addition to surface-based 
measurements, global observations from satellites started in the 1960s. It is widely 
known that satellite measurements offer the best spatial coverage to describe 
properties of the underlying surface and atmosphere. This is especially important 
in marine areas where in situ measurements are rather sparse.  

This work is focused on wind scatterometers – the instruments on polar-
orbiting satellites that are used to infer data on wind speed and wind direction 
from the radar measurements of the sea surface. They rely for their operation on 
the fact that winds blowing over the sea influence the radar backscattering 
properties of the surface in a manner that is related to wind speed and wind 
direction (Stoffelen, 1998; Portabella, 2002). Wind stress over the ocean generates 
ripples and small waves, which roughen the sea surface, therefore modify the radar 
cross section (0) of the ocean surface and hence the magnitude of backscattered 
power (Lungu and Callahan, 2006). 
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1.2 Scatterometers and their evolution  
 

The first scatterometer launched into space was the National Aeronautics and 
Space Administration (NASA) SeaSat-A Scatterometer System, SASS that flew 
in 1978 for three months. SASS had four antennas, two on both sides of the 
satellite. Each set of two antennas covered a swath; one to the right of the sub-
satellite (ground) track and one to the left. In the horizontal plane, the fore and aft 
beams were pointing at respectively 45° and 135° with respect to the ground track 
(Stoffelen, 1998). In spite of its short period of the measurements, the preliminary 
assessment of the SASS data assimilation into the global NWP forecast 
experiments studied by Yu and McPherson (1984) showed that the influence of 
scatterometer winds was beneficial, especially in the Southern Hemisphere, where 
the number of marine observations is limited. 

The next scatterometer launched in 1996 was the NASA Scatterometer 
(NSCAT) on Japanese Advanced Earth Observation Satellite (ADEOS) and the 
basic difference from SASS was that this time a beam was added in between the 
fore and aft beams to both sides of the swath. The two additional measurements 
helped to resolve a unique wind vector solution (Stoffelen, 1998). Somewhat later, 
after the loss of NSCAT scatterometer, in 1999 a new scatterometer SeaWinds on 
Quick Scatterometer (QuikSCAT) satellite was launched. SeaWinds 
scatterometer measured globally marine winds for nearly ten years, it was the first 
satellite that operated for such a long time and for a wide swath (about 1800 km) 
giving a good opportunity to make climatological overview of marine winds. The 
main difference of SeaWinds from previous instruments lays on the technique of 
measurement. SeaWinds was the first pencil-beam scanning scatterometer making 
circular measurements near the ocean surface and therefore making the 
measurements on a wider swath.  

The next AMI (Advanced Microwave Instrument) scatterometer was a fan-
beam instrument operated at C-band (5.6 GHz) on ERS-1 (European Remote-
Sensing Satellite) and ERS-2, launched in 1991 and 1995 respectively by ESA 
(European Space Agency). AMI used a similar principle of work as NSCAT, 
however, with antennas on either sides of the nadir track. In continuation of AMI 
measurements, the ASCAT (Advanced Scatterometer) was successfully launched 
by ESA and European Organization for the Exploitation of Meteorological 
Satellites (EUMETSAT) in 2006 and 2012 on board of (Meteorological 
Operational) MetOp-A and MetOp-B satellites and presently work operationally.  

In 2009 the Indian Space Research Organization (ISRO) launched a Ku-band 
OSCAT scatterometer on Oceansat-2 which was aimed to enlarge data coverage 
of the ASCAT satellite swaths. Unfortunately, the OSCAT finished its work in 
February 2014 due to irrecoverable instrument failure. Today the newest 
scatterometer RapidScat with a similar measurement technique as OSCAT started 
its operational dissemination in May 2015. The RapidScat instrument is a 
conically scanning pencil-beam scatterometer that operates at Ku-band (13.5 
GHz). The RapidScat is a speedy and cost-effective replacement for the NASA 
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SeaWinds instrument, which provided a decade-long ocean wind vector 
observations. The RapidScat observation swath of approximately 1100 kilometres 
covers the majority of the oceans between 56° north and south latitude in 48 hours 
(Verhoef and Stoffelen, 2015).  

 
1.3 SeaWinds scatterometer on QuikSCAT 
 

1.3.1 Overview and measurement technique 

 

The SeaWinds scatterometer was an active microwave instrument launched 19 
June 1999 on board of polar-orbiting QuikSCAT satellite, operated by Jet 
Propulsion Laboratory (JPL) and managed by NASA. Throughout its long 
operational lifetime (19 June 1999 - 23 November 2009) the SeaWinds  
measurements have helped in the estimation of the intensity of tropical storms, in 
determining the radial extent of winds of tropical storm force in tropical storms 
and hurricanes, and in locating circulation centres for tropical depressions and 
tropical storms (National Research Council, 2007). The QuikSCAT data were not 
only used for tropical storms detection, but globally in everyday operational 
marine forecasting and warning systems, NWP models and in detection of low-
pressure systems at high-latitudes.  

The SeaWinds instrument was a conical-scanning pencil-beam scatterometer 
that used a rotating 1-meter dish antenna with two spot beams, a horizontally-
polarized (H-pol) beam and a vertically-polarized (V-pol) beam at incidence 
angles of 46º and 54º respectively, that swept in a circular pattern (Fig. 1.1). The 
antenna radiated microwave pulses at a frequency of 13.4 GHz (Ku-Band) across 
a 1800-km-wide swath centred on the spacecraft’s nadir sub-track, making 
approximately 1.1 million 25-km ocean surface wind vector measurements and 
covering 90% of the Earth’s surface every day (Portabella and Stoffelen, 2002).  

The backscatter (0) signals measured by SeaWinds were collected over 
special equidistant wind vector cells (WVCs) with grid resolution of 25 x 25 km 
and 12.5 x 12.5 km. In the standard QuikSCAT data product, slices from 
overlapping current and previous across-track sweeps of the radar beam were then 
combined and averaged to provide 25 km by 25 km WVC. The output was not 
used if any part of the field of view was contaminated by land, so the QuikSCAT 
wind data were masked within 30 km of the coast (Pickett et al., 2003). The high-
resolution 12.5-km Level 2B winds were produced from the “slices” of the 
ellipsoidal instantaneous antenna footprint with a simplified backscatter averaging 
scheme and different land contamination criteria that was particularly useful to 
resolve the coastal winds (Tang et al., 2004).  
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Figure 1.1. SeaWinds viewing geometry (Spencer et al., 2000).  
 

1.3.2 Data processing  
 

In order to extract wind velocity from the backscatter (0) signal, one must know 
the relationship between 0 and near-surface winds – this relationship is known as 
the geophysical model function (GMF) (Lungu and Callahan, 2006). The GMF 
was used to transform SeaWinds backscattered signals from the sea surface into 
wind speed and wind direction at each WVC. Multiple measurements at different 
azimuth angles were performed in order to remove the ambiguities appeared after 
the measurements. The wind retrieval algorithm computed a set of wind vectors 
together with their relative likelihoods for each WVC. According to the Bayes’ 
theorem, the Maximum Likelihood Estimation (MLE) value represented the 
probability of a trial wind vector (solution) being the “true” wind, the SeaWinds 
optimization technique consisted of looking for the minima, which represented 
the local solutions with maximum probability (Portabella and Stoffelen, 2004). 
The MLE incorporated the NWP, by the National Centers of Environmental 
Prediction (NCEP), output as the initial field, or “first guess”, to choose the best 
solution (nudging technique). The NWP wind field was spatially interpolated: 2.5° 
resolution 1000 mb (≈100 m) global data analysis model outputs closest in time 
to the QuikSCAT pass (Sharma and D’Sa, 2008). It should be noted that NWP 
winds, used in ambiguity removal algorithm are about 100 m above the sea level 
while the QuikSCAT winds are 10 m neutral winds, such difference in reference 
heights may bring along some uncertainty. The QuikSCAT neutral winds were 
defined as the equivalent winds obtained with the stress and roughness length 
consistent with the atmospheric stratification when the stability adjustment was 
set to zero (Nghiem et al., 2004).  
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In addition to general ambiguity removal, some special techniques were 
applied for the wind direction retrieval due to ambiguities appeared at different 
viewing angles. The specification of pencil-beam measurements is that the 
azimuth angle “mix” of the 0 measurements going into the wind retrieval is not 
constant, but varies from nadir out to the edge of the swath. Near nadir the forward 
and aft measurements are approximately 180 degrees apart, while at the extreme 
edge of the swath the azimuth angle between the measurements approaches 0 
degrees. Thus, the wind retrieval performance of SeaWinds varied as a function 
of the distance from the nadir track, in general being optimum when the azimuth 
differences of the measurements are near 90 degrees (Tsai et al., 2000). As a 
result, near nadir, due to non-optimal measurement geometry, there was a marked 
decrease in directional accuracy even when ambiguity removal worked correctly. 
Two algorithms were developed in order to improve the wind directional 
accuracy: direction interval retrieval (DIR) to address the nadir performance issue, 
and threshold nudging (TN) to improve ambiguity removal at far swath (Stiles, 
1999). Both algorithms worked independently and were used together to obtain 
the (DIRTH) solutions in the Level 2B product (Lungu and Callahan, 2006). More 
information about the DIRTH algorithm can be found in the manuscript of Stiles 
(1999).  

 

1.3.3 Rain contamination 
 
Rain is known to both attenuate and backscatter the microwave signal, 

affecting the quality of wind measurements. Raindrops are small compared to 
radar wavelengths and cause Rayleigh scattering (inversely proportional to the 
fourth power of the wavelength) (Portabella and Stoffelen, 2002). In presence of 
large raindrops the impact is higher and the „splashing“ effect occurs. The 
roughness of the sea surface is increased because of splashing due to raindrops. 
This increases the radar backscatter (0) signal, which in turn will affect the 
quality of wind speed (positive bias due to 0 increase) and direction (loss of 
anisotropy in the backscatter signal) retrievals (Portabella and Stoffelen, 2002). In 
addition, as the rain rate increases, the space-borne instrument sees less and less 
of the radiation emitted by the surface, and increasingly sees the radiation emitted 
by the rainy layer that becomes optically thick due to volumetric Rayleigh 
scattering (Portabella and Stoffelen, 2002).  

Several algorithms were developed to detect rain-contaminated data for rain-
flagging: Normalized Object Function (NOF) Rain Flag (Mears et al., 2000) and 
Multidimensional Histogram (MUDH) Rain Flag (Huddleston and Stiles, 2000). 
Both techniques are included to detect rain contamination in the QuikSCAT Level 
2B data, however, the impact-based MUDH (IMUDH) algorithm is used in 
processing of Level 2B JPL data, NOF is incorporated as additional parameter 
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into wind dataset (Lungu and Callahan, 2006). The new IMUDH rain probability 
does not flag a specific rain rate, but shows the likelihood that the wind speed is 
perturbed by more than 2 m s-1 or in the wind direction by more than 15 degrees. 
The previous MUDH showed the probability of encountering a columnar rain rate 
that is greater than 2 km*mm h-1 (Lungu and Callahan, 2006). The primary 
improvement of IMUDH over MUDH is in the reduction of the overflagging of 
strong wind speeds and the removal of swath artefacts including overflagging in 
the outer swath (Lungu and Callahan 2006). Instead of flagging for rain IMUDH 
algorithm flag detects rain contamination of wind data and as a result flags fewer 
high winds and fewer overall (Stiles et al., 2006). In addition, the NOF rain flag 
validation by (Mears et al., 2000) showed that NOF rain flag removes erroneous 
wind vectors almost as effectively as SSM/I (Special Sensor Microwave Imager 
for rain rate measurements) collocated rain measurements, but does not require 
the SSM/I collocated measurements.  

In general, rain contamination of QuikSCAT data causes two main effects, 1) 
higher derived wind speeds in low wind fields and 2) the presence of wind vectors 
turned perpendicular to the satellite track in high wind and rain locations (referred 
to as cross-track winds) (Smith et al., 2002). These two indicators of wrong wind 
speed and wind direction are used in operational forecasting when the rain-
flagging technique is turned off to get more wind observations inside tropical or 
extra-tropical cyclones.  
 

1.3.4 Data quality 
 

The QuikSCAT wind data are in general of high quality, however, the accuracy 
of scatterometer winds can be affected by different factors, such as land, ice and 
rain contamination, very strong or very weak winds. The accuracy of QuikSCAT 
25-km product is required to have a root mean square error (RMSE) less than 2 m 
s-1 in wind speed interval 3–30 m s-1 or 10% in the interval 20–30 m s-1, the wind 
direction RMSE (root mean square error) is required to be less than 20 degrees 
(3–30 m s-1) (Lungu and Callahan, 2006). The buoy comparison with 25-km 
QuikSCAT winds by Stoffelen et al. (2010) show similar results. The QuikSCAT 
winds weaker than 3 m s-1 or stronger than 30 m s-1 are generally flagged as “low” 
or “high” wind speed. At light winds for example, the uncertainties of wind 
retrievals are higher as the smoother sea surface appears more as a reflector than 
a scatterer. Direction errors decrease with increasing wind speed (Hoffman and 
Leidner, 2005), therefore, it is not recommended to analyse winds weaker than 1 
m s-1.  
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1.4 ASCAT scatterometer on MetOp 
 

1.4.1 Overview and measurement technique  
 

The ASCAT is the real aperture radar on MetOp-A (launched on 19 October 2006) 
and MetOp-B (launched on 17 September 2012) satellites that successfully 
measure global marine winds near the sea surface. The main application foreseen 
is the assimilation of those winds into NWP models. Furthermore, its dense 
coverage makes the winds useful for direct use by operational weather forecasters 
when performing the necessary real-time interpretation of NWP model results to 
elaborate a forecast (Figa-Saldaña et al., 2002). In addition to marine wind 
measurements, the ASCAT measures the soil moisture on the land surface, and 
indirectly such land surface variables as snow cover fraction, frozen land surface 
fraction, vegetation can be estimated (Bartalis et al., 2008).  

As the SeaWinds instrument, the ASCAT gives information about the wind 
speed and wind direction at 10 m height. Calculations of the wind parameters at 
the height of 10 m are chosen for better validation with in situ wind measurement 
and the wind retrieval from NWP models. In contrast to the SeaWinds instrument, 
the ASCAT operates at the frequency of 5.255 GHz (C-band) which makes it 
rather insensitive to rain (OSI-SAF Project Team, 2013). The data are also 
organized into WVCs with the same grid spacing of 12.5 km (spatial resolution of 
25 km) and with a grid spacing of 25 km (spatial resolution of 50 km) across and 
along two 550-km wide swaths on both sides of the nadir track. Unlike the 
SeaWinds instrument, the ASCAT fan-beam measurements are provided in three 

azimuth directions – fore, mid and aft respectively (Fig. 1.2) pointing 45◦, 90◦ and 

135◦ away from the satellite propagation vector, to resolve the wind direction and 
speed (OSI-SAF Project Team, 2013).  
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Figure 1.2. The ASCAT Scatterometer Coverage.  
Source: COMET® http://www. moisturemap.monash.edu.au/aaces/aaces-1/ascat.php; 
accessed 28 April 2010  
 

1.4.2 Data processing  
 

Processing of the ASCAT measurements leads to the generation of two main 
products: (1) ASCAT Level 1b data that consist of rows of nodes along-track, 
containing σ0 estimates (three values, one from each beam within a swath), with a 
fixed node grid across the swath; and (2) ASCAT Level 2 data that contain values 
of wind speed and direction retrieved on a node by node basis from the 0 triplets 
(Figa-Saldaña et al., 2002). The Level 1b data processing lies in the spatial 
averaging of all available 0 measurements into WVCs performed by 
EUMETSAT ground segment. The ASCAT Level 2 data are processed and 
distributed in near real-time jointly by the EUMETSAT Ocean and Sea Ice 
Satellite Application Facility (OSI SAF) and Advanced Retransmission Service 
(EARS) ground system, both implemented at the Royal Netherlands 
Meteorological Institute (KNMI). The quality control (QC) of the ASCAT data is 
carried out during the wind retrieval process by KNMI.  

In the wind retrieval the CMOD5.n GMF for calculating equivalent neutral 
winds is used (Verhoef and Stoffelen, 2014). For each scatterometer measurement 
it shows the wind speed solution as a function of all possible wind directions. 
Given the basic harmonic wind direction dependency of the backscatter signal, 
four solutions exist in this general case (Stoffelen, 1998). Each wind ambiguity is 
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characterized by a solution probability that is determined on the basis of the 
distance-to-cone residual in the inversion. The wind ambiguities, solution 
probabilities, and prior information from the ECMWF model 10-m background 
winds are used in a 2D variational ambiguity removal procedure to produce an 
analysed surface wind field. This wind field is then used to select the wind vector 
ambiguity in each WVC that is closest to the analysis, based on vector difference, 
as the solution for the observed surface wind (De Haan et al., 2013). Finally, the 
backscatter measurements, wind ambiguities, scanning geometry, and wind vector 
solution flag, among others, are made available in the ASCAT Wind Product. The 
observations flagged as rain or land contaminated, or sea-ice contaminated are 
eliminated from observations (OSI-SAF Project Team, 2013).  

 

1.4.3 High resolution winds 
 

The high resolution ASCAT 12.5-km Wind Product is very important for 
detecting the mesoscale processes over the marine areas, however more random 
wind noise is expected. Noise reduction is beneficial and further progress is being 
made by implementing the so-called Multiple Solution Scheme (MSS) (Portabella 
and Stoffelen, 2004). It was noted by the authors that the improved verification of 
MSS is mainly due to the reduction of occasional erratic noise; coherent mesoscale 
structures remain present and become more visible due to the noise reduction.  

Another development of 12.5-km ASCAT Wind Product is the Coastal Wind 
Product that was aimed to make the wind measurements closer to the coastal area 
and the narrow marine areas. The main difference in processing of the Coastal 
ASCAT 12.5-km Wind Product lies in the backscatter averaging procedure. The 
full resolution backscatter data are averaged using a spatial box filter rather than 
the Hamming filter that is used in the spatial averaging of the σ0s of the nominal 
Level 1 products, in more detail described by Verhoef and Stoffelen (2011). 
During the averaging only those full resolution σ0s are used that are placed entirely 
over sea (OSI-SAF Project Team, 2013). As a result, the box-averaging technique 
makes it possible to retrieve marine winds about 15 km off the coast, while the 
former product gave information only 35 km off the coast.  

The ASCAT Coastal Wind Products operated in testing mode on MetOp-A 
since 2011. Validation with buoy data and with triple collocated data showed that 
the error characteristics of the coastal product are very similar to those of the 
operational 12.5-km product (Verhoef and Stoffelen, 2011). As a result, since the 
end of April 2015 the global MetOp-A Hamming window based 12.5-km Wind 
Product discontinued its measurements and was totally replaced by the ASCAT 
Coastal 12.5-km Wind Product. For Metop-B the ASCAT Coastal 12.5-km Wind 
Product is produced from the beginning of operation.   
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1.4.5 Data Quality  
 

The accuracy of the ASCAT winds is validated against in situ wind measurements 
from buoys, platforms or ships, and against NWP data. The performance of the 
products issued by the OSI SAF and the EARS is characterized by a wind 
component RMS (Root Mean Square) error smaller than 2 m s-1  and a bias of less 
than 0.5 m s-1 in wind speed (OSI-SAF Project Team, 2013). According to 
Gelsthorpe et al. (2000), determination of speeds in the range 4–24 m s-1 with an 
accuracy of 2 m s-1 (or 10%) and directions with an accuracy of ±20 degrees is 
required. As reported by OSI SAF (2013), both MetOp-A and MetOp-B ASCAT 
winds have expected the following accuracy (compared with buoy data): the wind 
speed bias of -0.02 m s-1  for MetOp-A and 0.05 m s-1 for MetOp-B, the standard 
deviation is 1.78 m s-1 for MetOp-A and 1.80 m s-1 for MetOp-B, respectively. 
Buoy collocations and a triple collocation study made by Verspeek et al. (2013) 
show also that there are no significant differences in wind quality between the 
ASCAT-A and ASCAT-B wind products and therefore both data sets can be 
successfully used in operational work or in the data assimilation procedure.  
 

1.5 Motivation and objectives 

 
The primary mission of scatterometers is to provide operationally the users with 
the sea-surface wind measurements in marine areas over the globe. The main 
applications of scatterometer data are operational nowcasting and assimilation of 
marine winds into NWP models (Figa-Saldaña et al., 2002; Stoffelen et al., 2013). 
The use of scatterometer observations in data assimilation systems can extend 
their usefulness substantially and lead to improved sea level pressure analyses, 
improved upper air analyses of both wind and geopotential, and improved short 
and extended-range numerical weather forecasts (Atlas et al., 2001). 

Most prominent weather centres such as ECMWF (European Centre for 
Medium-Range Weather Forecasting), Met Office (UK's national weather 
service), Japan Meteorological Agency and Environment Canada already use the 
ASCAT data in the data assimilation process. The ECMWF was the first centre 
that assimilated the ASCAT winds into the global NWP model in 2007 and 
showed positive effect on forecast skills, especially over the Southern Hemisphere 
where the number of marine observations is limited. In addition, for ocean waves 
significant positive impact was observed in the tropics (Hersbach and Janssen, 
2007).  

The impact of the ASCAT data assimilation into numerical models is mainly 
analysed for global models and in general, the impact is neutral to positive 
(Takashi, 2010; Bi et al., 2010; Payan, 2010; Hesbach and Jannsen, 2007). More 
recent studies of scatterometer data assimilation into the ECMWF model by De 
Chiara et al. (2014) also show positive effect after the ASCAT data assimilation 
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from both MetOp satellites together with OSCAT winds. In addition, Cotton 
(2013) evaluated the impact of the ASCAT data measured from both satellites into 
the global model in Met Office. To better exploit data from parallel ASCAT 
measurements, a new thinning scheme is proposed. 

For limited area models several studies by Ollinaho (2010), De Valk (2013) 
and De Haan et al. (2013) showed positive to neutral impact on the forecasts of 
the HIRLAM (High Resolution Limited Area Model), which serves as the main 
NWP platform for short-range (up to three days) operational weather forecasting 
and NWP applications in many European countries. Valkonen and Schyberg 
(2015) assessed the impact of the ASCAT assimilation into the HARMONIE 
(Hirlam Aladin Regional/Mesoscale Operational NWP In Europe) model in case 
of severe storms and showed slight improvement of the forecasts in comparison 
with observations over land. 

Because of the scarcity of marine wind observations in the Baltic Sea region, 
Estonian Weather Service is interested, first of all, in the quality of scatterometer 
winds as a complementary data source for weather and climate analyses over the 
sea. In addition, operational ASCAT measurements can be used as a possible 
solution for the operational monitoring of marine winds. This is of vital 
importance for the storms warnings, as the network of coastal weather stations is 
insufficient for assessing weather conditions over the sea. The potential of 
ASCAT wind measurements is also foreseen in improving the HIRLAM forecasts 
by assimilation scatterometer winds. 
 
The main objectives of this thesis are: 
 

 To verify the quality of scatterometer data in a relatively closed Baltic Sea 
region by comparing scatterometer winds with surface-based 
measurements on the islands and to study wind climatology in the Gulf of 
Riga, where combination of high sea level and strong wind may cause 
destructive floods (Suursaar et al., 2006). In addition, this study is 
supported by the GORWIND (The Gulf of Riga as a Resource for Wind 
Energy) Project to study the wind energy resources in the gulf.  

 To verify the quality of the ASCAT winds in the Baltic Sea region by 
comparing instantaneous ASCAT measurements with the HIRLAM wind 
forecasts. The comparison also aims to assess the quality and uncertainty 
range of both the HIRLAM NWP model predictions and the ASCAT 
measurements. The quality of the HIRLAM wind forecasts in marine 
areas are of special interest, as its output is often used for driving marine 
models in operational forecasting and hindcasting regimes.  

 To perform the ASCAT data assimilation into operational HIRLAM (in 
Estonian Weather Service) and to compare the model behaviour with and 
without data assimilation.  

 To assess the impact of the ASCAT data assimilation into the HIRLAM 
in some cases of severe storms as the impact in such cases is expected to 
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be more evident. Accurate calculations of the HIRLAM with the ASCAT 
data assimilation may improve the quality of severe weather forecasts, 
which is of great importance for the society.  

  



21 

ABBREVIATIONS 
 

2D    Two-dimensional 
ADEOS   ADvanced Earth Observation Satellite 
3DVAR   Three-Dimensional Variational data assimilation 
AIREP    AIRcraft REPorts 
AMI    Advanced Microwave Instrument 
AMO    Assimilated Marine Observations 
ASCEXP   Experiments with ASCAT data assimilation   
ASCII    American Standard Code for Information Interchange   
ATS-1    Applications Technology Satellite 
BSH  Federal Maritime and Hydrographic Agency of 

Germany  
C-band    4.0–8.0 GHz electromagnetic spectrum frequency range 
DIR    Direction interval retrieval  
DIRTH   Direction interval retrieval threshold nudging 
DRIBU   Drifting Buoys 
EARS    EUMETSAT Advanced Retransmission Service 
ECMWF   European Centre for Medium-Range Weather Forecasts  
ERS    European Remote-Sensing Satellite 
ESA    European Space Agency 
EUMETCast  EUMETSAT’s Digital Video Broadcast Data 

Distribution System  
EUMETSAT  European Organisation for the Exploitation of 

Meteorological Satellites 
FGAT    First Guess at Appropriate Time 
GMF   Geophysical Model Function 
GORWIND   Gulf of Riga as a Resource for Wind Energy project 
HDF    Hierarchical Data Format  
HIRLAM   HIgh Resolution Limited Area Model  
H-pol    Horizontally polarized beam 
IMO    Independent Marine Observation  
IMUDH   Impact-based MUDH algorithm 
ISRO    Indian Space Research Organization  
JPL    Jet Propulsion Laboratory 
KNMI    Royal Netherlands Meteorological Institute  
Ku-band   12.0–18.0 GHz electromagnetic spectrum frequency 
MARNET  MARine Environmental Monitoring NETwork in the 

North Sea and the Baltic Sea 
MetOp    Meteorological Operational satellite  
MLE    Maximum Likelihood Estimator 
MSLP    Mean Sea Level Pressure  
MSS    Multiple Solution Scheme 



22 

MUDH   Multidimensional Histogram 
NASA    National Aeronautics and Space Administration 
NCEP    National Centres of Environmental Prediction   
NOF    Normalized Object Function  
NSCAT   NASA Scatterometer 
NWP    Numerical Weather Prediction 
O–A    In situ Observation minus HIRLAM Analysis  
O–B    ASCAT Observation minus HIRLAM Background 
OSCAT   Oceansat-2 scatterometer 
OSE    Observing System Experiments 
OSI SAF   Ocean and Sea Ice Satellite Application Facility 
PILOT    Pilot-balloon stations 
PO.DAAC  Physical Oceanography Distributed Active Archive 

Centre 
QC    Quality Control 
QuikSCAT   Quick Scatterometer  
REFEXP   Experiments without ASCAT data assimilation  
RMS    Root Mean Square 
RMSD    Root Mean Square Deviation 
RMSE    Root Mean Square Error 
SASS    SeaSat-A Scatterometer System 
SHIP    Synoptic observations from ships 
SMHI    Swedish Meteorological and Hydrological Institute  
SSM/I    Special Sensor Microwave Imager 
STDEV   Standard deviation 
SYNOP   Surface synoptic stations  
TEMP    Upper air soundings 
TIROS-1   Television and Infrared Observational Satellite 
TN    Threshold Nudging   
UK    United Kingdom 
UTC    Coordinated Universal Time  
V-pol    Vertically polarized beam 
WVC    Wind Vector Cell 
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2. DATA AND METHODS  

 
2.1 QuikSCAT data 

 
For the study of marine wind climatology in the relatively small basin as the Gulf 
of Riga, it was necessary to use the high-resolution winds with the longest period 
of measurements. For this purpose 12.5-km gridded ocean wind vectors were 
obtained from the Physical Oceanography Distributed Active Archive Centre 
(PO.DAAC) (http://podaac-ftp.jpl.nasa.gov/OceanWinds/quikscat/L2B12). 
Before the analysis, it was necessary to convert data from Hierarchical Data 
Format (HDF) to ASCII (by Fortran program provided with PO.DAAC dataset). 
Changes in the wind direction were also necessary due to non-conventional wind 
direction detection of the QuikSCAT winds. For example, in the QuikSCAT data 
the wind direction of 0° means the northward wind instead of meteorological 
northerly direction.  

At the first step of the wind data analysis, the wind vectors were selected 
geographically (57º N–58.5º N, 22.5º E–24.5º E). The period of acquired data is 
1999–2009, however, the year 2003 was eliminated due to the large amount of 
missing values. In addition, the year 1999 started on the 1st of August and the year 
2009 lasted till the end of October. The measurements in the Gulf of Riga were 
from two time intervals: 02–04 UTC and 16–18 UTC. Then, scatterometer data 
were filtered out by quality flags at each WVC.  

The winds used for this study are with a good 0 values for wind retrieval 
(Lungu and Callahan, 2006), without presence of ice, but in some cases with the 
land contamination. Although the Coastal Flag presence means that some portion 
of the WVC is over the land and it may indicate noisy wind measurements, 
elimination of this data significantly reduces the number of data points in the small 
area near the coastline. The difference when using high-resolution (12.5 km) data 
is that the slice data may not fall on land while another fraction or part of the cell 
data may fall on land. Thus, the high-resolution data have a lesser impact due to 
land effects and can be used to obtain winds closer to land (Nghiem et al., 2004).  

Next, the data with Low Wind Speed Flag (less than 3 m s-1) and High Wind 
Speed Flag (greater than 30 m s-1) were eliminated due to some factors influencing 
the quality of data mentioned before. As to the rain contamination, two methods 
were used: 1) conservative elimination of all rain-contaminated data detected by 
IMUDH algorithm and 2) more lenient filtering of rain-contaminated data. For 
filtering the wind data by the strict criteria, the IMUDH algorithm was used that 
can provide a reasonably accurate estimate of the probability of the rain and the 
rain probability is detected. For more lenient rain filtering special thresholds were 
used: MUDH less than 0.2 and NOF index less than 50 as done by Kleiss et al. 
(2010). A more lenient method was used to increase the number of data points, 
especially for the northern part in the Gulf or Riga. The coverage of QuikSCAT 
measurements for all period with strict criteria are shown in Figure 2.1(a) and with 
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more lenient criteria in Figure 2.1(b). The total number of data points in the Gulf 
of Riga with more lenient criteria is shown in Paper I, Table 1.  

 

 

Figure 2.1. The coverage of QuikSCAT measurements for January 1999–2009 with strict 
criteria (a) and more lenient criteria (b).  
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2.2 ASCAT data  

 
In the first study, which is focused on the comparison of the ASCAT 
measurements with the HIRLAM forecasts, the EARS ASCAT 12.5-km gridded 
wind speed and wind direction from MetOp-A were obtained during the two-
month period of 01.10 – 03.12.2009. The ASCAT measurements were collected 
from the Baltic Sea region (55N – 62.3N, 14.5E – 27.8E). The measurements 
in this area were made only 13 times per day and in the time interval about 17–
20 UTC. For the comparison of the ASCAT and HIRLAM winds, the time of the 
ASCAT data measurements had to be collocated with time of the HIRLAM wind 
forecasts. If the ASCAT measurements, performed in the selected area were 
available more than once per day, the ASCAT data were chosen with the minimal 
time difference between NWP model and the ASCAT winds (less than one hour). 
The ASCAT Level 2 data were received via the EUMETCast service in BUFR 
format, decoded and then converted into the ASCII format by the software 
developed at KNMI.  

In the second study, which is aimed to assess the impact of the ASCAT data 
assimilation into the HIRLAM, the ASCAT measurements in cases of severe 
storms of 2013 were chosen. Unlike the first study, here both the ASCAT-A and 
ASCAT-B 25-km gridded Level 2 data were used for assimilation into the 
HIRLAM. As the coverage of the EARS ASCAT data in the HIRLAM 
assimilation window is not uniform during the day, it was decided to study the 
HIRLAM analyses at 12 UTC and 18 UTC. In selected analyses the HIRLAM 
domain is more densely filled with the ASCAT data (Fig. 2.2). In recalculations 
of the HIRLAM analyses, the ASCAT measurements from previous day before 
each case of severe storm were used to avoid the “cold start” in the analysis.  

The ASCAT Level 2 data, used in both studies, include the information on the 
backscatter measurements, selected wind solution from calculated ambiguous (up 
to four) wind solutions, scanning geometry, and the WVC quality flag in case of 
poor data quality (too large inversion residual, or too high noise value in the input 
product such as sea-ice or land contamination) among others. The procedure and 
improvements of the QC performed at KNMI are described in more detail by 
Portabella et al. (2012). 
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Figure 2.2. Coverage of the EARS ASCAT overpasses in HIRLAM assimilation windows 
at 12 UTC and 18 UTC 28.10.2013 (a,b), 01.12.2013 (c,d), 05.12.2013 (e,f). The ASCAT 
winds in the HIRLAM analysis (after data assimilation) 01.12.2013 at 18 UTC (d): grey 
dots represent the ASCAT measurements rejected after quality control, probably due to 
proximity to the land. Three and/or four digit numbers show the ASCAT overpass time in 
UTC.  
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2.3 Severe storms cases  

 
Three different cases of severe storms in 2013 are selected to study the impact of 
the ASCAT measurements on the HIRLAM analysis output with the emphasis of 
the impact on the storm initialization accuracy. The storm cases are chosen to 
contain the highest possible density of the ASCAT stormy wind measurements 
(over 15 m s-1) in the marine areas of the HIRLAM modelling domain (Fig. 2.2), 
where the impact of the ASCAT data is expected to be visible. 

The first study case is the strong storm on October 28, 2013 named in 
Germany “Christian”, in Denmark “Allan”, and in UK “St Jude” that moved 
across northern Europe and caused massive damages and interruptions. The 
impact of the storm was considerable. At least 15 people perished, a large number 
of trees were blown down, power supply broke down, train connections were 
interrupted, streets were impassable, and the Øresund Bridge between Denmark 
and Sweden had to be closed (Storch et al., 2014). In Germany, peak wind speeds 
ranking 11 (28.5– 32.6 m s-1) and 12 (≥ 32.7 m s-1) on the Beaufort scale (Bft) 
were observed at many stations along the coasts of the North and the Baltic Sea 
as well as further inland, with a maximum of 47.7 m s-1 at St Peter Ording, a 
location facing the North Sea (Storch et al., 2014).  

The second stormy wind situation on December 1, 2013 observed in the 
current study was not as dramatic as the event in October, but the storm took place 
in the Baltic Sea region and it was possible to analyse the impact of the ASCAT 
winds for the closed marine area near the Baltic countries. 

The third interesting case is the severe storm Xaver on December 5, 2013, 
where the ASCAT measured widely the winds over 20 m s-1 indicating high power 
of the storm. The storm moved across northern Europe and caused severe winds 
with gusts of hurricane force across northern Germany and at higher sites. 
Shipping and rail traffic was shut down in several places and flights were 
cancelled. In addition, dangerous street conditions and road accidents affected by 
the storm Xaver were reported in other European countries. More than 10 people 
died Europe-wide due to the storm (Deutschländer et al., 2013).  

 

2.4 Surface-based measurements  

 
For the comparison of the SeaWinds scatterometer winds with surface-based 
measurements two wind observational stations located in marine area of the Gulf 
of Riga were used during the same period as the QuikSCAT measurements. 
Observational stations are located on the islands Kihnu (58º 06' N, 23º 58' E) and 
Ruhnu (57º 47' N, 23º 15' E) as it is shown in Figure 2.1. The winds are reported 
every 3 hours at 00, 03, 06, 09, 12, 15, 18 and 21 UTC. The wind speed is 10-
minute average value before the observation time and the wind direction is a 2-
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minute average accordingly. Data were drawn from the archives of Estonian 
Weather Service.  

In the impact study of the ASCAT data assimilation into the HIRLAM 
analyses, the availability of the surface-based measurements was very important. 
As the most significant impact of scatterometer observations on NWP forecasts is 
expected over sea and near coastal regions, close to where the observations are 
made (De Valk, 2013), two types of surface-based measurements located in the 
HIRLAM domain were used. Independent Marine Observation (denoted here as 
IMO) from moored buoys, lighthouses, lightships, oil platforms and from some 
marine stations, which are not used in data assimilation cycle, and Assimilated 
Marine Observations (denoted here as AMO), which belong also to conventional 
data located mainly on islands or near the shoreline. The historical IMO data from 
UK Met Office buoys, lightships and Private Industry Oil Platforms were obtained 
manually from webpage http://www.wunderground.com/MAR/ukm.html. The 
measurements from Väderöarna buoy were provided by Swedish Meteorological 
and Hydrological Institute (SMHI), wind data from the island Vaindloo from 
Estonian Weather Service, marine data from some German buoys, lighthouses and 
lightships were obtained via Marine Environmental Monitoring Network in the 
North Sea and the Baltic Sea (MARNET) 
(http://www.bsh.de/en/Marine_data/Observations/MARNET_monitoring_netwo
rk/index.jsp) and received from Federal Maritime and Hydrographic Agency of 
Germany (BSH). In addition, it was a good opportunity to use free access climate 
database http://eklima.met.no/ for marine data from Norwegian Meteorological 
Institute. All surface-based measurements used in the analysis were carried out 
mainly at 12:00 UTC and 18:00 UTC, except measurements on the Kiel lighthouse 
with 09-minute delay (at 12:09 UTC, 18:09 UTC). The overview of IMO data can 
be seen in Paper III, Table 1. 

As reported by Ingleby (2009) all selected here Private Industry Oil Platforms 
report the wind measurements adjusted to 10-meter height. In addition, marine 
winds measured in the Norwegian Sea were also adjusted to 10 meters. Marine 
winds measured from other heights were recalculated to 10 meters using the 
method described by Hsu et al. (1994), the formula is given in Paper III.  
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Figure 2.3. Geographical location of the marine wind observations in the HIRLAM 
domain. The IMO data points are marked by blue colour, AMO data points are red.  

The geographical location of IMO and AMO observations is shown in Figure 
2.3. The AMO measurements were carried out mainly on islands and chosen 
manually depending on the location from the shoreline or in case it is checked that 
the measurements can represent marine winds. However, the effects of slowing 
down the wind speed and wind turning caused by land friction should be taken 
into account. 
 

2.5 HIRLAM and data assimilation  
 
The HIRLAM is a hydrostatic grid-point model which dynamics is based on a 
semi-implicit semi-Lagrangian discretization using hybrid vertical coordinates. 
The model equations and their numerical aspects are described in more detail by 
Undén et al. (2002). HIRLAM gained operational status in Estonian Weather 
Service in 2007. At present, the Estonian Weather Service uses the HIRLAM 7.4 
version. The HIRLAM model in Estonia has two domains: operational ETA with 
the horizontal resolution of 11.1 km and the experimental ETB with the grid of 
3.3 km. Figure 2.4 illustrates the Estonian HIRLAM modelling areas and their 
geographical location. 
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Figure 2.4. HIRLAM ETA and ETB modelling areas. The geographical coordinates are 
the latitudes and longitudes in the Earth’s system with rotated poles as defined in 
HIRLAM.  
 

The boundary fields for the HIRLAM operational model are provided by 
ECMWF model. The 54-hour forecasts of the HIRLAM are calculated four times 
a day with forecast starting-points at 00, 06, 12 and 18 UTC. For the ETB domain 
the 36-hour forecasts are calculated twice a day with starting-points at 00 and 12 
UTC. To maintain the analysis cycle, 6-hour forecasts at 06 and 18 UTC are 
calculated for ETB as well. Besides its usual application as the weather prediction 
model, HIRLAM acts as the driving model for the local HIROMB (High 
Resolution Operational Model for the Baltic) marine modelling system, which is 
currently used for storm surge warnings (Služenikina and Männik, 2011).  

The current data assimilation system in the HIRLAM is 3DVAR (three-
dimensional variational data assimilation), the assimilation window is 06 hours, 
−03 hours from the analysis time and +03 hours ahead. There are some 
conventional observations generally assimilated into the local HIRLAM. The 
surface observations include the observations from synoptic stations (SYNOP), 
ships (SHIP) and from drifting buoys (DRIBU). The upper air observations 
include the measurements from radiosoundings (TEMP), aircraft reports (AIREP) 
and from pilot-balloon stations (PILOT). The overview of meteorological 
parameters assimilated into the HIRLAM can be seen from Table 2.1.  

 
 
 

 



31 

Table 2.1. Conventional observations assimilated into the HIRLAM 3DVAR system, 
where z is geopotential height, u is zonal wind component, v is meridional wind 
component, T is temperature and q is specific humidity. 

 Observation type Parameters assimilated 

Surface 

SYNOP z 

SHIP z 

DRIBU z 

Upper air 

TEMP u, v, T, q 

AIREP u, v, T 

PILOT u, v 

 

The First Guess at Appropriate Time (FGAT) is applied for both conventional 
and the ASCAT data assimilation in operational HIRLAM. Traditionally, 3DVAR 
uses only a short-range forecast valid at the analysis time to compute the 
innovations (observations minus background), however, in the FGAT option all 
short-range forecasts are taken into account in the assimilation time window, and 
for each observation the closest forecast is selected (Huang et al., 2002). This 
option helps to approximate the model analysis time with observational data 
sampled at asynoptic time and improve the accuracy of initial conditions in the 
model. However, in the HIRLAM 3DVAR such scheme is not used for in situ 
observation such as SYNOP, TEMP and PILOT data to avoid data redundancy 
associated with assumption about static observation increment (HIRLAM System 
Documentation www.hirlam.org).  

 

2.5.1 ASCAT data assimilation into the HIRLAM  
 
The algorithm of the ASCAT data assimilation is written by De Valk (2013) and 
De Vries and is optional for calculations in HIRLAM version 7.4. The principle 
of SeaWinds data assimilation is applied for the ASCAT. As the ASCAT and 
SeaWinds have different data structures, the reading routines had to be adapted. 
Once the WVC information is ingested, the consecutive steps for ASCAT and 
SeaWinds data assimilation are similar (De Valk, 2013). More detailed description 
of the SeaWinds 3DVAR assimilation algorithm is given by Tveter (2006). 

The coverage of the EARS ASCAT Level 2 data used in the HIRLAM 
assimilation window is not uniform during the day. The overpasses are quite 
sparse for HIRLAM 00 UTC and 06 UTC analysis while for HIRLAM analysis at 
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12 UTC and 18 UTC the ASCAT measurements are more densely filled with the 
ASCAT data.  

The spatial and temporal screening procedure of the ASCAT observations is 
performed before admission of the ASCAT data into the HIRLAM analysis: 
location of each WVC is compared with the HIRLAM domain and the ASCAT 
observational time should fit into the time window of a given assimilation cycle. 
Then, the WVC quality flag from the ASCAT wind product is used to ensure the 
high quality of the backscatter measurements and successful inversion. The 
ASCAT data that are flagged as land or sea ice contaminated, as well as the data 
with the wind speeds exceeding 30 m s-1 are rejected during the quality control. In 
addition, the HIRLAM checks the number of ambiguities calculated for each 
WVC and takes the wind solutions only from the WVCs where up to two 
ambiguities exist. As the ASCAT wind information consists of wind ambiguities, 
no first-guess check is carried out and, in the analysis, variational quality control 
is not active for ASCAT (De Valk, 2013). The wind vector ambiguous solutions 
at each WVC is compared with the HIRLAM background winds, and the closest 
solution is finally selected, other wind solutions are rejected in HIRLAM analysis.  
 

2.6 HIRLAM winds  

 
In the first study the ASCAT measurements were compared with the respective 
numerical predictions of the operational HIRLAM during the stormy season in 
2009. Two different resolutions of the NWP model were compared to see whether 
the resolution increase can play a significant role in forecasting over the enclosed 
Baltic Sea. The forecasts of the HIRLAM version 7.1.2 were obtained from the 
archive of operational runs at Estonian Weather Service for the same time period. 
In this study 06-hour, 18-hour and 30-hour forecasts of both ETA and ETB 
domain (Fig. 2.4) for geographical area (55N – 62.3N, 14.5E – 27.8E) were 
used. HIRLAM wind components at 10-m height were interpolated into the 
ASCAT points of measurements using the bilinear interpolation method. The bias, 
RMS deviation and correlation coefficient were calculated between the ASCAT 
and HIRLAM models for two wind speed intervals 0–22 m s-1 and 4–22 m s-1. For 
wind verification, a speed of over 4 m s-1 is often used to estimate quality 
characteristics (Gelsthorpe et al., 2000, Verspeek et al., 2007, Verhoef and 
Stoffelen, 2009); this approach was followed here also. The upper limit of the 
wind speed is the maximum wind speed during the observed period. Comparison 
of the wind data was performed through the wind speed and direction, and the 
wind velocity components, where u is the zonal and v is the meridional wind 
component. All statistical characteristics were computed on homogenized dataset. 

In the impact study of the ASCAT data assimilation into the HIRLAM 
analyses two different observing system experiments (OSE) were carried out: with 
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ASCAT data assimilated into HIRLAM (named “ASCEXP”) and without ASCAT 
data assimilation (named “REFEXP”). The OSEs were performed in selected 
HIRLAM analyses where the HIRLAM domain was more densely covered by the 
ASCAT measurements:  

 
 28.10.2013 at 12 UTC, 18 UTC  
 01.12.2013 at 18 UTC 
 05.12.2013 at 12 UTC, 18 UTC 

 
The experiments were recalculated for chosen cases in the past using the 

backgrounds from operational HIRLAM archive. For each case the calculations 
were started with the backgrounds one day before the cases at 06 UTC to avoid 
“cold start” of the model. In the current study surface-based measurements in 
marine areas were compared with OSEs analyses results (OA) to investigate, 
first of all, the impact of the ASCAT wind data assimilation into the model in case 
of stormy wind situation. The bias, root mean square error (RMSE) and correlation 
coefficients were calculated for wind data and mean sea level pressure (MSLP). 
In addition, the differences between the ASCAT winds as observation and 
HIRLAM background winds (O–B) were calculated for each case, which helped 
to detect the areas with the highest deviations before data assimilation.  
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3. MARINE WINDS IN THE GULF OF RIGA FROM 
QUIKSCAT AND GROUND BASED 
MEASUREMENTS  
 

3.1 SeaWinds  analysis with strict criteria 
 
The analysis of the wind field is focused on seasonal histograms of wind speed 
and direction for the two time intervals 02–04 UTC and 16–18 UTC. While 
interpreting the data, one must keep in mind that wind speeds <3 m s-1 are not 
considered. The results show that the wind is the strongest in winter and autumn, 
when prevailing wind speed V is 6<V≤9 m s-1 (Fig. 3.1(a), 3.1(b)). In spring and 
summer the most frequent wind speed is 3≤V≤6 m s-1, more than 50% of cases, 
while in the evening the frequency of those winds is somewhat higher.  

 

 

Figure 3.1. SeaWinds wind speed seasonal histogram at 02–04 UTC (a) and 16–18 UTC 
(b). 
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Some differences were observed in comparing the wind direction for different 
seasons at different measurement time (Fig. 3.2(a) and Fig. 3.2(b)). In winter and 
autumn the most frequent wind direction is S or SW with minor differences 
between morning and evening recordings: At 02–04 UTC SW winds prevail and 
at 16–18 UTC – S winds dominate. In spring the prevalence of SW and W winds 
is only weakly expressed in the morning wind rose, but the evening wind rose is 
highly anisotropic showing 27% of NW winds and 17% of N winds while S winds 
are very seldom. The same feature can be noticed in summer with the exception 
that morning wind rose shows sharp maximum (25%) in the frequency of SW 
winds. 

 

 

Figure 3.2. SeaWinds wind direction seasonal histogram (wind rose) at 02–04 UTC (a) 
and 16–18 UTC (b).  
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3.2 SeaWinds  analysis with more lenient criteria  
 
For a more detailed analysis of the wind speed distribution and the wind direction 
differences in the Gulf of Riga, the area of interest was divided into northern part 
(57.8º N–58.5º N) and southern part (57º N–57.8º N) as it is shown in Figure 2.1. 
Comparing the wind speed distribution in these areas with the wind speed chosen 
on the basis of strict criteria, no significant difference was found. The average 
wind for both areas is somewhat stronger than without presence of rain (Paper I, 
Tables 2–3), however, the maximum difference between the values is not more 
than 0.9 m s-1. This difference may be attributed to more lenient filtering of rain-
contaminated data. The winds in the northern part are slightly stronger than in the 
southern part.  

The wind direction frequency distributions in the southern part of the gulf got 
by means of the lenient criteria (Paper I, Fig. 5(b)) are similar to those for the 
whole gulf got by means of the strict criteria (Fig. 3.2). This is understandable as 
the data for the analysis with strict criteria come mostly from the southern part 
(Fig. 2.1(a)). The same can be said for the northern part in early morning, but the 
evening frequency distributions are somewhat different: in winter and autumn the 
differences are not noticeable, but in spring and summer the most frequent winds 
are in the northern part W and in the southern part NW (Paper I, Fig. 5(a) and Fig. 
5(b)) and Fig. 3.2(b)).  

 

3.3 Wind measurements on the islands and correlation with satellite 
data 

As presented in the paper by Keevallik et al. (2009), Kihnu observational station 
is sheltered from the north and northeast directions and only partly open from the 
east, southeast and northwest directions, on Ruhnu the winds are totally sheltered 
from the north and northwest and partly from the northeast and west direction. As 
a result, the average wind speed is reduced (Table 3.1).  

Table 3.1. Average seasonal wind speed (winds <3 m s-1 are not considered) and the wind 
speed standard deviation (STDEV) estimated from the satellite data (with strict criteria) 
and measured at the meteorological stations. 
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The difference between satellite winds and winds at the stations is the largest 
during the period of the strongest winds, winter and autumn. Domination of 
weaker winds is more evident in the wind speed histograms (Paper I, Fig. 6(a) and 
Fig. 6(b)), where almost in all seasons prevailing winds are between 3–6 m s-1. At 
the same time satellite measured 30–40% of all winds between 6.1–9 m s-1 
practically in all seasons with the maximum in winter and autumn (Fig. 3.1(a) and 
Fig. 3.1(b)). In addition, the standard deviation of wind speed (Table 3.1) shows 
that the higher wind speed variation appears in winter and autumn both measured 
at ground-based stations and satellite. The wind speed variation is about 2–3 m s-

1. 
Comparing the results with the wind direction on Kihnu and Ruhnu, it was 

noticed that in the evening Kihnu and Ruhnu wind directional histograms are very 
similar, only some slight quantitative differences can be seen in the N and NE 
directions, therefore the histogram of Ruhnu is not shown in analysis. In addition, 
Ruhnu observations at 03 UTC were not available. The Kihnu station is situated 
in the northern part of the gulf, therefore the comparison with satellite is done with 
the same area.  
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Figure 3.3. Wind direction seasonal histogram (wind rose) of Kihnu at 03 UTC (a) and 
18 UTC (b). 

 
The results show that in the morning measurements in winter at Kihnu more 

frequent winds are S, whereas the frequency of SW and W winds is slightly less 
(Fig. 3.3(a)). The QuikSCAT measured more than 20% of SW winds (Fig. 3.2(a)). 
In spring the morning measurements at Kihnu show equal frequency of SW, S and 
W winds (about 15% of each), satellite measured also SW and W winds with the 
same value of frequency, but S winds were less frequent. Attention should be 
drawn to the secondary maximum in spring that is typical to the wind roses of the 
Baltic Sea area. Ground measurements show this for NE winds (Fig. 3.3(a)), 
satellite measurements for E winds (Fig. 3.2(a)). In the evening recordings at 
Kihnu in summer the frequency of W wind is more than 35% (Fig. 3.3(b)), 
whereas satellite measures the frequency less than 30% (Fig. 3.2(b)).  

To find out the correlation between ground-based and satellite measurements, 
the closest QuikSCAT recordings to Kihnu station were chosen. For the cases 
(winter and summer at 02 04 UTC) shown in Paper I, Figure 8 and Figure 9, the 
correlation coefficient for wind direction was 0.94 in summer and 0.95 in winter. 
At the calculation of the correlation coefficients it was kept in mind that the 
difference between the measurements did not exceed 180°. The correlation 
coefficient for wind speed was somewhat less – around 0.6. 
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Table 3.2. The bias and the root mean square deviation (RMSD) between the satellite and 
ground-based measurements. 

 

 

As can be seen in Table 3.2, the bias of the wind speed (average satellite 
record minus ground-based record) is positive, larger in winter and smaller in 
summer. A positive bias in wind speed can be explained by the reported site 
obstructions that clearly affect the ground-based measurements but not the 
satellite measurements. The bias of the wind direction is negligible, but the RMSD 
estimates exceed the root mean square error foreseen by the scatterometer design. 
It must be taken into account that the coordinates of the measurement sites are not 
exactly the same and it cannot be expected that the measurements are carried out 
at the same moment. 
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4. MARINE WINDS IN THE BALTIC SEA REGION 
FROM THE ASCAT AND HIRLAM FORECASTS 

 
4.1 Statistical comparison of the HIRLAM and ASCAT 
 
Over the evaluation period the ASCAT winds in general showed remarkably good 
coincidence with those predicted by the HIRLAM. Some quality characteristics 
are computed for all forecast periods for both the ETA and the ETB models and 
are summarized in Table 4.1 and Table 4.2. Statistical output shows that the 
quality characteristics are worse when all wind speeds are taken into account 
(compared to the range 4–22 m s-1), which can be explained by the fact that, 
according to Stoffelen (1998), in the presence of weak winds, wind speed error 
distributions are skewed at low winds with slightly increased variance differences. 
The differences are related mostly to effects of atmospheric wind variability and 
differences in spatial representation, which are well expressed as constant errors 
in the wind components. As far as the wind speed is concerned, the bias (HIRLAM 
forecasts minus ASCAT measurements) of both the ETA and ETB models in the 
4–22 m s-1 range is almost non-existent, whereas a weak, negative bias growth 
may be noted with increasing forecast length. In the case of wind direction, the 
bias is appreciable, and a weak anticlockwise turning with growing forecast length 
may be observed.  

The RMS difference of the wind speed was mostly less than 2 m s-1 in all 
forecasts and wind speed intervals. The results in Table 4.2 show that the bias of 
the wind component is quite small and in some cases even decreases to 0 m s-1. 
However, the RMS difference gradually increases with the forecasting length.  

 
Table 4.1. ASCAT and HIRLAM models: statistical characteristics (bias, RMS difference, 
correlation coefficient) of wind speed and direction.  
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Table 4.2. ASCAT and HIRLAM models: statistical characteristics (bias, RMS difference, 
correlation coefficient) of wind components.  

 

 
 

Comparison of the results in Tables 4.1 and 4.2 shows high correlation 
between the ASCAT and HIRLAM wind components (> 0.90 for all the forecasts), 
whereas the correlation coefficients of the wind speed and wind direction are 
much lower. According to Stoffelen (1998), the wind component errors are better 
described than those of wind speed or wind direction. The wind component errors 
have the symmetrical distribution for the scatterometer and model forecast, and as 
mentioned before, the random errors of wind direction clearly depend on wind 
speed.  

If we compare the models, ETA seems to perform slightly better than the high-
resolution ETB model, whereas the expectation was that the high-resolution 
model would perform better. An explanation of that fact could be that more small 
scales are represented in ETB than in ETA, these scales do not appear to tally with 
the scatterometer winds. The reason for this might be that the forcing of these 
scales in the HIRLAM model is weak and the phases of these small-scales are not 
well determined. In such a case, the added small-scale variance will not reduce 
the variance of the differences, but will tend to cause the difference variances to 
increase. To determine small scales, they need to be either observed or generated 
by downscale cascading and parameterizations. Other possible explanations may 
be that the HIRLAM parameterization schemes are fine-tuned to 15 km resolution 
and therefore do not work so well at high resolution, or that the proximity of the 
boundary conditions introduces distortions in small domains. 

 
4.2 A case with phase error in cyclonic activity 
 
Another application of the ASCAT measurements is the correction of the NWP 
model output in operational weather forecasting.  
 



42 

 

 

 
 
Figure 4.1. The winds of the ASCAT – 02.12.2009 at 18:09 UTC (a), HIRLAM ETA 
model – 02.12.2009 at 12 UTC 06-hour forecast (b), HIRLAM ETA model – 01.12.2009 
at 12 UTC 30-hour forecast (c).  
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The difference between the ASCAT and HIRLAM 06-hour forecast is not 
significant: only a few differences in the wind direction can be noticed in the 
southern Baltic Sea at 18°E (Fig. 4.1). However, the comparison with the 
HIRLAM ETA 30-hour forecast shows that there is a significant difference in the 
wind directions. On the southern part of the region, the HIRLAM ETA generates 
cyclonic winds, which do not fit with the ASCAT winds. The results of the same 
forecasts from ETB model data show practically the same difference. This is a 
clear signal that HIRLAM predicted a cyclonic development with a phase shift in 
the forecast with start time 12 UTC 01.12.2009 and corrected it later. The situation 
can be used to study the reasons for such phase shifts over the open sea and find 
the solutions to correct them. 

 
4.3 Discussion 
 
The uncertainty ranges in both HIRLAM domain forecasts fit well with the 
expected quality characteristics of the ASCAT 25-km product in the wind speed 
range 424 m s-1 defined by Gelsthorpe et al. (2000). These criteria are met in both 
domains up to the 18-hour forecast lengths. In the case of the 30-hour forecasts 
the uncertainty ranges are slightly exceeded, more noticeably in wind direction. 

According to Figa-Saldaña et al. (2002), the accuracy target for ASCAT 
winds generated by the OSI SAF is 2 m s-1

 RMSD for wind component and 0.5 m 
s-1

 bias for all speeds below 25 m s-1. The wind components of the HIRLAM and 
ASCAT presented in Table 4.2 show that the wind component statistics fit the 
required accuracy thresholds well. The RMSD of wind components higher than 2 
m s-1

 is present only in the 30-hour forecasts. The bias of the components is lower 
than that required in all HIRLAM forecasts. 

The comparison of the ASCAT 25-km winds and ECMWF analysis in 
northern oceanic areas (30°N–60°N) by Bentamy et al. (2008) determined the bias 
of 0.03 m s-1 and the standard deviation of 1.77 m s-1

 for wind speed, and the bias 
of 2 degrees and the standard deviation of 20 degrees for wind direction. The 
validation of the global ASCAT 25-km winds with the ECMWF background 
winds by Verspeek et al. (2007) reported the standard deviation for wind speed 
1.26 m s-1 and for wind direction about 15 degrees. The u wind component 
standard deviation of the ASCAT-ECMWF winds is 1.45 m s-1; the corresponding 
v component is 1.63 m s-1. In line with these results, Hersbach and Janssen (2010) 
reported the ASCAT vector RMS difference with the ECMWF winds about 2.2 
m s-1 in the Baltic. Concerning these reports, the HIRLAM forecasts show similar 
or slightly over these ranges. 

Slightly worse results may indicate that the HIRLAM model may contain 
smaller scales than ECMWF that are not well resolved by the physical 
parameterizations and the observing systems. Generally, 100-km scales evolve 
fast and need to be sampled densely in both time and space. To reduce the 
uncertainty in HIRLAM wind predictions, more observations over the Baltic may 
be necessary.  
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The results of the higher resolution ETB model tend to be slightly worse than 
those of the operational suite; we may speculate that they are the result of the poor 
determination of 50-km scales over the Baltic, due to the relatively weak forcing 
and the lack of observations, or perhaps they are due to the proximity of the 
boundary zone, which introduces dynamic distortions in too small domain, or it 
may be the effect of physical parameterizations not being tuned to such a high 
resolution. 

Nevertheless, the results from comparison of ASCAT and HIRLAM winds 
are generally in line with results from other similar studies, which confirms that 
the ASCAT 10-m winds are reliable data source over the Baltic Sea, which is of 
great importance for marine and NWP communities operating in the region. 
Unfortunately, sea buoy or ship measurements in the Baltic Sea region were not 
available for the study. 
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5. IMPACT OF THE ASCAT WINDS ON THE HIRLAM 
ANALYSIS QUALITY IN CASE OF SEVERE 
STORMS 

 
5.1 Storm Christian (St Jude, Allan) 28.10.2013  
 
The case of storm Christian is evaluated for two assimilation cycles at 12 and 18 
UTC. It is notable from Figure 2.2(a) and 2.2(b) that the highest wind speeds 
measured by ASCAT for 12 UTC assimilation window are across the coast of 
Belgium, the Netherlands and Germany (max 25.8 m s-1) and for 18 UTC 
assimilation window in the southern part of the Baltic Sea (max 23.9 m s-1).  

The fields of the wind speed and the MSLP analysis at 12 UTC mainly differ 
in the centre of the storm Christian, as it is shown in Figures 5.1 and 5.2. The 
REFEXP calculated stormy winds in the larger marine area, while in the ASCEXP 
stormy winds are pressed together and shifted more to the east. The area with the 
strongest winds near the coastline of the Netherlands is more accurate in the 
ASCEXP (area in blue circle), however, the area of weak winds has already 
developed in the tail of rapidly moving storm. Verification with surface-based 
observations (O–A) detects wind speed underestimation in the tail of the storm 
(area in the red box), in some points even up to 7 m s-1 and 8 m s-1. In Figure 5.1 
it is shown that the ASCAT measurements were significantly lower than the 
HIRLAM background winds before assimilation and after data assimilation 
HIRLAM winds decreased.  

What could be the reason that the ASCAT winds were lower than actual 
winds? Haeseler and Lefebvre (2013) analysed the storm Christian in more detail 
and report that with the forward speed of 1200 km in 12 hours, Christian was a 
rapid moving low. On 28 October at 07 UTC the centre of the storm with a 
pressure of 977 hPa was located over the East Midlands, UK. Inspection of the 
ASCAT overpasses in the same area reveals that the ASCAT measurements were 
made at 09:31–09:32 UTC. This fact confirms that the centre of the low has moved 
slightly in two hours and the ASCAT still gave accurate measurements. The 
problem lies in the fact that the ASCAT measured weaker winds in the tail of the 
moving storm in this time moment and the analysis at 12 UTC follows the ASCAT 
measurements made about two hours before the analysis time moment. 
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Figure 5.1. The HIRLAM 10-m wind speed analyses 28.10.2013 at 12 UTC: REFEXP 
(left), ASCEXP (right). The number values: surface-based observation minus analysis (O–
A); colour dots: ASCAT observation minus HIRLAM background (O–B) before 
assimilation. 

 

Figure 5.2. The HIRLAM MSLP analyses 28.10.2013 at 12 UTC: REFEXP (left), 
ASCEXP (right). The number values: surface-based observation minus analysis (O–A).  
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The most notable in the MSLP analysis is that the isobars between the UK 
and the Netherlands (Fig. 5.2) are slightly shifted to the south in the ASCEXP 
(area in red circle). Deepening of the low in this region probably is related to the 
strong winds registered by the ASCAT in this area. In spite of that fact, the field 
of the lowest pressure is more accurate in ASCEXP (area in blue circle), which is 
moved more to the east unlike the REFEXP.  

The visual comparison of OSEs analyses 28.10.2013 at 18 UTC (Fig. 5.3) 
does not show significant differences. In the ASCEXP the area of stronger winds 
is extended more to the southern part of the Baltic Sea and the winds are stronger 
in the northern part of the Norwegian Sea. In this case we have two ASCAT 
overpasses across the Baltic Sea region – starting at 17:43 UTC and 18:27 UTC, 
both showing strong winds in the Baltic Sea region. Unfortunately, the southern 
part of the Baltic Sea is not covered enough with observational data and we cannot 
check model accuracy sufficiently.  
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Figure 5.3. The HIRLAM 10-m wind speed analyses 28.10.2013 at 18 UTC: REFEXP 
(top), ASCEXP–REFEXP (bottom). The number values: surface-based observation minus 
analysis (O–A); colour dots: ASCAT observation minus HIRLAM background (O–B) 
before assimilation; colour contours (2 m s-1 step) wind speed analyses difference 
(ASCEXP–REFEXP).  

 
The statistics for 28.10.2013 at 12 UTC for wind speed and MSLP (Table 5.1) 

shows that the results of OSEs are either more or less accurate depending on the 
area of inspection. Statistical parameters in the wind speed analysis at 18 UTC are 
worse in the ASCEXP compared to IMO data. The differences with IMO data 
points are clearly observed near the coast of the Norwegian Sea, where the 
ASCEXP follows the ASCAT wind speed values registered in this assimilation 
window. Unfortunately, the comparison with IMO data points detects 
overestimation. This overestimation stems from the stronger ASCAT wind 
measurements in comparison with IMO (Fig. 2.2(b) and Fig. 5.3(bottom)). The 
model assimilates ASCAT winds and becomes “incorrect” in respect to IMO. It is 
difficult to assess to which observations should be given priority here. 

The MSLP statistics is more accurate in AMO data points in the ASCEXP 
analysis when all marine MSLP observations are taken into account. The visual 
comparison of the MSLP 28.10.2013 at 18 UTC can be seen in Paper III, Figure 
6. The output in the MSLP for both OSEs is very similar, only some differences 
are detected in the areas, where the accuracy cannot be checked by surface-based 
observations.  
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Table 5.1. The HIRLAM REFEXP and ASCEXP bias, RMSE and correlation with 
observed values of the 10-m wind speed and MSLP 28.10.2013 at 12 UTC (left) and 18 
UTC (right).  
 

 
 

5.2 Stormy winds in the Baltic Sea 01.12.2013 
 
In this case we omit the OSE for 01.12.2013 at 12 UTC because of relatively 
sparse coverage of the ASCAT data in the HIRLAM domain, with missing 
measurements in the Baltic Sea. Fortunately, for the 18 UTC run the ASCAT 
overpasses in the Baltic Sea region started at 17:40 UTC and 18:24 UTC providing 
a good coverage with ASCAT measurements (Fig. 2.2(c)).  

 

BIAS RMSE CORREL BIAS RMSE CORREL

ASCEXP 0.00 2.17 0.95 ASCEXP ‐0.63 2.11 0.91

REFEXP 0.45 2.25 0.94 REFEXP ‐0.08 1.68 0.94

ASCEXP 0.56 3.24 0.81 ASCEXP 0.37 2.13 0.89

REFEXP ‐0.36 3.11 0.87 REFEXP 0.53 2.12 0.89

ASCEXP 0.29 2.77 0.88 ASCEXP ‐0.23 2.11 0.88

REFEXP 0.03 2.73 0.90 REFEXP 0.16 1.87 0.92

ASCEXP ‐0.08 2.07 0.98 ASCEXP ‐0.20 0.98 1.00

REFEXP ‐0.28 1.57 0.99 REFEXP ‐0.15 0.98 1.00

ASCEXP ‐0.50 1.26 0.98 ASCEXP ‐0.71 0.77 1.00

REFEXP ‐0.02 1.49 0.97 REFEXP ‐0.78 0.83 1.00

ASCEXP ‐0.31 1.67 0.98 ASCEXP ‐0.41 0.90 1.00

REFEXP ‐0.13 1.52 0.98 REFEXP ‐0.41 0.92 1.00

IMO IMO

AMO AMO

ALL ALL

AMO AMO

ALL ALL

MSLP MSLP

10‐m wind speed 10‐m wind speed

20131028 12 UTC  20131028 18 UTC 

IMO IMO
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Figure 5.4. The HIRLAM 10-m wind speed analyses 01.12.2013 at 18 UTC: REFEXP 
(top), ASCEXP–REFEXP analysis difference (bottom). The number values: surface-based 
observation minus analysis (O–A); colour dots: ASCAT observation minus HIRLAM 
background (O–B) before assimilation; colour contours (1 m s-1 step) wind speed analysis 
difference (ASCEXP–REFEXP). 

In Figure 5.4 two HIRLAM wind speed analyses of 01.12.2013 at 18 UTC are 
shown. The basic OSEs differences appear in the Baltic Sea, in the North Sea and 
in the northwestern part of the HIRLAM domain, in all mentioned areas the 
ASCEXP calculate stronger winds. Unfortunately, the most distinctive analysis 
difference features appear in places, which are not verifiable with independent 
data.  

In both OSEs strong underestimation of the wind is detected in the Gulf of 
Bothnia (7 m s-1) and widely in the Gulf of Finland (4 m s-1), areas in red circles. 
It is well known that the ASCAT wind product with the grid spacing of 25 km 
measures the winds about 70 km away from the coastline, the WVCs closer than 
~70 km from the coast are flagged because of land contamination (Verhoef et al., 
2012). The ASCAT winds in these areas are not admitted, most likely due to 
proximity to the land (Fig. 2.2(d)), though it was full of ASCAT measurements. 
Unfortunately, the ASCAT measurements could not improve the analysis of the 
storm over the Baltic Sea as it was expected. 

The results of statistical comparison with surface-based observations are 
presented in Table 5.2. The RMSEs in the ASCEXP are slightly lower in both the 
wind speed and the MSLP in comparison with the IMO data, however, the RMSEs 
of AMO data in both parameters are higher than in the REFEXP. Overestimation 
of the wind speed analysis is detected (Fig. 5.4, bottom) in the ASCEXP, which 
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shows larger differences with AMO data points in the North Sea. The ASCAT 
overpasses after 19 UTC in the North Sea and in the northwestern part of the 
HIRLAM domain may cause the wind speed overestimations in these regions. The 
cause of wind speed overestimations in the Norwegian Sea is unknown, the 
ASCAT measurements are quite close to assimilation moment. 
 
Table 5.2. The HIRLAM REFEXP and ASCEXP bias, RMSE and correlation coefficients 
of 10-m wind speed and MSLP 01.12.2013 at 18 UTC.  

 

 

Visual comparison of the MSLP shows similar results except the difference 
in the Norwegian Sea; the isobars of the ASCEXP are more extended to the north 
and shifted slightly to the east (Paper III, Fig. 8).  

 
5.3 Storm Xaver 05.12.2013  
 
The storm Xaver brought very strong wind speeds over large marine area of 
Europe, The ASCAT registered the maximum of 28.6 m s-1 for the 12 UTC 
HIRLAM run and 25.5 m s-1 for the 18 UTC run. Here two HIRLAM runs are 
evaluated: at 12 UTC and 18 UTC. The results of the two experiments at 12 UTC 
(Figure 5.5) differ considerably in the Norwegian Sea, showing only small 
differences in other marine areas. The statistical output in this case (Table 5.3) 
shows more accurate wind speed analysis in the REFEXP compared with IMO 
data. Here very strong wind speed overestimation is detected in the North Sea (–
11 m s-1, area in red circle), such overestimation is caused again by differences in 
the measurement time: the ASCAT measurements in this area are carried out at 
09:45 UTC. However, in the Norwegian Sea the ASCEXP analysis is very 
accurate and fits with IMO data points (area in blue circle) because of more 
appropriate time of measurement (11:23 UTC).  

BIAS RMSE CORREL BIAS RMSE CORREL

ASCEXP ‐1.10 2.13 0.79 ASCEXP ‐0.27 0.84 0.99

REFEXP ‐0.96 2.18 0.75 REFEXP ‐0.16 0.89 0.99

ASCEXP 0.48 2.82 0.86 ASCEXP ‐0.65 0.85 1.00

REFEXP 0.87 2.72 0.88 REFEXP ‐0.45 0.75 1.00

ASCEXP ‐0.34 2.49 0.88 ASCEXP ‐0.47 0.85 1.00

REFEXP ‐0.08 2.46 0.88 REFEXP ‐0.31 0.82 1.00

AMO AMO

ALL ALL

10‐m wind speed MSLP

20131201 18 UTC 20131201 18 UTC

IMO IMO
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Figure 5.5. The HIRLAM 10-m wind speed analyses 05.12.2013 at 12 UTC: REFEXP 
(top), ASCEXP–REFEXP analysis difference (bottom). The number values: surface-
based observation minus analysis (O–A); colour dots: ASCAT observation minus 
HIRLAM background (O–B) before assimilation; colour contours (2 m s-1 step) wind 
speed analysis difference (ASCEXP–REFEXP). 

The important fact in this case is that about 2.0 percent of all ASCAT 
measurements used in the current assimilation window are the winds over 25 m s-

1. The ASCAT Wind Product User Manual (OSI-SAF Project Team, 2013) shows 
the data range of the ASCAT winds 0–50 m s-1, however, the wind speeds over 25 
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m s-1 are generally known to be less reliable. At strong winds wave breaking will 
further intensify, causing air bubbles, foam and spray at the ocean surface, and a 
more and more complicated ocean topography (Verhoef and Stoffelen, 2014). The 
buoy measurements in high wind/wave conditions may also show underestimated 
wind due to the flow disturbance extending beyond the anemometer height 
(Ingleby, 2009). It is also known that the model calculations may not be perfectly 
fitted for severe weather conditions. All these facts may lead to larger variations 
between observed and analysed wind speed differences, even in closely located 
observational data points.  

The storm Xaver 05.12.2013 at 18 UTC intensified and winds are very strong 
already in the southern part of the Baltic Sea (Fig. 5.6). The ASCEXP calculate 
stronger winds across the Norwegian coast and in the southern part of the 
Norwegian Sea, and the differences with marine observations may reach –12 m s-

1 (area in red circle). Here, again the strong variation of the wind speed 
measurements is observed in closely located data points inside the storm. At 18 
UTC the wind speed statistics is more accurate in the REFEXP for all marine 
observations (Table 5.3), this is most likely caused by wind speed overestimations 
in the ASCEXP analysis. The wind speed analyses in the Baltic Sea region are 
very similar in both OSEs.  

 



54 

 

Figure 5.6. The HIRLAM 10-m wind speed analyses 05.12.2013 at 18 UTC: REFEXP 
(top), ASCEXP–REFEXP analyses difference (bottom). The number values: surface-
based observation minus analysis (O–A); colour dots: ASCAT observation minus 
HIRLAM background (O–B) before assimilation; colour contours (2 m s-1 step) wind 
speed analysis difference (ASCEXP–REFEXP). 

The visual comparison of the MSLP in both analysis cycles shows significant 
differences in the Norwegian Sea (Paper III, Fig. 12). Most likely, the strong 
ASCAT winds and their assimilation in this area (Fig. 2.2(f)) deepen the low-
pressure system in comparison with the REFEXP. Unfortunately, the accuracy of 
OSEs output cannot be checked with observational data in these areas due to 
missing MSLP measurements.  

Statistics of the MSLP 05.12.2013 at 12 UTC (Table 5.3) give smaller errors 
in the ASCEXP for all types of marine observations and, in general, show better 
fit with observed MSLP. The MSLP statistics at 18 UTC is also rather similar for 
both experiments. 
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Table 5.3. The HIRLAM REFEXP and ASCEXP bias, RMSE and correlation with 
observed values of 10-m wind speed and MSLP 05.12.2013 at 12 UTC (left) and 18 UTC 
(right).  

 

 
5.4 Discussion 
 

The results from verification with surface-based measurements show that 
sometimes the ASCAT data assimilation improves the analysis, but in some cases 
the REFEXP shows more accurate analysis. It is clear that case studies provide 
fewer statistics for the overall quality assessment of the ASCAT data assimilation 
in comparison with statistics collected over longer period. On the other hand, the 
case studies may give more information about model behaviour in specific 
synoptic situations. Valkonen and Schyberg (2015) also demonstrated strong day-
to-day variations in the standard deviations of the ASCAT data compared to the 
model background (OB) and the analysis (OA). Such variations show how the 
model fits with instantaneous ASCAT measurements performed in assimilation 
time window. 

Verification of the OSEs in this study was performed separately for each case. 
The smallest RMSE of the wind speed appeared in the storm Christian 2.11 m s-1 
and the highest in the storm Xaver 3.78 m s-1. Formerly, De Valk (2013) has 
analysed the impact of the ASCAT 25-km wind data assimilation on the HIRLAM 
during one-week experiments in winter time and showed similar results, the mean 
standard deviation of the model initial state (00 length forecast) from marine 
observations was about 3.5 m s-1. Statistical calculations of the MSLP showed also 
that the ASCAT data assimilation impacts on the changes in the MSLP and in 
locations of the low-pressure systems. 

Assimilation of extremely strong ASCAT winds is also highlighted in this 
study. In the storm Xaver HIRLAM assimilated the ASCAT winds over 25 m s-1. 

BIAS RMSE CORREL BIAS RMSE CORREL

ASCEXP 0.20 3.35 0.82 ASCEXP ‐1.77 4.12 0.81

REFEXP 0.90 3.27 0.86 REFEXP ‐0.73 3.46 0.86

ASCEXP ‐0.45 4.06 0.84 ASCEXP 0.42 3.41 0.80

REFEXP ‐0.33 4.10 0.84 REFEXP 0.55 2.89 0.85

ASCEXP ‐0.12 3.71 0.83 ASCEXP ‐0.67 3.78 0.79

REFEXP 0.30 3.70 0.85 REFEXP ‐0.09 3.19 0.85

ASCEXP ‐0.45 1.53 1.00 ASCEXP ‐0.03 1.42 1.00

REFEXP ‐0.45 1.54 1.00 REFEXP 0.10 1.35 1.00

ASCEXP ‐0.91 1.16 1.00 ASCEXP ‐0.61 0.86 1.00

REFEXP ‐0.99 1.29 1.00 REFEXP ‐0.72 0.99 1.00

ASCEXP ‐0.69 1.35 1.00 ASCEXP ‐0.34 1.16 1.00

REFEXP ‐0.73 1.42 1.00 REFEXP ‐0.34 1.17 1.00

AMO AMO

ALL ALL

ALL ALL

MSLP MSLP

IMO IMO

20131205 12 UTC 20131205 18 UTC

IMO IMO

AMO AMO

10‐m wind speed 10‐m wind speed
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The analysis winds mainly followed HIRLAM background winds, which are 
weaker than the ASCAT measurements (Paper III, Fig. 10). This result is contrary 
to the study by Valkonen and Schyberg (2015) which showed that in case of the 
strong ASCAT winds (over 23 m s-1) HARMONIE background winds were 
always higher than ASCAT. This may be attributed to the different tunings or 
systematic differences of HIRLAM and HARMONIE background forecast 
models.  

No adjustments in the system as data thinning or observation error setting 
done in the study, similar to the studies by De Valk (2013) and De Haan et al. 
(2013) gave more weight to the ASCAT measurements. Some negative results 
detected in the study raise question of the optimal use of the ASCAT data. 
Probably, the ASCAT observations should be thinned to get better results, 
especially in the areas where the measurements are performed simultaneously 
from both satellites. Such technique is applied by Valkonen and Schyberg (2015), 
De Chiara et al. (2014) and Ollinaho (2010) and shows positive to neutral results. 
Another aspect which could improve the quality of the HIRLAM analyses is to 
shorten time interval between the analyses. In our studies the FGAT is applied, 
but it still seems to be insufficient to avoid large differences in observations and 
background in the assimilation cycle. Further research is necessary to improve the 
data assimilation methods for ASCAT winds to avoid such negative impact as 
improving the quality of severe storm forecasting is very important for the society.  
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CONCLUSIONS 
 
The quality of scatterometer winds are usually validated against in situ wind 
measurements, but complimentary numerical weather prediction (NWP) data can 
be used, especially in such marine areas where in situ measurements are missing. 
On the other hand, comparison of scatterometer data with ground-based or NWP 
winds permits one to estimate quality of both measurement systems and detect 
systematic errors that may affect the prediction of hazardous weather. Such 
comparisons are also a prerequisite to assimilation of scatterometer data into the 
NWP model.  

The QuikSCAT 12.5-km measurements during the period 19 June 1999 – 23 
November 2009 gave a possibility to study marine winds at the standard height of 
10 m in the Gulf of Riga from climatological point of view and compare them 
with ground-based measurements on the islands of Kihnu and Ruhnu. As the 
QuikSCAT measurements are sensitive to the presence of rain, two methods were 
applied to filter the rain-contaminated data: by strict and more lenient criteria. It 
was shown that:  

 More lenient criteria applied for rain-contaminated measurements enlarged 
significantly the number of data points, especially in the northern part of the 
gulf.  

 Wind speed in the northern part of the gulf is slightly larger than that in the 
southern part. Strong winds prevail from September to February, most 
probably from SW or S. 

 Wind speed measured at meteorological stations on the islands is weaker than 
that estimated from satellite even in the case when rain contamination is 
removed through the application of strict criteria. This can be explained by 
site obstructions – on both islands the northern directions are sheltered by 
forest. 

 Correlation between satellite and island measurements is strong for wind 
direction (correlation coefficient over 0.9) and somewhat weaker for wind 
speed (correlation coefficient around 0.6).  

 
Taking into account that the coordinates of the measurement sites are not 

exactly the same and the measurements may not be carried out simultaneously, it 
can be said that both measurement systems – ground based and QuikSCAT – 
describe the main features of the wind climate satisfactorily. On the other hand, 
in case wind speed is considered, satellite data should be preferred, as they are 
free of orographic disturbances. 
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Comparison of the ASCAT 12.5-km winds with the HIRLAM version 7.1.2 
forecasts in the Baltic Sea region during October 1 – December 3, 2009 showed 
that: 

 The HIRLAM 10-m wind speed forecasts show good correspondence 
(correlation coefficient over 0.9 up to 18-hour forecast) with the ASCAT 
measurements. The wind speed predictions practically lack systematic errors, 
although a very weak negative bias (HIRLAM minus ASCAT) in wind speed 
appears with growing forecast length. This shows that the friction 
parameterization over the sea is roughly correct in HIRLAM.  

 The HIRLAM 10-m wind direction forecasts and ASCAT wind directions 
correlate better when the wind speed exceeds 4 m s-1 showing correlation 
coefficients from 0.82 for the 6-hour forecast and not less than 0.72 for the 
30-hour forecast.  

 The uncertainty ranges fit well with the expected ASCAT quality 
characteristics and meet the requirements up to the 18-hour forecast lengths. 
In the case of the 30-hour forecast these criteria are exceeded only slightly for 
both the wind speed and the wind direction.  

 The ASCAT wind components – zonal and meridional – correlate better with 
those of the HIRLAM forecasts; they fit the required accuracy thresholds well. 
The RMS difference of wind components higher than 2 m s-1 is present only 
in the 30-hour forecasts. The bias of the components is smaller than that 
required in all HIRLAM forecasts. 

 The results of the higher resolution ETB model tend to be slightly less 
consistent with scatterometer winds than the results of ETA model. The 
reason for this might be that the forcing of these scales in the HIRLAM model 
is weak and the phases of these small-scales are not well determined. Other 
possible explanations may be that the HIRLAM parameterization schemes are 
fine-tuned to 15 km resolution and therefore do not work so well at high 
resolution, or that the proximity of the boundary conditions introduces 
distortions in small domains. 

 A case of phase error in the HIRLAM 30-hour predictions of cyclonic 
development over Baltic Sea was spotted on 2.12.2009. This situation needs 
further analysis to identify the causes of this discrepancy. Nevertheless, it 
illustrates the potential of ASCAT measurements to identify such phase shift 
errors over open sea areas and may contribute to the development of better 
deterministic models in the future. 

As a result, ASCAT 10-m winds are a reliable data source over the Baltic Sea 
that is of great value for marine and NWP communities operating in the region. 
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In the newer HIRLAM version 7.4 the option of the ASCAT assimilation into 
the HIRLAM was made available by means of the algorithm written by John de 
Vries and Paul de Valk and enabled us to test it in Estonian Weather Service after 
the new cluster setup in 2013. The impact of the ASCAT 25-km data assimilation 
into the HIRLAM is assessed in cases of severe storms of 2013 and inspects the 
quality of HIRLAM analyses. The following can be concluded: 

 
 Depending on the spatial and temporal availability of ASCAT data in the 

HIRLAM domain, the model may show more or less accurate wind and mean 
sea level pressure analysis.  

 The errors in HIRLAM analysis occur mainly in the cases of considerable 
time difference between the ASCAT measurements and HIRLAM analysis. 

 The areas of no impact after the ASCAT data assimilation are close to the 
shoreline where HIRLAM rejects most of the ASCAT observations after the 
procedure of quality control. As a result, in some cases the model wind speeds 
are significantly underestimated. It is of interest to investigate possibilities of 
application of the ASCAT Coastal Wind Product that may increase the impact 
of the ASCAT data assimilation in these areas.  

 Assimilation of extremely strong ASCAT winds (over 25 m s-1) is highlighted 
in the case of storm Xaver. The analysis winds mainly followed HIRLAM 
background winds, which are weaker than the winds from the ASCAT 
measurements.  

 No adjustments in the system as data thinning or observation error setting 
done in the study gave more weight to the ASCAT measurements.  

IMPLICATIONS FOR FURTHER RESEARCH 

The following recommendations for further investigations could be given:  

 Some negative results such as significant phase errors in case of relatively fast 
moving severe storms detected in the study raise question of the optimal use 
of the ASCAT data. Probably, the ASCAT observations should be thinned to 
get better results, especially in the areas where the measurements were 
performed simultaneously from both satellites.  

 The quality of the HIRLAM analyses could be improved by shortening the 
time interval between the analyses. In our studies the FGAT is applied, but it 
still seems to be insufficient to avoid large differences in observations and 
background in the assimilation cycle.  

 Further research is necessary to improve the data assimilation methods for 
ASCAT winds as the high quality of severe storm forecasting is very 
important for the society.  
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ABSTRACT 
 

Scatterometers are the radar instruments on board of polar-orbiting satellites that 
give an excellent opportunity to estimate the wind speed and wind direction at 10 
m height in marine areas over the globe. These measurements help to get 
information about the wind conditions in the areas where in situ measurements are 
sparse or missing. The main aim of the thesis was to study the differences between 
satellite and ground-based wind measurements, to compare HIRLAM (High 
Resolution Limited Area Model) wind forecasts with corresponding scatterometer 
records and, finally, to test the quality of assimilation of satellite wind data to the 
NWP (Numerical Weather Prediction) model HIRLAM analyses in cases of 
severe storms.  

The SeaWinds instrument on the QuikSCAT satellite was operational from 19 
June 1999 to 23 November 2009. These data were used to describe marine winds 
in the Gulf of Riga where dangerous combinations of high sea level and wave 
height in stormy seasons may cause disasters. The quality of the data was carefully 
checked and necessary adjustment was applied to remove the contaminated 
recordings. It was shown that allowing lenient filtering of rain-contaminated data 
leads to larger wind speed estimates but increases considerably the quantity of 
data, allowing separate analysis of the northern and southern parts of the gulf. The 
wind speed and direction from the SeaWinds with the highest resolution of 25 km 
and grid spacing of 12.5 km were used in the study and compared with surface-
based measurements on islands Kihnu and Ruhnu. It was found that the wind 
speed measured on the islands is weaker than that estimated from the satellite even 
in the case when rain contamination is removed through application of strict 
criteria, some differences in wind roses on islands are demonstrated as well. In 
spite of that fact, ground-based wind directions are well correlated with those 
measured by the satellite showing correlation coefficients of over 0.9. For wind 
speed, this quantity is somewhat lower, around 0.6. 

The ASCAT (Advanced Scatterometer) on MetOp (Meteorological 
Operational) satellites is operational since 2006. The ASCAT data (25-km 
resolution winds with the grid spacing of 12.5 km) were compared in the Baltic 
Sea region during the stormy season in 2009 with HIRLAM forecasts. Two 
domains of HIRLAM with different resolutions were used in the comparison. 
Mutual quality and uncertainty characteristics of the measurements and 
predictions were determined during this study. The results showed that the 
ASCAT wind data are well correlated with the HIRLAM predicted winds, which 
raises the credibility of both data sources in operational and hindcasting 
applications over the Baltic Sea. A case of phase shift error in a HIRLAM forecast 
of cyclonic activity over the Baltic Sea is highlighted as well. 

 Further steps of improving the HIRLAM forecasts were performed by 
assimilation the ASCAT winds (50-km resolution data with grid spacing of 25 
km) into model. The impact of the ASCAT data assimilation into HIRLAM is 
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assessed in case-studies of rapidly-developing severe storms of 2013. Mainly the 
impact on the model analysis output is evaluated. The HIRLAM quality is 
analysed for two experiments: with and without the ASCAT data assimilation. 
Marine observations of 10-m wind speed and mean sea level pressure are used as 
measures of quality. The results show that depending on ASCAT data coverage 
in the HIRLAM domain and temporal availability of the data in assimilation time 
moment, the analysis may be either more or less accurate. It is also detected that 
some narrow places of the Baltic Sea (Bothnia Bay, Gulf of Finland) are not 
affected by the ASCAT data assimilation. Due to the ASCAT Wind Product 
specification, the ASCAT measurements near the shoreline are usually flagged as 
land contaminated. The ASCAT winds in these areas are not admitted to the 
analysis after the procedure of the HIRLAM quality control, most likely due to 
the proximity to the land. The usage of the ASCAT Coastal Wind Product in the 
future may enlarge the ASCAT data coverage in these areas. In addition, some 
weaknesses of the ASCAT data assimilation were detected in the study and the 
question of the optimal ASCAT data usage was raised. Further attempts to 
improve the quality of the HIRLAM analyses are expected in the ASCAT data 
thinning before assimilation or reducing time differences between the HIRLAM 
analyses.  
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RESÜMEE 
 

Skatteromeetrid on polaarorbiidil tiirlevatele satelliitidele paigutatud radarid, 
mis annavad suurepärase võimaluse hinnata tuule kiirust ja suunda 10 m kõrgusel 
merepinna kohal. Iseäranis kasulikud on need olukordades, kus in situ mõõtmisi 
on vähe või need puuduvad hoopis. Väitekirja eesmärk oli uurida erinevusi tuule 
satelliidilt hinnatud ja maapealsetes meteoroloogiajaamades mõõdetud 
parameetrite vahel, võrrelda HIRLAMi (High Resolution Limited Area Model) 
tuuleprognoose vastavate skatteromeetri mõõtmistega ja uurida satelliidiandmete 
assimileerimise mõju numbrilise ilmaprognoosmudeli HIRLAM kvaliteedile 
tugevate tormide korral. 

Satelliidil QuikSCAT paiknenud SeaWinds instrument oli operatiivne 19. 
juunist 1999 kuni 23. novembrini 2009. Neid andmeid kasutati meretuule 
kirjeldamiseks Liivi lahe kohal, kus kõrge veetaseme ja lainetuse koosmõju 
tormide ajal võib kaasa tuua katastroofilisi üleujutusi. Andmed läbisid 
kvaliteedikontrolli ja võimalikud ebatäpsused eemaldati hoolikalt. Näidati, et 
vihmast mõjutatud andmete eemaldamine leebema filtreerimise teel annab tuule 
kiiruseks mõnevõrra suuremaid väärtusi, aga samal ajal suurendab märgatavalt ka 
andmete hulka, lubades niimoodi vaadelda eraldi lahe põhja- ja lõunaosa. 
SeaWinds mõõtis tuule kiirust ja suunda võrgusammuga 12.5 km ning ruumilise 
lahutusega 25 km ja neid tulemusi võrreldi mõõtmistega Kihnu ja Ruhnu saartel. 
Tuule kiirus maapealsetes meteoroloogiajaamades oli väiksem kui see, mida 
hinnati satelliidilt isegi siis, kui vihmast mõjutatud andmed eemaldati rangema 
filtreerimise teel. Kuigi leiti mõningaid erinevusi tuulteroosides, korreleerusid 
maapealsetes jaamades mõõdetud tuule suunad hästi satelliidilt mõõdetutega, 
näidates korrelatsioonikordajat üle 0.9. Korrelatsioon tuule suundade vahel oli 
mõnevõrra nõrgem – korrelatsioonikordajaga ligikaudu 0.6. 

MetOp (Meteorological Operational) satelliidil paiknev ASCAT (Advanced 
Scatterometer) töötab alates aastast 2006. ASCATi andmeid (võrgusamm 12.5 km 
ning ruumiline lahutus 25 km) võrreldi Läänemere regioonis HIRLAMi 
prognoosidega 2009. aasta tormisel aastaajal. Kasutati kaht erineva lahutusega 
HIRLAMi varianti. Hinnati mõõtmiste ja prognooside kokkulangevust, mis 
osutus küllalt heaks ja tõstab nii satelliidiandmestiku kui ka HIRLAMi 
usaldusväärsust Läänemere tuulte hindamisel ja prognoosimisel. Ühel 
tsüklonaalse aktiivsuse juhtumil Läänemere regioonis leiti ka faasinihke viga 
HIRLAMi prognoosis. 

HIRLAMi prognoosi parendamiseks katsetati ASCATi tuuleandmete 
(võrgusammuga 25 km ning ruumiline lahutus 50-km) assimileerimist mudelisse. 
Hinnati ASCATi andmete assimileerimise mõju HIRLAMi analüüsi kvaliteedile 
2013. aasta kiiresti arenevate tormide ajal. Seda tehti kahe vaatlussüsteemi 
eksperimendi kaudu: ühel juhul toimus ASCATi andmete assimileerimine ja teisel 
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mitte. Mudeli väljundi kvaliteedi hindamiseks kasutati 10 meetri kõrgusel mere 
kohal registreeritud tuule ja keskmise õhurõhu andmeid. Tulemused näitavad, et 
olenevalt uuritava ala kaetusest ASCATi andmetega ja assimilatsiooni hetkel 
saadaolevast andmehulgast, võib tulemus olla enam või vähem täpne. Leiti ka, et 
mõnede kitsamate alade puhul Läänemeres (Botnia laht ja Soome laht) ASCATi 
andmete assimileerimine ei mõjuta oluliselt tulemusi. Tuuleprodukti 
spetsifikatsiooni käigus märgitakse ASCATi mõõtmised rannikualade lähedal 
tavaliselt maismaaga saastunuteks. Nendel aladel ASCATi tuuli ei analüüsita 
pärast HIRLAMi kvaliteedikontrolli ja põhjuseks on tõenäoliselt ranniku lähedus. 
Tulevikus võiks neil aladel ASCATi avameretuule produkti täiendada 
rannikutuule produktiga. Lisaks avastati mõned ASCATi andmeassimilatsiooni 
nõrgad kohad, mis tõstatab küsimuse ASCATi andmete optimaalsest 
kasutamisest. Leitakse, et tulemuste edasiseks parendamiseks on vaja proovida 
ASCATi mõõtmisi hõrendada enne assimileerimist või vähendada ajalist 
vahemikku HIRLAMi analüüsides. 
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