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Introduction

Preface

This thesis presents the results of research and development work carried out by the

author during PhD studies at Tallinn University of Technology (TTU). While most of the

work was done at TTU, important parts of it were carried out during research visits at the

Norwegian University of Science and Technology (NTNU) and the Icelandic TSO, Landsnet.

The work was mainly related to two research projects—“Development and analysis of

wide area measurement system (WAMPAC)” initiated by the Estonian TSO, Elering and

the Horizon ƉƇƉƇ project “MIGRATE (Massive InteGRATion of power Electronic devices)”.

Electric Power Systems

It would be an understatement to say that modern societies are highly dependent on the

use of electricity—they are defined by it. Everyday lives of people would be unimaginable

without the most trivial technology, like electric lighting in homes, and services we have

come to depend on, like the Internet or card payments. Not only does electricity support

everyday lives of individuals, it enables entire economies. With most services and indus-

tries depending on electric power, ensuring its reliable supply is essential.

An electric power system is a network of devices designed to supply, transfer, and use

electric power. It is what connects the consumers and producers of electrical energy to

each other and manages the transfer of energy between them. However, it is far more

than a network of power lines—it is an extremely large control system. Due to physical

constraints it has to be constantly controlled in order to maintain stability in the short

term, while in order to meet the expectations of consumers it has to achieve the highest

level of reliability in the long term.

Power systems have been around for more than a century and the principles of their

operation and planning have been well established. Because of the high requirements

on reliability, the power systems industry is a very conservative one. Despite all of this,

power systems have to evolve and adapt to changes. Attempts to decelerate and stop

climate change have led to an increased use of renewable energy sources in electric power

generation, changing the composition of power systems. High population density, ‘not in

my backyard’ attitude, and conservationism are challenging the construction of new lines

needed to accommodate growing transfer capacities. Deregulation of the energy sector

has changed the responsibilities of parties, like those of transmission system operators.

The increasing share of renewable sources in electric power generation has changed,

and is continuing to change, some key aspects of power systems. Traditionally, power

generation used to be very centralized, based on large generating stations aiming at maxi-

mizing efficiency by economies of scale. These generating stations have large synchronous

generators with a stable and controllable power output, synchronized to the frequency of

the AC power system. Renewable sources, on the other hand, only enable intermittent

power generation that cannot be increased on demand. In most cases, it is not feasible

for either wind generating units or photovoltaic (PV) panels to supply voltages at system

frequency and they are connected through power electronics interfaces instead. The

displacement of large synchronous units has the side effect of decreasing inertia of the

power system and making it harder to maintain frequency stability.

Historically it has been common to have large energy utilities that own power plants,

transmission systems, and distribution systems, controlling the entire chain of supply from

production to wholesale and operating with regulated prices. Current policies have led
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to the formation of transmission system operators (TSOs) that only handle transmission

of electric energy from producers to distribution systems. Electric energy is traded on

markets and TSOs are to facilitate the transfer of energy sold on thosemarkets. In addition

to that, TSOs are also tasked with procuring the energy needed to cover transmission

losses. In order to minimize costs, TSOs have to find ways to forecast these losses more

accurately.

These are just a couple of brief examples of the many challenges facing the power

systems industry. These problems are multifaceted and present themselves differently in

different power systems. This thesis tackles some of the related questions arisen from

practical experiences of TSOs.

Monitoring and Learning

One of the rising technologies in power systems are undoubtedly phasor measurement

units (PMUs) and wide area monitoring systems (WAMS) based on the former. Despite

the technologies being three decades old, their deployment and use has been gearing

up in the past decade. There are several reasons for their increased prevalence in trans-

mission systems—practical need, development of supporting technologies, managerial

fallout following blackouts, etc. There are varying applications of the technology, from

the simplest monitoring of angle differences to adaptive control schemes protecting the

system. In certain power systems, the technology can already be considered prevalent

and essential by now.

In parallel, in the fields of computer science and information technology, the last

years have turned big data and associated technologies into buzzwords. The amounts of

data being gathered has increased tremendously and the value of analyzing this data has

increasingly been seen. At present, most PMUs record ƌƇ measurements per second and

a single PMU can measure anything from a few signals to tens of signals instantaneously.

Recorded by tens or hundreds of devices over days and months and years, this amounts

to significant datasets. Extracting useful information from these vast amounts of data

requires appropriate algorithms and will inevitably bring data science methods to the

monitoring of power systems.

Coincidentally, the twomain topics discussed in the thesis also develop a link between

wide area monitoring of power systems and certain data analysis or machine learning

methods. The first topic covers extracting additional useful information about transmis-

sion losses from PMU measurements. The goal of this work was to obtain this additional

information so that it could be used in conjunctionwith other information as training data

to improve themachine learning tools that forecast transmission losses. The second topic

covers extracting features of a power system by observing the small dynamic changes

caused by ambient signals present in normal operation. Even though the system identifi-

cation methods applied here are not generally considered to be machine learning tools,

they are effectively learning the dynamics of the system from patterns in measured data.

Objectives and Structure of Thesis

The thesis covers two separate topic areas, both about applications of wide area monitor-

ing systems. The first stems from one of the most basic proposed applications of synchro-

nized phasor measurements—on-line transmission line parameter estimation. The prin-

ciple, although trivial, has been published numerous times and has even been patented.

PMUs provide simultaneous (time synchronized) measurements of voltage and current

phasors at both ends of a transmission line. If one assumes the two conductor model of
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the line, its parameters can be expressed explicitly from the voltage and current phasors.

The thesis presents some new aspects of this problem.

First of all, the trivial solution for on-line monitoring of transmission line parame-

ters was tested in practice on real measurement data from the Estonian transmission

system. The results showed a lot less quality than expected, which led to a search for

the source of errors in these measurements. It was identified that most of the proposed

implementations of this application assumed either explicitly or—more often—implicitly

that instrument transformers have been calibrated, i.e. contribute no significant errors,

which is rarely the case in real transmission systems. The work presents an uncertainty

propagation analysis of a practical implementation on real data, which illustrates and

explains how different sources of errors affect such applications.

Following that, the same basic concept was expanded to analyze the balance of power

on a transmission line. Whenwe look at the transmission linemodel and extract its param-

eters from simultaneously measured voltage and current phasors, we can also analyze

both active and reactive power consumed or generated in each element of themodel. For

example, the same resistance, which is calculated as a parameter, models resistive losses

in the conductors of the line, while the reactance models consumption of reactive power.

The thesis presents a thorough derivation of components of transmission losses based

on a detailed multiconductor model of a transmission line. The resulting expressions are

intuitive and could be considered trivial, but they were not found to have been presented

in any previous publications.

The main goal of this part of the thesis is to provide a new method of detecting and

monitoring corona losses in a transmission system. In the aforementioned approach,

one of the components of transmission losses can be assumed to largely correspond

to corona losses on the line. This provides an on-line measurement-based method to

monitor corona losses and gather corresponding data from across the system. Since the

phenomenon of corona losses on transmission lines is mostly dependent on weather

conditions, this data can be used in conjunction with weather observations in statistical

analysis and forecasting tools. Model building and forecasting are not in the scope of this

work, but some examples of both types of data from real world conditions are given for

validation purposes.

The second topic area ventures into a sort of dynamic state estimation, where certain

features of power system dynamics are extracted from wide area measurements. The

work proposes a method of estimating approximate models of dynamics between active

power and frequency. The method observes the system in normal operation over peri-

ods of several minutes and identifies patterns of these dynamics in ambient measure-

ment data. It was found that normal load variations excite the system sufficiently in

order to identify these approximate models from PMU measurements of active power

and frequency.

The main goal of this estimation is to determine the inertial response of the system

from ambient data, not specific disturbances. With the displacement of conventional

generation, inertia is both decreasing and varying in time and it is becoming desirable

to monitor its value continuously. The key challenge in this is distinguishing the inertial

response from frequency control and other effects during normal operation of the system.

The work demonstrates that it is possible to do that. The method further incorporates

the notion of area inertia, where the system is separated into areas and inertia of each of

those is estimated.

The thesis is structured as follows. Chapter ƈ provides a brief overview of phasor

measurement units, wide area monitoring systems, and WAMS applications, including
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the example of transmission line parameter estimation that is demonstrated onmeasure-

ment data. Chapter Ɖ discusses transmission line monitoring further, offering a thorough

analysis of the propagation and sources of errors. Chapter Ɗ proposes the monitoring

of transmission losses on transmission lines, with the emphasis on estimation of corona

losses. Chapter Ƌ demonstrates continuous monitoring of power system inertia based on

ambient measurement data.
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ƈ Wide Area Monitoring of Power Systems

“In the future, we shall have to look upon the collection of data in a different

way, and I am proposing an ideal solution. I should like to have all the data

in digital form and recorded directly on magnetic tape. In the case of the

rotor angle, for example, pulses initiated by the shaft of themachine, and the

reference voltage, would be recorded directly on to magnetic tape, together

with a counting frequency synchronized to the mains supply frequency, thus

giving the rotor angle. All data, such as voltages and currents, should be

recorded in this way, and a large and fast electronic computer should be used

for the task of analysis. Only in this way will the deductions made from the

test information match, in some measure, the diligence of those collecting

the results.”

— Dr. P. D. Aylett, ƈƎƌқ [ƈ]

ƈ.ƈ Synchronized Phasor Measurements

An alternating current (AC) power system is based on generators that supply alternating

voltages, synchronized to one common frequency. In engineering practice, these perpetu-

ally oscillating quantities are mostly analyzed as phasors—described by a magnitude and

a phase angle. While it is relatively easy to measure magnitudes (or RMS values) of AC

currents and voltages, it is somewhat more difficult to measure their phase angles. Phase

angles rotate in time and only have a meaning when they are compared to one another

or a common reference measured at exactly the same time.

Most commonly phase angles are obtained from a state estimator, where they are

deduced from other measurements combined with a power flow model of the system.

State estimators are widely used and provide valuable information about the steady state

operation of the system. However, acquiring measurements and estimating a state of the

system usually takes several seconds to tens of seconds. This is too slow to observe fast

changes and dynamic phenomena. In order to capture such dynamics, it is necessary to

measure the relevant state variables directly.

There has been interest in directly measuring phase angle differences for a long time.

Already in ƈƎƌҚ, during the commissioning tests of the Cliff Quay generating station, three

experimental measurement devices were used to record the tests. The first two were

concerned with measuring the rotor angle relative to local bus voltage [Ɖ, Ɗ], while the

third measured changes in voltage phase angle differences between two distant substa-

tions [Ƌ]. The latter enabled the recording of disturbances in the system, but it assumed

a constant communication delay instead of being properly synchronized in time. Other

proposed solutions to this problem followed, attempting to compensate for communica-

tion delays [ƌ, Қ].

Feasible means of properly synchronizing geographically distant phase angle

measurements were found in the beginning of ƈƎқƇs whenmeasurement of synchronized

voltage phase angles was proposed and demonstrated [ƍ, қ]. The last piece of the puzzle

was added by proposing the contemporary solution to calculating phasors [Ǝ]. A couple

of years later time synchronization was incorporated, already introduced before, and

synchrophasors or synchronized phasor measurements as they are known today were

established [ƈƇ].

At the time of writing the thesis, synchronized phasor measurements were specified

by the IEEE standard CƊƍ.ƈƈқ.ƈ-ƉƇƈƈ [ƈƈ] and other associated standards. This standard

makes a distinction between a phasor and a synchrophasor [ƈƈ]. Phasors in their conven-
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tional meaning have commonly been used to simplify the analysis of AC circuits. A sinu-

soidal waveform with an amplitudeXm and phase shift φ

x(t) = Xm cos(ωt+ φ) (ƈ.ƈ)

is represented by a phasor expressed as

x =
Xm√
2

ejφ. (ƈ.Ɖ)

All phasors in a common analysis are defined for a fixed frequency f in ω = 2πf .
In an AC power system, small variations from system frequency are inevitable. In this

case, frequency itself can be seen as a function of time. Bywriting for the time-dependent

frequency f(t) and system rated frequency fn

g = g(t) = f(t)− fn, (ƈ.Ɗ)

the sinusoid for an AC quantity can be expressed as [ƈƈ]

x(t) = Xm cos(2π
∫
fdt+ φ) (ƈ.Ƌ)

= Xm cos(2πfnt+ 2π
∫
gdt+ φ). (ƈ.ƌ)

The synchrophasor representation is thus defined as

x(t) =
Xm(t)√

2
exp

[
j(2π

∫
gdt+ φ)

]
. (ƈ.Қ)

For a constant amplitudeXm(t) = Xm and constant frequency deviation∆f = f−fn =
g, the synchrophasor becomes

x(t) =
Xm√
2

exp [j(2π∆f + φ)] . (ƈ.ƍ)

This quantity rotates at the frequency ∆f [ƈƈ]. This distinction explains a common

phenomenon in synchronized phasor measurements—even if phase angle differences

between nodes do not change, synchrophasors rotate in time. In this work, measured

synchrophasors are referred to as phasors for the sake of brevity.

In addition to phasor measurements, the standard specifies measurement of

frequency and rate of change of frequency (RoCoF) [ƈƈ]. For a sinusoid as in (ƈ.ƈ),

frequency is defined as

f(t) =
1

2π

dφ(t)
dt

(ƈ.қ)

and its rate of change as

RoCoF (t) =
df(t)

dt
. (ƈ.Ǝ)

When it comes to requirements on accuracy, the standard defines the total vector

error (TVE) as [ƈƈ]

TVE(t) =

√
(x̂re(t)− xre(t))2 + (x̂im(t)− xim(t))2

x2
re(t) + x2

im(t)
=
|x̂(t)− x(t)|
|x(t)|

, (ƈ.ƈƇ)
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where x̂(t) is the estimate (measured value) of a phasor x(t) at time t. For frequency and
RoCoF, absolute errors are used [ƈƈ].

Phasor measurements units (PMU) are devices that measure phasors, frequency, and

RoCoF and tag them with time-stamps using a synchronized time source. The devices

are similar to computer relays, the main difference being the added time synchronization

component. The standard sets certain requirements, but PMUs from various manufac-

turers can be quite different in their implementations. However, in general, a PMU as a

device is connected to instrument transformers that output converted analog AC current

and voltage signals. On these inputs the PMU performs certain operations and outputs

time-stamped phasors conforming to the standard.

Inside the PMU, themeasured analog signals are filtered and converted fromanalog to

digital signals. Following that, the device performs a Fourier transform in order to extract

the fundamental component of eachmeasured signal. For frequency and RoCoFmeasure-

ments a numerical calculation of derivatives is performed. The PMU is also connected

to a time synchronization signal that is used to generate the time-stamps. Finally, the

device outputs the measured quantities alongside their time-stamps [ƈƉ]. The internal

operations may be implemented as decided by manufacturers as long as they conform to

the standard.

In large part, a commercial PMU is a black box device between the inputs and outputs

with its proprietary algorithms. However, several manufacturers offer configuration

options, some more than others. Most often there are options to configure filtering of

measured inputs, where it is possible to select window length for example. These settings

can affect the output results to a certain extent, especially in dynamic conditions [ƈƊ]. If

possible, these aspects should be considered when measurement results are applied or

even when PMUs are installed.

In order to function on a real transmission line, the PMU is connected to current

and voltage transformers, as illustrated in Fig. ƈ.ƈ. The outputs of instrument transform-

ers are the actual inputs to the PMU. Even though this may sound trivial, it is impor-

tant to consider this fact when analyzing the accuracy of phasor measurements. Instru-

ment transformers have errorswith rather complicated characteristics that influence PMU

measurements. In practice, measurement errors in instrument transformers can be an

order of magnitude larger than measurement errors of the PMU itself, as discussed in the

following chapter.

Apart from the analog voltage and current signals, the PMU needs a time synchroniza-

tion signal as another input. In most cases, the Global Positioning System (GPS) is used

as the time source, but other sources can be used. GPS satellites provide a time signal

with a synchronization accuracy of at least one microsecond, accessible to all PMUs at

the same time [ƈƉ]. However, if a PMU loses the reference time signal, significant errors

may be introduced into the measurements. As angle measurements are related to time

measurements, an error in the time signal results in an error in measured angles.

On the output side, PMUs are connected to a communications network. Themeasure-

ment data is transferred to Phasor Data Concentrators (PDC) that gather and store the

information. This may again be carried out over different types of communication chan-

nels and protocols [ƈƉ]. As far as monitoring applications are concerned, communications

delays are not critical sincemeasurements are time-stamped at the time ofmeasurement.

However, real-time monitoring would require short delays and fast communications.

PDCs concentrate measurements gathered from various geographically and electri-

cally distant points of the system. Thanks to time synchronization, it is then possible to

observe these distant points of the system at one location and measure the quantities
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Figure Ƈ.Ƈ Basic principle of connecting a PMU to a transmission line feeder. The example is based

on a ƉƉƆ kV transmission line.

simultaneously. This is how PMUs and PDCs enable to construct wide area monitoring

systems (WAMS). A WAMS takes the measurements provided by PMUs and processes

them in such a way that provides useful information about the performance of the power

system.

ƈ.Ɖ Examples of Wide Area Monitoring Applications

There is a variety of power system monitoring applications that have been proposed

and implemented since the introduction of PMU technology and wide area monitoring

systems. Some of these are improvements of what is possible with SCADA/EMS

systems while some offer new capabilities. The simplest example (and the first that

was implemented) is monitoring of the angle differences on a longer transmission

line [ƈƋ]. While it is possible to obtain an estimated angle from a state estimator, it

is only available in intervals of several seconds. A WAMS application can provide this

information continuously in real-time to the operator or dispatcher, which can make a

significant difference.

Another common way of improving existing capabilities is the so-called hybrid state

estimator, which combines a conventional state estimator with PMU measurements in

order to improve the former. The basic concept of including PMU measurements in the

state estimator was one of the first ever proposed applications for the newmeasurement

technology [ƈƇ]. However, as long as the state estimation step is included, the application

can be improved but it does not change fundamentally.

PMU measurements offer new capabilities where either their higher sampling ratio

or time-synchronization can be utilized. One of such applications is monitoring of power

oscillations. Local and inter-area oscillations occur with frequencies below one hertz up to

a few hertz. These dynamics are fast enough not to be detected in state estimation, while

still slow enough to be monitored with PMU measurements. Such oscillations are critical

in the operation ofmany power systems and applications ofmonitoring power oscillations
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are one of the most commonly deployed WAMS applications [ƈƌ–ƈқ].

Some of the more commonly deployed applications are offline in nature. WAMS can

be used for post-event analysis of disturbances, e.g. short-circuits or frequency distur-

bances [ƈƋ, ƈƌ, ƈƍ]. Another application is the validation of dynamic models [ƈƋ, ƈƌ, ƈƍ,

ƈқ]. With a WAMS it is possible to record various dynamic events and compare them to

simulations of equivalent conditions. This allows the TSO to both validate and improve its

dynamic models of the power system.

The applications mentioned so far are the ones most often deployed and used in

real power systems. Of course, there is a large number of other WAMS applications

that are either less common, in development or only proposed without being imple-

mented in practice. Another application that is based on PMU measurements, is well

known, and discussed in many publications is the estimation of transmission line param-

eters and dynamic line rating based on the measured resistance. This application has also

been patented and demonstrated in practice by ABB [ƈƎ,ƉƇ]. However, this application is

very sensitive to the accuracy of measurement devices, making it difficult to obtain good

results. These limitations are demonstrated in the next section and analyzed in detail in

the next chapter.

ƈ.Ɗ Monitoring of Transmission Line Parameters

Transmission lines are one of the main building blocks of power systems, connecting all

other elements into one network. To a large extent they determine transfer capacities

between regions and affect other aspects of operating the system, e.g. voltage stability.

While transmission lines as elements of the system are rather simple, there is still interest

in monitoring some aspects of their operation. For example, it is possible to determine

both the thermal and stability limits of transfer capacity based on certain measurements.

This is valuable information in networks that are becoming more congested with changes

in the distribution of generation and limits to the construction of new transmission lines.

The stability limits in power transfer capacity depend on angle differences between

the two ends of the line and parameters of the line itself [Ɖƈ, ƉƉ]. As discussed in the

previous chapter, PMUs offer a good capability of monitoring angle differences. However,

in principle it is also possible to monitor parameters of transmission lines based on PMU

measurements. This also relates to the thermal limit of power transfer capacity. The ther-

mal limit is determined by the temperature of line conductors, however, the temperature

of the conductor also affects its resistance. If it is possible to monitor the resistance of a

conductor with very good accuracy, it is possible to infer its temperature.

These principles are the basis of well known examples of wide area monitoring appli-

cations. However, the same principles offer another, less discussed application. Based on

synchronized phasor measurements, it is also possible to analyze the balance of power

on a transmission line in more detail than conventional metering would allow. Here the

balance of power refers to components of active losses and both consumed and generated

reactive power on the transmission line. Most interestingly, this offers the ability to detect

and monitor corona losses independently of thermal losses, which will be discussed as a

separate topic in another chapter.

The most common transmission line model is the Π equivalent circuit, depicted in

Fig. ƈ.Ɖ. It models the line as a series impedance and two shunt admittances, one at either

end of the line. The two ends of the line are often referred to as the sending and receiving

ƈƎ



end. The voltage and current phasors at the two ends of the line are related by

US =

(
1 +

ZY

2

)
UR + ZIR, (ƈ.ƈƈ)

IS =

(
1 +

ZY

4

)
Y UR +

(
1 +

ZY

2

)
IR. (ƈ.ƈƉ)

This model is sufficient for steady state analysis of short transmission lines. It is usually

applied with the assumption that only positive sequence voltages and currents are anal-

ysed. It is also simple to see that if one knows the values of voltage and current phasors at

both ends at the same moment in time, the values of line parameters can be calculated.

Figure Ƈ.ƈ Transmission line modeled as a Π equivalent circuit. Line parameters are expressed as a

series impedance Z = R+ jX and shunt admittance Y = G+ jB.

The secondmost common transmission linemodel is the distributed parameter equiv-

alent circuit, shown in Fig. ƈ.Ɗ. In this model, the line is divided into infinitesimally short

sections, each of which have a series impedance and a shunt admittance. The equations

for these sections are integrated over the length of the line and the distributed parameter

transmission line equations are expressed as

U(l) = cosh(γl)U(0) + zC sinh(γl)I(0), (ƈ.ƈƊ)

I(l) =
1

zC
sinh(γl)U(0) + cosh(γl)I(0), (ƈ.ƈƋ)

whereU(l) and I(l) are the voltage and current phasors at a distance l toward the sending
end of the line (U(0) and I(0) are the phasors at the receiving end), γ = (zy)1/2, and

zC = (z/y)1/2. This model is more accurate and also applies to long transmission lines.

Figure Ƈ.Ɖ Distributed parameter model of a transmission line. Voltages and currents are given as

functions of the position along the length of the line. The line is divided into infinitesimally short

sections of length dl with per unit distance parameters z = r+ jx [Ω/km] and y = g+ jb [S/km].

In the analysis of transmission lines, it is often assumed that a common linear trans-

formation of phase quantities (e.g. symmetrical components or Clarke transform) can

be used to remove the effects of mutual coupling between the quantities [ƉƊ, ƉƋ]. The

problem of mutual coupling between phase quantities and the justification behind these

assumptions are explained in Sec. Ɗ.Ɖ. However, once this assumption is made, (ƈ.ƈƊ) and

(ƈ.ƈƋ) apply for each of the symmetrical components (or Clarke transform modes) and
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the transmission line is modeled as three independent circuits for these quantities as

in Fig. ƈ.Ɗ. Just like it was the case with the Π equivalent circuit, it becomes trivial to

calculate the parameters of the transmission line if simultaneous values of voltage and

current phasors at both ends of the line are known.

Computing transmission line parameters from synchronizedmeasurements of voltage

and current phasors was already proposed two decades ago [Ɖƌ]. In this case it was

proposed as a part of a fault location application [ƉҚ, Ɖƍ]. Following that, there have

been numerous papers proposing and discussing variations of on-line monitoring of line

parameters [Ɖқ–ƊƉ]. Some have suggested different calculation ormissing datamitigation

techniques; however, they have all been based on either (ƈ.ƈƈ) and (ƈ.ƈƉ) or (ƈ.ƈƊ) and (ƈ.ƈƋ).

An application for dynamic line rating based in part on these equations has also been

patented by ABB [ƈƎ].

For the equivalent circuit in Fig. ƈ.Ɗ, line parameters can be expressed explicitly from

(ƈ.ƈƊ) and (ƈ.ƈƋ). Writing the sum and the difference of the two equations results in

U(l) + zcI(l) =
(
U(0) + zCI(0)

)
eγl, (ƈ.ƈƌ)

U(l)− zCI(l) =
(
U(0)− zCI(0)

)
e−γl. (ƈ.ƈҚ)

From the first equation, the characteristic impedance is expressed as

zC =
U(0)eγl − U(l)

I(l)− I(0)eγl
(ƈ.ƈƍ)

so that the other equation can be written as

U(l)− I(l)
U(0)eγl − U(l)

I(l)− I(0)eγl
= e−γl

(
U(0)− I(0)

U(0)eγl − U(l)

I(l)− I(0)eγl

)
. (ƈ.ƈқ)

Multiplying by the denominator of the fractions yields

2U(l)I(l) + 2U(0)I(0) =
(
U(0)I(l) + U(l)I(0)

) (
eγl + e−γl

)
, (ƈ.ƈƎ)

which leads to the explicit expressions [Ɖƌ]

γL = arcosh
(
U(L)I(L) + U(0)I(0)

U(0)I(L) + U(L)I(0)

)
, (ƈ.ƉƇ)

zC =
U(L)− U(0) cosh(γL)

I(0) sinh(γL)
, (ƈ.Ɖƈ)

where L is the length of the line. The per unit distance impedance and admittance are
z = γzC and y = γ/zC, respectively.

PMUs installed on a transmission line measure voltages and currents of phases. If all

phases of a line are measured, it is possible to calculate the symmetric components—

positive, negative and zero sequence. Without much discussion, most proposed

applications of calculating transmission line parameters from PMU measurements

assume that positive sequence quantities are used. The differences between using phase

and sequence quantities are discussed in Sec. Ɗ.Ɖ.

Assuming that positive sequence quantities are used, it is trivial to apply (ƈ.ƉƇ) and

(ƈ.Ɖƈ) on measured phasors. However, it is not as simple to obtain very accurate results in

the general case. In order to illustrate this, some exemplary results are presented in this
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section. Synchronized phasormeasurements fromboth ends of a ƊƊƇ kV transmission line

have been gathered and processed. Expressions (ƈ.ƉƇ) and (ƈ.Ɖƈ) have been applied on

symmetrical components of voltages and currents in order to calculate the corresponding

line parameters.

The measurement data was taken in the span of ƈқ hours from ƉҚ January ƉƇƈқ ƈƍ:ƇƇ

to Ɖƍ January ƈƈ:ƇƇ. Based on weather data from nearby weather stations, the approx-

imate temperature of the conductors was found to vary between ƈ–ƌ◦C [ƊƊ, ƊƋ]. For

comparison, the impedance of the transmission line obtained from offlinemeasurements

is Ƈ.ƇƉƋƊ + jƇ.ƉƎƌΩ/km (adjusted to Ɖƌ◦C). For this example, the PMU measurements

were downsampled to Ƈ.ƈ samples per second as the period is rather long (there would be

three million samples with the original ƌƇHz sampling rate). Parameters were calculated

with this ƈƇ s step and also smoothed with a moving window of ƊƇ samples.

The four parameters of the distributed line model—resistance, reactance, conduc-

tance, and susceptance—are plotted in Figs. ƈ.Ƌ-ƈ.ƍ. In all four figures, the values calcu-

lated from single samples and the values smoothed over ƊƇ samples have been plotted.

For reference, themagnitudes of current and voltage phasors have been plotted in Figs. ƈ.қ

and ƈ.Ǝ. As expected, it is possible to calculate the parameters; however, the values exhibit

some unexpected changes in time and large errors in some cases.

The estimates of positive sequence resistance show the largest errors, clearly visible

in the results. Even the lowest values seen in this period are significantly larger than

the true value could be, with the highest values reaching three times that. The changes

in estimates of resistance coincide with changes in measured current, which shows a

dependence ofmeasurement errors on the value of currentmeasured. The changes in the

estimates of reactance coincidewith both the changes inmeasured current andmeasured

voltage. These dependencies and the causes behind them are investigated in the next

chapter.
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Figure Ƈ.Ɗ Positive sequence resistance estimated from PMU measurement data. Values calculated

from single instantaneous samples plotted alongside values smoothedwith awindowof ƉƆ samples.
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Figure Ƈ.Ƌ Positive sequence reactance estimated from PMU measurement data. Values calculated

from single instantaneous samples plotted alongside values smoothedwith awindowof ƉƆ samples.
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Figure Ƈ.ҙ Positive sequence shunt conductance estimated from PMU measurement data. Values

calculated from single instantaneous samples plotted alongside values smoothed with a window of

ƉƆ samples.
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Figure Ƈ.ƌ Positive sequence shunt susceptance estimated from PMU measurement data. Values

calculated from single instantaneous samples plotted alongside values smoothed with a window of

ƉƆ samples.
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Figure Ƈ.Қ PMU measurements of positive sequence current magnitudes from both ends of the

transmission line.
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Figure Ƈ.ƍ PMU measurements of positive sequence voltage magnitudes from both ends of the

transmission line.

ƈ.Ƌ Summary

This thesis presents the development of newpower systemmonitoring applications based

on phasor measurement units and wide area monitoring systems. This chapter summa-

rized the main background of the technology and related terms used throughout the

thesis. Some of the most commonly deployed WAMS applications were introduced as

examples. One of the applications, monitoring of transmission line parameters based on

PMU measurements, was explained in more detail with some real life results presented

for illustration.
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Ɖ Uncertainties in Transmission Line Monitoring

Monitoring of transmission line parameters based on PMUmeasurements fromboth ends

of the lines as described in Sec. ƈ.Ɗ is simple to implement. The parameters can be calcu-

lated in real-time with explicit expressions. However, as the example showed, the results

can be quite inaccurate. The main hypothesis of this chapter is that the accuracy of moni-

toring certain quantities on a transmission line can be very strongly affected by measure-

ment errors, even if the accuracy of the measurement devices is generally assumed suffi-

cient.

This chapter analyzesmeasurement uncertainties in the entiremeasurement chain (as

illustrated in Fig. ƈ.ƈ) and uncertainty propagation in the uncorrectedmeasurementmodel.

The monitored quantities are calculated from explicit expressions, allowing us to derive

explicit expressions for their uncertainties. Possible sources of errors are identified and

their uncertainties quantified. Following that, uncertainty propagation is analyzed and

evaluatedbasedon realmeasurement data. Basedon the results, the accuracy of different

monitored quantities and the influence of variousmeasurement errors are discussed. The

results have been published as Publication I.

Ɖ.ƈ Measurement Errors in the Measurement Chain

As discussed in the previous chapter, PMUs are connected to instrument transformers and

require a time synchronization signal. With that in mind, there are three main sources

of error in the measurements—the PMU itself, instrument transformers, and the time

source. The possible errors from these sources are discussed in this section.

Phasors measured by PMUs are limited to the accuracy of ƈ% TVE in steady state

conditions by the CƊƍ.ƈƈқ standard [ƈƈ]. This means that the errors in a measured phasor

are limited by a circle, depicted in Fig. Ɖ.ƈ, where the maximum error in magnitude can

be ƈ% or maximum error in angle Ƈ.ƌƍƊ◦ if the other of the two is zero. If the accuracy

of a PMU is given only in terms of TVE, it is impossible to know specifically how large

the errors in either the magnitude or angle are. If this information is not available, the

maximum errors of ƈ% and Ƈ.ƌƍƊ◦ should be assumed. Fortunately, some manufacturers

separately report specificmeasurement error limits formagnitude and angle and they can

be significantly smaller than the ƈ% TVE requirement [Ɗƌ].

Figure ƈ.Ƈ Circle of Ƈ% TVE surrounding a phasor [ƇƇ]. Maximum errors in magnitude and angle given

for reference.
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The accuracy requirements for current and voltage transformers are set in IEC stan-

dards ҚƇƇƋƋ-ƈ and ҚƇƇƋƋ-Ɖ [ƊҚ, Ɗƍ]. For more accurate measurements, metering trans-

former classes are defined, while protection class transformers require lower accuracy.

For current transformers (CT), the metering classes are Ƈ.ƉS and Ƈ.ƌS, for voltage trans-

formers (VT) Ƈ.Ɖ and Ƈ.ƌ. The class designations refer to themaximum relativemagnitude

error in percent at rated measurement value. The standards specify separate limits to

magnitude and angle errors at various values of the measured quantity relative to the

rated value (I/In). The Ƈ.ƉS and Ƈ.ƌS accuracy classes for current transformers are illus-
trated in Fig. Ɖ.Ɖ. Even though levels of I/In below ƉƇ% may sound very low, installed
current transformers tend to be over-dimensioned. For example, on a ƊƊƇ kV transmission

line transferring ƈƇƇMW, a CT rated at Ɖ kA is operating below Ǝ% I/In.
It should be noted that most authors that have proposed calculating transmission

line parameters from PMU measurements have assumed that instrument transformers

have been calibrated so that their errors can be compensated for. In practice this would

require on-site calibration of each of the instrument transformers used in the estimation.

Instrument transformers are usually tested by the manufacturer and some information

about measurement errors may be available in factory test reports. However, these test

are usually carried out for one or two values of burden and a few values of I/In, which
is not sufficient for calibration. The measurement errors depend strongly on the value of

burden, which is determined by the specific installation in the substation. Examples of

instrument transformer errors from factory test reports may be seen in Appendix A.

Figure ƈ.ƈ Current phasor of length
√
2 with maximum errors permitted by Ɔ.ƈS (denoted by blue)

and Ɔ.ƋS (red) accuracy classes. Numbers inside the sectors give the percentage ratio of measured

to rated value, i.e. I/In. Maximum errors are equal for ƈƆ–ƇƆƆ% ratios [ƇƇ].

Assuming that a GPS clock is used and it is operating correctly, time-synchronization

errors caused by the clock are expected to remain below ƈƇƇ ns [Ɗқ, ƊƎ]. If a time distri-

bution system is used in the substation, e.g. IRIG-B, an additional error of a few hundred

nanoseconds may be introduced. Considering this, it can be assumed that in practice

time-synchronization errors remain below ƈ μs in normal conditions [ƋƇ, Ƌƈ]. An error of

ƈ μs would correspond to an angle measurement error of Ƈ.Ƈƈқ◦.
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Ɖ.Ɖ Uncertainty Analysis in Phasor Measurements

A phasor is expressed as a complex number—it consists of a real and an imaginary part or

it can also be represented as a magnitude and an angle. In either case, a complex number

consists of two independent components and it can be seen as a two-dimensional quan-

tity. When a measured quantity is expressed as a complex number, it has uncertainties

in both dimensions. As long as there is no reason to assume otherwise, uncertainties in

the two dimensions may be unequal. This phenomenon is illustrated in Fig. Ɖ.Ɗ, where

two measured voltage phasors have been plotted. The uncertainty ellipse of one of the

phasors has also been drawn, formed by the uncertainties in the measured magnitude

and angle.

Figure ƈ.Ɖ Voltage phasors at separate ends of a transmission line measured by PMUs. One phasor

is accompanied by its uncertainty ellipse.

The analysis of uncertainties and their propagation in two-dimensional quantities is

a generalization of the more known single dimensional case, however, there are several

important differences [ƋƉ,ƋƊ]. In order to determine the uncertainties in the two dimen-

sions and the uncertainty ellipse (like in Fig. Ɖ.Ɗ), a series of calculations are needed. The

main principles and transformation are summarized below. Following that, propagation

of uncertainties into line parameters derived in the previous section are analyzed.

A complex quantityX is estimated by a measured value x, written as

x = xre + jxim, (Ɖ.ƈ)

where the real and imaginary parts are denoted by corresponding subscripts. The covari-

ance matrix of this estimate x is then given as

C(x) =

[
[u(xre)]

2 u(xre)ru(xim)

u(xim)ru(xre) [u(xim)]
2

]
, (Ɖ.Ɖ)

where u(x) denotes the uncertainty of x and

r = r(xre, xim) = r(xim, xre) = u(xre, xim)/[u(xre)u(xim)] (Ɖ.Ɗ)

is the correlation between the real and imaginary components of x [ƋƋ].
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The uncertainties of a quantity x, which is measured in terms of magnitude xm and

angle xφ

x = xme jxφ (Ɖ.Ƌ)

are transformed from polar coordinates into the (Cartesian) complex plane. Firstly, a

radial-tangential covariance matrix is formed

Crt(x) =

[
[u(xm)]

2 u(xm)rtu(xt)

u(xt)rtu(xm) [u(xt)]
2

]
, (Ɖ.ƌ)

where rt ∼= r(xm, xφ) is the correlationbetween themagnitude and anglemeasurements
and u(xt) is a tangential uncertainty component, found as [Ƌƌ]

u(xt) = xm tan [u(xφ)] . (Ɖ.Қ)

The matrix is then rotated by the measured angle xφ

T =

[
cosxφ − sinxφ

sinxφ cosxφ

]
. (Ɖ.ƍ)

The covariance matrix for the quantity in the complex plane is obtained as [Ƌƌ]

C(x) = TCrt(x)TT. (Ɖ.қ)

If a stationary quantity x is estimated as the mean of n repeated measurements xi,

type A evaluation of uncertainty is carried out as follows

uA(xre, xim) =
1

n(n− 1)

n∑
i=1

(xre − xire)(xim − xiim), (Ɖ.Ǝ)

[uA(xre)]
2 = uA(xre, xre), and [uA(xim)]2 = uA(xim, xim). If systematic errors are

present in the measurement, type B uncertainties uB(xre), uB(xim), etc. are also evalu-
ated [ƋҚ]. If both types of uncertainties are included, the resulting covariances are added

so that

C(x) = CA(x) + CB(x). (Ɖ.ƈƇ)

The procedure of estimating a quantity Y from the measurements of n quantities
X1, X2, . . . , Xn can be expressed as [ƋҚ]

Y = f(X1, X2, . . . , Xn). (Ɖ.ƈƈ)

An estimated value of Y is then given as

y = f(x1, x2, . . . , xn). (Ɖ.ƈƉ)

As the quantity of interest is estimated from a number of measured quantities, the

propagation of uncertainties has to be analysed. The propagated uncertainties can be

found from the covariance matrix of y, computed as [ƋƋ]

C(y) =

n∑
k=1

n∑
l=1

W(xk)R(xk, xl)W(xl)
T, (Ɖ.ƈƊ)
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where

W(xk) = Jy(xk)U(xk) =


∂yre

∂xkre

∂yre

∂xkim
∂yim

∂xkre

∂yim

∂xkim

[
u(xkre) 0

0 u(xkim)

]
(Ɖ.ƈƋ)

and

R(xk, xl) =

[
r(xkre, xlre) r(xkre, xlim)
r(xkim, xlre) r(xkim, xlim)

]
, (Ɖ.ƈƌ)

which includes the correlations between the components of xk and xl.

The evaluation of Jacobians can be carried out based on the following notion [ƋƋ]

∂y

∂x
= z ⇒ Jy(x) =

[
zre −zim
zim zre

]
, (Ɖ.ƈҚ)

which simplifies the process in some cases.

For a certain confidence level p, the coverage factors k2,p are evaluated and the uncer-
tainties given as follows

Up(Yre) = k2,pu(yre) = k2,p

√
C11(y), (Ɖ.ƈƍ)

Up(Yim) = k2,pu(yim) = k2,p

√
C22(y). (Ɖ.ƈқ)

The coverage factors for Ɖ-dimensional quantities are discussed in [ƋҚ].

The uncertainty of a measurement can originate from one or more different sources

of error, which can be either random or systematic. Random errors are different in each

repeated measurement and their effects can be reduced by averaging a larger number of

independent repeated measurements. The uncertainties of the resulting values can be

evaluated by propagating the type A estimates of uncertainties, as in (Ɖ.Ǝ), etc. However,

it should be kept in mind that repeated measurements can only decrease the uncertainty

of estimating a stationary quantity, not a quantity that changes in time.

Measurement results can also include systematic errors, which cannot be removed

by repeated measurements. In general, it is assumed that such systematic effects in a

measurement setup can be identified and corrected [ƋƉ]. For example, if a measurement

device has a fixed bias, it can easily be compensated for. However, these biases are not

always knownand they canhave a non-linear dependence on themeasuredquantity itself.

If systematic effects are not corrected for, type A evaluation would underestimate the

resulting uncertainties. In order to account for systematic errors, type B uncertainties are

used.

Ɖ.Ɗ Uncertainty Propagation in Line Parameter Estimation

As described in Sec. ƈ.Ɗ, the impedance and admittance of a distributed parameter trans-

mission line can be calculated as

z = γzc, (Ɖ.ƈƎ)

y =
γ

zc
, (Ɖ.ƉƇ)
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where

γ =
arcosh(p)

L
, (Ɖ.Ɖƈ)

zc =
v2
√
(p+ 1)(p− 1)

i1 − i2p
, (Ɖ.ƉƉ)

p ≡
q

t
≡ v1i1 + v2i2

v2i1 + v1i2
.

The quantities p, q, and t have been introduced to shorten the notation. Here it is assumed
that q = f(v1, i1, v2, i2) and t = f(v1, i1, v2, i2) are functions of complex represen-
tations of measured voltages and currents. These and other terms expressed using q
and t are differentiable with respect to v1, i1, v2, and i2 and satisfy the Cauchy–Riemann
equations.

Type A uncertainties are calculated following (Ɖ.Ǝ) and covariance matricesCA(va1),
CA(ia1), etc. are evaluated accordingly. In order to account for systematic effects, uncer-
tainties of type B have to be evaluated with some assumed levels of systematic errors.

Since the true systematic errors are not known, this can only be an estimate based on

information about measurement devices that is available. Systematic errors should be

assumed to be large enough to account for real errors yet still small enough to obtain

meaningful uncertainty intervals.

As discussed earlier, the maximum measurement errors of PMUs are limited by the

total vector error (TVE). This is a scalar quantity and it removes the distinction between

different errors in different dimensions. However, some manufacturers report separate

magnitude and angle errors, which are better suited for a more thorough uncertainty

analysis. If only the TVE limit is reported for a PMU, either a judgement has to be made

how large the share of magnitude and phase errors could be in this TVE limit or the

maximum errors of ƈ% magnitude and Ƈ.ƌƍƊ◦ angle error should be assumed.

Measurement errors of instrument transformers are limited by the maximum error

permitted in the respective accuracy class. Actual errors depend on the value of the

measured quantity itself (non-linear relationship) and also the size of the burden in the

metering circuit. In practice actual systematic errors may be smaller than limited by the

accuracy class, even up to an order of magnitude, but they can be very hard to determine.

Manufacturers may provide factory test reports, wheremeasurement errors are reported

for certain measured values at certain burden values, but these are insufficient for a

proper calibration. The actual burden in the circuit may also not be known exactly.

Type B uncertainties in the measurements of voltage and current magnitudes are

obtained by taking the product of the measured value and the combined relative errors

of instrument transformers and PMUs; for angle measurements the absolute errors are

combined so that [ƋƉ]

uB(vm) = vm

√
[εrVT]

2
+ [εvPMU]

2
/kp, (Ɖ.ƉƊa)

uB(vφ) =

√
[εpVT]

2
+ [εpPMU]

2
+ [εpSync]

2
/kp, (Ɖ.ƉƊb)

uB(im) = im

√
[εrCT(im)]

2
+ [εcPMU]

2
/kp, (Ɖ.ƉƊc)

uB(iφ) =

√
[εpCT(im)]

2
+ [εpPMU]

2
+ [εpSync]

2
/kp, (Ɖ.ƉƊd)
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where εrVT and εrCT are the ratio errors and εpVT and εpCT the phase errors introduced

in the voltage and current transformers according to their accuracy classes in [ƊҚ] and [Ɗƍ];

εvPMU, εcPMU and εpPMU denote the voltage, current and phase measurement errors in

the PMU. Time-synchronization error is specified in εpSync, which is only present inuB(vφ)
and uB(iφ). Here kp is the ƈ-dimensional coverage factor corresponding to the confidence
level the measurement errors are given for.

How these errors are reported, depends on the manufacturer, but here they are

assumed to be the uncertainties of the measured quantities at a confidence level p so
that kp is the corresponding ƈ-D coverage factor [ƋƉ,ƋҚ]. The evaluated uncertainties are
then transformed into the complex plane by Eqs. (Ɖ.Қ)–(Ɖ.қ), assuming the measurement

of magnitude and angle are independent of each other (rt = 0).
There is no physical correlation between themagnitude and angle of a current phasor.

However, the ratio and phase errors in the current transformer accuracy class vary with

primary current and are, as such, dependent on the magnitude of measured current.

The voltage and current measurements are also assumed to be independent, i.e. all

the correlations between voltage and current components are zero

r(vre, ire) = 0, etc.

Thus, there are only two non-zero correlation matrices per every pair of phase voltage

and current va1, ia1, etc.

R(v) =

[
1 r(vre, vim)

r(vim, vre) 1

]
(Ɖ.ƉƋ)

and an equivalent for any current estimate i or i. The uncertainty matrices are formed as

U(v) =

[
u(vre) 0

0 u(vim)

]
(Ɖ.Ɖƌ)

and again, an equivalent for a current i.
The elements of these four matrices are readily calculable from the elements ofC(v),

etc.

u(vre) =
√

C11(v), (Ɖ.ƉҚ)

u(vim) =
√

C22(v), (Ɖ.Ɖƍ)

r(vre, vim) =
C12(v)

u(vre)u(vim)
, (Ɖ.Ɖқ)

where the indices specify an element of the matrix by the row and column numbers [Ƌƌ].

The covariance matrices include both type A and B uncertainties, i.e. C(v) = CA(v) +
CB(v), if both are evaluated. The same applies to every voltage and current phasor va1,
ia1, etc.

The Jacobians can be found by the procedure introduced in Eq. (Ɖ.ƈҚ)

∀x ∈ {v1, v2, i1, i2} :

Jz(x) =

(
∂z
∂x

)
re
−
(

∂z
∂x

)
im(

∂z
∂x

)
im

(
∂z
∂x

)
re

 , (Ɖ.ƉƎ)
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Jy(x) =

(
∂y

∂x

)
re
−
(

∂y

∂x

)
im(

∂y

∂x

)
im

(
∂y

∂x

)
re

 . (Ɖ.ƊƇ)

The differentiation can be handled as follows

∀x ∈ {v1, v2, i1, i2} :
∂z

∂x
= zc

∂γ

∂x
+ γ

∂zc

∂x
, (Ɖ.Ɗƈ)

∂y

∂x
=

1

zc

∂γ

∂x
−

γ

z2c

∂zc

∂x
, (Ɖ.ƊƉ)

∂γ

∂x
=

∂p/∂x

L
√
(p+ 1)(p− 1)

, (Ɖ.ƊƊ)

∂zc

∂x
=

v2p
(
∂p/∂x

)
+ (∂v2/∂x) (p+ 1)(p− 1)√

(p+ 1)(p− 1)
(
i1 − i2p

)
−

v2
√

(p+ 1)(p− 1)(
i1 − i2p

)2 (
∂i1
∂x
− p

∂i2
∂x
− i2

∂p

∂x

)
,

(Ɖ.ƊƋ)

∂p

∂x
=

1

t2

(
t
∂q

∂x
− q

∂t

∂x

)
, (Ɖ.Ɗƌ)

where the derivatives by the measured quantities are

∂q

∂v1
= i1,

∂t

∂v1
= i2, (Ɖ.ƊҚa,b)

∂q

∂v2
= i2,

∂t

∂v2
= i1, (Ɖ.ƊҚc,d)

∂q

∂i1
= v1,

∂t

∂i1
= v2, (Ɖ.ƊҚe,f)

∂q

∂i2
= v2,

∂t

∂i2
= v1. (Ɖ.ƊҚg,h)

This leads to the covariance matrices

C(z) =
∑

x∈{v1,v2,i1,i2}

Jz(x)U(x)R(x) [Jz(x)U(x)]
T
, (Ɖ.Ɗƍ)

C(y) =
∑

x∈{v1,v2,i1,i2}

Jy(x)U(x)R(x) [Jy(x)U(x)]
T
, (Ɖ.Ɗқ)

which hold information about the uncertainties u(zre), u(zim), u(yre), and u(yim) of the
impedance and admittance estimates.

If ideal transposition is assumed, positive sequence impedance becomes the mean of

three phase quantities, i.e.

z+ = (za + zb + zc)/3 (Ɖ.ƊƎ)

ƊƋ



the covariances become

C(z+) = C(za) + C(zb) + C(zc), (Ɖ.ƋƇ)

where

C(za) =
∑

x∈{va1,va2,ia1,ia2}

(Jz(x)/3)U(x)R(x) [(Jz(x)/3)U(x)]
T
,

etc.

(Ɖ.Ƌƈ)

Ɖ.Ƌ Analysis of Monitoring Data from a Real System

In this section, the results seen in Sec. ƈ.Ɗ are complemented by the analysis of uncertainty

propagation. The same monitoring period from ƉҚ–Ɖƍ January ƉƇƈқ with a length of ƈқ

hours was used. Parameters were calculated from single samples with a ƈƇ s step and also

smoothed with a moving window. Based on available information about the devices in

the measurement chain, uncertainties propagated into the estimates were analyzed.

The observed transmission line is ƉƈƇ km long and the reference value of impedance

is Ƈ.ƇƉƋƊ + jƇ.ƉƎƌΩ/km (adjusted to Ɖƌ◦C) with a typical error of Ƈ.ƌ% in reactance and

ƈƇ% in resistance. Based on weather data from nearby weather stations, the approximate

temperature of the conductors was found to vary between ƈ–ƌ◦C during this ƈқ hour

period, which would result in a resistance of approximately Ƈ.ƇƉƉΩ/km instead [ƊƊ, ƊƋ].

The line is equipped with PMUs at both substations. The PMUs are connected to

voltage transformers (VT) of class Ƈ.Ɖ and current transformers (CT) of class Ƈ.ƉS in one

substation and corresponding VTs and CTs of classes Ƈ.ƌ and Ƈ.ƌS at the other end. The

CTs are rated at ƈ kA and Ɖ kA, respectively. Reported errors of all instrument transformers

and approximate values of burden are presented in Appendix A. The PMUs installed in

the system are identical and have an Ƈ.Ƈƈ◦ angle measurement error, Ƈ.ƇƊ% current and

Ƈ.ƇƉ% voltagemagnitude relativemeasurement error, reported by themanufacturer. The

substation has one common GPS clock and the PMUs are synchronized over IRIG-B. In this

work, time synchronization errors are assumed to be included in the angle errors. An Ƈ.Ǝƌ

confidence level is assumed so that kp = 1.96 and k2,p = 2.45 [ƋҚ].
The instrument transformers have not been calibrated; however, there is limited infor-

mation about their measurement accuracy from factory test reports. The test reports

give errors for a few operating points with two different values of burden. Exact burden

values in the circuits are not known, but some approximated values are available. The

available information is too incomplete to make accurate corrections in the measured

values; however, it gives a better understanding how measurement errors change with

changes in current and voltage.

For each measured quantity, two uncertainty intervals have been calculated. As a

more generic solution, it has been assumed that instrument transformer errors can reach

the maximum limits allowed in the standards [ƊҚ, Ɗƍ]. As a result, this gives very conser-

vative uncertainty intervals. These are referred to as accuracy class uncertainty bounds.

As long as specific information about themeasurement errors of instrument transformers

is not available, this is an appropriate assumption based on metrological principles [ƋƉ].

In addition to that, another uncertainty interval has been calculated for each quantity,

referred to as reported error uncertainties. These uncertainties are based on the limited

information that is available about the instrument transformers and their burdens. The

results of the factory test reports and the approximate burden values have been used

to approximate the measurement errors. These uncertainty bounds are less conservative
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and are better at characterizing the dependence of measurement errors on themeasured

quantities. However, calculating uncertainties this way is not strictly correct in metrologi-

cal terms. Because the approximate errors are close to actual errors, either the higher or

lower uncertainty bound of each quantity should be close to the correct value.

Another question of metrology is the stationarity of the measured quantities. When

measuring transmission line parameters, there are certain quantities that could be consid-

ered stationary, e.g. the reactance of a line, while others change in time. The various

quantities change in time at different rates and if consecutive measurements are aver-

aged, this rate of change has to be considered. For the sake of clearer visualization, the

shunt admittance parameters have been smoothed with amoving window of six samples,

corresponding to a one minute average.

The calculated line parameters were accompanied by the results of uncertainty propa-

gation analysis. Fig. Ɖ.Ƌ and Fig. Ɖ.ƌ present the series resistance and reactance estimates

and their uncertainties. The impedance components were computed as the mean of the

resistance and reactance of each of the phases as in (Ɖ.ƊƎ), assuming an ideally balanced

line, and uncertainties according to (Ɖ.ƉƊ) and (Ɖ.Ɗƍ). As described earlier, two ranges of

uncertainties are given—one based on accuracy classes and the other based on approxi-

mate reported errors. The active and reactive power flows at one end of the transmission

line are plotted in Figs. Ɖ.қ and Ɖ.Ǝ while magnitudes of current and voltage phasors were

given in Figs. ƈ.қ and ƈ.Ǝ in Chap. ƈ.

The measured values of positive sequence phase resistance present large systematic

measurement errors. The estimates deviate greatly from the reference value and display

larger changes in time than expected. However, the measurement also has large uncer-

Figure ƈ.Ɗ Positive sequence resistance estimated fromPMUmeasurements and the two uncertainty

regions, depicted as black line and two filled areas, respectively. Grey corresponds to uncertainties

based on accuracy class errors and light blue to uncertainties based on approximated reported

errors. Measured reference resistance adjusted to temperature given for comparison, purple line

and error interval.
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Figure ƈ.Ƌ Positive sequence reactance estimated fromPMUmeasurements and the two uncertainty

regions, depicted as black line and two filled areas, respectively. Grey corresponds to uncertainties

based on accuracy class errors and light blue to uncertainties based on approximated reported

errors. Measured reference reactance given for comparison as a purple line and error interval.

tainties and the resulting uncertainty intervals contain the reference value. Themeasured

value of reactance is close to the reference and its uncertainty is relatively smaller than the

uncertainty of resistance. The values exhibit changes in time that are alignedwith changes

in reactive power, indicating that the measurement error may vary with (and depend on)

such changes. It also appears that the uncertainties of both quantities increase when the

load on the line decreases.

Fig. Ɖ.Қ and Fig. Ɖ.ƍ present the measured values of shunt conductance and

susceptance and their uncertainties. The negative values of shunt conductance also

indicate measurement errors, since this conductance cannot be negative. The higher

bound of uncertainties of conductance based on approximated reported errors shows

a rather stable value close to zero throughout the measurement period. In shunt

admittance measurements the uncertainties based on accuracy class errors increase with

higher load on the line while uncertainties based on approximated reported errors show

minimal dependence on loading of the line.

The parameters of a transmission line do not generally vary significantly in time. The

resistance of a conductor does change with temperature, increasing approximately Ɗ–ƌ%

with a ƈƇ ◦C increase in temperature, while inductance and capacitance are expected

to change very little. A larger current would heat a conductor, leading to changes in

resistance with a time constant of a few minutes. Shunt conductance differs from other

parameters, as it is instead an element in the line model that represents active losses

that are not dissipated as heat in the resistance. However, neither resistance, reactance,

nor susceptance are expected to change in steps, as instant changes corresponding to

varying current or voltage. It can be observed how both the changes in certain estimated

quantities and their uncertainties change with variations in active and reactive power,
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Figure ƈ.ҙ Positive sequence shunt conductance estimated from PMU measurements and the two

uncertainty regions, depicted as black line and two filled areas, respectively. Grey corresponds to

uncertainties based on accuracy class errors and light blue to uncertainties based on approximated

reported errors.

Figure ƈ.ƌ Positive sequence shunt susceptance estimated from PMU measurements and the two

uncertainty regions, depicted as black line and two filled areas, respectively. Grey corresponds to

uncertainties based on accuracy class errors and light blue to uncertainties based on approximated

reported errors.
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Figure ƈ.Қ PMU measurements of active power flow at one end of the transmission line.
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Figure ƈ.ƍ PMU measurements of reactive power flow at one end of the transmission line.

corresponding to variations in current and voltage.

Most of the changes in time seen in the results of estimated line parameters could

not be physically correct and are assumed to be caused by measurement errors instead.

Uncertainties calculated considering the possible extent of measurement errors support

this assumption. The uncertainties based on approximated reported errors assume errors

close to their real values and showed more realistic values for both resistance and reac-

tance throughout the measurement period. However, even in these bounds sudden vari-

ations were still present, corresponding to changes in voltage and current.

In the measured values of resistance, it can be seen that the values were closer to the

expected true value when the measured currents or active power were larger. The values

of reactance differed from the reference valuemost of the time, but the values weremore

stable with higher measured currents. Both uncertainty regions for both resistance and

reactance became narrower as measured currents increased, indicating a dependence
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of errors on measured current. As seen in Appendix A, current magnitude errors vary

little with varying current, while current angle errors increase significantly with lower

measured current. Thus, estimates of reactance are especially influenced by current angle

errors. Estimates of resistance also improved at higher loading of the line, because current

transformers are more accurate when they are measuring a current closer to the rated

value. However, there were still significant errors present. This is mostly because the

voltage drop across the line is determined by the impedance and the voltage drop is

a difference of two close values. Also, reported voltage magnitude errors are the ones

closest to accuracy class limits.

Correct shunt parameters are not known and it is difficult to determine whether they

were more accurate when measured currents were smaller or larger. Here it is especially

important to compare the two different uncertainty intervals. While uncertainties based

on accuracy class errors would indicate that confidence in the measurements decreases

with higher currents, uncertainties based on approximated reported errors do not show

this. In fact, throughout the measurement period uncertainties based on approximated

reported errors remained nearly constant. In case of conductances, the higher bound of

uncertainties based on approximated reported errors was also close to zero. These uncer-

tainty estimates may underestimate some of the systematic errors, but they demonstrate

that accuracy class errors clearly overestimate the uncertainty of shunt parameters with

larger measured currents.

Ɖ.ƌ Conclusions

This chapter presented a thorough analysis of errors and uncertainty propagation in PMU

based transmission line parametermonitoring. The uncertainty analysis helped to explain

how the errors in measured voltages and currents are propagated into estimated line

parameters. It was also shown that the principles of analysing uncertainty propagation

in two-dimensional quantities are appropriate for complex valued phasors and provide

useful information about the confidence in obtained results. The analysis showed how

PMU based transmission line monitoring is affected by measurement errors, what accu-

racy can be expected, and under which conditions certain estimates become more accu-

rate. Resistance and reactance can be monitored better when the loading of the line

is larger, but acceptable resistance estimates require significantly higher measurement

accuracy in any case. Shunt admittance parameters are difficult to validate, but their

uncertainties based on approximated reported errors were not very large and behaved

similarly under varying operating conditions.

The work shows that if more accurate estimates of line parameters are needed,

either calibration or replacement of the instrument transformers would be required.

Even metering class transformers were not sufficient to obtain usable estimates of

line resistance in the given configuration. Current transformers should not be over-

dimensioned and burdens outside the prescribed range should be avoided if more

accurate PMU measurements are desired. As discussed in Chap. ƈ, the accuracy of PMUs

is only limited by a ƈ% TVE in the phasors. If a PMU would have errors as large as ƈ% in

the measured phasors, the accuracy of estimate line parameters would be significantly

poorer and the errors could be several times larger than seen in the examples. Moreover,

since TVE does not distinguish between magnitude and phase errors, it is also difficult to

analyze uncertainties in phasors and complex quantities dervied from phasors based on

this information.
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Ɗ Monitoring of Corona Losses

One of the many tasks of a transmission system operator (TSO) is to cover the energy

consumed as losses in the transmission system. For a TSO operating in a deregulated

energy market, this consequently introduces the need to forecast transmission losses so

that the energy could be bought at the lowest possible cost. In a small system like the

Estonian transmission system the annual cost of loss energy is ƈƇ–ƈƌ million EUR. For

comparison, the TSO is paid around ƎƇmillion EUR annually for providing the transmission

system service [Ƌƍ]. Even a small improvement in transmission loss forecasting could help

the TSO save considerable sums, significant even in terms of its overall spending.

The majority of transmission losses are resistive (or Joule) losses. This is the energy

dissipated in the resistances of elements of the transmission network as current flows

through them. Forecasting of resistive losses is based on forecasting load—once load

is forecast, it is simple to estimate corresponding losses from a power flow solution.

However, in addition to resistive losses, significant corona losses can also occur on

transmission lines in certain weather conditions. Since corona losses are not load

dependent, they are usually not captured in the forecasts. Without good forecasts of

corona losses, the overall forecast of losses can sometimes contain significant errors.

Accounting for corona losses is further complicated by the difficulties of monitoring

them. Corona losses have conventionally been measured with dedicated experimental

equipment that is not available for continuous monitoring across the system [Ƌқ–ƌƈ]. In

addition to that, different empirical formulas have been developed for the estimation of

corona losses [ƌƉ–ƌƋ]. However, these equations require a lot of tuning and are difficult

to use in the field in varying conditions over longer periods.

Synchronized phasor measurements and wide area monitoring systems offer new

possibilities for monitoring transmission losses. Similarly to estimating transmission line

parameters it is possible to analyze what share of total losses corresponds to resistive

(Joule) losses and what share of losses is caused by other effects. The main hypothesis of

this chapter is that corona losses on transmission lines can be detected and monitored

with PMU measurements from both ends of the line. Once it is possible to monitor

corona losses continuously across the system, it is a lot easier to improve forecasts of

this component of transmission losses. The theoretical basis of the work and preliminary

results were presented in Publication II and Publication IV.

Ɗ.ƈ Available Methods of Estimating Corona Losses

The first empirical formulas for corona losses were developed from experiments in the

beginning of the last century [ƌƉ–ƌƋ]. These empirical formulas usually take one of the

following two forms [ƌƌ]. Expressed in terms of voltages as

∆PC,U = f(U,UC), (Ɗ.ƈ)

where U is voltage on the conductor, UC is the critical or corona on-set voltage, and f is
an empirical function [ƌƋ, ƌҚ]. Expressed in terms of electric field strengths

∆PC,E = f(E,EC), (Ɗ.Ɖ)

whereE is the superficial electric field strength,EC is the critical or corona on-set electric

field strength, and f is an empirical function [ƌƍ].
In the Soviet Union, thorough guidelines on accounting for corona losses and radio

interference were compiled based on experimental work and existing practices [ƌқ]. The
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guidelines were meant for planning and design of transmission lines. This means all the

calculations were made for the long term and were based on average seasonal data of

various regions. This work is a good example of cases where the empirical equations can

be applied. It also provides interesting information on how different weather conditions

affect corona losses.

The empirical functions and the on-set (critical) values are determined experimentally

and depend on many factors; for example, design of the conductor (or bundle), material

surface properties, air properties, precipitation, extent of frost on conductors, etc. [ƌƉ–

ƌƎ]. Several such empirical formulas are available, however, it is difficult to apply these

on operational transmission lines in the power system. Recently, a practical application

attempting to do that was proposed [ҚƇ]. The study showed promising results but still

demonstrated the difficulties of determining the unknown parameters of the empirical

formulas.

In other approaches, statisticalmethods for forecasting corona losses based onweath-

er data have been proposed [ƌƌ,Қƈ]. The variable share of corona losses is mostly caused

by changes inweather conditions, while the dependence on conductor properties and line

configuration are more constant in time. By collecting large enough amounts of weather

data and applying statistical methods, it is possible to develop models that can estimate

and forecast corona losses [ƌƌ,Қƈ]. However, even in this case it is necessary to obtain the

historical values of corona losses in order to determine these correlations with weather

conditions.

Ɗ.Ɖ Transmission Losses from Synchronized Phasors

The distributed parameter transmission line model was discussed in Sec. ƈ.Ɗ and Fig. ƈ.Ɗ

gave a schematic of the model. When the voltage and current phasors in the ends of the

line and the parameters of the line are known, it is also possible to analyze the power

consumed in the elements of the line model, i.e. transmission losses. Current flowing

in the line will cause resistive losses to be dissipated in the resistances r and reactive
power to be consumed in reactances x. At the same time, voltage applied over the shunt
elements also causes active losses in conductances g and generation of reactive power in
susceptances b.

The shunt conductance is somewhat different from the rest of the line parameters. It

can mostly represent two phenomena—leakage currents in insulators and losses dissi-

pated in corona discharges. For most operational transmission lines, we can assume

that the leakage effect is small enough that the losses caused by it are several orders

of magnitude smaller than resistive (Joule) losses, and thus, can be considered negligible.

Transmission lines are designed so that in good weather conditions the occurrence of

corona losses is minimal and they too can be considered negligible. Thus, in modeling,

the common practice is to assume that shunt conductance is zero.

There is an important exception to this, however. In certain weather conditions,

corona losses can reach the same order of magnitude as resistive losses [ƌƈ]. In very rare

occasions it is also possible that leakage losses become considerable. When either of

these happens, there are active losses that are dissipated on the line but not in the series

resistance. Still, the power balance on the transmission line is affected and the model

has to account for this. In this situation, the change in the power balance causes the

calculated value of shunt conductance to increase in order to account for these losses.

Thus, losses dissipated in the shunt conductance elements in the transmission line model

can be assumed to correspond to any active losses that are not resistive. In the majority

of cases, we can assume these are corona losses.
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Ɗ.Ɖ.ƈ Losses on Two Conductor Transmission Lines

Continuing with the example of the basic distributed parameter line model, we can

express the transmission losses frommeasured voltages and currents. Transmission losses

across a two conductor line of length L can be computed as U(L)I∗(L) − U(0)I∗(0),
where ∗ denotes the complex conjugate. In the line model, at a location l, the losses
dissipated in the distributed elements can be expressed as |I(l)|2zdl and |U(l)|2ydl. If
the losses in the infinitesimally short sections are integrated over the length of the line,

transmission losses and reactive power balance become

∆P = r

∫ L

0

|I(l)|2 dl + g

∫ L

0

|U(l)|2 dl, (Ɗ.Ɗ)

∆Q = x

∫ L

0

|I(l)|2 dl − b

∫ L

0

|U(l)|2 dl, (Ɗ.Ƌ)

where the reactive power of the capacitance is considered to be negative.

If line parameters are calculated from simultaneous phasor measurements, the equa-

tions for I(l) and U(l) can be solved and integrated numerically. Thus, the total losses
can be calculated asU(L)I∗(L)−U(0)I∗(0) = ∆P+j∆Q. Publication IV presented this
approach and tested it on measurement data [ҚƉ]. This work made the assumption that

each phase is analyzed independently since PMUs measure phase quantities. However,

as the work showed, this assumption applied to computing losses in individual phases

resulted in significant errors.

The majority of analyses treat transmission lines as two conductor lines. However, in

certain cases this simplification is not valid. An AC transmission line is a multiconductor

linewhere phase voltages and currents aremutually coupled. For example, in electromag-

netic transient simulations it is common to use multiconductor transmission line models,

which model all of the phases and the mutual couplings between them. As the results in

Publication IV showed, the calculation of the components of transmission losses should

first be analyzed based on a multiconductor model to account for the effects of mutual

coupling.

Ɗ.Ɖ.Ɖ Losses on Multiconductor Lines in Phase Domain

The following analysis considers a three phase AC transmission line. A multiconductor

distributed parameter transmission line model is assumed, depicted in Fig. Ɗ.ƈ. It is

assumed that neutral wires are removed from the model using Kron’s reduction and

transpositions accounted for. In this model, the phase voltages and currents at any point

of the line are given as [ҚƊ,ҚƋ]

u(l) =

Ua(l)
U b(l)
U c(l)

 , i(l) =

Ia(l)Ib(l)
Ic(l)

 , (Ɗ.ƌ)

where l is the distance toward the beginning of the line andU i(l) and Ii(l) are the voltage
and current phasors in phase i.

The voltages and currents can be related through Kirchhoff’s laws as [ҚƊ]

du(l)
dl

= Zi(l), (Ɗ.Қ)

di(l)
dl

= Yu(l), (Ɗ.ƍ)
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Figure Ɖ.Ƈ Multiconductor distributed parameter model of a three phase transmission line. Voltages

and currents are given as functions of the position along the length of the line. The line is divided

into infinitesimally short sections of length dl with per unit distance parameters zaa = raa +
jxaa [Ω/km], etc.

which can be further differentiated into

d2u(l)
dl2

= ZYu(l), (Ɗ.қ)

d2i(l)
dl2

= YZi(l). (Ɗ.Ǝ)

The matrices Z andY contain the parameters of the line model, i.e.

Z =

 zaa zab zac
zab zbb zbc
zac zbc zcc

 . (Ɗ.ƈƇ)

When looking at phase quantities, it can be seen that there are no closed form solu-

tions to the equations

dUa(l)

dl
=ZaaIa(l) + ZabIb(l) + ZacIc(l), (Ɗ.ƈƈ)

d2Ua(l)

dl2
=Γ2

aaUa(l) + Γ2
abU b(l) + Γ2

acU c(l), etc. (Ɗ.ƈƉ)

where Γ2 = ZY. However, there is a general solution with respect to the matrices in
(Ɗ.қ) and (Ɗ.Ǝ).

The matrixΓ = (ZY)1/2 is also termed the propagation matrix and the matrix equiv-
alent of the characteristic impedance is defined asZC = Γ−1Z. Equations (Ɗ.қ) and (Ɗ.Ǝ)
can be solved to express [Қƌ]

u(l) = cosh(Γl)u(0) + sinh(Γl)ZCi(0), (Ɗ.ƈƊ)

i(l) = Z−1
C sinh(Γl)u(0) + Z−1

C cosh(Γl)ZCi(0), (Ɗ.ƈƋ)

where cosh M = [exp(M) + exp(−M)]/2 and sinh M = [exp(M)− exp(−M)]/2.
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The voltage of one phase at a distance l can then be expressed as

Ua(l) = (coshΓl)aaUa(0) + [sinh(Γl)ZC]aaIa(0)

+ (coshΓl)abU b(0) + [sinh(Γl)ZC]abIb(0)

+ (coshΓl)acU c(0) + [sinh(Γl)ZC]acIc(0),

(Ɗ.ƈƌ)

which displays the coupling of phase quantities even more clearly. From (Ɗ.ƈƌ) it can

be seen that on a multiconductor line the voltages and currents of one phase are not

accurately modeled by the two conductor line equations. If such a model is nevertheless

used, the physical meaning of its parameters change.

If the whole length L of the line is considered, the sending end voltages and currents
are expressed from the receiving end as follows[

u1

i1

]
=

[
cosh(ΓL) sinh(ΓL)ZC

Z−1
C sinh(ΓL) Z−1

C cosh(ΓL)ZC

] [
u2

i2

]
, (Ɗ.ƈҚ)

where u1 = u(L), u2 = u(0), etc. Clearly [u2, i2]T = J−1[u1, i1]T, where J is the given
matrix forming the system of equations.

In this notation, we can express the total power injected into the line at the sending

end as

S(L) = i†(L)u(L) = i†1u1 = Ua(L)I
∗
a(L) + U b(L)I

∗
b(L) + U c(L)I

∗
c(L), (Ɗ.ƈƍ)

where † denotes the conjugate transpose. The power flowing out of the line at the other

end can be computed similarly.

Based on this, the losses across the length of the line become

∆SL = i†1u1 − i†2u2 = i†(L)u(L)− i†(0)u(0), (Ɗ.ƈқ)

where the voltage and current phasors in three phases are the quantities measured by

PMUs.

The hyperbolic functions are holomorphic, thus (cosh M)† = cosh(M†). For a line
of length L, we can express the losses as

∆SL = i†1u1

+ u†
1 sinh(†L)†(Z−1)† cosh(L)u1 + i†1Z†(Γ−1)† cosh(†L)†(Z−1)† sinh(ΓL)Γ−1Zi1

− i†1Z†(Γ−1)† cosh(†L)†(Z−1)† cosh(L)u1 − u†
1 sinh(†L)†(Z−1)† sinh(ΓL)Γ−1Zi1

(Ɗ.ƈƎ)

The hyperbolic functions can be expanded in series as follows

cosh(M) = I + M2

2!
+

M4

4!
+ . . . , (Ɗ.ƉƇ)

sinh(M) = M +
M3

3!
+

M5

5!
+ . . . , (Ɗ.Ɖƈ)

where I is the identity matrix.
For a sufficiently short line section of length ∆l, it can be assumed that (Γ∆l)2 and

(Γ∆l)3 become negligible compared to I and Γ∆l. By equating the hyperbolic functions
to the first terms in the series expansions, the losses across the short section are simplified
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so that

∆S∆l = u†(∆l)Y†u(∆l)∆l + i†(∆l)Zi(∆l)∆l +O[(∆l)2] (Ɗ.ƉƉ)

Thus, at a location l the losses across an infinitesimally short section of the line are

d∆S(l) = u†(l)Y†u(l)dl + i†(l)Zi(l)dl, (Ɗ.ƉƊ)

which can be integrated over the length of the line to obtain total losses

∆SL =

∫ L

0

u†(l)Y†u(l)dl +
∫ L

0

i†(l)Zi(l)dl. (Ɗ.ƉƋ)

The obtained result displays clear analogy with the two conductor transmission line,

especially considering thatY† = G− jB (sinceY is symmetric) and |a|2 = a∗a. Similarly
to the two conductor case, we can also separate the expression for losses into a sum of

four separate terms, i.e.

∆SL = ∆PJ +∆PC + j(∆QI −∆QC). (Ɗ.Ɖƌ)

These four terms can be expressed as

∆PJ =

∫ L

0

i†(l)Ri(l)dl, etc. (Ɗ.ƉҚ)

In more detail, the term expressed in scalar values becomes

i†(l)Ri(l) = Ia(l)I
∗
b(l)Rab + Ia(l)I

∗
c(l)Rac + Ib(l)I

∗
a(l)Rab + Ib(l)I

∗
c(l)Rbc

+ Ic(l)I
∗
a(l)Rac + Ic(l)I

∗
b(l)Rbc + |Ia(l)|2Raa + |Ib(l)|2Rbb + |Ic(l)|2Rcc,

(Ɗ.Ɖƍ)

which gives the sum of losses in resistances from all three phases. Similar expressions

hold for the rest of the terms

Due to the mutual coupling between phases, it is difficult to analyse the components

of losses further in the phase domain. It is complicated to interpret the physical meaning

of the terms in the sum, mostly the mutual parameters, because of the Kron’s reduction

and other operations carried out in the calculation of line parameter matrices. For this

reason, the analysis is continued in the symmetrical component domain.

Ɗ.Ɖ.Ɗ Losses on Multiconductor Lines in Symmetrical Component Domain

On a single circuit three phase transmission line, the zero, positive, and negative sequence

voltages and currents

uS(l) = [U0(l), U+(l), U−(l)]
T, (Ɗ.Ɖқ)

iS(l) = [I0(l), I+(l), I−(l)]
T, (Ɗ.ƉƎ)

are obtained by linear transformations uS(l) = T−1
S u(l) and iS(l) = T−1

S i(l), where

TS =

1 1 1

1 ej4π/3 ej2π/3

1 ej2π/3 ej4π/3

 . (Ɗ.ƊƇ)
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It can also be noted thatT−1
S = T†

S/3.
The terms in the expression of transmission losses∆SL in the phase domain can be

rewritten as [ҚҚ]

i†(l)Zi(l) = i†(l)TST−1
S ZTST−1

S i(l) = [T†
Si(l)]†[T−1

S ZTS][T−1
S i(l)]

= [3T−1
S i(l)]†[T−1

S ZTS][T−1
S i(l)] = 3i†S(l)ZSiS(l)

(Ɗ.Ɗƈ)

and

u†(l)Y†u(l) = [3T−1
S u(l)]†[1/3T†

SY†TS][T−1
S u(l)]

= [3T−1
S u(l)]†[1/3T†

SYTS]
†[T−1

S u(l)]

= 3[T−1
S u(l)]†[T−1

S YTS]
†[T−1

S u(l)] = 3u†
S(l)Y

†
SuS(l).

(Ɗ.ƊƉ)

This yields another equivalent expression for transmission losses, now in the symmetrical

component domain

∆SL = 3

∫ L

0

[
i†S(l)ZSiS(l) + u†

S(l)Y
†
SuS(l)

]
dl. (Ɗ.ƊƊ)

ThematricesZS = T−1
S ZTS andYS = T−1

S YTS contain the sequence impedances

and admittances of the transmission line and are directly calculable from the reduced

impedance and admittance matrices Z and Y [Қƍ]. The positive and negative sequence

impedances become

z+ = z− = (ZS)22 = (ZS)33 = (Zaa + Zbb + Zcc − Zab − Zbc − Zac)/3, (Ɗ.ƊƋ)

and the zero sequence impedance is

z0 = (ZS)11 = (Zaa + Zbb + Zcc + 2Zab + 2Zbc + 2Zac)/3, (Ɗ.Ɗƌ)

where 11, etc. are the row–column indexes of the matrix elements. Other sequence
parameters can be found as corresponding elements of ZS orYS.

Inmost transmission lines the off-diagonal elements in thesematrices are significantly

smaller than the diagonal elements, e.g.

(ZS)12 = [Zaa−(Zbb+Zcc)/2+(Zab+Zac)/2−Zbc]/3 (Ɗ.ƊҚ)

In fact, in ideally transposed lines, the off-diagonal elements are exactly zero so that the

sequence impedance and admittance matrices are diagonal.

This also implies that the sequence transformation matrix TS is a correct variant of

both of the modal transformation matrices for ideally transposed lines [ҚƊ]. In this case,

the multiconductor line in the symmetrical component domain can be viewed as three

independent two conductor lines and the correct sequence impedances and admittances

can be computed from the corresponding voltages and currents as in (ƈ.ƉƇ) and (ƈ.Ɖƈ) [ƊƉ].

Another situation when (Ɗ.ƊƊ) is significantly simplified occurs when the load on the

line is symmetric. In this case the negative and zero sequence voltages and currents are

negligible and the total transmission losses across the line become

∆S′
L = 3

∫ L

0

(
|I+(l)|2 z+ + |U+(l)|2 y∗+

)
dl. (Ɗ.Ɗƍ)
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When the line and the load are both slightly asymmetric, the off-diagonal elements

of ZS and YS are small and the products containing them (e.g. I+(l)I
∗
0(l)(ZS)12, etc.)

in (Ɗ.ƊƊ) contribute negligibly to the total losses. We assume that, generally, in a trans-

mission system, both asymmetries are small enough to warrant the use of the following

approximation.

We define simplified diagonal sequence impedance and admittance matrices as

〈zS〉 = 〈rS〉+ j〈xS〉 =

z0 z+
z−

 (Ɗ.Ɗқ)

and 〈yS〉 = 〈gS〉 + j〈bS〉, where the sequence impedances and admittances are
computed from sequence voltages and currents (which in turn are calculated from

measured phase quantities) as in (ƈ.ƉƇ) and (ƈ.Ɖƈ). Total transmission losses can then be

approximated as

∆SL
∼= 3

∫ L

0

[
i†S(l)〈zS〉iS(l) + u†

S(l)〈yS〉†uS(l)
]

dl. (Ɗ.ƊƎ)

This allows us to compute the total transmission losses as four separate components

as in (Ɗ.Ɖƌ) without including elements of the phase domain reduced impedance and

admittance matrices Z andY. The approximated loss components become

∆PJ
∼= 3r+

∫ L

0

|I+(l)|2 dl + 3r−

∫ L

0

|I−(l)|2 dl + 3r0

∫ L

0

|I0(l)|2 dl, (Ɗ.ƋƇ)

∆PC
∼= 3g+

∫ L

0

|U+(l)|2 dl + 3g−

∫ L

0

|U−(l)|2 dl + 3g0

∫ L

0

|U0(l)|2 dl, etc., (Ɗ.Ƌƈ)

where the sequence voltages and currents are computed as in (ƈ.ƈƊ) and (ƈ.ƈƋ) and inte-

grated numerically. In the presented method, the parameters r+, g+, etc. are computed
from measured phasors U+(L), U+(0), etc. according to (ƈ.ƉƇ) and (ƈ.Ɖƈ). No prior
knowledge about the parameters of the line is needed.

The equations above also include negative and zero sequence quantities in addition

to the positive sequence. Even though it may seem unnatural to use negative and zero

sequence quantities in steady state operation, the set of symmetrical components is an

equivalent representation of phase quantities under any conditions. If the transmission

line is transposed so that it can be considered balanced, these terms can be omitted and

losses computed from positive sequence quantities only. If it is known that the line is not

balanced, these terms can be included if possible. However, in most cases the asymmetry

is small enough that the contribution from these terms is negligible.

The terms in ∆PJ represent active losses dissipated in resistances due to flow of

current. Based on the transmission line model, it can be assumed that they correspond

to Joule losses in the conductors. The terms in ∆PC are also active losses and it can be

assumed that these are mostly corona losses but could also include other possible losses

(e.g. leakage). For the estimation of corona losses, similar assumptions have been used

in previous studies [ƋƎ, ƌƈ]. Equivalent expressions for ∆QI corresponding to inductive

losses and∆QC corresponding to capacitive generation are obtainedwith the reactances

and susceptances.

The sequence resistances are commonly used quantities and the physical meaning

of ∆PJ is simple to interpret. The same applies to reactive and capacitive sequence
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reactances and the values of∆QI and∆QC . The value of∆PC is the difference between

total active losses and Joule losses according the the transmission linemodel, i.e. ∆PC =
∆PT − ∆PJ . Consequently, the value of ∆PC can be seen as all active losses that are

not Joule losses and the conductances are what represent these losses in the line model.

Ɗ.Ɗ Uncertainty Propagation in Transmission Loss Monitoring

The commonly used principle of measuring transmission losses across the line can be

expressed as

∆S = S1 − S2 = V a1I
∗
a1 + V b1I

∗
b1 + V c1I

∗
c1 − V a2I

∗
a2 − V b2I

∗
b2 − V c2I

∗
c2, (Ɗ.ƋƉ)

where ∗ denotes the complex conjugate, the numbers in subscripts stand for the two ends

of the line and letters stand for phases. The estimate of transmission losses is expressed

as

∆s = ∆sa +∆sb +∆sc = va1i
∗
a1 + vb1i

∗
b1 + vc1i

∗
c1 − va2i

∗
a2 − vb2i

∗
b2 − vc2i

∗
c2 (Ɗ.ƋƊ)

where

∆sa = va1i
∗
a1 − va2i

∗
a2

= va1re(i
∗
a1)re − va1im(i∗a1)im + jva1re(i

∗
a1)im + jva1im(i∗a1)re

− va2re(i
∗
a2)re + va2im(i∗a2)im − jva2re(i

∗
a2)im − jva2im(i∗a2)re

= va1reia1re + va1imia1im − jva1reia1im + jva1imia1re

− va2reia2re − va2imia2im + jva2reia2im − jva2imia2re, etc.

(Ɗ.ƋƋ)

Here the components of voltage and current phasors are the quantities measured by

PMUs.

In order to ensure that the functions analysed in uncertainty propagation are

holomorphic (and differentiable) the complex conjugate of the current phasor is assumed

to be the measured quantity instead of the current phasor that is actually measured. This

means that losses are seen as a function of measured voltage and current, where the

complex conjugate representation of current is assumed, i.e. ∆sa = f(va1, i
∗
a1, va2, i

∗
a2),

etc. These functions are differentiable with respect to va1, i
∗
a1, va2, i

∗
a2, etc. and satisfy

the Cauchy–Riemann equations. Considering the nature of complex conjugation, we

can assume that the uncertainties in the conjugate are equal to the uncertainties of the

complex quantity itself. Thus, the uncertainties are equated as follows

uB(i
∗
m) = uB(im), (Ɗ.Ƌƌ)

uB(i
∗
φ) = uB(iφ). (Ɗ.ƋҚ)

The uncertainties of measuring voltage and current phasors were given in (Ɖ.ƉƊ).

The same principles of calculating uncertainties as discussed in Sec. Ɖ.Ɗ are applied.

For the propagation of uncertainties, the Jacobians are found as

J∆s(va1) =

[
∂∆sre
∂va1re

∂∆sre
∂va1im

∂∆sim
∂va1re

∂∆sim
∂va1im

]
=

[
ia1re ia1im

−ia1im ia1re

]
, (Ɗ.Ƌƍ)

J∆s(i
∗
a1) =

[
∂∆sre
∂(i∗a1)re

∂∆sre
∂(i∗a1)im

∂∆sim
∂(i∗a1)re

∂∆sim
∂(i∗a1)im

]
=

[
va1re −va1im

va1im va1re

]
, (Ɗ.Ƌқ)
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J∆s(va2) =

[
−ia2re −ia2im
ia2im −ia2re

]
, (Ɗ.ƋƎ)

J∆s(i
∗
a2) =

[
−va2re va2im
−va2im −va2re

]
, etc. (Ɗ.ƌƇ)

The uncertainties u(∆sre) and u(∆sim) can then be extracted from the covariance

matrix, computed as

C(∆s) = C(∆sa) + C(∆sb) + C(∆sc), (Ɗ.ƌƈ)

where

C(∆sa) = J∆s(va1)U(va1)R(va1)
[
J∆s(va1)U(va1)

]T
+ J∆s(i

∗
a1)U(i∗a1)R(i∗a1)

[
J∆s(i

∗
a1)U(i∗a1)

]T
+ J∆s(va2)U(va2)R(va2)

[
J∆s(va2)U(va2)

]T
+ J∆s(i

∗
a2)U(i∗a2)R(i∗a2)

[
J∆s(i

∗
a2)U(i∗a2)

]T
, etc.

(Ɗ.ƌƉ)

Analysis of uncertainties in transmission loss components calculated as in (Ɗ.ƋƇ) or

(Ɗ.Ƌƈ) is somewhat more difficult. The squared absolute value (magnitude) of a phasor

|i|2 = ii∗ is not differentiable with respect to i or i∗. However, it is possible to approxi-
mate the uncertainties if the numerical integration is simplified to only use two points—

the ends of the line measured directly. This results in loss components of the form

∆PJ = 3r+L
|I+(0)|2 + |I+(L)|2

2
+ 3r−L

|I−(0)|2 + |I−(L)|2

2

+ 3r0L
|I0(0)|2 + |I0(L)|2

2
, etc.

(Ɗ.ƌƊ)

This does not require the actual losses to be calculated with this approximation, this

measurement model is only assumed for uncertainty analysis.

Let us denote the first term of (Ɗ.ƌƊ) above as ∆PJ+ and the currents so that

|I+(0)| = I2+ and |I+(L)| = I1+ giving

∆PJ+ = 3r+L
I21+ + I22+

2
. (Ɗ.ƌƋ)

The uncertainty of this quantity can be evaluated as

u(∆PJ+) =

√(
∂∆PJ+

∂r+
u(r+)

)2

+

(
∂∆PJ+

∂I1+
u(I1+)

)2

+

(
∂∆PJ+

∂I2+
u(I2+)

)2

(Ɗ.ƌƌ)

and similarly for the other termsof the sum in (Ɗ.ƌƊ). The uncertaintiesu(r+), u(I1+), and
u(I2+) can be calculated based on the equations given in Sec. Ɖ.Ɗ. Uncertainties of other
loss components can be approximated similarly by using the appropriate parameters and

currents or voltages.
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Ɗ.Ƌ Validation of Estimated Corona Losses

Some results of monitoring of corona losses were presented in Publication II and Publica-

tion IV. However, it became clear that thesemonitoring periods were too short to observe

various levels of losses in different conditions. For amore thorough analysis, transmission

losses on two transmission linesweremonitored for a period of ƈƉқ days fromқ January to

ƈƌ May ƉƇƈқ. In addition to PMU measurements, weather data was gathered from seven

weather observation stations during the same period.

Both of the transmission lines are a part of the Estonian ƊƊƇ kV transmission system.

One of the lines is ƈƍƇ km long, spanning in theNorth to South direction in the Eastern part

of Estonia. The other line is ƉƈƇ km long, spanning in theWest to East direction inNorthern

Estonia. Weather stations closest to the transmission lines were identified. There are four

weather stations close to each of the lines, one common to both, not more than ƊƇ km

from the line corridor. The weather data was also used to approximate line conductor

temperature based on the IEEE and Cigre guidelines [ƊƊ, ƊƋ].

It is very difficult to validate the results of estimated corona losses without another

method of measurement for comparison. Dedicated corona loss measurements on these

transmission lines would be very difficult and expensive to organize. However, two differ-

ent ways of assessing the results are presented. Firstly, the uncertainties of measured

corona losses have been analyzed. Secondly, the relationship between the occurrence of

corona losses and significant weather conditions have been analyzed.

One of the more recent dedicated corona loss measurements carried out in Sweden

presented an analysis of measured corona losses and observed weather conditions [ƌƈ].

These results have been used for comparison with the results obtained from PMU

measurements. Similarly to this study, estimated corona losses have been plotted against

conductor temperature, relative air humidity, average wind velocity, and average phase

voltage. Other parameters were either not possible to observe or deemed less useful in

this comparison.

Transmission losses on one of the lines over a ƊҚ hour period have been plotted in

Fig. Ɗ.Ɖ. The figure presents measurements with a ƈƇ s step averaged with a moving

window of ƊƇ samples. Uncertainty intervals have been calculated based on information

available about the instrumentation chain (see Chap. Ɖ and Appendix A). What is impor-

tant to note is that the uncertainty of measuring corona losses is significantly smaller than

the uncertainty of measuring Joule losses.

There is a small but noticeable negative bias in the measured values of corona losses

seen in Fig. Ɗ.Ɖ, which should be considered when interpreting the results. The bias is

consistent over time and explained by the uncertainty analysis. Similar small negative

values have also been reported in earlier long term monitoring results [ƌƈ]. In order to

illustrate this effect, the values have not been adjusted in this example. For hourly corona

loss values presented in the following figures, the negative bias has been removed. For

each transmission line, a constant offset has been determined for the entire monitoring

period.

In Fig. Ɗ.Ɗ, hourly corona losses in oneweek ofwinter have been plotted for both of the

transmission lines. In order to illustrate the weather conditions, ambient air temperature

from two weather stations is also plotted in Fig. Ɗ.Ƌ. In this week, nightly temperatures

dropped to -ƉƇ◦C quite often, also coinciding with significant levels of corona losses.

However, the weather dependence of corona losses is more nuanced than just the influ-

ence of air temperature [ƌƈ, ƌқ].

Figs. Ɗ.ƌ and Ɗ.Қ show corona losses plotted against conductor temperature, air

humidity, average wind velocity, and average phase voltage on the two transmission lines.
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Even though the data is sparser, it can be seen that the dependence of corona losses on

the various parameters is very similar to what was presented in [ƌƈ]. This indicates that

the results of monitoring of corona losses with PMUs are comparable to the results of

dedicated measurements.

Figure Ɖ.ƈ Transmission losses calculated from PMU measurements of one transmission line over a

period of Ɖҙ hours. Total active losses and estimated components corresponding to resistive and

corona losses are plotted with their uncertainty intervals.
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Figure Ɖ.Ɖ Hourly corona losses estimated from PMU measurements of two transmission lines over

the span of one week. For a better comparison, hourly average loss power per unit length is given.
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Figure Ɖ.Ɗ Ambient air temperature measurements from two weather stations during the week

observed in Fig. Ɖ.Ɖ.
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Figure Ɖ.Ƌ The dependence of corona losses on various measurable quantities on transmission line Ƈ.

Hourly corona losses are plotted against hourly weather measurements from one weather station

and average phase voltage measured by PMUs.
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Figure Ɖ.ҙ The dependence of corona losses on variousmeasurable quantities on transmission line ƈ.

Hourly corona losses are plotted against hourly weather measurements from one weather station

and average phase voltage measured by PMUs.

Ɗ.ƌ Conclusions

This chapter demonstrated the applicability of PMU measurements for the monitoring

of components of transmission losses. Based on the transmission line model, equations

were derived that allow separate components of transmission losses to be calculated.

These components can be assumed to correspond to different types of transmission

losses, i.e. resistive (Joule) and corona losses. The main value of the application is seen in

the ability to detect andmonitor corona losses using theWAMS infrastructure. The results

enable further research into forecasting of corona losses based on weather forecasts.

Themethodwas tested onmeasurement data from twooperational transmission lines

over a four month period, focusing on validating the results of measured corona losses.

The observation period included days with harsh winter conditions when corona losses

are likely to occur. In addition to measured corona losses, weather observation data was

gathered for the same period. Based on the dependence of corona losses on various

measurable quantities, the obtained results were compared to an earlier study that used

dedicated measurement equipment. The comparison of measured corona losses and

corresponding weather conditions indicate that the method provides plausible results.

The assessment is further corroborated by the analysis of uncertainty propagation that

indicated sufficiently high accuracy in the measurements.
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Ƌ Monitoring of Power System Inertia

In an AC power system the balance between generated and consumed power at any

givenmoment is tightly linked with frequency. If load drops below the level of generation,

generators synchronized to system frequency speed up and frequency starts to increase.

Conversely, when generation falls below the level of consumption, synchronously

connected generators are slowed down and frequency starts to decrease. In order to

restore the balance of generation and load and maintain the set system frequency, the

power system is equipped with frequency control systems.

As a part of the effort to decelerate climate change, there has been a significant

increase in electric energy generation with wind turbines and photovoltaic (PV) panels.

These generating units have certain technical differences from conventional units when

it comes to sustaining the frequency of an AC power system. PV panels generate direct

voltage, which is converted to AC with a power electronic (PE) converter. Wind turbines

rotate at variable speeds and a large share of the commercially installed wind turbines

also use PE converters to supply a fixed frequency AC voltage to the grid. This means

that PV panels and a large share of wind turbines lack the kind of inertial response that is

provided by rotating machines connected to the grid.

The transition to larger shares of generation from PE-connected renewable energy

sources (RES) is bringing about many challenges. The Horizon ƉƇƉƇ project “Massive Inte-

GRATion of power Electronic devices” (MIGRATE) is finding solutions to a variety of these

challenges, including stability issues, changes in protection and control, and decrease

in power quality. A changing inertial response is one of the investigated problems; the

challenges associated with it have already been observed around the world [Ққ–ƍҚ].

Larger penetration of renewable sources is decreasing inertia on one hand, but also

changing its distribution in the system and leading to formation of low inertia areas on

the other hand. This leads to the problems of determining and monitoring values of

inertia, considering the time varying nature of inertia, and operating a system with low

inertia areas. For a TSO, themain requirement formonitoring the inertia of the system (or

inertia of an area) is to estimate the time available to deploy a response, and to define the

sensitivity between a frequency change and an appropriate corrective power response.

During the MIGRATE project, decreasing inertia was ranked as the most important issue

in a survey taken by ƈƈ TSOs [ƍƍ]. This indicates a need for improved inertia monitoring

capabilities.

This chapter presents a new method of monitoring inertia of a power system and

inertia of areas of the system. The method is completely measurement based and uses

measurement data fromnormal operating conditions, not specific disturbances. Themain

hypothesis of this chapter is that it is possible to estimate inertia by observing ambient

dynamics between active power and frequency during normal operation of the system.

The proposed method and the feasibility of this kind of monitoring is demonstrated on

real measurement data. The work was presented in Publication III.

Ƌ.ƈ Basics of Inertia and Frequency Dynamics

In order to discuss estimating inertia or area inertia, it is helpful to analyze a theoretical

model of the dynamics it affects. The dynamics between power and frequency instantly

after the occurrence of a power mismatch can be modelled by the swing equation. In a

power system with several generators, the equation for the ith generator is

dfi
dt

=
PiM − PiE

2HiSin
fn, (Ƌ.ƈ)
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where PiM is the output mechanical power of the machine, while PiE is its electrical

load power, fi is the electrical frequency, Hi the inertia constant, Sin rated apparent

power, and fn the rated steady state frequency of the system. Themodel excludes damp-
ing effects and mechanical power is assumed to be constant. This is the basic equation

that shows the effect of inertia—the larger the inertia, the lower the rate of change of

frequency (RoCoF).

It is possible to apply an equivalent equation to a power system or an area of the

system as an approximation. In this case, it is assumed that the area (or system) behaves

like a single generator by aggregating the frequencies of the buses of the area (or system).

The aggregated frequency is also refered to as the center of inertia (COI) frequency, eval-

uated as a weighted average of frequencies [ƍқ]

fj,COI =

∑N
i HiSinfi∑N
i HiSin

, (Ƌ.Ɖ)

where fi are the frequencies of all of the N nodes comprising the area weighted by the

inertia of each node (nodes assumed to include no inertia are effectively excluded).

For the aggregated frequency of an area j, the following swing equation can bewritten

dfj
dt

=
PjM − PjE

Mj
= ∆Pj/Mj , (Ƌ.Ɗ)

expressed in terms of Mj . In other publications, the quantity Mj has been defined in

terms of angular frequency [ƍқ,ƍƎ], but in this work it is expressed in terms of frequency,

i.e. its value expressed for a single machine would beMi = 2HiSin/fn.
The common assumption is thatMj should be an aggregated value based on inertia

constants of all of the machines in the area (aggregated similarly to the COI frequency).

However, practice has shown that the actual proportionality term between the change in

power and RoCoF is often larger than that [қƇ]. In this work, the definition of an effective

inertia is assumed instead. Effective inertia is the actual proportionality term between

a step in power (∆Pj) and RoCoF (dfj/dt), equivalent toMj , given by the state of the

system. By definition in the swing equation, it is effectively an angular momentum and its

units are J · s orW · s2 [ƍқ].

The swing equation only applies during a short period of time after a power mismatch

has occurred. Shortly after that, primary frequency control (also termed frequency

containment control or FCC) is actuated, which limits the frequency deviation, stops it at

the nadir or peak value, and returns the frequency to a new stable value. Following that,

secondary frequency control (also termed frequency restoration control or FRC) returns

the frequency to its set value. Secondary control is automated in some systems and

operator controlled in others. These steps are illustrated in Fig. Ƌ.ƈ depicting the course

of a frequency disturbance in a two area system.

Primary frequency control is carried out at the turbine–generator unit level. The

dynamics of frequency control can be described by a set of differential equations, which

in turn can be modelled as a control system. For a simpler analysis, we will look at this as

a linear control system, with the schematic given in Fig. Ƌ.Ɖ. The main components of a

unit—the governor, the turbine, and the generator—are represented by corresponding

transfer functions HG(s), HT (s), HM (s) and R is the droop of the governor [Ɖƈ].

The inputs ∆PR and ∆PL specify changes in the power set-point reference and load,

respectively, while the output is the frequency deviation∆f = f − fn.
With a set of simplifications, an area of a power system (or an entire system) can be
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Figure Ɗ.Ƈ Example of a frequency excursion in a two area power system following the trip of a large

load in area A. The inertial response and the beginning of primary frequency control can be seen

in the first few seconds. Primary response completes in tens of seconds and is followed by dispatch

changes in a minute or a few after the disturbance. All given time spans are indicative and depend

on the system.

Σ HG(s) HT (s) Σ HM (s)

1/R

+

∆PR

+

∆PL

−
∆f

−

Figure Ɗ.ƈ Model of a generating unit with the turbine–generator, governor, and droop control

dynamics included.

modeled similarly. In this case, the inertia of all rotating machines (and the frequency

dependence of load) is lumped into a single area (or system) block and different governor–

turbine systems are summed as parallel branches and lumped together by evaluating an

equivalent droop. Based on that, a model for a multi-area interconnected system can

be obtained by including tie-line elements that model the power exchanges between the

areas [Ɖƈ]. The tie-lines are modeled as basic integrator blocks with a gain determined by

line parameters. For a two area system, such a model is shown in Fig. Ƌ.Ɗ, where ∆PRi

are the changes in power set-point values and∆PLi changes in load of each area.

The simplifiedmodel can be used to exemplify some aspects of the dynamics between

active power and frequency. For example, the effects of different levels of area inertia

can be seen by simulating the model. In Fig. Ƌ.Ƌ, the frequency response of the two area

system following the simulated trip of a generator is shown. The inertia of one area is kept

constant, while inertia in the area where the disturbance occurs is varied. The figure only

shows the first swing in the frequency response as this is where the effect of area inertia

can be seen most clearly. For comparison, the system COI frequency is also plotted.

The initial slope in area frequency deviation following a step change in power is propor-

tional to the effective area inertia as it is defined in this work. More precisely, the slope is

equal to the derivative of frequency, i.e. RoCoF, which is proportional to effective inertia

and the change in power. Later in the chapter, these principles are used in validating the

results of inertia estimation.
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Figure Ɗ.Ɖ Dynamic model of the frequency control of a two-area power system.
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Figure Ɗ.Ɗ Simulated frequency disturbance in a two area power system. The inertia of area B is

varied over three cases proportionally to the inertia of area A. The valuem = MB/MA is the ratio

of inertia in area B to inertia in area A and it takes the values Ƈ, Ƈ.Ƌ, and ƈ.

Ƌ.Ɖ Available Methods of Estimating Inertia

There are certain indicators of inertia available that are presently being used by TSOs [Ққ,

қƈ, қƉ]. These indicators are based on the sum of known inertia constants. Through its

SCADA/EMS system, a TSO has the information about which generators are operating and

synchronized to the grid at a given moment. Any synchronized generator contributes to

the inertial response of the system proportionally to its rotating mass. Based on which

generators are on-line at a given moment, it is possible to sum their inertia constants

and obtain a measure of total inertia available from rotating machines. This figure can be

further corrected by some factor that considers the difference between this sum and the

effective inertia of the system [қƇ,қƊ,қƋ].
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More direct estimation of inertia has been carried out based on frequency distur-

bances. If there is a significant load disturbance of known size in the system (e.g. trip of a

load or a generator), it is possible to fit an effective inertia value to the swing equationor fit

the frequency excursion itself. During the first few hundredmilliseconds to a few seconds,

depending on the size of the system, there is a nearly linear change in frequency following

such a disturbance. In this interval, the rate of change of frequency (RoCoF) is propor-

tional to the size of the disturbance and the effective inertia of the system. However, this

approach can only be used when a significant disturbance occurs.

In one of the earliest examples, polynomial models were fitted to recorded frequency

disturbances [қƌ]. Known size of disturbancewas used to estimate inertia from the lowest

order component of the polynomial model. In a later approach, a simpler solution was

applied where only the linear term was estimated [қҚ]. More recently, it was proposed

to use measured values of RoCoF supplied by PMUs to estimate inertia [қƍ]. The results

of such estimation from the power system of Great Britain have been demonstrated [ққ].

Further improvements were proposed and another demonstration offered with measure-

ment data from the GB system in [қƎ].

In more recent years, research has also focused on on-line estimation of inertia

from continuous or ambient measurements. However, the proposed methods

have concentrated on estimating either inertia constants of individual machines or

sums of inertia constants of a set of machines, not the effective inertial response

of the system. Machine learning methods have been applied to train models for the

relationship betweenmeasured frequency deviations and known sum of inertia constants

values [ƎƇ, Ǝƈ]. After training, these models can predict the sum of inertia constants

values from measured frequencies. In another approach, a method of updating or

estimating the inertia constants of certain machines in the system based on continuous

frequency measurements has been proposed [ƎƉ].

Another approach to on-line inertia estimation is the use of a perturbation. A control-

lable load is modulated in order to generate a known perturbation pattern in the system.

The response of the system to this known signal is analyzed and inertia is estimated. The

use of the micro perturbation method and system identification for the estimation of an

equivalent inertia constant of a systemwas proposed in [ƎƊ]. A perturbation based on-line

inertia estimationmethod is being offered as a commercial product but detailed principles

of its implementation are proprietary [ƎƋ]. However, such methods are intrusive and in

general TSOs have avoided deploying monitoring tools that rely on intrusive methods.

Ƌ.Ɗ Estimation of Area Inertia from Ambient Measurements

Ƌ.Ɗ.ƈ Main Principles

During normal operation of the power system, there are small changes in demand and

supply occurring all thetime. A real power system is never in an ideal steady state, because

with millions of electric devices, changes in load are happening nearly continuously. In

this work, these small load variations during normal operation are referred to as ambient

conditions. In these conditions, during normal operation, it is quite difficult to distin-

guish the inertial response of the system from frequency control, voltage control, electro-

mechanical dynamics, and stabilizing actions. However, as this work demonstrates, it is

possible and feasible in practice to estimate inertia from ambient measurement data.

Themain hypothesis behind the proposed approach is that by observing ambient load

changes and corresponding frequency changes over a sufficiently long time period, it is

possible to infer the effective inertia value from the pattern of dynamics between them.

It is assumed that it is possible to identify a dynamic model that behaves similarly to the
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observed dynamics between active power and frequency. If a sufficiently good model is

found, it is possible to estimate the inertial response of the actual observed system based

on the identified model.

We propose that once a power system has been divided into appropriately defined

areas, an approximate control system modeling the dynamics between frequency and

active power can be identified. This is based on the assumption that the observed ambient

dynamics can be fitted to a linear control system. The dynamic model discussed in the

previous section (depicted in Fig. Ƌ.Ɗ) has two different types of inputs—load changes

and generator set-point changes. If we assume that the system is observed only during

such time periods when generator set-points are not changed or change very little, the

corresponding inputs can be removed and the system is further simplified, as shown in

Fig. Ƌ.ƌ. The assumption means that data from time periods when generator dispatch is

changed, e.g. automatic generation control (AGC), should be excluded.

Σ
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+

−

∆P12
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Figure Ɗ.Ƌ Simplified model of dynamics between active power and frequency. This model does not

consider generator set-point changes.

Once it is assumed that measurements are taken only when generator set-points are

not changed, the model can be assumed to have load changes as inputs and frequency

deviations as outputs. If sufficient measurement data is available, it is possible to fit a

model to the observed dynamics between the inputs and the corresponding outputs. In

this simplified analysis of the dynamics of inertial response and frequency control, the

multi-area systembecomes amulti-inputmulti-output systemwith load changes as inputs

and frequency changes as outputs. Among other parameters, this model would include

the inertia of each area.

The areas assumed in the model have aggregated frequency, load, generation, and

controls. The areas should be formed so that all of these components of the model

can be aggregated appropriately. The areas have to be consistent in terms of network

topology—all nodes forming a monitored area have to be directly connected to at least

one other node of the area and areas have to be separable by clear boundaries. In order

to aggregate frequencies, areas should be formed out of nodes which have frequencies

close to each other. The distance between frequencies is understood the same way as in

generator coherency analysis or inter-area oscillations, where clusters of nodes with close

frequencies are formed. An example of aggregating the frequencies of a two area system

is given in Fig. Ƌ.Қ.
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Figure Ɗ.ҙ Frequencies of single nodes aggregated into area frequencies, denoted by thick colored

lines. Thin solid lines represent frequencies of nodeswith generation and dashed lines nodeswithout

generation. Thick black line gives the whole system COI frequency.

Ƌ.Ɗ.Ɖ Inputs and Outputs

The area frequency aggregation is based on a simplification of the center of inertia

frequency (defined in (Ƌ.Ɖ)). The frequency of area j is evaluated as a weighted average
of measured frequencies

fj =

∑Nj

i wifi∑Nj

i wi

, (Ƌ.Ƌ)

where fi are the frequencies of the Nj nodes that are measured in area j. The weights
wi are picked based on analyzing the system andmaking assumptions about which nodes

contribute more to the inertia of the area. In the simplest case, all nodes which are

assumed to contribute some inertia are weighted equally and all other measured nodes

weighted by zero.

Since the nominal value of frequency that the control system is attempting to achieve

is known, it is possible to use the deviations from nominal frequency as the outputs. After

evaluating the aggregated value, the frequency deviation in area j can be expressed as

∆fj = fj − fn, (Ƌ.ƌ)

which is the jth output of the model.
The inputs of the system, i.e. the changes in load, are significantly more difficult

to measure with PMUs as load is so widely dispersed. On a transmission system level,

the measurement of a larger number of load feeders may become feasible in a not too

distant future, but is not something that can be expected at present. This means that

more common PMU measurements have to be used to approximate the changes in load.

For a practical implementation of the method studied in this paper, a sufficient number

of PMUs are required on transmission lines and generators participating in primary

frequency control.

Fortunately, if power flows between the defined areas and a majority of generators

that participate in primary frequency control can be monitored, it is possible to approx-
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imate load changes. The main assumption is that when small changes over time are

considered, the changes in load and generation are sufficiently close to each other. The

approximate change in load in area j would thus be

∆PLj
∼=

∑
i

∆PGji +
∑
k

∆PTjk (Ƌ.Қ)

where∆PGji is the change in output power of the ith generator (or a group of generators)
participating in primary frequency control in area j and ∆PTjk is the change in power

transmitted from the kth to the jth area. All changes are evaluated with respect to the
first value in the time series, i.e. ∆P = 0 at t = 0.

Monitoring all generators participating in primary frequency control can still be

unachievable at present. Also, it may be that not all lines connecting the areas are

monitored with PMUs. In these cases, additional approximations have to be made. In a

case where one of several parallel lines is monitored, the power flow on that line can be

scaled to estimate flow in the corridor. When there is a generator behind a radial part of

the network and the power flow into that part is measured, the radial part may be seen

as a generator as an approximation. Examples of such cases are given in the following

section where the method is applied in practice.

In order to identify the dynamics between load changes and resulting frequency devi-

ations it is necessary to monitor the system for a sufficiently long period. Following a

disturbance, the inertial response in frequency can be seen in the first few seconds, while

the primary control (governor) response takes place in a time frame of tens of seconds.

It can be assumed that a period of at least ƈ–Ɖ minutes should be observed in order to

capture enough variations in the system, but the period should not have to exceed ƈƇ

minutes. In practice, measurement periods of Ɖ–Қ minutes have been applied.

There are two main considerations to take into account while selecting the measure-

ment periods. Firstly, these periods should exclude any time when automatic generation

control (AGC) is acting or any other generator set-point changes are beingmade. A simple

way to handle this is to consider the time these actions are executed and assume a buffer

time for the associated effects to take place (e.g. ҚƇ to ƎƇ s). Secondly, it would be

advisable to start and end themeasurement periods at instanceswhen area rate of change

of frequency (i.e. df/dt or RoCoF) crosses zero. This is done in order to improve the
efficiency of the system identification algorithm. This is relatively simple to implement

even with noisy RoCoF measurements from PMUs.

Ƌ.Ɗ.Ɗ System Identification

The next part of the estimation process is applying system identification on the obtained

input–output data. The main difficulty in the continuous monitoring of inertia is that

ambient load variations are generally small and do not excite the dynamic system signif-

icantly. This means that a suitable system identification procedure is needed that is not

sensitive to the low level of excitation. Some aspects of this problem have been studied

in Publication V, comparing various system identificationmethods applied in a similar way

on the example of analyzing inter-area modes.

The study presented in Publication V also offers insights to some other aspects of

the system identification process. Most of the relevant dynamics of the system can be

captured by a lower order model and the particular order itself may be varied in a range

of orders. The order has to be large enough to capture the main dynamics but should still

be small enough not to become too complicated or computationally expensive. In fact,

it is possible to identify models in a range of orders from the same dataset and obtain a
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number of similar but independent estimates.

The System Identification Toolbox in Matlab offers a selection of ready to use system

identification tools and has been used in the presentedmethod [Ǝƌ]. In the comparison of

available identification algorithms presented in Publication V, it was determined that the

implementation of ARMAX is the best suited and most robust tool for the given type of

problem. The procedure presented in this paper uses this system identification method,

but the general concept of area inertia estimation is not dependent on this particular

implementation.

ARMAX in Matlab is a system identification technique based on the autoregressive–

moving-average model with exogenous inputs. It results in a polynomial model, which is

a generalized variant of a transfer function, expressing a relationship between an input,

an output, and a noise term [Ǝƌ]. For a multi-input–multi-output (MIMO) ARMAX model

with nu inputs and ny outputs, the input–output relationships for the lth output of the
model can be expressed as

ny∑
j=1

Alj(q)yj(t) =

nu∑
i=1

Bli(q)ui(t− nki) + Cl(q)el(t), (Ƌ.ƍ)

whereAlj ,Bli, and, Cl are polynomials of orders nA, nB , and nC expressed in q
−1, and

nki are the input–output delays in terms of number of samples. Polynomial models are

discrete time (i.e. z-domain) linear systems.
Due to the nature of the system identification problem that was set up, the models

have an equal number of inputs and outputs corresponding to the number of areas the

system is divided into. As noted earlier, we apply system identification that attempts

to fit a number of models in a range of orders n = nmin, . . . , nmax for each dataset.

Within each iterated order, the various variables defining model order are equal, i.e. n =
nA = nB = nC . All input–output relationships are symmetric in the sense that in each

identification attempt elements of the order matrices are equal. Input–output delays nki

are assumed to be zero.

To summarize, estimated area load variations and corresponding frequency deviations

in each of the areas are set as input and output time series. For each of these datasets,

ARMAX models are identified using a range of orders. In each iteration of model order,

all polynomial orders are set equal to the same value. After that, a number of models

is obtained. All successfully identified systems are checked for stability based on the z-
domain stability criterion (all poles should bewithin a unit circle around zero) and unstable

models are discarded.

Ƌ.Ɗ.Ƌ Inertia Estimation

Once we have identified approximate models describing the dynamics between load and

frequency variations, it is still necessary to determine the effective inertia of each area.

The ARMAX models include the effective inertia but not as an explicit value. For this

reason, it is necessary to further analyze the identified models; one possible procedure is

presented below.

First of all, the discrete time ARMAXmodels are converted into continuous time using

the d2c function in Matlab. This is not successful in every case and the resulting models
are checked once again for stability, this time with the s-domain criterion (real part of
poles should be less than zero). The remaining models are ready to be reduced to a lower

order.

Following that, the continuous time models are reduced to a lower order using a set

of functions available in Matlab. The models are first transformed into a balanced state-
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space realization. Next, insignificant states are identified and removed to form a reduced

order system. The system is then transformed from the state-space representation into a

continuous time transfer function. This is done using the ssdata, balreal, modred, and
ss2tf functions in the System Identification Toolbox [ƎҚ].

The expected structure of the transfer functions is of the generic form

H(s) =
bn−1s

n−1 + bn−2s
n−2 + . . .+ b0

ansn + an−1sn−1 + . . .+ a0
. (Ƌ.қ)

The ss2tf tends to give marginal but non-zero values for the term bn, resulting in the
same dynamics but a different formal structure. In order to simplify the estimation of the

effective inertia values, these bn terms are set to zero in the presented implementation.
To understand how the effective inertia can be determined, we can look at a simplified

example. If we have a single unit with no governor or frequency control, we can model

the swing equation as a first order transfer function

H(s) =
1

Ms+D
=

1/M

s+D/M
, (Ƌ.Ǝ)

whereM is the effective inertia and D is frequency dependence of load [Ɖƈ]. The unit

impulse response of this system is given by

h(t) =
1

M
exp

(
−D

M
t

)
. (Ƌ.ƈƇ)

Clearly, instantly after the perturbation, at t = 0, the impulse response is equal to the
inverse of the effective inertia. More precisely, the initial response of the system to a load

disturbance is what we consider to be the effective inertia. Because we use load changes

as inputs, the proportionality term is negative, i.e. h(0) = −1/M .

The identified transfer functions are more detailed than the single machine model

without controls. However, the inertial response is still the fastest acting and we can

assume that it determines the first instance of the impulse response. This means that

the inertia of each area can be determined by the value of its unit impulse response at

t = 0. For a transfer function with the structure given in (Ƌ.қ), the estimates—i.e the first
value of the impulse response—can be evaluated from the ratio of bn−1 to an.

In theMIMOmodel it is also possible to determine the impulse response of the system,

which provides an additional estimate of total system inertia (in addition to the sum of

area inertia values). This is based on the principle that system COI frequency is an average

of area frequencies weighted by the inertia of each area. Once area inertia values have

been determined, it is possible to calculate system inertia from the unit impulse response

of the whole system.

Based on responses of all N areas to a unit impulse in area k, the system inertia can

be expressed as

MSk = −
∑N

i=1 1/hii(0)∑N
i=1 hki(0)/hii(0)

, (Ƌ.ƈƈ)

where hki(0) is the response of the ith output of theMIMO system at time t = 0 to a unit
impulse in the kth input. The 1/hii(0) values correspond to the effective inertia of each
area andweight the output frequency deviation of each area so that the sum corresponds

to the system COI frequency. It has been observed that in practice these estimates tend

to have a lower variance than the sum of area inertia values.
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One of the important aspects of the presented method is that several estimates are

obtained fromone period ofmonitoring data. Themultiple ARMAXmodels identifiedwith

various model orders provide a number of estimates for area inertia, which can then be

averaged. However, there are commonly a few poorly identified models that introduce

outliers far from a realistic inertia value, which have to be detected and removed.

We propose to use the median absolute deviation (MAD), a robust median based

statistic, defined as [Ǝƍ–ƎƎ]

sMAD(X) = c med
(
|X −med(X)|

)
, (Ƌ.ƈƉ)

where med(X) denotes the median of a sample X = {xi | i = 1, . . . , n}, xi are the

values in that sample, and c is a term introduced to achieve consistency with the standard
deviation of a certain distribution [Ǝқ]. Any value xi for which

|xi −med(X)|
sMAD(X)

> k (Ƌ.ƈƊ)

is considered an outlier and discarded. The cut-off factor k is chosen in conjunction with
c and the assumed distribution. If a normal distribution is assumed, c takes the value of
ƈ.ƋқƉҚ and k can be set to Ɖ for a Ǝƌ% interval and Ɗ for a ƎƎ% interval [Ǝқ].

To recap, the ARMAX models identified from the input–output time series are first

converted into continuous time polynomial models. Following that, their order is reduced

to form low order transfer function models. From these transfer functions, the effective

inertia of each area is evaluated corresponding to each ARMAX model with a different

initial model order n. The outliers in the obtained sample of estimated inertia values are
removedbased on theMAD statistic and the area inertia estimated as the arithmeticmean

of the remaining values.

The main procedure is presented in Algorithm ƈ in a simplified way. The presented

pseudo code skips the selection of measurement periods, allocation of measurements

signals to the input–output time series, and detection of outliers in the results, but it

presents the essential parts of the algorithm. Matlab and System Identification Toolbox

functions are used [Ǝƌ]. A time period, range of model orders, area configuration, and

ARMAX system identification parameters are assumed. After outliers are removed, the

remainingMjn values are the estimates of effective area inertia.

The described implementation is dependent on the System Identification Toolbox,

which provided several pre-built tools for a prototype solution. However, the general

concept is not necessarily dependent on any specific tool and the tools that were used

are all based on published knowledge. In fact, it is quite likely that the concept of estimat-

ing area inertia could be implemented in a simpler and more efficient manner in future

iterations. Once again, the main aim of the work is to demonstrate that ambient load and

frequency variations are significant enough to use for the estimation of power system

inertia, not to provide a finalized tool for the task.

Ƌ.Ɗ.ƌ Further Extensions of the Method

As an ending note to the description of this inertia estimation method, it should be said

that the presented implementation assumes that an entire synchronous system is being

analyzed. The principles—and even the same implementation with small modifications—

can be applied to estimating the inertia of an area or a few adjacent areas in a larger

system. Returning to Fig. Ƌ.Ɗ, we can see that inter-area flows can be used to create a

boundary and exclude parts of the system. However, this approach has not been fully

developed yet.

Қƌ



Algorithm ƈ Inertia estimation for one monitoring period

ƈ: input tbegin, tend, nmin, nmax, nred, jareas
Ɖ: for all areas j = 1 to jareas do

Ɗ: Yj ← fj([tbegin, tend])− fn . Output
Ƌ: Uj ← ∆PLj([tbegin, tend])−∆PLj(tbegin) . Input
ƌ: end for

Қ: formodel orders n = nmin to nmax do

ƍ: Dn ← armax(U , Y , n) . Discrete time
қ: end for

Ǝ: for all stableDn do

ƈƇ: Cn ← dƉc(Dn) . Continuous time
ƈƈ: end for

ƈƉ: for all stable Cn do

ƈƊ: Rn ← ctƉss(Cn, nred) . Reduced order
ƈƋ: for all areas j do

ƈƌ: a
(j,n)
nred , b

(j,n)
nred−1 ← ssƉtf(Rn, j)

ƈҚ: Mjn ← −a(j,n)nred /b
(j,n)
nred−1 . Inertia estimates

ƈƍ: end for

ƈқ: end for

ƈƎ: function ctƉss(A,n)
ƉƇ: returnmodred(balreal(ssdata(A)), n)
Ɖƈ: end function

In addition to that, themethod can be extended to analyze other aspects of frequency

dynamics. For example, it is possible to predict the frequency response to any given

disturbance, either a load or generation trip of given size. Consequently, it is also possible

to predict the extreme frequency following this disturbance, i.e. the frequency nadir or

peak. A preliminary study of this approach has been presented in Publication VI.

Ƌ.Ƌ Validation of Inertia Estimation

Ƌ.Ƌ.ƈ Test System

Themethod has been tested on the Icelandic power system. The Icelandic system is a rela-

tively small island systemwith a typical load around ƈ–Ɖ GW and total installed generating

capacity of Ɗ GW. In present terms, the system has a large number of PMU measurement

points relative to its size, with more than ƊƇ PMUs and around ƉƇƇmeasured voltage and

current signals. A simplified schematic of the system is given in Fig. Ƌ.ƍ. The schematic

includes all significant buses, generators, and lines and four large industrial loads, denoted

by ILA, ILB, ILC, and ILZ. Total MVA ratings of power plants are given next to the symbols.

Generators colored black in Fig. Ƌ.ƍ are monitored directly by PMUs, i.e. their power

flows are measured. However, generators in blue are not monitored yet and their output

power flows are approximated based on power flows on certain lines. For example,

changes in generated power at Vatnsfell (VAF), Lagarfoss (LAG), and Laxá (LAX) can

be approximated in a fairly simple manner by observing power changes on lines VFƈ,

LFƈ, and LAƈ, respectively. Also, Svartsengi (SVA) and Reykjanes (REY) can be grouped

together and approximated by summing up changes on lines SNƈ and FIƉ, denoted by

the smaller dashed area. These are all rather reasonable approximations as the loads in

these locations are either relatively constant or small.
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Figure Ɗ.ƌ Simplified schematic of the Icelandic power system. Larger black labels denote

substations, smaller colored labels denote transmission lines. Total rated MVA of all generators

at each plant given next to symbol.

Changes in generation at Sultartangi (SUL), Búrfell (BUR), Nesjavellir (NES), Írafoss

(IRA), Steingrím (STE), and Ljósafoss (LJO) are more difficult to approximate. Currently, all

of these generators are grouped together and changes in generation approximated based

on power flows measured on lines SIƊ, SUƊ, BRƈ, BUƊ, HNƈ, ADƍ, KHƈ, and approximated

power flows on lines BUƉ and HRƈ. Power flow on line BUƉ is approximated based on

generation at Kolviðarhóll (KOL) and power on line KHƈ. Power flow on HRƈ towards

Sultartangi (SUL) is approximated as the sum of power from Hrauneyjafoss (HRA) and

Búðarháls (BUD). This grouping is represented by the larger dashed area.

The system has twomain load centers, one in the west and one in the east. In terms of

centers of inertia (COI), the system can be split quite naturally from the two long lines that

connect these two areas. The purple dashed line in Fig. Ƌ.ƍ shows this split. Line labels

written in purple denote the power flow measurements used to calculate area boundary

power flows. Load variations are approximated based on (Ƌ.Қ), including the approxi-

mations used to find changes in power generated by the units that are not monitored.

Frequencies at Kolviðarhóll (KOL), Sigalda (SIG), Hrauneyjafoss (HRA), andBúðarháls (BUD)

were used for the western part and weighted by ƈ.ƌ, ƈ.Ƈ, ƈ.Ƈ, and Ƈ.ƌ, and Fljótsdalur (FLJ),

Krafla (KRA), and Blanda (BLA) were assigned to the eastern part with weights of Ɗ.Ƈ, ƈ.Ƈ,

and Ƈ.ƌ, respectively. These weights apply to area COI frequencies, not a whole system

COI frequency. Frequency deviations were calculated for the aggregated areas using (Ƌ.Ƌ)

and (Ƌ.ƌ).

Ƌ.Ƌ.Ɖ Validation of Method

The method was validated on a combination of measurements from both ambient condi-

tions and frequency disturbances. The effective area inertia values were estimated from

ambient measurements using the presented method. These measurements were gath-

ered fromtimeperiods preceding frequency disturbances, meaning that the inertia values

were estimated right before the events. The disturbances were then used to analyze the

performance of the method. A total of ƈҚ events were selected for the study, ƈƋ of these

were load trips (industrial loads at either ILA, ILB or ILC) and two were generator trips.

Қƍ



Only so-called “clean” events were selected, i.e. disturbances where a single unit tripped

at a moment when the system could be considered to be in steady-state and no other

disturbance followed immediately. All disturbances took place in the western part of the

system.

The accuracy of estimated inertia values was quantified by a comparison of the RoCoF

of the recorded event and the corresponding RoCoF predicted from the inertia value for

the given disturbance. From the disturbances, RoCoF was estimated as the slope of a

linear fit to measured frequency during the period of Ƈ.Ɖ to Ƈ.Ƌ s after the trip. The jump

in frequency is a measurement effect of the disturbance causing a step change in voltage

phase angle, which cleared in ƈҚƇms in most cases but an additional Ɖ cycle margin was

assumed. The change in load, i.e. ∆P , was determined from the measured power at

the tripped unit as the largest deviation during the first Ƈ.Ɗ s after the trip. Some events

are presented in detail with plots of recorded frequency excursions, also explaining the

selection of these time frames.

System identification was applied so that ARMAX models of orders Ǝ to Ɖқ were

identified, i.e. ƉƇ models with different model orders. In each case with six consecutive

measurement periods, the first identification was made with five iterations and each

following made with three iterations using the results of the previous measurement as a

starting point. The least squares non-linear fitting method was used inside the ARMAX

routine and the input–output delay was set to zero. Identified models were reduced to

Ƌth order transfer functions. MAD based outlier detection assumed a normal distribution

and a Ǝƌ% confidence interval.

Ƌ.Ƌ.Ɗ Detailed Analysis of Intermediate Results

In order to explain the application of the method better, data is presented from each step

of it on the example of one case (event number Ɖ and the precedingmeasurements). First

of all, a little over ƋƇ minutes of monitoring data is presented in Fig. Ƌ.қ. From this longer

period, six smaller sets of measurement data were selected by a preprocessing algorithm.

In the algorithm, a minimum length (Ƌmin in this case) was specified and measurement
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Figure Ɗ.Қ Example of monitoring data used for the estimation of effective area and system inertia.

Frequency deviations and load, approximated as in (Ƌ.Қ), plotted for the western and eastern areas.

Six selected measurements, periods with missing data, and AGC operation marked by shaded areas.
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periods were selected so that they started and ended at df/dt = 0, while avoiding
moments when data was missing or AGC was operating. All of this is from ambient condi-

tions, preceding a load trip that took place ƋƉ minutes after the start of monitoring.

On each of these six measurements, the system identification procedures were

applied. Up to ƉƇ approximate models were identified from each measurement, out of

which usually ƈƇ–ƈƌ remained after checking for stability, converting to continuous time,

and reducing model order. As an example, the step responses of the ƈƉ stable reduced

order models identified from the first measurement period (as shown in Fig. Ƌ.қ) were

evaluated. The step responses are presented in Fig. Ƌ.Ǝ, where a step change in load was

assumed in the western area and frequency deviations were calculated for both areas.

The actual measured frequency excursion caused by the disturbance is plotted alongside

model outputs. Since the models were identified before the disturbance took place, the

model outputs are seen as predictions of the event.
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Figure Ɗ.ƍ Step responses of individual models obtained from system identification applied on a

single measurement period. Actual recorded frequency and average step response from Ƈƈ models

plotted for comparison.

Following that, for each measurement, the step responses of these ƈƇ…ƈƌ models

were averaged. The averaged outputs of the models identified from all six measurement

periods (spanning ƋƇminutes before the event as shown in Fig. Ƌ.қ) are plotted in Fig. Ƌ.ƈƇ.

Again, the load loss that caused the frequency disturbance in the end of the monitoring

period was modeled as a step response. The examples in Fig. Ƌ.Ǝ and Fig. Ƌ.ƈƇ have been

presented in order to illustrate the principles of the proposedmethod. The comparison of

recorded frequency disturbances and the outputs of the identifiedmodels provides a way

of validating the algorithm. The presented results show that the response of the system

has been identified with good accuracy and most importantly the inertial response has

been captured accurately.

The main results of the method are presented in Fig. Ƌ.ƈƈ, where estimates of iner-

tia from each measurement period are plotted. The figure shows individual estimates

extracted from individual models and presents which values were accepted and which

rejected as outliers. It also gives the average inertia value estimated from each measure-

ment and shows the bound based on the MAD method that was used to detect outliers.

ҚƎ



0 1 2 3 4 5
0

0.2

0.4

0.6

0.8

1

Time (s)

Fr
eq

ue
nc

y
de

vi
at

io
n

(H
z)

West

Recorded Average of one measurement Average of six measurements

0 1 2 3 4 5
0

0.2

0.4

0.6

0.8

1

Time (s)

East

Figure Ɗ.ƇƆ Averaged step responses ofmodels obtained from system identification applied on the six

measurement periods. Each line corresponds to the average step response of all models found from

onemeasurement period. Actual recorded frequency and a further average of the sixmeasurements

combined plotted for comparison.
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Figure Ɗ.ƇƇ Individual inertia estimates from the six measurements. Average inertia for each

measurement is plotted, alongside all accepted values and outliers that were rejected based on the

MAD criterion.

Ƌ.Ƌ.Ƌ Assessment of Inertia Estimation Results

In this study, the results of the six measurements before the disturbance were further

combined, decreasing variance in the estimates of inertia. The value of effective inertia

estimated from the ambient monitoring data was then used to predict the RoCoF of the

following frequency disturbance in each of the ƈҚ cases. However, the cases were also

analyzed in detail in order to validate the results more thoroughly. For this, the recorded

frequency excursions were visually compared to predictions from the identified models

and a RoCoF slope based on the estimated inertia. Recorded power of each tripped unit

was used to determine the amount of load or power lost in the event. Fig. Ƌ.ƈƉ presents
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this kind of validation of the event analyzed in the examples of the previous subsection

and Fig. Ƌ.ƈƊ presents similar data for another validation event.
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Figure Ɗ.Ƈƈ Details of validation with event number ƈ. Measured COI frequency in the western

area and entire system plotted in left and center graphs, alongside the responses predicted by the

identified models and RoCoF slopes predicted from estimated inertia. Variance in predicted RoCoF

based on two standard deviations of all inertia values given as shaded area. Rightmost graph shows

themeasured power at the tripped unit and the equivalent step signal used as the input of identified

models. The magnitude of the step was also used as the∆P when predicting RoCoF.
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Figure Ɗ.ƇƉ Details of validation with event number Ƈҙ, everything plotted identically to Fig. Ɗ.Ƈƈ.

Measurements from all ƈҚ cases were processedwith the proposedmethod and effec-

tive inertia of the western part and the entire system were estimated. However, there

were no reference values of inertia with known accuracy available to compare them to.

In order to analyze the overall performance of the method, RoCoF values were compared

instead. For each event, a RoCoF value and the amount of load (or generation) lost were

estimated from the PMU measurements. The inertia values estimated from ambient

measurements before the events were used to predict RoCoF values of corresponding

disturbances.

A comparison of these results over all ƈҚ cases are presented in Fig. Ƌ.ƈƋ and Fig. Ƌ.ƈƌ

for the western area and the whole system, respectively. (No suitable validation events

occurred in the eastern part of the system.) Differences between RoCoF values estimated

from recorded frequencies and predicted from inertia values are presented in Fig. Ƌ.ƈҚ.

The average difference was ƉƇ% for the western area and ƈƉ% for the whole system.

However, these should not be seen strictly as errors, since the RoCoF and ∆P values

of the events were also approximated. An example of this is seen in Fig. Ƌ.ƈƊ, where the

predicted RoCoF slope aligns very well with the recorded disturbance, but the period of

Ƈ.Ɖ–Ƈ.Ƌ s in not appropriate for calculating the approximate RoCoF.
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Figure Ɗ.ƇƊ Comparison of approximate RoCoF after each disturbances and corresponding RoCoF

predicted from estimated inertia values for the western part of the system. Variance bounds based

on two standard deviations of all inertia samples of each case.
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Figure Ɗ.ƇƋ Comparison of approximate RoCoF after each disturbances and corresponding RoCoF

predicted from estimated inertia values for the entire system. Variance bounds based on two

standard deviations of all inertia samples of each case.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

−20

0

20

40

Event

D
iff

er
en

ce
in

R
oC

oF
(%

)

West System

Figure Ɗ.Ƈҙ Differences between approximate RoCoF and the corresponding value predicted from

estimated inertia. Per cent difference of prediction from approximate RoCoF is given.
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In computation time, processing one measurement period took around ƉƇ–ƌƇ% of its

length using a single core on a regular office laptop (Core iƌ-ƋƉƇƇU@ƈ.Қ GHz, ƈƉGB RAM).

If the total length of all measurement periods in all ƈҚ cases was ƊқƇmin then the total

time the code took to process all of it was ƈƋƇmin. On average it took ƉƉ s to analyze one

minute of monitoring data or Ɗƍ% of its length.

Ƌ.ƌ Conclusions

This chapter demonstrated the possibility of monitoring the effective inertia of a power

system and its areas based on measurements from normal operating conditions. The

developed method can be executed continuously so that close to real-time estimates

of inertia can be obtained. The method is based on detecting the patterns of dynam-

ics between active power and frequency in ambient measurement data. The presented

implementation is based on system identification, but the method could possibly be real-

ized with different algorithms.

The most important result of the work is demonstrating that effective inertia can be

monitored in a close to continuous manner, not only when frequency disturbances occur.

This would enable the TSO to determine an adequate response to a frequency distur-

bance and the time available to deploy it. Inertia estimation was tested and validated on

measurement data from a real power system. The method provided good and consistent

results—considering the variance bounds, RoCoF was not underestimated in any of the

validation events.
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Summary

This thesis presented the development of new applications for wide area monitoring of

power systems. The work contributed to two topic areas where the use of PMUmeasure-

ments has been investigated and applied—monitoring of transmission lines and estimat-

ing inertia. Necessary background information was given in an introductory chapter and

the contributions were organized into three chapters following that.

The first chapter introduced synchronized phasor measurements and provided a brief

overview of the history behind the technology. Phasor measurement units, their primary

functions, and their main accuracy requirements were described. Wide area monitoring

systems and some of their most commonly deployed applications were introduced. As

the final part of the chapter, monitoring of transmission line parameters based on PMU

measurements was introduced as another common WAMS application. This application

in its basic implementation was demonstrated on real measurement data, leading to the

next chapter.

The second chapter presented an analysis of the accuracy of monitoring transmis-

sion line parameters based on PMU measurements in real world conditions. Errors in

measured voltage and current phasors and the propagation of uncertainty into estimated

line parameters were analyzed. The principles of uncertainty analysis in two-dimensional

quantities were applied as it is appropriate for complex valued measurements. The anal-

ysis was carried out on the same measurement results that were introduced in the first

chapter and the problems seen there were explained in detail.

The third chapter introduced the monitoring of separate components of transmission

losses enabled by PMU measurements. Based on a detailed model of the transmission

line, expressions were derived for the components of transmission losses. Active losses

were separated into resistive (Joule) losses dissipated in the series resistances and other

losses, mostly assumed to be corona losses. Expressions were also derived for consumed

and generated reactive power as separate components, but thework concentrated on the

estimation of corona losses. Monitoring of corona losses was demonstrated and analyzed

on measurement data from two transmission lines.

The fourth chapter developed a continuous measurement based method for moni-

toring the effective inertia of the system and its areas. The chapter presented the main

principles of frequency control in power systems and explained the effects of inertia and

area inertia. A method was proposed that enables the estimation of inertia from ambient

measurement data, i.e. measurements from normal operation of the power system. Esti-

mation of system and area inertia from ambient measurements was demonstrated and

validated on real world measurement data.

Contributions

Thework presented in Chap. Ɖ and Publication I offered a detailed analysis of the accuracy

of transmission line parameter monitoring based on PMUmeasurements. Even though it

is clear that measured phasors may have different errors in magnitude and angle (or real

and imaginary components), the principles of analyzing uncertainties in complex quan-

tities had not been applied in PMU measurements. This work showed that these prin-

ciples are applicable, well suited, and offer valuable information about the accuracy of

measurements. It was also demonstrated what accuracy of line parameter monitoring

can be achieved in a real installation, considering the accuracy of measurement devices,

and how the accuracy varies in changing conditions. It was concluded that uncalibrated

metering class transformers are generally not accurate enough to enable the monitoring
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of transmission line resistancewith the commonly used implementation of line parameter

monitoring.

In Chap. Ɗ and Publication II a new method of monitoring corona losses on

transmission lineswas proposed and demonstrated. While traditionally themeasurement

of corona losses has required dedicated measurement setups and techniques, the

proposed monitoring based on PMUs would not have such requirements. PMUs already

installed on transmission lines can be utilized for more detailed transmission loss

monitoring. The uncertainty analysis carried out based on Chap. Ɖ indicated that the

uncertainty in measured corona losses was sufficiently low to obtain usable information.

The results of monitoring corona losses over a period of four months of various weather

conditions showed good agreement with results of previous studies on corona losses.

Finally, Chap. Ƌ and Publication III demonstrate the feasibility of estimating the inertia

of a power system and its areas from ambient PMUmeasurements. While previousmeth-

ods of estimating inertia from PMUmeasurements have relied on significant disturbances

in the system, the proposed method could be run nearly continuously. Disturbances do

not occur regularly, meaning that disturbance basedmethods cannot provide an estimate

at any given time. A continuous inertia monitoring method based on ambient measure-

ments would provide a current estimate for the operator when it is needed. This is critical

information that enables to prepare and deploy an appropriate response in case of a

significant event.

Practical Implementation

The monitoring methods demonstrated in the thesis have been tested on real measure-

ment data from operating power systems; however, they are not production grade tools.

In order to deploy these as monitoring tools used in practice, they would require further

development. Practical tools would have to be more robust, e.g. handle bad and missing

data, etc. The thesis has documented all of the details necessary for the implementation

of the methods.

The monitoring of transmission loss components is relatively simple to implement in

existing wide area monitoring software. The loss components are calculated with explicit

expressions and the computations can be made in real-time. The method could also be

implemented in contemporary SCADA/EMS software if it handles synchronized phasor

measurements. In the analysis of losses, the sampling frequency can be quite low, but the

time synchronization of measurements is critical. Certain aspects of the method would

also require refinement, e.g. fixing the negative values of measured corona losses when

corona losses are negligible.

The implementation used to demonstrate the feasibility of estimating effective inertia

fromambientmeasurements is experimental. A practical toolwould have to automate the

continuous selection ofmeasurement data, considering possible limitations, e.g. dispatch

changes, etc. The estimation is computationally intensive and execution times could be

improved with further development and optimization. A practical tool would also have

to assess the quality of the results if the system identification routine does not perform

sufficiently well on a given set of measurement data. The configuration of areas in the

tool should consider the effects of line switching if this can have a significant impact in a

particular system.
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Further Work

The demonstrated method for monitoring corona losses requires PMUs at both ends

of the transmission line. If the PMUs are available and the combined accuracy of the

measurement devices is sufficient, it is possible to monitor corona losses continuously.

If several lines spread around the system (or an area) can be monitored, a more general

overview of corona losses in the system (or the area) can be obtained. Furthermore, if

weather monitoring data is available from locations close to the monitored transmission

lines, it is possible to collect the combined information about corona losses and weather

conditions. Larger amounts of such historical data could be used to develop tools for

forecasting corona losses based on forecast weather conditions. Further research will

investigate applying machine learning methods to constructing corona loss forecasting

tools.

There are several aspects of the inertia estimationmethods where further work could

be done. A thorough theoretical analysis of the system identification problem could offer

better insights into selection of the appropriate system identification method and model

orders. Based on that, the implementation could be optimized and improved. A commer-

cially viable application would have to address data gaps and other data quality issues,

automate the acquisition of set-point change time-stamps, and optimize the algorithm for

faster running times. The concept is designed to be general and has been proven to work

in one real power system. Further trials in other power systemswith different characteris-

tics would be of value, particularly where there is more power electronic penetration and

variable inertia. Correlations between potential influences on effective inertia, causes of

variations in inertia, and potential forecasting of effective inertia could be studied if more

data is collected and analyzed.
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Abstract

At present the monitoring and control of power systems is largely based on SCADA/EMS

technologies. These tools provide significant amounts of useful information, yet still leave

many processes and phenomena unobservable. In the last decade, wide area monitoring

systems powered by phasor measurement units (PMU) have been deployed by many

transmission systemoperators (TSO), becoming a prevalent technology that enablesmore

detailed monitoring of the system. This has introduced a new generation of monitoring

tools to the operation of power systems. The thesis presents new developments in wide

area monitoring of power systems using synchronized phasor measurements.

Monitoring of transmission line parameters is a well-known application of PMU mea-

surements. The thesis analyzes uncertainty propagation in this application in order to

determine its accuracy and explain how it is affected by systematic measurement errors.

The analysis considers the entire measurement chain, including instrument transformers,

and the effects of errors from various sources. The principles of uncertainty analysis

in two-dimensional quantities are applied as the measured phasors are complex valued

quantities. It is shown how the uncertainties of measuring current and voltage phasors

are propagated into the estimated quantities and what their resulting uncertainty is. The

results describe the expected accuracy of the monitoring application in the given real

world installation and help to explain the apparent errors in some of themeasured results.

The energy needed to cover transmission losses is one of the largest expenses for a

TSO. The thesis presents a newmethod developed to analyze transmission losses in more

detail, with the emphasis on monitoring of corona losses. Based on a detailed transmis-

sion line model, equations are derived that allow separate components of transmission

losses to be calculated from simultaneous measurements of voltage and current phasors.

This allows corona losses to be monitored separately from total losses. Uncertainty anal-

ysis of measured corona losses indicates that the expected accuracy of the measurement

chain is sufficient to obtain usable estimates. Fourmonths of realworldmonitoring data of

corona losses and weather conditions is used to validate the results based on the weather

dependence of corona losses and comparisons to results of previous studies.

The increasing use of renewable energy sources is changing the inertial responses of

power systems. The thesis demonstrates a method of estimating power system inertia

from ambient measurements, i.e. normal operating conditions. While existing measure-

ment based inertia estimation methods have relied solely on disturbances, the devel-

oped method can be applied nearly continuously. What is more, the method consid-

ers the system in terms of areas, allowing inertia of each area to be estimated sepa-

rately. The method is based on observing the dynamics between changes in active power

and corresponding deviations in frequency. System identification tools are applied to

fit approximate models to these dynamic patterns. The identified models include the

inertial response of the system among other dynamics. Inertia estimation from ambient

measurements has been validated on measurement data from a real power system.

The presented work has several practical implications. The analysis of uncertainty

propagation in transmission line monitoring characterizes confidence in the estimates

of various monitored quantities. It gives a better understanding of what accuracy can

be expected and what to change in order to improve accuracy. Continuous long-term

monitoring of corona losses can be used to improve transmission loss forecasts which

in turn would allow the cost of loss energy to be minimized. In systems with decreasing

and variable inertia, it is becoming necessary to know the effective inertial response of the

system in order tomaintain its stable operation. TSOs can use the information to schedule

appropriate responses to disturbances and improve frequency control measures.
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Lühikokkuvõte

Praegusel ajal põhineb enamike elektrisüsteemide jälgimine ja juhtimine SCADA/EMS

süsteemidel. Need vahendid pakuvad suurel hulgal kasulikku infot, kuid on siiski

mitmeid protsesse ja nähtusi, mida need jälgida ei võimalda. Viimase aastakümne

jooksul on mitmed põhivõrguettevõtted hankinud faasimõõteseadmetel põhinevad

laiseiresüsteemid, mis võimaldavad elektrisüsteemide üksikasjalikumat jälgimist. Selle

tehnoloogia kasutuselevõtule on järgnenud uus põlvkond elektrisüsteemide jälgimise

rakendusi. Käesolev töö käsitleb uute faasimõõtmistel põhinevate laiseirerakenduste

arendust.

Ülekandeliinide parameetrite jälgimine on üks levinud näide laiseirerakendustest.

Käesolev töö analüüsib mõõtemääramatusi antud meetodil leitud liiniparameetrites

eesmärgiga teha kindlaks mõõterakenduse täpsus ja selgitada süstemaatiliste

mõõtevigade mõju. Analüüsis arvestatakse vigade allikaid kogu mõõteahelas, sh

mõõtetrafode vead. Kuna mõõdetud faasorid on kompleksarvulised suurused, on

lähtutud kahemõõtmeliste suuruste mõõtemääramatuste analüüsi põhimõtetest. Töös

on näidatud, kuidas voolu- ja pingefaasorite mõõtemääramatused kanduvad otsitud

suurustesse ning milliseks kujuneb nende mõõtemääramatus. Tulemused kirjeldavad

rakenduse eeldatavat täpsust vaadeldud tingimustes ning aitavad selgitada ilmseid vigu

osades saadud mõõtetulemustest.

Ülekandekadude katmiseks vajaliku energia ostmine on üks suuremaid kulutusi

põhivõrguettevõtte eelarves. Doktoritöö esitleb ülekandekadude täpsemaks analüüsiks

välja töötatudmeetodit, põhirõhuga koroonakadude jälgimisel. Üksikasjaliku ülekandeliini

mudeli alusel on tuletatud võrrandid, mille abil saab arvutada eraldi ülekandekadude

komponendid samaaegselt mõõdetud pinge- ja voolufaasoritest. See võimaldab mõõta

koroonakadusid eraldiseisvalt kogukadudest. Mõõtemääramatuste analüüsi põhjal

võib eeldada, et mõõteahela täpsus on kasutatavate tulemuste saamiseks piisav.

Tulemusi on valideeritud nelja kuu kohta kogutud koroonakadude mõõteandmete ja

ilmavaatlusandmete põhjal, analüüsidesmõõdetud koroonakadude sõltuvust ilmaoludest

ja võrreldes tulemusi varasemate uuringute tulemustega.

Taastuvate energiaallikate suurenev kasutuselevõtt muudab elektrisüsteemide

inertsi. Käesolev töö esitleb meetodit, mis võimaldab elektrisüsteemi inertsi määrata

püsitalitluse mõõtmistest. Kui varasemad mõõtmistepõhised inertsi määramise

meetodid on toimimiseks eeldanud sagedushäiringute esinemist, siis esitletavat

meetodit võib rakendada pidevalt. Lisaks sellele käsitleb meetod elektrisüsteemi

piirkondadena, mille inertsi on võimalik eraldiseisvalt määrata. Meetod põhineb

aktiivvõimsuste ja sagedusemuutuste vaheliste dünaamiliste protsesside jälgimisel.

Kasutatakse süsteemide identifitseerimise vahendeid, et lähendada mudelid mõõdetud

dünaamilistele muutustele. Lähendatud mudelid sisaldavad muude elektrisüsteemi

dünaamikaomaduste kõrval ka selle inertsi. Inertsi määramise meetodit on valideeritud

ühe päris elektrisüsteemi püsitalitluse mõõteandmete põhjal.

Esitletud töö tulemustel on mitmeid praktilisi väljundeid. Mõõtemääramatuste ana-

lüüs ilmestab ülekandeliini parameetrite jälgimise usaldatavust. See annab parema üle-

vaate rakenduse oodatavast täpsusest ja võimalustest selle täpsust suurendada. Koroo-

nakadude pidev pikaajaline jälgimine aitab täpsustada ülekandekadude prognoosi, mis

võimaldab omakorda minimeerida kadude maksumust. Väheneva ja varieeruva inertsiga

elektrisüsteemidesmuutub inertsi jälgimine vajalikuks, et tagada nende stabiilne töö. Süs-

teemioperaator saab selle abil planeerida häiringute tasakaalustamist ja täiendada sage-

duse reguleerimise meetmeid.
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Appendix A — Instrument Transformer Errors

This appendix presents information about instrument transformer errors. Errors reported

in factory test reports are given in Tables ƈ–Ƌ. In the tables, U/Un and I/In stand for
ratios of measured and rated values. Magnitude errors are given in per cent and angle

errors in minutes. The estimated burdens of the instrument transformers are as follows.

At substation A, current transformer burden ƈ.ƌ VA and voltage transformer burden

Ɖ.Ƈ VA; at substation B, current transformer burden ƈ.ƍ VA and voltage transformer

burden ƈ.Ƌ VA. Only the current transformer burden at substation A fits between the

tested burden values. It is not reasonable to assume that the errors can be extrapolated

for a burden value outside of the range between the two tested burdens [ƈƇƇ]. The other

three burden values are replaced by the lowest burden values that measurement errors

were reported for.

Table Ƈ Current transformer errors at substation A.

Burden ƈ VA, power factor not specified

Phase A Phase B Phase C

I/In δI (%) δϕI (
′) δI (%) δϕI (

′) δI (%) δϕI (
′)

ƈ.Ɖ Ƈ.ƇƊ Ƈ.Ƈ Ƈ.ƇƉ Ƈ.Ƈ Ƈ.Ƈƍ Ƈ.Ƈ

ƈ.Ƈ Ƈ.ƇƉқ Ƈ.ƈқ Ƈ.ƇƉ Ƈ.ƈқ Ƈ.ƇҚҚ Ƈ.ƊҚ

Ƈ.Ɖ Ƈ.ƇƉƈ Ƈ.Ǝ Ƈ.ƇƉ Ƈ.Ǝ Ƈ.ƇƌƊ ƈ.қ

Ƈ.Ƈƌ Ƈ.ƇƉ ƈ.Ƈ Ƈ.ƇƉ ƈ.Ƈ Ƈ.Ƈƌ Ɖ.Ƈ

Ƈ.Ƈƈ Ƈ.ƇƉ Ɖ.Ƈ Ƈ.ƇƊ Ɖ.Ƈ Ƈ.Ƈƌ Ɗ.Ƈ

Burden ƌ VA, power factor not specified

ƈ.Ɖ Ƈ.Ƈƈ -ƈ.Ƈ -Ƈ.Ƈƈ Ƈ.Ƈ Ƈ.ƇƋ Ƈ.Ƈ

ƈ.Ƈ Ƈ.Ƈƈ -ƈ.Ƈ Ƈ -ƈ.Ƈ Ƈ.ƇƋ Ƈ.Ƈ

Ƈ.Ɖ -Ƈ.ƇƉ Ƈ.Ƈ -Ƈ.ƇƉ Ƈ.Ƈ Ƈ.ƇƉ Ƈ.Ƈ

Ƈ.Ƈƌ -Ƈ.ƇƋ ƈ.Ƈ -Ƈ.ƇƊ ƈ.Ƈ Ƈ.Ƈ Ɖ.Ƈ

Ƈ.Ƈƈ -Ƈ.ƇƋ Ɗ.Ƈ -Ƈ.ƇƋ Ɖ.Ƈ -Ƈ.Ƈƈ Ɗ.Ƈ
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Table ƈ Current transformer errors at substation B.

Burden ƌ VA, power factor ƈ

Phase A Phase B Phase C

I/In δI (%) δϕI (
′) δI (%) δϕI (

′) δI (%) δϕI (
′)

ƈ.Ɖ -Ƈ.Ƈƈ Ƈ.Ɖ -Ƈ.Ƈƈ Ƈ.ƈ -Ƈ.ƇƉ Ƈ.ƈ

ƈ.Ƈ -Ƈ.Ƈƈ Ƈ.ƌ -Ƈ.Ƈƈ Ƈ.Ɖ -Ƈ.ƇƉ Ƈ.Ɖ

Ƈ.Ɖ -Ƈ.Ƈƈ Ƈ.Қ -Ƈ.Ƈƈ Ƈ.ƍ -Ƈ.ƇƉ Ƈ.ƍ

Ƈ.Ƈƌ -Ƈ.Ƈƈ ƈ.Ƈ -Ƈ.Ƈƈ ƈ.Ɗ -Ƈ.Ƈƈ ƈ.Ɗ

Ƈ.Ƈƈ Ƈ.Ƈƈ Ɖ.Қ Ƈ.Ƈ Ɖ.Ǝ Ƈ.Ƈ Ɖ.Ǝ

Burden ƉƇ VA, power factor Ƈ.қ

ƈ.Ɖ -Ƈ.Ƈƌ -Ƈ.ƍ -Ƈ.ƇƊ -Ƈ.Ǝ -Ƈ.ƇƊ -ƈ.Ƈ

ƈ.Ƈ -Ƈ.Ƈƌ -Ƈ.Ɗ -Ƈ.ƇƊ -Ƈ.қ -Ƈ.ƇƊ -Ƈ.қ

Ƈ.Ɖ -Ƈ.ƇҚ Ƈ.ƈ -Ƈ.ƇƋƌ Ƈ.Ɖ -Ƈ.Ƈƌ Ƈ.Ɖ

Ƈ.Ƈƌ -Ƈ.ƇҚ Ƈ.Ǝ -Ƈ.Ƈƌ ƈ.Ɖ -Ƈ.ƇҚ ƈ.Ɖ

Ƈ.Ƈƈ -Ƈ.ƇҚ Ɖ.қ -Ƈ.Ƈƌ Ɖ.Ǝ -Ƈ.ƇҚ Ɖ.Ɗ

Table Ɖ Voltage transformer errors at substation A.

Burden Ɖƌ VA, power factor not specified

Phase A Phase B Phase C

U/Un δU (%) δϕU (′) δU (%) δϕU (′) δU (%) δϕU (′)

ƈ.ƌ Ƈ.ƇƋ ƌ.Ƈ Ƈ.ƇҚ ƌ.Ƈ Ƈ.ƇҚ Ƌ.Ƈ

ƈ.Ɖ Ƈ.ƈƉ Ɖ.Ƈ Ƈ.ƈƉ Ɗ.Ƈ Ƈ.ƈƉ Ɖ.Ƈ

ƈ.Ƈ Ƈ.ƈƋ ƈ.Ƈ

Ƈ.қ Ƈ.ƈҚ ƈ.Ƈ Ƈ.ƈƌ ƈ.Ƈ Ƈ.ƈƌ ƈ.Ƈ

Ƈ.Ƈƌ Ƈ.ƈƌ ƍ.Ƈ

Ƈ.ƇƉ Ƈ.Ɖ Қ.Ƈ Ƈ.Ɖ қ.Ƈ Ƈ.Ɖƈ ƈƇ.Ƈ

Burden ƈƇƇ VA, power factor not specified

ƈ.Ɖ -Ƈ.ƈƋ Ƌ.Ƈ -Ƈ.ƈƉ ƌ.Ƈ -Ƈ.ƈƊ Ƌ.Ƈ

ƈ.Ƈ -Ƈ.ƈƈ Ɗ.Ƈ

Ƈ.қ -Ƈ.ƈ Ɖ.Ƈ -Ƈ.Ƈқ Ƌ.Ƈ -Ƈ.ƈƈ Ɗ.Ƈ

ƎƋ



Table Ɗ Voltage transformer errors at substation B.

Burden Ɖƌ VA, power factor Ƈ.қ

Phase A Phase B Phase C

U/Un δU (%) δϕU (′) δU (%) δϕU (′) δU (%) δϕU (′)

ƈ.ƌ Ƈ.Ɗƍ Ɖ.ƌ Ƈ.ƊƎ Ɖ.Ƌ Ƈ.Ɗқ Ɗ.ƈ

ƈ.Ɖ Ƈ.Ɗƍ Ɖ.қ Ƈ.ƊƎ Ɖ.Ƌ Ƈ.Ɗқ Ɗ.ƈ

ƈ.Ƈ Ƈ.Ɗƍ Ɖ.қ Ƈ.ƊƎ Ɖ.Ƌ Ƈ.Ɗқ Ɗ.ƈ

Ƈ.қ Ƈ.Ɗƍ Ɖ.Ǝ Ƈ.ƊƎ Ɖ.Ǝ Ƈ.Ɗқ Ɗ.ƈ

Ƈ.Ƈƌ Ƈ.Ƌƈ қ.ƍ Ƈ.Ƌƈ қ.ƍ Ƈ.Ƌƈ қ.ƍ

Burden ƈƇƇ VA, power factor Ƈ.қ

ƈ.ƌ -Ƈ.Ɖƍ Ǝ.Ɖ -Ƈ.Ɖƍ Ǝ.Ɖ -Ƈ.Ɖƍ Ǝ.Ɖ

ƈ.Ɖ -Ƈ.ƉƎ Ǝ.Ƌ -Ƈ.Ɖƌ Ǝ.Ɗ -Ƈ.ƉҚ ƈƇ.Ƌ

ƈ.Ƈ -Ƈ.ƉƎ Ǝ.қ -Ƈ.Ɖƌ Ǝ.Ɗ -Ƈ.ƉҚ ƈƇ.Ƌ

Ƈ.қ -Ƈ.ƉƎ ƈƇ.Ɖ -Ƈ.Ɖƌ ƈƇ -Ƈ.ƉҚ ƈƇ.Ƌ

Ƈ.Ƈƌ -Ƈ.ƈқ ƈқ -Ƈ.ƈқ ƈқ -Ƈ.ƈқ ƈқ

Ǝƌ
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Abstract: This paper analyses the uncertainties of synchronised phasor measurement based transmission line monitoring appli-
cations. Uncertainty propagation is analysed in order to assess confidence in the accuracy of such monitoring applications and
explain how systematic measurement errors affect the monitored quantities. Estimation of transmission losses and transmission
line parameters are analysed as examples. The uncertainty analysis considers the entire measurement chain, i.e. it includes the
measurement errors of instrument transformers and phasor measurement units (PMU) and the propagation of resulting uncertain-
ties into quantities of interest. The paper adopts the principles of evaluating the uncertainties and their propagation in complex
(i.e. two-dimensional) quantities, as this would be the most appropriate approach for phasors that can have different uncertainties
in magnitude and angle. The paper demonstrates how uncertainties of measured voltages and currents are propagated into the
estimated quantities and what accuracy can be expected from such monitoring applications in a common transmission system
setting. The study also helps to understand better what causes most of the uncertainty (and inaccuracy) in particular quantities of
interest. The analysis is carried out on real PMU measurements of an operating transmission line.

1 Introduction

Since the introduction of phasor measurement units and wide area
measurement systems, a wide range of applications have been sug-
gested and developed to better monitor power systems. Among the
applications, the monitoring of transmission lines and their parame-
ters are well known examples. However, the accuracy of the different
wide area monitoring applications has not always been analysed in
practice. This paper presents results of real world PMU measure-
ment based transmission line monitoring applications accompanied
by uncertainty analyses considering the measurement accuracy of
both PMUs and other elements of the measurement chain. The anal-
ysis gives a better understanding of how different quantities are
affected by measurement errors.

The uncertainties and their propagation in certain PMU measure-
ment based estimations have been analysed before [1, 2]. Published
analyses of such uncertainties have relied on recommended practices
for measurements of one-dimensional quantities [3]; however, the
uncertainties in PMU measurements are generally not equal in dif-
ferent dimensions (i.e. magnitude and angle). For two-dimensional
quantities (e.g. phasors) a different approach is recommended when
it is not assumed that the errors in the two dimensions (in this case
real and imaginary components of a complex quantity) are equal [4–
6]. This paper proposes to analyse uncertainty propagation in PMU
measurements by considering the principles that apply to complex
quantities [5, 7].

In a transmission system, PMUs can only measure voltages and
currents through some transducers, which in most cases are instru-
ment transformers. Most of the time discussions on wide area
monitoring applications assume that instrument transformers are
calibrated so that their measurement errors can be ideally com-
pensated for. In recent years, the effects of instrument transformer
measurement errors on PMU measurements have gained more atten-
tion [8, 9]. The measurement errors of instrument transformers are
dependent on the measurands themselves and properties of con-
nected measurement devices. In real installations, the available
information may be limited to results of factory tests of instrument
transformers and calculated values of burden and its power fac-
tor. Without on-site calibrations, instrument transformers contribute
significant uncertainties that have to be accounted for.

Monitoring the operation and parameters of a transmission line is
a well known application of wide area measurements [10, 11]. Such
applications are based on simultaneous voltage and current phasor
values obtained from synchronised PMU measurements from both
ends of the transmission line. This paper looks at estimates of trans-
mission losses and line parameters as examples and analyses the
uncertainties of obtained results. As the paper demonstrates, some
of the monitored quantities are very sensitive to the accuracy of
the measurement chain, resulting in large relative uncertainties and
occasional unrealistic values. The paper presents experimental data
obtained from real PMU measurements of a 330 kV transmission
line.

The objectives of the paper are threefold: firstly, to demonstrate
the results of monitoring an actual high voltage transmission line
based on PMU measurements and to analyse the apparent incon-
sistencies in some of the results; secondly, to explain how differ-
ent quantities are affected by systematic measurement errors and
where the inconsistencies come from; thirdly, to demonstrate how
the uncertainty analysis of complex quantities applies to phasor
measurements and their applications. The examined real world appli-
cations of line parameter and transmission loss estimation based
on PMU measurements display occasional problems with accu-
racy, which are characterised by corresponding large uncertainties.
The analysis gives insights into what causes these inaccuracies and
what they depend on. The presented uncertainty analysis in complex
quantities suits the studied applications well, since the monitored
quantities are also complex valued or either the real or imaginary
parts of complex values.

The paper is structured as follows. Section 2 summarises the
main background of the presented work: the common estimation
of transmission losses and line parameters from measured phasors
is described in subsection 2.1 and the main aspects of uncertainty
propagation in complex quantities are presented in subsection 2.2.
In section 3, expressions are given to compute the uncertainties
propagated into the quantities of interest. Experimental results are
presented in section 4, a discussion carried out in section 5, and
conclusions given in section 6.
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2 Theoretical background

2.1 Monitoring of Transmission Lines

The monitoring of transmission lines with PMUs is based on simul-
taneous measurements of voltage and current phasors at both ends
of the line. The quantities discussed in this paper, i.e. transmission
losses and line parameters, can be calculated from these measure-
ments. The accuracy of the calculated estimates depends solely on
the accuracy of measured voltages and currents and their synchroni-
sation (not considering simplifications in the mathematical models
themselves).

The calculation of total transmission losses is trivial: the power
at each end is computed from measured voltage and current pha-
sors and their difference is found. The estimation of line parameters
is slightly more involved. For a transposed line, it is commonly
assumed that the effects of inter-phase coupling and geometrical
asymmetry are removed by the transposition [10, 11].

In this case, single conductor distributed parameter line equations
can be applied, so that the voltages and currents in any phase (or
symmetrical component) are related by

V 1 = cosh(γl)V 2 + zc sinh(γl)I2, (1)

I1 =
1

zc
sinh(γl)V 2 + cosh(γl)I2, (2)

where V 1 and I1 are the voltage and current phasors at the beginning
and V 2 and I2 at the end of the line.

The equations can be solved explicitly for quantities γ and zc as
[12]

γ =
1

L
arcosh

[
V 1I1 + V 2I2
V 2I1 + V 1I2

]
, (3)

zc =
V 2 sinh(γL)

I1 − I2 cosh(γL)
, (4)

where L is the total length of the line. The per unit distance line
parameters—the impedance and admittance—are expressed as z =
γzc = r + jx and y = γ/zc = g + jb.

Such estimations are often carried out by more advanced algo-
rithms (e.g. least squares etc.) that reduce statistical (i.e. random)
errors [10, 11]; in these cases, the equations are usually solved
implicitly. The estimates are found as parameters fitted to a model,
by minimising an error (not to be confused with measurement
errors), etc. However, for the analytic expression of uncertainties,
the explicit expressions for single data points are better suited. In
order to reduce random errors, the explicitly evaluated values from
repeated measurements can be averaged and the mean value taken as
the result.

2.2 Uncertainties in Complex Quantities

PMUs measure voltage and current phasors as complex—or two-
dimensional—quantities, with inherent uncertainties in both the
magnitude and phase angle. Generally there is no reason to assume
that the uncertainties in magnitude and angle are equal. An illustra-
tion of this is given in Fig. 1, where two measured voltage phasors
are plotted. One of the phasors is accompanied by an ellipse, formed
by the uncertainties of measuring its magnitude and angle.

The treatment of uncertainties in complex quantities requires
some special considerations. In order to determine the uncertainty
ellipse, like in the example of Fig. 1, a number of computations are
made. The fundamentals are summarised below and elaborated on
later for the specific quantities of interest in the scope of this paper.

A complex quantity X may be estimated by some measured value
x written as

x = xre + jxim,

141.0 141.5
115.9

116.4

Re[V] (kV)

Im
[V

] (
kV

)

Fig. 1: Voltage phasors at separate ends of a transmission line
measured by PMUs. One phasor is accompanied by its uncertainty
ellipse.

where the real and imaginary parts are denoted by corresponding
subscripts. The covariance matrix of this estimate x is then given as

C(x) =

[
[u(xre)]

2 u(xre)ru(xim)

u(xim)ru(xre) [u(xim)]2

]
, (5)

where u(x) denotes the uncertainty of x and r = r(xre, xim) =
r(xim, xre) = u(xre, xim)/[u(xre)u(xim)] is the correlation between
the real and imaginary components of x [5].

The uncertainties of a quantity x, which is measured in terms of
magnitude xm and angle xϕ

x = xme jxϕ

are transformed from polar coordinates into the (Cartesian) complex
plane. Firstly, a radial-tangential covariance matrix is formed

Crt(x) =

[
[u(xm)]2 u(xm)rtu(xt)

u(xt)rtu(xm) [u(xt)]
2

]
, (6)

where rt ∼= r(xm, xϕ) is the correlation between the magnitude
and angle measurements and u(xt) is a tangential uncertainty
component, found as [13]

u(xt) = xm tan
[
u(xϕ)

]
. (7)

The matrix is then rotated by the measured angle xϕ

T =

[
cosxϕ − sinxϕ
sinxϕ cosxϕ

]
. (8)

The covariance matrix for the quantity in the complex plane is
obtained as [13]

C(x) = TCrt(x)T
T. (9)

If a stationary quantity x is estimated as the mean of n repeated
measurements xi, type A evaluation of uncertainty is carried out as
follows

uA(xre, xim) =
1

n(n− 1)

n∑
i=1

(xre − xire)(xim − xiim), (10)

[uA(xre)]
2 = uA(xre, xre), and [uA(xim)]2 = uA(xim, xim). If

systematic errors are present in the measurement, type B uncertain-
ties uB(xre), uB(xim), etc. are also evaluated [7]. If both types of
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uncertainties are included, the resulting covariances are added so that

C(x) = CA(x) +CB(x). (11)

The procedure of estimating a quantity Y from the measurements
of n quantities X1, X2, . . . , Xn can be expressed as [7]

Y = f(X1, X2, . . . , Xn). (12)

An estimated value of Y is then given as

y = f(x1, x2, . . . , xn). (13)

As the quantity of interest is estimated from a number of mea-
sured quantities, the propagation of uncertainties has to be analysed.
The propagated uncertainties can be found from the covariance
matrix of y, computed as [5]

C(y) =

n∑
k=1

n∑
l=1

W(xk)R(xk, xl)W(xl)
T, (14)

where

W(xk) = Jy(xk)U(xk)

=

[
∂yre

∂xkre

∂yre

∂xkim

∂yim

∂xkre

∂yim

∂xkim

] [
u(xkre) 0

0 u(xkim)

] (15)

and

R(xk, xl) =

[
r(xkre, xlre) r(xkre, xlim)
r(xkim, xlre) r(xkim, xlim)

]
, (16)

which holds the correlations between the components of xk and xl.
The evaluation of Jacobians can be carried out based on the

following notion [5]

∂y

∂x
= z ⇒ Jy(x) =

[
zre −zim
zim zre

]
, (17)

which simplifies the process in some cases.
For a certain confidence level p, the coverage factors k2,p are

evaluated and the uncertainties given as follows

Up(Yre) = k2,pu(yre) = k2,p

√
C11(y), (18)

Up(Yim) = k2,pu(yim) = k2,p

√
C22(y). (19)

The coverage factors for 2-dimensional quantities have been treated
in the above-referred sources [7].

The uncertainty of a measurement originates from different
sources of error, which can be either random or systematic. Random
errors are different in each repeated measurement and their effects
can be reduced by increasing the number of independent repeated
measurements. Resulting combined uncertainties can be evaluated
by propagating the type A estimates of uncertainties, as in (10), etc.
However, it should be noted that repeated measurements can only
decrease the uncertainty when estimating a stationary quantity, not a
quantity that changes in time.

Sometimes a measurement deviates from the correct value by a
systematic error, which cannot be removed by repeated measure-
ments. In general, such systematic effects should be identified and
compensated for; however, this requires knowledge of appropriate
correction factors, which is not always available [3, 9]. If systematic
effects are not corrected for, type A evaluation would underesti-
mate the resulting uncertainties. In this work, type B evaluation of
uncertainties is applied in order to account for systematic effects that
cannot be removed.

3 Uncertainties of estimates

3.1 Transmission Losses on a Line

The measurement of transmission losses across the line can be
described as

∆S = S1 − S2 = V a1I
∗
a1 + V b1I

∗
b1 + V c1I

∗
c1

− V a2I
∗
a2 − V b2I

∗
b2 − V c2I

∗
c2,

(20)

where ∗ denotes the complex conjugate, the numbers in subscripts
stand for the two ends of the line and letters stand for phases. The
estimate of transmission losses is expressed as

∆s = ∆sa +∆sb +∆sc = va1i
∗
a1 + vb1i

∗
b1 + vc1i

∗
c1

− va2i
∗
a2 − vb2i

∗
b2 − vc2i

∗
c2

(21)

where

∆sa = va1i
∗
a1 − va2i

∗
a2

= va1re(i
∗
a1)re − va1im(i∗a1)im + jva1re(i

∗
a1)im + jva1im(i∗a1)re

− va2re(i
∗
a2)re + va2im(i∗a2)im − jva2re(i

∗
a2)im − jva2im(i∗a2)re

= va1reia1re + va1imia1im − jva1reia1im + jva1imia1re

− va2reia2re − va2imia2im + jva2reia2im − jva2imia2re, etc.
(22)

Here the components of voltage and current phasors are the quanti-
ties measured by PMUs.

In order to ensure that the functions analysed in uncertainty
propagation are holomorphic (and differentiable) the complex con-
jugate of current is assumed to be the measured quantity. This
means that losses are seen as a function of measured voltage and
current, where the complex conjugate representation of current is
assumed, i.e. ∆sa = f(va1, i

∗
a1, va2, i

∗
a2), etc. These functions are

differentiable with respect to va1, i
∗
a1, va2, i

∗
a2, etc. and satisfy the

Cauchy–Riemann equations.
Uncertainties of type A are simply calculated following (10)

to form covariance matrices CA(va1), CA(i
∗
a1), etc. In order to

account for systematic effects, uncertainties of type B have to be
evaluated with some assumed levels of systematic errors. Since the
true systematic errors are not known, this can only be an estimate
based on information about measurement devices that is available.
Systematic errors should be assumed to be large enough to account
for real errors yet still small enough to obtain meaningful uncertainty
intervals.

With an uncalibrated instrument transformer, the systematic error
for a certain value of the measured quantity can be as high as the
maximum error permitted in the respective accuracy class. How-
ever, if more information is available, e.g. factory test reports, more
refined assumptions of systematic errors can be made. In the stan-
dard, the maximum measurement errors of PMUs are only limited
by the total vector error (TVE), which does not distinguish between
different errors in different dimensions [14]. However, in most cases
manufacturers report separate magnitude and angle errors, which can
be used in the analysis. If only a limit on TVE is given, a judgement
has to be made how large the share of magnitude and phase errors
could be in this TVE limit.

Type B uncertainties in the measurements of voltage and cur-
rent magnitudes are obtained by taking the product of the measured
value and the combined relative errors of instrument transformers
and PMUs; for angle measurements the absolute errors are combined

IET Research Journals, pp. 1–9
c⃝ The Institution of Engineering and Technology 2017 3



so that [3]

uB(vm) = vm

√
[εrVT]

2 + [εvPMU]
2/kp, (23a)

uB(vϕ) =

√[
εpVT

]2
+

[
εpPMU

]2
/kp, (23b)

uB(i
∗
m) = uB(im) = im

√
[εrCT(im)]2 + [εcPMU]

2/kp, (23c)

uB(i
∗
ϕ) = uB(iϕ) =

√[
εpCT(im)

]2
+

[
εpPMU

]2
/kp, (23d)

where εrVT and εrCT are the ratio errors and εpVT and εpCT
the phase errors introduced in the voltage and current transformers
according to their accuracy classes [15, 16]; εvPMU, εcPMU and
εpPMU denote the voltage, current and phase measurement errors in
the PMU.

How these errors are reported, depends on the manufacturer,
but here they are assumed to be the uncertainties of the measured
quantities at a confidence level p so that kp is the corresponding
1-D coverage factor [3, 7]. The evaluated uncertainties are then
transformed into the complex plane by Eqs. (7)–(9), assuming the
measurement of magnitude and angle are independent of each other
(rt = 0).

There is no physical correlation between the magnitude and angle
of a current phasor. However, the ratio and phase errors in the cur-
rent transformer accuracy class vary with primary current and are, as
such, dependent on the magnitude of measured current.

The voltage and current measurements are also assumed to be
independent, i.e. all the correlations between voltage and current
components are zero

r(vre, ire) = 0, etc.

Thus, there are only two non-zero correlation matrices per every pair
of phase voltage and current va1, i∗a1, etc.

R(v) =

[
1 r(vre, vim)

r(vim, vre) 1

]
(24)

and an equivalent for any current estimate i or i∗. The uncertainty
matrices are formed as

U(v) =

[
u(vre) 0

0 u(vim)

]
(25)

and again, an equivalent for a current i or i∗.
The elements of these four matrices are readily calculable from

the elements of C(v), etc.

u(vre) =
√

C11(v), (26)

u(vim) =
√

C22(v), (27)

r(vre, vim) =
C12(v)

u(vre)u(vim)
, (28)

where the indices specify an element of the matrix by the row and
column numbers [13]. The covariance matrices include both type A
and B uncertainties, i.e. C(v) = CA(v) +CB(v), if both are evalu-
ated. The same applies to every voltage and current phasor va1, i∗a1,
etc.

For the propagation of uncertainties, the Jacobians are found as

J∆s(va1) =

[
∂∆sre
∂va1re

∂∆sre
∂va1im

∂∆sim
∂va1re

∂∆sim
∂va1im

]
=

[
ia1re ia1im

−ia1im ia1re

]
, (29)

J∆s(i
∗
a1) =

[
∂∆sre
∂(i∗a1)re

∂∆sre
∂(i∗a1)im

∂∆sim
∂(i∗a1)re

∂∆sim
∂(i∗a1)im

]
=

[
va1re −va1im
va1im va1re

]
, (30)

J∆s(va2) =

[
−ia2re −ia2im
ia2im −ia2re

]
, (31)

J∆s(i
∗
a2) =

[
−va2re va2im
−va2im −va2re

]
, etc. (32)

The uncertainties u(∆sre) and u(∆sim) can then be extracted
from the covariance matrix, computed as

C(∆s) = C(∆sa) +C(∆sb) +C(∆sc), (33)

where

C(∆sa) = J∆s(va1)U(va1)R(va1)
[
J∆s(va1)U(va1)

]T
+ J∆s(i

∗
a1)U(i∗a1)R(i∗a1)

[
J∆s(i

∗
a1)U(i∗a1)

]T
+ J∆s(va2)U(va2)R(va2)

[
J∆s(va2)U(va2)

]T
+ J∆s(i

∗
a2)U(i∗a2)R(i∗a2)

[
J∆s(i

∗
a2)U(i∗a2)

]T
,

etc.

(34)

Similarly to the above, the uncertainty of estimating the power
at one end of the line can be computed. Instead of the difference in
(21) the power at one end is evaluated, the Jacobians in (29)–(30) are
applied, etc.

3.2 Parameters of a Transmission Line

As described in Sec. 2.1, the impedance and admittance of a
transposed transmission line can be estimated as

z = γzc, (35)

y =
γ

zc
, (36)

where

γ =
arcosh(p)

L
, (37)

zc =
v2

√
(p+ 1)(p− 1)

i1 − i2p
, (38)

p ≡
q

t
≡ v1i1 + v2i2

v2i1 + v1i2
.

The quantities p, q, and t have been introduced to shorten the
notation. Here it is assumed that q = f(v1, i1, v2, i2) and t =
f(v1, i1, v2, i2) are functions of complex representations of mea-
sured voltages and currents. These and other terms expressed using
q and t are differentiable with respect to v1, i1, v2, and i2 and satisfy
the Cauchy–Riemann equations.

Once again, the uncertainties of current and voltage measure-
ments can be handled by Eqs. (10) and (23)–(28). This leaves the
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Jacobians to be found. The differentiation can be handled as follows

∀x ∈ {v1, v2, i1, i2} :

∂z

∂x
= zc

∂γ

∂x
+ γ

∂zc
∂x

, (39)

∂y

∂x
=

1

zc

∂γ

∂x
−

γ

z2c

∂zc
∂x

, (40)

∂γ

∂x
=

∂p/∂x

L
√

(p+ 1)(p− 1)
, (41)

∂zc
∂x

=
v2p

(
∂p/∂x

)
+ (∂v2/∂x) (p+ 1)(p− 1)√

(p+ 1)(p− 1)
(
i1 − i2p

)
−

v2
√

(p+ 1)(p− 1)(
i1 − i2p

)2 (
∂i1
∂x

− p
∂i2
∂x

− i2
∂p

∂x

)
,

(42)

∂p

∂x
=

1

t2

(
t
∂q

∂x
− q

∂t

∂x

)
, (43)

where the derivatives by the measured quantities are

∂q

∂v1
= i1,

∂t

∂v1
= i2, (44a,b)

∂q

∂v2
= i2,

∂t

∂v2
= i1, (44c,d)

∂q

∂i1
= v1,

∂t

∂i1
= v2, (44e,f)

∂q

∂i2
= v2,

∂t

∂i2
= v1. (44g,h)

The Jacobians are found by the procedure introduced in Eq. (17)

∀x ∈ {v1, v2, i1, i2} :

Jz(x) =

(
∂z
∂x

)
re

−
(
∂z
∂x

)
im(

∂z
∂x

)
im

(
∂z
∂x

)
re

 , (45)

Jy(x) =

(
∂y

∂x

)
re

−
(
∂y

∂x

)
im(

∂y

∂x

)
im

(
∂y

∂x

)
re

 . (46)

This leads to the covariance matrices

C(z) =
∑

x∈{v1,v2,i1,i2}
Jz(x)U(x)R(x) [Jz(x)U(x)]T , (47)

C(y) =
∑

x∈{v1,v2,i1,i2}
Jy(x)U(x)R(x) [Jy(x)U(x)]T , (48)

which hold information about the uncertainties u(zre), u(zim),
u(yre), and u(yim) of the impedance and admittance estimates.

If ideal transposition is assumed, positive sequence impedance
becomes the mean of three phase quantities, i.e.

z+ = (za + zb + zc)/3 (49)

the covariances become

C(z+) = C(za) +C(zb) +C(zc), (50)

where

C(za) =
∑

x∈{va1,va2,ia1,ia2}
(Jz(x)/3)U(x)R(x) [(Jz(x)/3)U(x)]T ,

etc.

(51)

4 Experimental results

A 330 kV overhead transmission line, approximately 200 km long,
in the Estonian power system was observed in the example mea-
surements and calculations. The line is equipped with PMUs at
both substations and its impedance has recently been measured with
an off-line method and is available for reference. The PMUs are
connected to voltage transformers of class 0.2 and current transform-
ers of class 0.2S in one substation and instrument transformers of
respective classes 0.5 and 0.5S at the other end. The CTs are rated
at 1 kA and 2 kA, respectively. The PMUs installed in the system are
identical and have an 0.01◦ angle measurement error, 0.03% current
and 0.02% voltage magnitude relative measurement error, reported
by the manufacturer.

None of the instrument transformers at either end of the line have
been calibrated since they were commissioned. There is some infor-
mation about their measurement accuracy from factory test reports,
which give errors for a few operating points with two different
burden values. The burdens of one set of current transformers are
expected to be close to one of the tested values, in other cases,
burdens are far smaller than the lowest tested value. While it is
reasonable to interpolate between the given operating points (ratio
of measured and rated voltage or current), it is difficult to assume
that errors for real burden values can be found by extrapolating
[17]. Thus, despite having this information, it is difficult to deter-
mine actual measurement errors and remove these systematic errors
without introducing new ones. However, this information is useful
in the uncertainty analysis as it gives a better understanding how
measurement errors change with changes in current and voltage.

In the presented results, two uncertainty ranges are given for each
measured quantity. In both cases, PMU errors reported by the man-
ufacturer are used. In one case, instrument transformer errors are
assumed to be as large as permitted in their accuracy class by the
standards (referred to as accuracy class errors) [15, 16]. The correct
values of monitored quantities should fall in these intervals as long
as transformers comply to standards. In the other case, instrument
transformer errors are based on manufacturer reported error data and
the estimated values of burden. Based on these data, approximate
instrument transformer errors are evaluated for all measurements
(approximated reported errors). Because these errors are close to
actual errors, either the higher or lower uncertainty bound of each
quantity should be close to the correct value. Reported errors of
all instrument transformers and estimated values of burden are pre-
sented in Appendix 9. In this work, time synchronization errors are
assumed to be included in the angle errors. An 0.95 confidence level
is assumed so that kp = 1.96 and k2,p = 2.45 [7].

In the monitoring of transmission lines based on PMU mea-
surements, there are certain quantities that could be considered
stationary, e.g. the reactance of a line, while others change in time.
The various quantities change in time at different rates and if con-
secutive measurements are averaged, this rate of change has to be
considered. Another aspect explained earlier is that the uncertain-
ties resulting from systematic effects are not affected by averaging
of repeated measurements. In the following figures, only the uncer-
tainty intervals considering systematic errors are plotted. In this
form, it can be seen from the data how the magnitudes of systematic
errors compare to the extent of changes in time and random fluctu-
ations. As the plots display, the extent of any random fluctuations is
very well observable, while the average values in different periods
are also visually apparent.

Measurements have been taken and analysed from a 14 hour
period so that various changes in load and other possible factors
would be present. Since the measurement period is long, not all
acquired data points can be plotted legibly. Thus, the estimated
values of monitored quantities without any averaging (based on sin-
gle simultaneous measurements) are presented in 20 second steps
instead. During the measurement period, the average ambient tem-
perature varied in the range of 0–5 ◦C and average wind velocity was
between 1–6 m/s. Measured load and hourly weather data were used
to adjust the reference resistance to thermal conditions according to
the IEEE and CIGRE guidelines [18, 19].
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Fig. 2: Power transmitted over the line during the measure-
ment period. Receiving end power plotted as real and imaginary
components of total apparent power measured by the PMU.

Power flow measured at one end of the line is plotted in Fig. 2;
presented results show the values of active and reactive power
summed over the measured phases. Uncertainties were also evalu-
ated; however they were two orders of magnitude smaller than the
measured quantities and cannot be distinguished in the graph. Based
on accuracy class errors, relative uncertainties were in the 0.5%–
1.5% range, based on approximated reported errors, the relative
uncertainty was around 0.4% throughout the period. The changes
in active transmitted power are closely aligned with changes in cur-
rent on the line, while reactive power follows changes in voltage. It
should be noted that both random measurement errors and random
fluctuations of load and other quantities are present in the data.

4.1 Estimation of Transmission Losses

Total active transmission losses on the line and the corresponding
measurement uncertainty are presented in Fig. 3. Losses were calcu-
lated as the difference in sent and received power according to (21)
and uncertainties with (23)–(33). It can be seen that the uncertainty
of measurement was in the same order of magnitude as the measured
values themselves and considerably larger than the extent of any
random fluctuations. Relative uncertainties based on accuracy class
errors ranged between 40–80%, while relative uncertainties based on
approximated reported errors were around 30–40%. At higher levels
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Fig. 3: Measured active power losses and the two uncertainty
regions, depicted as black line and two filled grey areas, respec-
tively. Lighter grey corresponds to uncertainties based on accuracy
class errors and darker grey to uncertainties based on approximated
reported errors. Total active losses are given as the difference of sent
and received power measured by the PMUs.
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Fig. 4: Measured reactive power losses and their uncertainty,
depicted as black line and filled grey area, respectively. Uncertain-
ties based on accuracy class errors are shown, the uncertainty region
based on approximated reported errors was too narrow to be distin-
guishable. Total reactive losses are given as the difference of sent
and received power measured by the PMUs.

of measured active losses (or current), the evaluated uncertainties
increased in absolute terms. However, in relative terms, they tended
to be slightly lower. It is important to note that active losses are com-
puted as the difference of two close values, i.e. active power at either
end of the line.

Total reactive transmission losses on the line and the correspond-
ing measurement uncertainties are presented in Fig. 4. Losses were
calculated as the difference in sent and received power. Uncer-
tainties based on accuracy class errors were significantly higher
than uncertainties based on approximated reported errors; the lat-
ter are indiscernible in plotted data. The accuracy class error based
uncertainty was an order of magnitude smaller than the measured
values and in the same order of magnitude as random fluctuations
in time. At higher loading of the line, the evaluated uncertainties
increased in absolute terms. However, like with active losses, relative
uncertainties did not necessarily increase with higher load.

4.2 Estimation of Line Parameters

Estimated values of line resistance and reactance and their uncertain-
ties are given in Fig. 5 and Fig. 6. The impedance components were
computed as the mean of the resistance and reactance of each of the
phases as in (49), assuming an ideally balanced line, and uncertain-
ties according to (23) and (47). For comparison the reference values
from an off-line measurement are given. The value of reference resis-
tance has been adjusted according to weather measurement data. The
reference measurement of line impedance has a typical error of 0.5%
in reactance and 10% in resistance. The reference value is an aver-
age of separate measurements made on phase conductors, carried out
with special equipment.

The measured value of resistance presents large systematic mea-
surement errors. The estimate deviates greatly from the reference
value and displays larger changes in time than expected. However,
the measurement also has large uncertainties and the resulting uncer-
tainty intervals contain the reference value. The lower bound of
uncertainties based on approximated reported errors approaches the
reference value of resistance. The measured value of reactance is
close to the reference and its uncertainty is relatively smaller than
the uncertainty of resistance. The uncertainties of both quantities
decrease when the load on the line increases. At higher loading
of the line, there is a significant difference between uncertainties
of reactance based on accuracy class errors and based on approx-
imated reported errors. At higher loading of the line, uncertainties
based on approximated reported errors become small enough that the
uncertainty interval no longer includes the reference measurement.
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Fig. 5: Positive sequence resistance estimated from PMU measure-
ment data and the two uncertainty regions, depicted as black line
and two filled grey areas, respectively. Lighter grey corresponds to
uncertainties based on accuracy class errors and darker grey to uncer-
tainties based on approximated reported errors. Measured reference
resistance adjusted according to line load and weather data given for
comparison, blue line and error interval.

The lower bound of uncertainties of reactance based on approxi-
mated reported errors shows a reasonably stable value throughout
the measurement period, but still includes some sudden variations.

Estimated values of shunt conductance and susceptance and their
uncertainties are given in Fig. 7 and Fig. 8. Similarly to impedance,
the admittances are computed as mean values of phase quantities.
However, for these measurements there are no reference values avail-
able for comparison. The negative values of shunt conductance also
indicate measurement errors, since the correct values could not be
negative. The higher bound of uncertainties of conductance based on
approximated reported errors shows a rather stable value throughout
the measurement period and approaches zero. In shunt admittance
measurements there is a significant difference between uncertainties
based on accuracy class errors and uncertainties based on approxi-
mated reported errors. While the former greatly increase with higher
load on the line, the latter show minimal dependence on loading of
the line.
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Fig. 6: Positive sequence reactance estimated from PMU measure-
ment data and the two uncertainty regions, depicted as black line
and two filled grey areas, respectively. Lighter grey corresponds to
uncertainties based on accuracy class errors and darker grey to uncer-
tainties based on approximated reported errors. Measured reference
reactance given for comparison as a purple line and error interval.
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Fig. 7: Positive sequence shunt conductance estimated from PMU
measurement data and the two uncertainty regions, depicted as black
line and two filled grey areas, respectively. Lighter grey corresponds
to uncertainties based on accuracy class errors and darker grey to
uncertainties based on approximated reported errors.
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Fig. 8: Positive sequence shunt susceptance estimated from PMU
measurement data and the two uncertainty regions, depicted as black
line and two filled grey areas, respectively. Lighter grey corresponds
to uncertainties based on accuracy class errors and darker grey to
uncertainties based on approximated reported errors.

5 Discussion

The experimental results presented active and reactive transmission
losses, line parameters and the uncertainties of monitoring these
quantities based on PMU measurements. Two different uncertainty
ranges were evaluated for each quantity, one assuming instrument
transformer errors based on their accuracy classes, the other assum-
ing approximations of measurement errors reported by manufactur-
ers of instrument transformers. It can be observed how both the
changes in certain estimated quantities and their uncertainties change
with variations in active and reactive power, corresponding to vari-
ations in current and voltage (Fig 2). Some of these are clearly
expected, e.g. changes in losses, while others are not, e.g. sudden
variations in line parameters.

As expected, there were no problems with measuring power at one
end of a transmission line. Assuming the devices do not exceed spec-
ified measurement error limits, both active and reactive power can be
determined with relatively high confidence. Relative uncertainties
were in the range of 0.4%–1.5%, which is close to the measure-
ment errors allowed for instrument transformers. When looking at
transmission losses as the difference of sent and received power, con-
fidence in estimates decreases significantly. This is especially true
with active power losses, which themselves range from close to 0
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up to 3.3 MW, with uncertainties up to 1.8 MW. This is a common
problem in estimating any quantity that is found as the difference
of two close values, which in this case is active power at each end.
There were differences between the two different uncertainty ranges;
however, both changed similarly with changes in loading of the line.

The parameters of a transmission line are generally expected to
change little in time. The resistance of conductors does change with
temperature, increasing approximately 3–5% with a 10 ◦C increase
in temperature, while inductance and capacitance are expected to
change less. A larger current would contribute to the gradual heating
of a conductor with a time constant of a few minutes. Shunt conduc-
tance differs from other parameters, as it is instead a way to represent
active losses that are not dissipated as heat in the resistance. How-
ever, neither resistance, reactance, nor susceptance are expected to
change in steps, as instant changes corresponding to varying current
or voltage. The positive sequence line model is a simplification that
can affect the results to some extent, but it is a very well established
model and its behaviour in normal operating conditions is expected
to be very predictable.

The major share of changes in time seen in the presented results
of estimated line parameters could not be physically correct and are
assumed to be caused by measurement inaccuracy instead. The cal-
culated uncertainties considering the possible extent of measurement
errors support this assumption. The uncertainties based on approxi-
mated reported errors assume errors that are close to true values and
their lower bounds showed more reasonable values for both resis-
tance and reactance throughout the measurement period. However,
even there some sudden variations were still present, correspond-
ing to changes in voltage and current. The estimated reactance was
around 3% lower than the reference. The narrower uncertainty inter-
val may underestimate some systematic errors; at the same time,
the reference value of line impedance was obtained with a different
measurement technique, which could also explain a small difference.

In the estimate of resistance, it can be seen that the values were
closer to the expected true value only at higher loading of the line,
i.e. with larger measured current. The estimate of reactance dif-
fered from the reference value most of the time, but was more
stable at higher loading of the line. Both uncertainty regions for
both resistance and reactance became narrower as the loading of
the line increased, indicating a dependence on current. As seen in
Appendix 9, current magnitude errors vary little with varying cur-
rent, while current angle errors increase significantly with lower
measured current. Thus, estimates of reactance are especially influ-
enced by current angle errors. Estimates of resistance also improved
at higher loading of the line, because current transformers are more
accurate when they are measuring a current closer to the rated value.
However, there were still significant errors present. This is mostly
because the impedance of the line essentially determines the volt-
age drop across it and voltage drop is once again a difference of two
close values. Also, reported voltage magnitude errors are also the
ones closest to accuracy class limits.

Correct shunt parameters are not known and it is difficult to deter-
mine whether they were more accurate at higher or lower loading of
the line. Here it is especially important to compare the two different
uncertainty intervals. While uncertainties based on accuracy class
errors would indicate that confidence in the measurements decreases
with higher loading of the line, uncertainties based on approximated
reported errors do not show this. In fact, throughout the measurement
period uncertainties based on approximated reported errors remained
nearly constant. In case of conductances, the higher bound of uncer-
tainties based on approximated reported errors was also close to
zero. These uncertainty estimates may underestimate some of the
systematic errors, but they demonstrate that accuracy class errors
clearly overestimate the uncertainty of shunt parameters at higher
loading of the line.

The study revealed apparent measurement errors in both the esti-
mated resistance and reactance of the line. At the same time, the
possibility of such inaccuracies were indicated by the presented anal-
ysis of uncertainty propagation. It can also be seen that if more
accurate estimates of these quantities were needed, either calibra-
tion or replacement of the instrument transformers would be required
(generally, over-dimensioning of current transformers and burdens

outside the prescribed range should be avoided if more accurate
PMU measurements are desired). In general, such uncertainty anal-
yses provide useful information about the confidence that can be
had in the obtained results and help to understand the causes of
estimation errors. Similar analyses would be encouraged when mon-
itoring tools based on PMU measurements are being developed and
deployed.

The standard for PMUs only limits the accuracy of phasors to
1% total vector error (TVE) [14]. This has two different but impor-
tant implications in the context of transmission line monitoring and
uncertainty analysis. If a PMU did indeed have errors as large as 1%
in the measured phasors, the accuracy of the discussed applications
would be significantly poorer and the errors could be several times
larger than seen in the examples. Moreover, since TVE does not dis-
tinguish between magnitude and phase errors, it is also difficult to
analyse uncertainties in phasors and complex quantities derived from
phasors based on this information. If the accuracy of a PMU was
given as a TVE limit, it would have to be separated into magnitude
error and phase error components that would result in this TVE, but
the share of either component would be unknown. Assuming errors
corresponding to 1% TVE in the uncertainty analysis would result in
uncertainty intervals several times wider than seen in the examples.

6 Conclusions

The presented work served three main objectives: firstly, to demon-
strate the accuracy—or lack thereof—of transmission line monitor-
ing applications based on PMU measurements enabled by common
metering instrument transformers. Secondly, to explain the sources
of these inaccuracies and their dependence on different instrument
transformer errors. Thirdly, to demonstrate the applicability and use-
fulness of analysing uncertainty propagation in terms of complex
quantities in phasor measurement applications. It was seen that clear
measurement errors are present in the results. The uncertainty anal-
ysis helped to understand how the errors of measuring voltages and
currents are propagated into the estimates. It was also shown that the
principles of analysing uncertainty propagation in complex quanti-
ties apply well and provide useful information about the confidence
in obtained results.

The analysis gave a thorough overview of how these monitoring
applications are affected by measurement errors, what accuracy can
be expected, and under which conditions certain estimates become
more accurate. In estimates of power and transmission losses, uncer-
tainties are similar under various operating conditions. Power flow
and reactive power balance can be monitored quite accurately, while
active losses have large but rather constant relative uncertainties.
The impedance of a line can be monitored better when the load-
ing of the line is larger, but acceptable resistance estimates require
significantly higher measurement accuracy in any case. Shunt admit-
tance parameters are difficult to verify, but their uncertainties based
on approximated reported errors were not very large and behaved
similarly under varying operating conditions.
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9 Instrument Transformer Errors

Exact burden values are not known for the measurement setup, but
are estimated to be as follows. At line end 1, current transformer
burden of 1.5 VA and voltage transformer burden of 2.0 VA were
assumed; at line end 2, current transformer burden of 1.7 VA and
voltage transformer burden of 1.4 VA were assumed. Only one of
these values lies between the two burden values which measurement
errors were reported for. It cannot be assumed that it is correct to
extrapolate the errors for a burden value outside of the range between
the two tested burdens. For this reason, the other three burden values
were replaced by the lowest burden values that measurement errors
were reported for. Measurement errors assumed in the uncertainty
analysis were found by interpolating between the reported measure-
ment errors as seen in Tables 1–4. In the tables, U/Un and I/In
stand for ratios of measured and rated values. Magnitude errors are
given in per cent and angle errors in minutes. In Table 1, some values
are reported only for one transformer.

Table 1 Voltage transformer errors at line end 1,
according to manufacturer.

Burden 25 VA, power factor not specified
Phase A Phase B Phase C

U/Un δU δφU δU δφU δU δφU

(%) (′) (%) (′) (%) (′)

1.5 0.04 5.0 0.06 5.0 0.06 4.0
1.2 0.12 2.0 0.12 3.0 0.12 2.0
1.0 0.14 1.0
0.8 0.16 1.0 0.15 1.0 0.15 1.0
0.05 0.15 7.0
0.02 0.2 6.0 0.2 8.0 0.21 10.0

Burden 100 VA, power factor not specified
Phase A Phase B Phase C

U/Un δU δφU δU δφU δU δφU

(%) (′) (%) (′) (%) (′)

1.2 -0.14 4.0 -0.12 5.0 -0.13 4.0
1.0 -0.11 3.0
0.8 -0.1 2.0 -0.08 4.0 -0.11 3.0

Table 2 Voltage transformer errors at line end 2,
according to manufacturer.

Burden 25 VA, power factor 0.8
Phase A Phase B Phase C

U/Un δU δφU δU δφU δU δφU

(%) (′) (%) (′) (%) (′)

1.5 0.37 2.5 0.39 2.4 0.38 3.1
1.2 0.37 2.8 0.39 2.4 0.38 3.1
1.0 0.37 2.8 0.39 2.4 0.38 3.1
0.8 0.37 2.9 0.39 2.9 0.38 3.1
0.05 0.41 8.7 0.41 8.7 0.41 8.7

Burden 100 VA, power factor 0.8
Phase A Phase B Phase C

U/Un δU δφU δU δφU δU δφU

(%) (′) (%) (′) (%) (′)

1.5 -0.27 9.2 -0.27 9.2 -0.27 9.2
1.2 -0.29 9.4 -0.25 9.3 -0.26 10.4
1.0 -0.29 9.8 -0.25 9.3 -0.26 10.4
0.8 -0.29 10.2 -0.25 10 -0.26 10.4
0.05 -0.18 18 -0.18 18 -0.18 18

Table 3 Current transformer errors at line end 1,
according to manufacturer.

Burden 1 VA, power factor not specified
Phase A Phase B Phase C

I/In δI δφI δI δφI δI δφI

(%) (′) (%) (′) (%) (′)

1.2 0.03 0.0 0.02 0.0 0.07 0.0
1.0 0.028 0.18 0.02 0.18 0.066 0.36
0.2 0.021 0.9 0.02 0.9 0.053 1.8
0.05 0.02 1.0 0.02 1.0 0.05 2.0
0.01 0.02 2.0 0.03 2.0 0.05 3.0

Burden 5 VA, power factor not specified
Phase A Phase B Phase C

I/In δI δφI δI δφI δI δφI

(%) (′) (%) (′) (%) (′)

1.2 0.01 -1.0 -0.01 0.0 0.04 0.0
1.0 0.01 -1.0 0 -1.0 0.04 0.0
0.2 -0.02 0.0 -0.02 0.0 0.02 0.0
0.05 -0.04 1.0 -0.03 1.0 0.0 2.0
0.01 -0.04 3.0 -0.04 2.0 -0.01 3.0

Table 4 Current transformer errors at line end 2,
according to manufacturer.

Burden 5 VA, power factor 1
Phase A Phase B Phase C

I/In δI δφI δI δφI δI δφI

(%) (′) (%) (′) (%) (′)

1.2 -0.01 0.2 -0.01 0.1 -0.02 0.1
1.0 -0.01 0.5 -0.01 0.2 -0.02 0.2
0.2 -0.01 0.6 -0.01 0.7 -0.02 0.7
0.05 -0.01 1.0 -0.01 1.3 -0.01 1.3
0.01 0.01 2.6 0.0 2.9 0.0 2.9

Burden 20 VA, power factor 0.8
Phase A Phase B Phase C

I/In δI δφI δI δφI δI δφI

(%) (′) (%) (′) (%) (′)

1.2 -0.05 -0.7 -0.03 -0.9 -0.03 -1.0
1.0 -0.05 -0.3 -0.03 -0.8 -0.03 -0.8
0.2 -0.06 0.1 -0.045 0.2 -0.05 0.2
0.05 -0.06 0.9 -0.05 1.2 -0.06 1.2
0.01 -0.06 2.8 -0.05 2.9 -0.06 2.3
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Estimation of Transmission Loss Components from Phasor Measurements
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aDepartment of Electrical Power Engineering and Mechatronics,
Tallinn University of Technology, Tallinn, Estonia

Abstract

This paper presents a method to estimate separate components of transmission losses from synchronised phasor mea-
surements in terms of losses in the corresponding elements of the transmission line model. This means separate estimates
of Joule losses in series resistive elements and active losses dissipated in the shunt conductive elements, e.g. corona and
leakage, and both the consumed and generated reactive power in inductive and capacitive elements of the model are
found. The main aim and benefit of the method is a new way to detect corona losses on transmission lines. To facilitate
this, the needed mathematical expressions are derived for the estimation of transmission losses from simultaneous, i.e.
time-synchronised, phasor measurements based on a distributed parameter multiconductor transmission line model. The
efficacy of the derived expressions is analysed in PSCAD simulations and on real data from phasor measurement units
(PMU).

Keywords: Transmission line measurements, Transmission losses, Loss content estimation, Phasor measurement units,
Real-time monitoring

1. Introduction

For many transmission system operators (TSO) oper-
ating in deregulated markets, it is their task to forecast the
energy consumed as transmission losses and procure it on
the electricity market. Purchases of energy to cover sys-
tem imbalances amount to millions of euros annually even
in a small transmission system like the one in Estonia [1].
Around 30% of total imbalance consists of internal system
imbalances, out of which a significant part comes from in-
correctly estimated transmission losses. While Joule losses
are generally forecast rather accurately, the majority of
forecasting errors are caused by difficulties in estimating
corona losses. In a cold climate, the share of corona losses
can be significant and improvements in forecasting these
losses could mean considerable savings.

A common way to forecast Joule losses is to run net-
work simulations with forecast load and find the losses
based on the network model. Such an approach is not
possible with the other main cause of active losses, corona
losses, which have to be forecast separately. Unlike load
forecasting, this is a more uncommon task and hindered
by lack of available data. Empirical corona loss models are
difficult to tune and measurement data is needed for statis-
tical methods. This paper presents a method to estimate
transmission losses as separate components based on PMU
measurements to provide a source for both instantaneous
and historical data about corona losses, which could be
applied in statistical methods and forecasting algorithms.

∗Corresponding author
Email address: kaur.tuttelberg@ttu.ee (Kaur Tuttelberg)

At the first glance, computing transmission losses from
phasors measured at both ends of a line is trivial: the prod-
uct of the voltage phasor and the conjugate of current pha-
sor yields the power; and the sum of the differences in sent
and received power in all of the phases results in overall
transmission losses. This is indeed a correct way to de-
termine the total active losses and reactive consumption
(or generation) from phasors measured at both ends of a
transmission line. However, as PMUs provide more data
than conventional metering (SCADA/EMS), there is po-
tential for differentiating between types of active losses and
both the consumption and generation of reactive power on
a transmission line.

In a circuit model of a transmission line, like the dis-
tributed parameter line model, the transmission losses on
the line can be viewed as a sum of losses in the elements
of the circuit. Instead of directly computing the differ-
ence in sent and received power, transmission losses can
be calculated as a sum of components, corresponding to
losses in different elements of the model as long as the
physical meaning of the element is clear [2]. Measurement
of time-synchronised phasors enables the parameters (e.g.
resistance, etc.) of the line model to be estimated, which
in turn enables the computation of loss components. As
long as the parameters of the model are estimated only
from measured voltage and current phasors, the overall
losses are the same no matter which (physically correct)
expression is used. The important difference is that the
terms in the sum computed from line parameters can be
attributed to different types of losses according to which
elements of the model they occur in.
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In this paper, the expressions for the losses dissipated
in the distributed elements of a multiconductor transmis-
sion line are first analysed in the phase domain, consider-
ing the effects of mutual coupling. However, the derived
equations are based on explicit values of line parameters—
both the self and mutual series and shunt elements—and,
as such, depend on the estimation of these parameters. It
is difficult to estimate all of the parameters describing a
multiconductor transmission line at once only from pha-
sors measured at the ends of the line [3–5]. Even if they
were available, in phase domain it is also difficult to in-
terpret the physical meaning of some of these parameters.
For these reasons simplified expressions in the symmetri-
cal component domain are also derived in this paper. This
simplification is equivalent to assuming conditions when
the effects of mutual coupling between the sequence quan-
tities is sufficiently small, like in [6, 7], which can easily be
applied in real PMU measurements.

The paper includes an experimental part, where the
different expressions derived for transmission losses com-
puted from measured voltage and current phasors are anal-
ysed based on both measured and simulated data. For the
analyses, real PMU measurement data was obtained from
330 kV transmission lines in the Estonian power system.
In addition to that, supporting analyses were carried out
based on numerical simulations made in PSCAD.

The experimental results indicate that the method can
indeed be used to distinguish between different types of
transmission losses, i.e. Joule losses and other active losses,
and analyse the consumption and generation of reactive
power on the line. Like in line parameter estimation ap-
plications, results are strongly influenced by the accuracy
of measured voltages and currents. Despite this, the re-
sults could be useful in applications where it is enough
to detect changes in time, e.g. determining correlations
between changes in corona losses and weather for trans-
mission loss forecasting tools.

The paper consists of five sections. Section 2 sum-
marises common methods of estimating corona losses and
the theoretical background of transmission line models used
in this paper. In section 3, expressions for transmission
losses are derived. The simulated and measured data and
their analyses are presented in section 4 and discussed in
section 5. Conclusions are summarised in section 6.

2. Theoretical Background

2.1. Methods of Estimating Corona Losses

Going back to the earliest research on corona losses,
empirical formulas have been deduced from experiments
in order to estimate these losses [8–10]. These empirical
formulas usually take one of the following two forms [11].
Expressed in terms of voltages as

∆PC,U = f(U,UC), (1)

where U is voltage on the conductor, UC is the critical
or corona on-set voltage, and f is an empirical function
[10, 12]. Expressed in terms of electric field strengths

∆PC,E = f(E,EC), (2)

where E is the superficial electric field strength, EC is the
critical or corona on-set electric field strength, and f is an
empirical function [13].

The empirical functions and the critical or on-set values
are determined experimentally and depend on a wide vari-
ety of factors. These include, but are not limited to, design
of the conductor or bundle, conductor surface properties,
air pressure, temperature, humidity, precipitation, extent
of frost on conductors, etc. [8–14]. Several such empiri-
cal formulas are available, however, it is difficult to apply
these on operational transmission lines in the power sys-
tem. Without experimental verification, it is very difficult
to determine the unknown parameters of these empirical
formulas. Experimental measurements of corona losses on
operating transmission lines have been carried out, but
these require specialised test equipment [15–17], and are
not easily transferred from case to case.

Another way of estimating corona losses is to apply
statistical methods [11, 18, 19]. The variable share of
corona losses is mostly caused by changes in weather con-
ditions, while the dependence on conductor properties and
line configuration are more constant in time. By collecting
large enough amounts of weather data and applying sta-
tistical methods, it is possible to develop models that can
estimate and forecast corona losses [11, 19]. However, even
in this case it is necessary to obtain at least some infor-
mation about historical values of corona losses in order to
determine these correlations with weather conditions. The
method presented in this paper aims to provide a solution
for obtaining this data.

2.2. Two Conductor Transmission Lines

While looking at a distributed parameter two conduc-
tor transmission line, it is assumed that the line consists
of a series of infinitesimally short two-port sections. Every
segment of the line can be viewed as a Γ-section with a se-
ries impedance and shunt admittance. The parameters of
every section are given as zdl and ydl, where z = r+ jx is
the per unit distance impedance, y = g+jb the per unit dis-
tance admittance, and dl denotes the infinitesimally small
length of the section.

The voltages and currents at two ends of such a line
(currents in one conductor and voltages between the con-
ductors) are related by

U(l) = cosh(γl)U(0) + zc sinh(γl)I(0), (3)

I(l) =
1

zc
sinh(γl)U(0) + cosh(γl)I(0), (4)

where U(l) and I(l) are the voltage and current phasors at
a distance l toward the beginning of the line (U(0) and I(0)
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are the phasors at the end of the line). The per unit dis-
tance line parameters—the impedance and admittance—
are included in the propagation constant γ = (zy)1/2 and

characteristic impedance zc = (z/y)1/2.
The inverse problem of equations (3) and (4)—finding

the line parameters—can also be solved if the simultaneous
voltages and currents at both ends are known. Writing the
sum and the difference of the two equations results in

U(l) + zcI(l) = [U(0) + zcI(0)] eγl,

U(l)− zcI(l) = [U(0)− zcI(0)] e−γl,

By expressing the characteristic impedance from one equa-
tion, the other can be written as

U(l)− I(l)
U(0)eγl − U(l)

I(l)− I(0)eγl

= e−γl
(
U(0)− I(0)

U(0)eγl − U(l)

I(l)− I(0)eγl

)
.

Multiplying by the common denominator of the fractions
yields the explicit expressions [3]

γ =
1

L
arcosh

[
U(L)I(L) + U(0)I(0)

U(0)I(L) + U(L)I(0)

]
, (5)

zc =
U(L)− U(0) cosh(γL)

I(0) sinh(γL)
, (6)

where L is the length of the line.

2.3. Multiconductor Transmission Lines

As a simplification, multiconductor transmission lines
are sometimes modelled as combinations of two conductor
lines. However, for a more accurate and complete analysis,
realistic transmission lines are modelled by multiconduc-
tor line models, which also consider the mutual coupling
between the phases of a transmission line and the coupling
between lines in case of a multiple circuit transmission line.
This is an accurate model relating the measured quanti-
ties, i.e. voltages and currents at the ends of the line.

The parameters of a transmission line are mainly de-
fined by the properties of conductors, geometry of the line
and the earth return path [20]. Resistance and sag of con-
ductors are also affected by temperature. Various sources
describe how the parameters can be computed from line
design data [20–22].

In matrix notation, line parameters are expressed as
an impedance matrix

Z = R + jωL =

Zaa Zab Zac
Zba Zbb Zbc
Zca Zcb Zcc

 (7)

and and admittance matrix

Y = G + jωC. (8)

A

B

C

G

gcc+jbcc

gbb+jbbb

gaa+jbaa gab+jbab gac+jbac

gbc+jbbc

raa+jxaa

rcc+jxcc

rbb+jxbb
rab+jxab

rbc+jxbc rac+jxac

Uc(l)

Ic(l)

Uc(l+dl)

Ic(l+dl)

Figure 1: Schematic of the distributed parameter model of a three
phase transmission line. Parameters correspond to elements of line
parameter matrices after Kron’s reduction, which introduces ficti-
tious mutual resistance terms in addtion to the usual mutual reac-
tances. Voltages and currents shown in one phase.

Similar matrices are evaluated for multiple circuit lines.
The parameter matrices are mostly defined by the geom-
etry of the line, properties of conductors, and return path
[20, 21]. If neutral conductors (lightning protection wires)
are present, the matrices are reduced by Kron’s reduction
so that their dimension is given by the number of phases
only [22]. In simulations, all conductances in Y are gen-
erally assumed to be zero.

A schematic of the distributed parameter model for a
multiconductor transmission line is given in Fig 1. For
comparison, the two conductor line model appears when
two of the phases and all mutual terms between phases
are removed. Parameters correspond to elements of line
parameter matrices, i.e. Zaa = raa + jxaa and Yaa =
gaa + jbaa, etc.

On a single circuit three phase transmission line, the
phase voltages and currents at any point of the line are
given as [22, 23]

u(l) =

Ua(l)
U b(l)
U c(l)

 , i(l) =

Ia(l)
Ib(l)
Ic(l)

 , (9)

where l is the distance toward the beginning of the line
and U i(l) and Ii(l) are the voltage and current phasors in
phase i.

According to Kirchhoff’s laws, these quantities are re-
lated by the following differential equations [23]

d2u(l)

dl2
= ZYu(l), (10)

d2i(l)

dl2
= YZi(l). (11)

The matrix Γ = (ZY)1/2 is termed the propagation
matrix and the matrix equivalent of the characteristic impedance
is defined as ZC = Γ−1Z. Equations (10) and (11) are
solved to express [24]

u(l) = cosh(Γl)u(0) + sinh(Γl)ZCi(0), (12)

i(l) = Z−1
C sinh(Γl)u(0) + Z−1

C cosh(Γl)ZCi(0), (13)
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where cosh M = [exp(M) + exp(−M)]/2 and sinh M =
[exp(M)− exp(−M)]/2.

The system above contains six independent complex
equations. The line parameter matrices, either Z and Y
or Γ and ZC, contain 12 complex variables. As the inverse
problem, the line parameters are difficult to find from si-
multaneously measured voltage and current phasors only.
A theoretical solution exists in the modal domain, how-
ever, the required modal transformation matrices are un-
known themselves [3].

3. Transmission Losses

3.1. Losses on Two Conductor Transmission Lines

Transmission losses across a two conductor line of length
L can be computed as U(L)I∗(L)−U(0)I∗(0), where ∗ de-
notes the complex conjugate. On the other hand, at a loca-
tion l, the losses in the distributed elements are |I(l)|2zdl
and |U(l)|2ydl. If we integrate the losses in the infinitesi-
mally short sections over the length of the line, the active
transmission losses and reactive power balance become

∆P = r

∫ L

0

|I(l)|2 dl + g

∫ L

0

|U(l)|2 dl, (14)

∆Q = x

∫ L

0

|I(l)|2 dl − b
∫ L

0

|U(l)|2 dl, (15)

where the reactive power of the capacitance is considered
to be negative.

By first evaluating line parameters from simultaneous
phasor measurements, the equations for I(l) and U(l) can
be solved and integrated numerically. Thus, we can also
express and compute the total losses as U(L)I∗(L)−U(0)I∗(0) =
∆P + j∆Q [2].

It is common to simplify the transmission line and
model it as a two conductor line; however, this simplifica-
tion should first be analysed with respect to the quantity of
interest. On a multiconductor transmission line, the phase
voltages and currents are mutually coupled, affecting the
power losses in different phases. Before transmission losses
can be modelled on a two-conductor line, they are anal-
ysed on the multiconductor transmission line model in the
following subsections.

3.2. Losses on Multiconductor Lines in Phase Domain

In the matrix-vector notation of the multiconductor
transmission line, we can express the total power injected
into the line at the sending end as

S(L) = i†(L)u(L) = i†1u1

= Ua(L)I∗a(L) + U b(L)I∗b(L) + U c(L)I∗c(L),
(16)

where † denotes the conjugate transpose. The power flow-
ing out of the line at the other end can be computed sim-
ilarly.

Based on this, the losses across the length of the line
become

∆SL = i†1u1 − i†2u2 = i†(L)u(L)− i†(0)u(0), (17)

where the voltage and current phasors in three phases are
the quantities measured by PMUs.

The hyperbolic functions are holomorphic, thus (cosh M)† =
cosh(M†). For a line of length L, we can express the losses
as

∆SL = i†1u1 + u†1 sinh(Γ†L)Γ†(Z−1)† cosh(ΓL)u1

+ i†1Z
†(Γ−1)† cosh(Γ†L)Γ†(Z−1)† sinh(ΓL)Γ−1Zi1

− i†1Z
†(Γ−1)† cosh(Γ†L)Γ†(Z−1)† cosh(ΓL)u1

− u†1 sinh(Γ†L)Γ†(Z−1)† sinh(ΓL)Γ−1Zi1

(18)

The hyperbolic functions can be expanded in series as
follows

cosh(M) = I +
M2

2!
+

M4

4!
+ . . . , (19)

sinh(M) = M +
M3

3!
+

M5

5!
+ . . . , (20)

where I is the identity matrix.
For a sufficiently short line section of length ∆l, it

can be assumed that (Γ∆l)2 and (Γ∆l)3 become negli-
gible compared to I and Γ∆l. By equating the hyperbolic
functions to the first terms in the series expansions, the
losses across the short section are simplified so that

∆S∆l = u†(∆l)Y†u(∆l)∆l + i†(∆l)Zi(∆l)∆l

+O[(∆l)2]
(21)

Thus, at a location l the losses across an infinitesimally
short section of the line are

d∆S(l) = u†(l)Y†u(l)dl + i†(l)Zi(l)dl, (22)

which can be integrated over the length of the line to ob-
tain total losses

∆SL =

∫ L

0

u†(l)Y†u(l)dl +

∫ L

0

i†(l)Zi(l)dl. (23)

The obtained result displays clear analogy with the two
conductor transmission line, especially considering that
Y† = G − jB (since Y is symmetric) and |a|2 = a∗a.
Similarly to the two conductor case, we can also separate
the expression for losses into a sum of four separate terms,
i.e.

∆SL = ∆PJ + ∆PC + j(∆QI −∆QC). (24)

These four terms can be expressed as

∆PJ =

∫ L

0

i†(l)Ri(l)dl, etc. (25)
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In more detail, the term expressed in scalar values becomes

i†(l)Ri(l) = Ia(l)I∗b(l)Rab + Ia(l)I∗c(l)Rac

+ Ib(l)I
∗
a(l)Rab + Ib(l)I

∗
c(l)Rbc

+ Ic(l)I
∗
a(l)Rac + Ic(l)I

∗
b(l)Rbc

+ |Ia(l)|2Raa + |Ib(l)|2Rbb + |Ic(l)|2Rcc,

(26)

which gives the sum of losses in resistances from all three
phases. Similar expressions hold for the rest of the terms

Due to the mutual coupling between phases, it is dif-
ficult to analyse the components of losses further in the
phase domain. It is complicated to interpret the physical
meaning of the terms in the sum, mostly the mutual pa-
rameters, because of the Kron’s reduction and other op-
erations carried out in the calculation of line parameter
matrices. For this reason, the analysis is continued in the
symmetrical component domain.

3.3. Losses on Multiconductor Lines in Symmetrical Com-
ponent Domain

On a single circuit three phase transmission line, the
zero, positive, and negative sequence voltages and currents

uS(l) = [U0(l), U+(l), U−(l)]T, (27)

iS(l) = [I0(l), I+(l), I−(l)]T, (28)

are obtained by linear transformations uS(l) = T−1
S u(l)

and iS(l) = T−1
S i(l), where

TS =

1 1 1

1 ej4π/3 ej2π/3

1 ej2π/3 ej4π/3

 . (29)

It can also be noted that T−1
S = T†S/3.

The terms in the expression of transmission losses ∆SL
in the phase domain can be rewritten as [25]

i†(l)Zi(l) = i†(l)TST−1
S ZTST−1

S i(l)

= [T†Si(l)]†[T−1
S ZTS][T−1

S i(l)]

= [3T−1
S i(l)]†[T−1

S ZTS][T−1
S i(l)]

= 3i†S(l)ZSiS(l)

(30)

and

u†(l)Y†u(l) = [3T−1
S u(l)]†[1/3T†SY†TS][T−1

S u(l)]

= [3T−1
S u(l)]†[1/3T†SYTS]†[T−1

S u(l)]

= 3[T−1
S u(l)]†[T−1

S YTS]†[T−1
S u(l)]

= 3u†S(l)Y†SuS(l).

(31)

This yields another equivalent expression for transmission
losses, now in the symmetrical component domain

∆SL = 3

∫ L

0

[
i†S(l)ZSiS(l) + u†S(l)Y†SuS(l)

]
dl. (32)

The matrices ZS = T−1
S ZTS and YS = T−1

S YTS

contain the sequence impedances and admittances of the
transmission line and are directly calculable from the re-
duced impedance and admittance matrices Z and Y [20].
The positive and negative sequence impedances become

z+ = z− = (ZS)22 = (ZS)33

= (Zaa + Zbb + Zcc − Zab − Zbc − Zac)/3,
(33)

and the zero sequence impedance is

z0 = (ZS)11

= (Zaa + Zbb + Zcc + 2Zab + 2Zbc + 2Zac)/3,
(34)

where 11, etc. are the row–column indexes of the matrix
elements. Other sequence parameters can be found as cor-
responding elements of ZS or YS.

In most transmission lines the off-diagonal elements in
these matrices are significantly smaller than the diagonal
elements, e.g.

(ZS)12 = [Zaa−(Zbb+Zcc)/2+(Zab+Zac)/2−Zbc]/3 (35)

In fact, in ideally transposed lines, the off-diagonal ele-
ments are exactly zero so that the sequence impedance
and admittance matrices are diagonal.

This also implies that the sequence transformation ma-
trix TS is a correct variant of both of the modal trans-
formation matrices for ideally transposed lines [23]. In
this case, the multiconductor line in the symmetrical com-
ponent domain can be viewed as three independent two
conductor lines and the correct sequence impedances and
admittances can be computed from the corresponding volt-
ages and currents as in (5) and (6) [3].

Another situation when (32) is significantly simplified
occurs when the load on the line is symmetric. In this case
the negative and zero sequence voltages and currents are
negligible and the total transmission losses across the line
become

∆S′L = 3

∫ L

0

(
|I+(l)|2 z+ + |U+(l)|2 y∗+

)
dl. (36)

When the line and the load are both slightly asymmet-
ric, the off-diagonal elements of ZS and YS are small and
the products containing them (e.g. I+(l)I∗0(l)(ZS)12, etc.)
in (32) contribute negligibly to the total losses. We assume
that, generally, in a transmission system, both asymme-
tries are small enough to warrant the use of the following
approximation.

We define simplified diagonal sequence impedance and
admittance matrices as

〈zS〉 = 〈rS〉+ j〈xS〉 =

z0

z+

z−

 (37)

and 〈yS〉 = 〈gS〉 + j〈bS〉, where the sequence impedances
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and admittances are computed from sequence voltages and
currents (which in turn are calculated from measured phase
quantities) as in (5) and (6). Total transmission losses can
then be approximated as

∆SL ∼= 3

∫ L

0

[
i†S(l)〈zS〉iS(l) + u†S(l)〈yS〉†uS(l)

]
dl. (38)

This allows us to compute the total transmission losses
as four separate components as in (24) without includ-
ing elements of the phase domain reduced impedance and
admittance matrices Z and Y. The approximated loss
components become

∆PJ ∼= 3r+

∫ L

0

|I+(l)|2 dl + 3r−

∫ L

0

|I−(l)|2 dl

+ 3r0

∫ L

0

|I0(l)|2 dl,

(39)

∆PC ∼= 3g+

∫ L

0

|U+(l)|2 dl + 3g−

∫ L

0

|U−(l)|2 dl

+ 3g0

∫ L

0

|U0(l)|2 dl, etc.,

(40)

where the sequence voltages and currents are computed as
in (3) and (4) and integrated numerically. In the presented
method, the parameters r+, g+, etc. are computed from
measured phasors U+(L), U+(0), etc. according to (5)
and (6). No prior knowledge about the parameters of the
line is needed.

It is important to discuss the use of negative and zero
sequence quantities in the above equations. If the moni-
tored transmission line is transposed and can be considered
balanced, these terms can be omitted and losses computed
from positive sequence quantities only. If it is known that
the line is not balanced well, these terms may be used.
Even though it may seem unnatural to use negative and
zero sequence quantities in steady state operation, the set
of symmetrical components is an equivalent representation
of phase quantities under any conditions. In most cases,
the asymmetry is small enough and the contribution from
negative and zero sequence terms is negligible.

The terms in ∆PJ representing active losses dissipated
in resistances are current dependent. Based on the proper-
ties of the transmission line model, it can be assumed that
they correspond to Joule losses in the conductors. The
terms in ∆PC are voltage depenent active losses and it
can be assumed that these are mostly corona losses but
could also include other possible losses (e.g. leakage). For
the estimation of corona losses, similar assumptions have
been used in previous studies [16, 18]. Equivalent expres-
sions for ∆QI corresponding to inductive losses and ∆QC
corresponding to capacitive generation are obtained with
the reactances and susceptances.

The sequence resistances are commonly used quanti-
ties and the physical meaning of ∆PJ is simple to inter-
pret. The same applies to reactive and capacitive sequence

reactances and the values of ∆QI and ∆QC . The value
of ∆PC will always be the difference between total active
losses and Joule losses, i.e. ∆PC = ∆PT − ∆PJ . In this
light, the value of ∆PC can be seen as all active losses
that are not Joule losses and the conductances are what
represent these losses in the line model.

4. Experimental Results

The estimation of transmission losses from measured
phasors was analysed on PMU measurements of actual
330 kV transmission lines. However, it is difficult to re-
liably estimate the phase domain line parameter matri-
ces present in (23), etc. (including both self and mutual
parameters) from PMU measurements alone. Thus, the
analysis was supplemented by PSCAD simulations, where
this data is available and the different expressions of losses
could be analysed on realistic transmission line models.
The PSCAD simulations have not been intended to em-
ulate the exact conditions of real measurements, but to
verify the equivalence of different expressions for trans-
mission losses and analyse the simplifications made in us-
ing the symmetrical component transformation. Corona
effects are not modelled in EMTP calculations, hence the
simulations assumed zero corona losses (i.e. shunt conduc-
tances were set to zero). This means that resistive active
losses should ideally be equal to total active losses.

4.1. Monitored and Simulated Transmission Lines

Two real lines were observed in the presented measure-
ments, while simulated data was obtained from a single
model. The real lines have various sections with different
geometry and are transposed in sections of uneven length;
the length of the first observed line (denoted as L1) is
170 km and the length of the other line (L2) is 210 km.
Both of the lines can be considered as single circuit lines.
The simulated line was modelled based on the most char-
acteristic pylon of the line L1, specified in Fig. 2a, with
heights given at the pylon. The simulated line was also
modelled with the length of 170 km, and a sag of 9 m on
all conductors, the diameters were 2.8 cm in phase and
1.1 cm in neutral conductors, the resistances at 20 ◦C were
0.0746 Ω/km and 0.412 Ω/km, respectively. The phases
were transposed from a configuration of ABC to CAB
and CAB to BCA at 104 km and 116 km, respectively, like
on the real line L1. Earth resistivity was assumed to be
1000 Ω·m.

A simplified circuit diagram of the line model simu-
lated in PSCAD is shown in Fig. 2b, wihout depicting the
transposition points. The circuit incorporated a universal
transmission line model (phase domain frequency depen-
dent model), a variable load, and an ideal voltage source.
Between the source and the load, the voltages and cur-
rents on the line were simulated in all of the three phases
and transformed into phasors. The initial case was sim-
ulated with a varying symmetric load with cosϕ = 0.97.
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Figure 2: (a) Geometry of the simulated transmission line; all dimen-
sions in meters with heights given at pylons. (b) Simplified PSCAD
circuit diagram of simulation setup; transpositions not depicted.

Based on that, simulations with unbalanced load were also
made, where the load in phase A, denoted SA, was a ref-
erence for the other two, so that SB = (1 + k)SA and
SC = (1 − k)SA. For the estimation of losses according
to (23) the impedance and admittance matrices (not avail-
able with real measurements) of the line model generated
in PSCAD were recorded [26, 27].

4.2. Estimation of Losses on Simulated Transmission Line

The results of estimating the losses as components (the
estimate of Joule losses in ∆PJ and estimate of active
shunt losses in ∆PC) in the PSCAD simulation are plot-
ted in Fig. 3. For varying balance of load in the phases
the values of 0, 0.15, and 0.3 were used for k (so that
SB = (1 + k)SA and SC = (1 − k)SA). Total active
losses were calculated separately from (17) and (23) as
∆PT = Re[∆SL] (the latter with recorded line parame-
ter matrices). However, with exact model parameters and
precise numerical integration, the results were equal to a
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Figure 3: Results of PSCAD simulation, where total active trans-
mission losses (∆PT ) were computed as the direct difference in sent
and received power and as components corresponding to losses dis-
sipated in series resistances (∆PJ ) and shunt conductances (∆PC)
under varying load conditions. Here k is an asymmetry factor so
that SB = (1 + k)SA and SC = (1 − k)SA.

high precision (differences below 0.1%) and the overlap-
ping curves have not been plotted separately. The com-
ponents of active losses ∆PJ and ∆PC were computed
from (39) and (40), with the parameters computed from
sequence voltages and currents according to (5) and (6).

Results of the simulation show that the approximate es-
timates given in (39) and (40) behaved as expected, even
with asymmetric load and despite the small asymmetry
of the modelled transmission line. The value of ∆PJ was
close to the direct estimate of losses as the difference in
sent and received power. The value of ∆PC was not ex-
actly zero, showing some inaccuracy in the assumption
that sequence quantities can be analysed with two conduc-
tor line models; however, the values were negligibly small
(approximately 0.2 MW in this case, which is below 2% at
medium simulated loads) and did not vary with changes
in load.

4.3. Estimation of Losses on Real Transmission Lines

The measurement data from real transmission lines
was used to study the feasibility of estimating the sepa-
rate components of transmission losses. Measurement data
was gathered with identical PMUs that have an 0.01◦ an-
gle measurement error, 0.03% current and 0.02% voltage
magnitude maximum relative measurement error, reported
by the manufacturer. On line L1, voltage transformers
of class 0.5 and current transformers of class 0.5S are in-
stalled at both ends, while ratings of current transformers
are 1 kA and 2 kA. On line L2, PMUs are connected to
voltage transformers of class 0.2 and current transformers
of class 0.2S in one substation and instrument transformers
of respective classes 0.5 and 0.5S at the other end. The
CTs are rated at 1 kA and 2 kA, respectively. Measure-
ment errors of instrument transformers on line L2 from
factory test reports are given in Appendix A.

It is known that transmission line monitoring applica-
tions based on PMU measurements can be very sensitive
to errors in measured voltages and currents, mainly due
to instrument transformer errors [28, 29]. To analyse the
possible effects of systematic measurement errors, uncer-
tainties of estimated results are also presented. Specific
details of the uncertainty analysis are not presented here,
but the principles are well known [30–32]. A detailed dis-
cussion on such uncertainty analyses can be found in [33].
For the results from line L1, uncertainty ranges assume
the maximum allowed measurement errors in the instru-
ment transformers (according to standards [34, 35]) and
PMUs (reported by manufacturer) combined. For line L2,
some information about instrument transformer errors is
also available from the manufacturers. Thus, uncertainties
of results for line L2 were analysed based on this data and
PMU errors reported by the manufacturer. These are not
necessarily effective errors, but show the possible extents
of the approximated systematic errors.

During the observed periods, the total active power
transmitted over line L1 decreased from approximately 450
MW to around 340 MW, while on line L2 it rose from 25
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Figure 4: Results of PMU measurements on line L1, where total
active transmission losses (∆PT ) were computed as the direct differ-
ence in sent and received power and as components corresponding to
losses dissipated in series resistances (∆PJ ) and shunt conductances
(∆PC). Uncertainty intervals plotted as shaded areas.

MW to 200 MW. On the transmission line L1, the ac-
tive losses were estimated as the real part of (17), i.e.
∆PT = Re[∆SL], the values of ∆PJ and ∆PC were esti-
mated from (39) and (40), seen in Fig. 4. For comparison,
the sum of ∆PJ and ∆PC from (39) and (40) is also plot-
ted in Fig. 4. Uncertainty intervals assuming maximum
systematic errors from instrument transformers permitted
by their accuracy classes are also plotted. These intervals
show the minimum and maximum values the estimates
could have if instrument transformers had the largest per-
mitted errors and PMUs had errors as large as the limits
given by the manufacturer (95% confidence).

On the transmission line L2, the total losses ∆PT and
the values of ∆PJ and ∆PC were plotted, seen in Fig. 5.
The estimates of reactive power consumed and generated
in the line are presented in Fig. 6, where total losses are
taken as the imaginary part of (17), i.e. ∆QT = Im[∆SL],
and ∆QI and ∆QC are computed analogously to ∆PJ and
∆PC with the corresponding estimates of x0, b0, x+, etc.
Measurements were taken in fair weather conditions (10–
20 ◦C ambient temperature, moderate wind, no precipi-
tation). Uncertainty intervals for active losses and their
components were calculated assuming approximated sys-
tematic errors based on instrument transformer error data
given in Appendix A and maximum errors of PMUs spec-
ified by the manufacturer.

The data in Fig. 4 and Fig. 5 demonstrate similar be-
haviour on the two different transmission lines. In both
cases, the estimate of ∆PC was close to zero and invariant
of changing transmitted power; however, the small values
that were estimated were negative (discussed in more de-
tail below). The estimate ∆PJ was close to total active
losses, displaced by the value of ∆PC . The two different
equivalent estimates of total losses shown in Fig. 4 were in-
distinguishable from each other. Assuming more realistic
instrument transformer errors approximated from manu-
facturer data resulted in smaller uncertainty intervals, es-
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Figure 5: Results of PMU measurements on line L2, where total
active transmission losses (∆PT ) were computed as the direct differ-
ence in sent and received power and as components corresponding to
losses dissipated in series resistances (∆PJ ) and shunt conductances
(∆PC). Uncertainty intervals plotted as shaded areas.

pecially for the estimates of corona losses.
In Fig. 6 the reactive power balance on line L2 is plot-

ted, showing expected behaviour in the observed quanti-
ties. Inductive losses changed with load similarly to Joule
losses, while capacitive generation changed little and fol-
lowed voltage variations. Similar results were obtained
from measurements on line L1, not plotted here. Uncer-
tainties were too small to be distinguishable in the plot.

On line L2, another set of measurements was obtained
in frosty weather when it was snowing. The same quanti-
ties, i.e. real part of total losses and ∆PJ and ∆PC from
(39) and (40), are plotted in Fig. 7. At the same level of
total losses as in the previous data seen in Fig. 5, the share
of ∆PJ and ∆PC was noticeably different. During the time
when active losses were at the same level in the first pe-
riod, voltages differend less than 3% and currents up to 5%
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Figure 6: Results of PMU measurements on line L2, where total
reactive transmission losses (∆QT ) were computed as the direct dif-
ference in sent and received power and as components corresponding
to losses consumed in series reactances (∆QI) and generated in shunt
susceptances (−∆QC).
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Figure 7: Results of PMU measurements on line L2, where total
active transmission losses (∆PT ) and its components (∆PJ , ∆PC)
were calculated in frosty weather conditions. Uncertainty intervals
plotted as shaded areas.

from the values in the second period. From the small neg-
ative values, the estimate of ∆PC rose by about 0.5 MW
(or 20% of total active losses) for the second measurement
period. Uncertainties accounting for the possible effects of
systematic errors from instrument transformers were sim-
ilar to those in the first period. The estimated corona
losses varied in time similarly to what has been shown in
experiments with specialised measurement equipment [16].

The small consistent negative values in the loss com-
ponent given by the shunt conductances in fair weather
conditions are similar to the small erroneous estimates
of active shunt losses that were seen in the simulations.
However, the values were negative and slightly larger. It
is assumed that in addition to the approximation errors,
all estimates are also affected by errors in measurement
accuracy. PMUs measure the data from the output chan-
nels of instrument transformers, which introduce small but
present systematic errors that are propagated into the es-
timates [28, 33]. For this reason, the uncertainties of the
estimates were also analysed and presented. The uncer-
tainties consider the possible systematic errors introduced
by the measurement devices and thus demonstrate the sen-
sitivity to such errors.

5. Discussion

In the experimental results, values of components cal-
culated from symmetrical components of voltages and cur-
rents were analysed and compared to direct differences in
sent and received power. The inductive losses and capac-
itive generation were computed as separate components
and behaved as expected. Active losses were separated into
a component assumed to contain Joule losses in the series
resistances while the second component was assumed to
consist mostly of corona losses. Comparing measurements
from fair weather and more corona prone weather gave the
indication that corona losses can be estimated to a certain

degree, however the accuracy of this is hard to determine
definitively. The experimental results were obtained only
from single circuit transmission lines.

There are two factors that can affect the accuracy of
obtained estimates: the simplification of using the sym-
metrical component transform and the accuracy of mea-
sured voltage and current phasors (which are the basis of
all estimated quantities). On a single circuit line, it was
shown both mathematically and by a simulation that the
effect of the simplification is marginal. However, the ac-
curacy of measured phasors can have a significant effect
on the accuracy of estimated losses. An uncertainty anal-
ysis was carried out and the uncertainties of estimates are
presented alongside the results. The uncertainty intervals
show the possible effects of systematic errors from instru-
ment transformers and PMUs.

In the estimated values of corona losses, the direction
of the systematic errors should also be considered. When
corona losses are expected to be small or close to zero
and the estimated values are slightly below zero, there is
a bias so that values of corona losses are underestimated.
In the second measurement period, voltages, currents, and
power were similar to the values of parts of the first pe-
riod. During these similar periods, Joule losses were also
similar, while there was a noticeable increase in corona
losses. It is reasonable to assume that at this time, the
systematic errors were also similar and it is more likely
that corona losses were again underestimated rather than
overestimated.

In general, if more accurate PMU measurements are
desired, it would be recommendable not to overdimension
measurement type current transformers but to select them
according to real loading of transmission lines. At the same
time, the burdens of instrument transformers should not
be outside the tested ranges of burdens, i.e. the burden
values the instrument transformers are designed for should
also be considered. Any improvement in the accuracy of
measuring voltages and currents would improve the esti-
mates of components of losses.

Future work will mainly concentrate on the applicabil-
ity of described measurements. The Estonian TSO, Eler-
ing has made preliminary tests of applying the data in
transmission loss forecasting, with promising results. In
the future, data from more transmission lines will be anal-
ysed for a better overview of the system. There is still a
need to analyse the estimation of transmission losses from
more accurate measurements of voltage and current pha-
sors, which requires calibrated measurement equipment.
Additionally, the estimated loss components would have
to be compared to suitable reference measurements with
better accuracy.

6. Conclusions

This paper proposes a novel approach to estimate sepa-
rate components of losses on a transmission line as a sum of
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losses dissipated in the respective elements of the transmis-
sion line model. In order to do this, the necessary expres-
sions to calculate transmission losses from PMU measure-
ments collected simultaneously from two ends of a mul-
ticonductor transmission line have been derived (for the
general case of a single circuit three phase line).

With the results presented in this paper, it was shown
that more information can be obtained about different
types of transmission losses, e.g. changes in corona losses
can be detected. Real-time monitoring of transmission
losses and their components can be implemented at the
cost of additional calculations on the measurement data.
The method enables monitoring of instantaneous and record-
ing of historical transmission loss data, with potential ap-
plications in transmission loss forecasting algorithms.
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Appendix A. Instrument Transformer Errors

Instrument transformer measurement errors reported
in factory test reports are given in Tables A.3–A.2. In
the tables, U/Un and I/In stand for ratios of measured
and rated values. Magnitude errors are given in per cent
and angle errors in minutes. Errors for each measure-
ment point assumed in the uncertainty analysis were found
by interpolating between the reported errors. The esti-
mated burdens of the instrument transformers are as fol-
lows. At line end 1, current transformer burden 1.5 VA and
voltage transformer burden 2.0 VA; at line end 2, current
transformer burden 1.7 VA and voltage transformer bur-
den 1.4 VA. Only the current transformer burden at end 1
fits between the tested burden values. It is not reason-
able to assume that the errors can be extrapolated for a
burden value outside of the range between the two tested
burdens [36]. The other three burden values are replaced
by the lowest burden values that measurement errors were
reported for.

Table A.1: Current transformer errors on line L2 at end 1.

Burden 1 VA, power factor not specified
Phase A Phase B Phase C

I/In δI δϕI δI δϕI δI δϕI
(%) (′) (%) (′) (%) (′)

1.2 0.03 0.0 0.02 0.0 0.07 0.0
1.0 0.028 0.18 0.02 0.18 0.066 0.36
0.2 0.021 0.9 0.02 0.9 0.053 1.8
0.05 0.02 1.0 0.02 1.0 0.05 2.0
0.01 0.02 2.0 0.03 2.0 0.05 3.0

Burden 5 VA, power factor not specified

1.2 0.01 -1.0 -0.01 0.0 0.04 0.0
1.0 0.01 -1.0 0 -1.0 0.04 0.0
0.2 -0.02 0.0 -0.02 0.0 0.02 0.0
0.05 -0.04 1.0 -0.03 1.0 0.0 2.0
0.01 -0.04 3.0 -0.04 2.0 -0.01 3.0

Table A.2: Current transformer errors on line L2 at end 2.

Burden 5 VA, power factor 1
Phase A Phase B Phase C

I/In δI δϕI δI δϕI δI δϕI
(%) (′) (%) (′) (%) (′)

1.2 -0.01 0.2 -0.01 0.1 -0.02 0.1
1.0 -0.01 0.5 -0.01 0.2 -0.02 0.2
0.2 -0.01 0.6 -0.01 0.7 -0.02 0.7
0.05 -0.01 1.0 -0.01 1.3 -0.01 1.3
0.01 0.01 2.6 0.0 2.9 0.0 2.9

Burden 20 VA, power factor 0.8

1.2 -0.05 -0.7 -0.03 -0.9 -0.03 -1.0
1.0 -0.05 -0.3 -0.03 -0.8 -0.03 -0.8
0.2 -0.06 0.1 -0.045 0.2 -0.05 0.2
0.05 -0.06 0.9 -0.05 1.2 -0.06 1.2
0.01 -0.06 2.8 -0.05 2.9 -0.06 2.3

Table A.3: Voltage transformer errors on line L2 at end 1.

Burden 25 VA, power factor not specified
Phase A Phase B Phase C

U/Un δU δϕU δU δϕU δU δϕU
(%) (′) (%) (′) (%) (′)

1.5 0.04 5.0 0.06 5.0 0.06 4.0
1.2 0.12 2.0 0.12 3.0 0.12 2.0
1.0 0.14 1.0
0.8 0.16 1.0 0.15 1.0 0.15 1.0
0.05 0.15 7.0
0.02 0.2 6.0 0.2 8.0 0.21 10.0

Burden 100 VA, power factor not specified

1.2 -0.14 4.0 -0.12 5.0 -0.13 4.0
1.0 -0.11 3.0
0.8 -0.1 2.0 -0.08 4.0 -0.11 3.0

Table A.4: Voltage transformer errors on line L2 at end 2.

Burden 25 VA, power factor 0.8
Phase A Phase B Phase C

U/Un δU δϕU δU δϕU δU δϕU
(%) (′) (%) (′) (%) (′)

1.5 0.37 2.5 0.39 2.4 0.38 3.1
1.2 0.37 2.8 0.39 2.4 0.38 3.1
1.0 0.37 2.8 0.39 2.4 0.38 3.1
0.8 0.37 2.9 0.39 2.9 0.38 3.1
0.05 0.41 8.7 0.41 8.7 0.41 8.7

Burden 100 VA, power factor 0.8

1.5 -0.27 9.2 -0.27 9.2 -0.27 9.2
1.2 -0.29 9.4 -0.25 9.3 -0.26 10.4
1.0 -0.29 9.8 -0.25 9.3 -0.26 10.4
0.8 -0.29 10.2 -0.25 10 -0.26 10.4
0.05 -0.18 18 -0.18 18 -0.18 18
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Estimation of Power System Inertia from
Ambient Wide Area Measurements
Kaur Tuttelberg, Student Member, IEEE, Jako Kilter, Senior Member, IEEE,

Douglas Wilson, and Kjetil Uhlen, Member, IEEE

Abstract—This study presents a method of estimating the
effective inertia of a power system from ambient frequency
and active power signals measured by PMUs. Most importantly,
we demonstrate that inertia can be estimated from ambient
measurement data, not only from disturbances. This leads to the
possibility of monitoring inertia in a close to continuous manner
in the time scale of minutes or tens of minutes. The method allows
the system to be divided into a number of areas and the effective
inertia of each area to be estimated as a separate quantity. In
principle, inertia is estimated by observing the dynamics between
changes in active power and resulting frequency deviations
during normal operation of the system. The method is based
on applying system identification on these measurements and
extracting inertia values from identified models. Efficacy of the
method is demonstrated on results of real measurements from
the Icelandic power system.

Index Terms—Frequency control, Frequency dynamics, Iner-
tial response, Phasor measurement units, Wide area monitoring

I. INTRODUCTION

THE INCREASING share of power generating units con-
nected to the system through power electronics is displac-

ing synchronous generation. Larger penetration of renewable
sources is both decreasing inertia [1], [2], [3] and changing
its distribution in the system, leading to formation of low
inertia areas [4], [5]. The associated challenges have been
acknowledged and investigated in North America [1], [2], [6],
[7], [8], Europe [4], [3], [9], Australia [10], [11], and elsewhere
[5]. Some of the important arising questions are determining
and monitoring values of inertia [2], [3], [9], considering the
time varying nature of inertia [4], [12], and areas with low
inertia [4], [5]. This study presents a method of estimating the
inertia of different areas of the power system from ambient
PMU measurements of active power and frequency. For a
transmission system operator (TSO), the main requirement for
monitoring the effective inertia of the system (or areas of it)
is to estimate the time available to deploy a response, and
to define the sensitivity between a frequency change and an
appropriate corrective power response [2], [13].

K. Tuttelberg and J. Kilter are with the Department of Electrical Power
Engineering and Mechatronics, Tallinn University of Technology, Tallinn,
Estonia (e-mail of corresponding author: kaur.tuttelberg@ttu.ee).

D. Wilson is with GE Grid Solutions, Edinburgh, United Kingdom.
K. Uhlen is with the Department of Electric Power Engineering, Norwegian

University of Science and Technology, Trondheim, Norway.
This project has received funding from the European
Union’s Horizon 2020 research and innovation programme
under grant agreement No 691800 (MIGRATE project).

With any attempt at estimating inertia in a power system
it is important to discuss the definition of inertia, or in this
case, effective inertia. Effective inertia defines the relationship
between a change in the power balance of the system or area
and the rate of change of frequency of that area, which differs
from a more conventional interpretation of inertia related
to physical spinning mass and inertia time constants. The
majority of inertia in its conventional meaning is contributed
by the physical spinning mass of synchronous generators, but
there are other elements of the system that can contribute to
the effective inertial response of the system [14] (and even
more so in the future), e.g. voltage and frequency dependence
of load and power electronic interfaces for generation, load,
and storage. The method presented in this paper separates the
system into areas and estimates the (effective) inertia of each
area—area inertia—by observing the dynamics between active
power and frequency changes.

The estimation of inertia from recorded disturbances has
been researched and tested in recent years. Inertia values of
single units [15], [16], system areas [17], [18], and entire
systems [19], [20] have been derived from PMU measurements
of frequency events. Inertia has also been approximated from
other information, like statuses of generators or correlation
with total demand [2], [3], [9]. However, no attempts of esti-
mating inertia more continuously from ambient measurements
have been demonstrated so far. Different related parameter
and model identification methods have been presented, e.g.
estimation of low-order dynamic equivalent models from PMU
measurements has been proposed [21] and identification of
governor models has been demonstrated on real PMU mea-
surements [22], [23]. A previous paper from the authors pre-
sented a comparison of different system identification methods
applied on similar measurement data as in this study [24].

The main complication in estimating inertia is that during
normal operation, the inertial response of the system can-
not readily be distinguished from frequency control, voltage
control, electro-mechanical dynamics, and stabilizing actions.
The proposed approach identifies a combined model of in-
ertial response and primary control from measured ambient
dynamics, circumventing this limitation. The inertia estimates
are found by fitting a model to the observed dynamics and
extracting parameters corresponding to inertia from the model.
There is an inherent approximation in fitting the complex non-
linear behavior of a power system to such a model; however,
the simplification provides practically useful information for
contracting and deploying frequency controls, including fast
frequency response.

c© 2018 IEEE
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In this study, the proposed method is demonstrated on the
example of the Icelandic power system and has been tested
on real measurement data from this system. The Icelandic
system is a relatively small isolated island with scattered
generation and good coverage of PMU measurements. The
method has been applied on ambient wide area measurements
as intended. The models identified in the process of area
inertia estimation have been validated on recorded frequency
events. Even though testing the method on simulated data
would give direct information about the accuracy of results
in a controlled environment, testing it on real measurement
data is significantly better for demonstrating its feasibility in
real world conditions.

The theoretical background of the problem is covered in
section II. The specifics of system identification and extraction
of inertia values is described in section III. Test calculations
on the measurements from the Icelandic power system are pre-
sented in section IV and discussed in section V. Conclusions
are given in section VI.

II. THEORETICAL BACKGROUND

In order to discuss the proposed system identification, it is
helpful to analyze a theoretical model of the dynamics we
are interested in. In the following, a simplified model of the
dynamics between active power and frequency is given. This
is done in order to analyze what data is needed to identify
a model for these kinds of dynamics. These models or these
particular model structures will not be directly used in any
estimations.

The dynamics between power and frequency during a short
period of time following a power mismatch occurrence can
be modelled by the swing equation. For a single generator i,
the equation commonly used in power systems engineering is
expressed as

dfi
dt

=
PiM − PiE

2HiSin
fn, (1)

where PiM is the output mechanical power of the machine,
while PiE is its electrical load power, fi is the electrical
frequency, Hi the inertia constant, Sin rated apparent power,
and fn the rated steady state frequency of the system. The
model excludes damping effects and mechanical power is
usually assumed to be constant.

As an approximation, an equivalent equation can be applied
to an area of a system (or an entire system). For the aggregated
frequency immediately after a load change in an area j we
write another form of the swing equation

dfj
dt

=
PjM − PjE

Mj
= ∆Pj/Mj , (2)

expressed in terms of Mj . In other publications, the quantity
Mj has been defined in terms of angular frequency [25], [26],
but in this paper, its value expressed for a single machine is
Mi = 2HiSin/fn, i.e. it is expressed in terms of frequency.
In this paper, we assume this form of the swing equation and
define the effective inertia of an area as a proportionality term
between dfj/dt and ∆Pj , equivalent to Mj . It should be
noted that if the effective inertia is deduced from observed

Fig. 1: Dynamic model of frequency control of a two-area power system with
generator set-point changes disabled.

dynamics between power and frequency, then, contrary to
its conventional definition, this proportionality term may also
include other effects, not only the inertia of synchronous
machines.

The inertia of a single synchronous machine is commonly
represented by an inertia constant H , given in seconds. When
several machines are lumped together, their inertia constants
are weighted by the rated power of each machine. However,
when observing the dynamics between active power and
frequency, it is not practical to consider the rated power of
every possible rotating machine and it is difficult to consider
other possible effects contributing to the effective inertia. It
is more convenient to use the single proportionality term Mj

instead. By definition in the swing equation, it is effectively
an angular momentum and its units are J · s or W · s2 [26].

Once the power mismatch event has occurred and frequency
has started to deviate from its previous value, the frequency
deviation is fed into a closed control loop, where governors
counteract the power imbalance in the system. This control,
mostly known as primary frequency control, but also frequency
containment control, is carried out at the turbine–generator
unit level. For a simpler analysis, we will look at this as
a linear control system. The main components of a unit—
the governor, the turbine, and the generator—are represented
by corresponding transfer functions [27]. The inputs specify
changes in the power set-point reference and load, while the
output is the frequency deviation.

With a set of simplifications, an area of a power system (or
an entire system) can be modeled similarly. In this case, the
inertia of all rotating machines (and the frequency dependence
of load) is lumped into a single area (or system) block and
different governor–turbine systems are summed as parallel
branches and lumped together by evaluating an equivalent
droop. Based on that, a model for a multi-area interconnected
system can be obtained by including tie-line elements that
model the power exchanges between the areas [27]. The
tie-lines are modeled as basic integrator blocks with a gain
determined by line parameters.

This model can be simplified further when we analyze only
primary frequency control, i.e. model the dynamics before any
secondary control would be issued. In this case the power set-
point values of generators remain unchanged and the corre-
sponding inputs in the control system can be disregarded. A
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schematic of the model following that is given in Fig. 1, where
∆PLi are the changes in load of each area and ∆fi = fi−fn
the frequency deviations. In this simplified analysis of the
dynamics of inertial response and frequency control, the multi-
area system becomes a multi-input multi-output system with
load changes as inputs and frequency changes as outputs.

The described model treats each area as a single node with
aggregated load, generation, and control loops and a unified
value of frequency. In such a model it is important to define
areas that on a system level can be aggregated. The described
treatment is also dependent on the possibility of analyzing the
system in a period of time when the power set-points of all
of the generators remain unchanged or change very little (i.e.
∀i : ∆PRi ≈ 0).

III. SYSTEM IDENTIFICATION

It is proposed that once a power system has been divided
into a number of appropriately defined areas, an approximate
control system modelling the dynamics between frequency and
active power can be identified. This is based on the assumption
that the dynamics can be approximated as a linear control
system with a structure that is in principle similar (but not
necessarily identical) to the model discussed in the previous
section (as in Fig. 1). During periods of time when generator
set-points are not changed, the model can be assumed to have
load changes as inputs and frequency deviations as outputs. If
sufficient measurement data is available, it is possible to fit a
model to the observed dynamics between the inputs and the
corresponding outputs. Among other parameters, this model
would include the inertia of each area.

A. Inputs and Outputs

The proposed methodology can only be applied on areas that
are aggregated meaningfully, with two main requirements. The
areas have to be consistent in terms of network topology—
all nodes forming an area have to be directly connected to
at least one other node of the area and areas have to be
separable by clear boundaries. More importantly, the areas
should consist of nodes that have frequencies close to each
other. This is simple to understand with the example of inter-
area oscillations, where the frequencies of the nodes in one
area oscillate against the frequencies of the nodes forming
another area. Knowledge about such areas in the power system
can be used as a basis and analysis of measured frequency
signals can be used to refine the separation into areas.

When an area is aggregated in order to model it similarly
to the control system in Fig. 1, its center of inertia frequency
is commonly used [26]. The center of inertia frequency is
evaluated as a weighted average of frequencies

fCOI =

∑N
i HiSinfi∑N
i HiSin

, (3)

where fi are the frequencies of all of the N nodes comprising
the area weighted by the inertia of each node (nodes assumed
to include no inertia are effectively excluded). Clearly, a degree
of prior knowledge about inertia values of larger generators
across the area is assumed when evaluating this quantity.

In this method, we use an aggregated area frequency that is a
simplification of the center of inertia frequency. The frequency
of area j is evaluated as a weighted average of measured
frequencies

fj =

∑Nj

i wifi∑Nj

i wi

, (4)

where fi are the frequencies of the Nj nodes that are measured
in area j. The weights wi are picked based on analyzing
the system and selecting frequency signals that reflect the
general distribution of inertia in each area. The weights should
consider which nodes contribute more to the inertia of the area
but also consider its possible variability in time and the quality
of frequency signals. In the simplest case, all nodes which are
assumed to contribute some inertia are weighted equally and
all other measured nodes weighted by zero.

In system identification, the input–output data can be pre-
processed in different ways. It is common to subtract either
the mean value or the first value of the time series, but
sometimes the data is also detrended or processed in other
ways [28]. Since we know the nominal value of frequency
that the control system is attempting to achieve, it is possible
to use the deviations from nominal frequency as the outputs.
After evaluating the aggregated value, the frequency deviation
in area j can be expressed as

∆fj = fj − fn, (5)

which is the jth output of the identified system.
Once the areas are formed and aggregated, it would be

simple in principle to sum up all load changes in the areas
to determine the inputs of the system. However, in order to
do this directly, it would have to be possible to monitor the
majority of load. Measuring load has not been the first priority
when allocating PMU measurement resources and even if it
becomes more common to monitor load feeders, it would take
time until a sufficient share of them are covered. This means
that more common PMU measurements have to be used to
approximate the changes in load. When PMUs are installed in
the system, they are most often set up to measure power flows
on transmission lines, followed by monitoring of generators.

Fortunately, if power flows between the defined areas and
a majority of generators that participate in primary frequency
control can be monitored, it is possible to approximate load
changes. The main assumption is that when small changes
over time are considered, the changes in load and generation
are sufficiently close to each other. The approximate change
in load in area j would thus be

∆PLj
∼=
∑
i

∆PGji +
∑
k

∆PTjk (6)

where ∆PGji is the change in output power of the ith
generator (or a group of generators) participating in primary
frequency control in area j and ∆PTjk is the change in power
transmitted from the kth to the jth area. All changes are
evaluated with respect to the first value in the time series,
i.e. ∆P = 0 at t = 0.

In order to identify the dynamics between load changes and
resulting frequency deviations it is necessary to monitor the



DOI: 10.1109/TPWRS.2018.2843381 4

system for a sufficiently long period. Following a disturbance,
the inertial response in frequency can be seen in the first few
seconds, while the primary control (governor) response takes
place in a time frame of tens of seconds. It can be assumed
that a period of at least 1. . . 2 minutes should be observed
in order to capture enough variations in the system, but the
period should not have to exceed 10 minutes. In practice,
measurement periods of 2. . . 6 minutes have been applied.

There are two main considerations to take into account
while selecting the measurement periods. Firstly, these periods
should exclude any time when automatic generation control
(AGC) is acting or any other generator set-point changes are
being made. A simple way to handle this is to consider the
time these actions are executed and assume a buffer time for
the associated effects to take place (e.g. 60 to 90 s). Secondly,
it would be advisable to start and end the measurement periods
at instances when area rate of change of frequency (i.e. df/dt
or RoCoF) crosses zero. This is done in order to improve
the efficiency of the system identification algorithm. This
is relatively simple to implement even with noisy RoCoF
measurements from PMUs.

B. System Identification
The next part of the estimation process is applying system

identification on the obtained input–output data. Ambient load
variations are generally small and they excite the dynamic
system weakly. This means that a suitable system identification
procedure is needed that is not sensitive to the low level of
excitation. Some aspects of this problem have been studied
in previous work, comparing various system identification
methods applied in a similar way but with the example of
analysing inter-area modes [24].

Regardless of which system identification method is used,
a certain model order has to be specified. Even a small
area of a power system contains many complicated control
systems, making it very difficult to determine a correct order
for such a model. However, most of the relevant dynamics
of the system can be captured by a lower order model and
the particular order itself may vary to some extent [24]. The
order has to be large enough to capture the main dynamics but
should still be small enough not to become too complicated
or computationally expensive. In fact, it is possible to identify
models of various orders from the same dataset and obtain a
number of similar estimates [24].

The System Identification Toolbox in Matlab offers a se-
lection of ready to use system identification tools and has
been used in the presented method [28]. In a comparison of
available identification algorithms, it was determined that the
implementation of ARMAX is the best suited and most robust
tool for the given type of problem [24]. The procedure pre-
sented in this paper uses this system identification method, but
the general concept of area inertia estimation is not dependent
on this particular implementation. Due to the complexity of
identifying systems with many inputs and outputs, it would
be recommendable to divide the system into two to four main
areas of interest.

ARMAX in Matlab is a system identification technique
based on the autoregressive–moving-average model with ex-

ogenous inputs. It results in a polynomial model, which is
a generalized variant of a transfer function, expressing a
relationship between an input, an output, and a noise term
[28]. For a multi-input–multi-output (MIMO) ARMAX model
with nu inputs and ny outputs, the input–output relationships
for the lth output of the model can be expressed as

ny∑
j=1

Alj(q)yj(t) =

nu∑
i=1

Bli(q)ui(t− nki) + Cl(q)el(t), (7)

where Alj , Bli, and, Cl are polynomials of orders nA, nB , and
nC expressed in q−1, and nki are the input–output delays in
terms of number of samples. Polynomial models are discrete
time (i.e. z-domain) linear systems and in this application
the time step is determined by the sampling rate of PMU
measurements.

Due to the nature of the system identification problem that
was set up, the models have an equal number of inputs and
outputs corresponding to the number of areas the system is
divided into. As noted earlier, we apply system identification
that attempts to fit a number of models in a range of orders
n = nmin, . . . , nmax for each dataset. Within each iterated
order, the various variables defining model order are equal,
i.e. n = nA = nB = nC . All input–output relationships
are symmetric in the sense that in each identification attempt
elements of the order matrices are equal. Input–output delays
nki are determined with tools provided in Matlab once for a
given system and assumed constant after that (a default value
of zero is also sufficient in practice).

C. Inertia Estimation

Once we have identified approximate models describing the
dynamics between load changes and frequency variations, it is
still necessary to determine the effective inertia of each area.
The ARMAX models include the effective inertia but not as
an explicit value, thus, it is necessary to further analyze the
identified models. A simple way to obtain results is to evaluate
the step response of the ARMAX model and observe its initial
slope. However, if sufficiently good models are identified, it
is possible to extract inertia values from their parameters. One
possible procedure for that is presented below.

First of all, the discrete time ARMAX models are converted
into continuous time using the d2c function in Matlab. This
is not successful in every case and the resulting models are
checked once again for stability, this time with the s-domain
criterion (real part of poles should be less than zero). The
remaining polyniomial models are ready to be reduced to
lower order transfer functions.

The continuous time models are reduced to a lower order
using a set of functions available in Matlab. The models
are first transformed into a balanced state-space realization.
Next, insignificant states are identified and removed to form
a reduced order system. The system is then transformed
from the state-space representation into a continuous time
transfer function. This is done using the ssdata, balreal,
modred, and ss2tf functions in the System Identification
Toolbox [29].
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The expected structure of the transfer functions is of the
generic form

H(s) =
bn−1s

n−1 + bn−2s
n−2 + . . . + b0

ansn + an−1sn−1 + . . . + a0
. (8)

The ss2tf tends to give marginal but non-zero values for the
term bn, resulting in the same dynamics but a different formal
structure. In order to simplify the estimation of the effective
inertia values, these bn terms are set to zero in the presented
implementation.

To understand how the effective inertia can be determined,
we can look at a simplified example. If we have a single
unit with no governor or frequency control, we can model
the swing equation as a first order transfer function

H(s) =
1

Ms + D
=

1/M

s + D/M
, (9)

where M is the effective inertia and D is frequency depen-
dence of load [27]. The unit impulse response of this system
is given by

h(t) =
1

M
exp

(
−D

M
t

)
. (10)

Clearly, instantly after the perturbation, at t = 0, the impulse
response is equal to the inverse of the effective inertia.
More precisely, the initial response of the system to a load
disturbance is what we consider to be the effective inertia.
Because we use load changes as inputs, the proportionality
term is negative, i.e. h(0) = −1/M .

The identified transfer functions are more detailed than the
single machine model without controls. However, the inertial
response is still the fastest acting and we can assume that
it determines the first instance of the impulse response. This
means that the inertia of each area can be determined by the
value of its unit impulse response at t = 0. For a transfer
function with the structure given in (8), the estimates—i.e the
first value of the impulse response—can be evaluated either
with the impulse function, as the gain value of the zero-
pole model from tf2zpk or most simply as the ratio of an
to −bn−1.

In the MIMO model it is also possible to determine the
impulse response of the system, which provides an additional
estimate of total system inertia (in addition to the sum of
area inertia values). This is based on the principle that system
COI frequency is an average of area frequencies weighted by
the inertia of each area. Once area inertia values have been
determined, it is possible to calculate system inertia from the
unit impulse response of the whole system.

Based on responses of all N areas to a unit impulse in area
k, the system inertia can be expressed as

MSk = −
∑N

i=1 1/hii(0)∑N
i=1 hki(0)/hii(0)

, (11)

where hki(0) is the response of the ith output of the MIMO
system at time t = 0 to a unit impulse in the kth input. The
1/hii(0) values correspond to the effective inertia of each area
and weight the output frequency deviation of each area so that
the sum corresponds to the system COI frequency. It has been

observed that in practice these estimates tend to have a lower
variance than the sum of area inertia values.

One of the important aspects of the presented method is that
several estimates are obtained from one period of monitoring
data. The multiple ARMAX models identified with various
model orders provide a number of estimates for area inertia,
which can then be averaged. However, there are commonly a
few poorly identified models that introduce outliers far from a
realistic inertia value, which have to be detected and removed.

We propose to use the median absolute deviation (MAD),
a robust median based statistic, defined as [30], [31], [32]

sMAD(X) = c med
(
|X −med(X)|

)
, (12)

where med(X) denotes the median of a sample X = {xi | i =
1, . . . , n}, xi are the values in that sample, and c is a term
introduced to achieve consistency with the standard deviation
of a certain distribution [31]. Any value xi for which

|xi −med(X)|
sMAD(X)

> k (13)

is considered an outlier and discarded. The cut-off factor k is
chosen in conjunction with c and the assumed distribution. If
a normal distribution is assumed, c takes the value of 1.4826
and k can be set to 2 for a 95% interval and 3 for a 99%
interval [31].

IV. TEST CALCULATIONS

A. Test System

The method has been tested on the Icelandic power system.
The Icelandic system is a relatively small island system with
a typical load around 1. . . 2 GW and total installed generating
capacity of 3 GW. In present terms, the system has a large
number of PMU measurement points relative to its size,
with more than 30 PMUs and around 200 measured voltage
and current signals. A simplified schematic of the system is
given in Fig. 2. The schematic includes all significant buses,
generators, and lines and four large industrial loads, denoted
by ILA, ILB, ILC, and ILZ. Total MVA ratings of power
plants are given next to the symbols. The transmission system
operator did not have a method of estimating or monitoring
inertia at the time of this study.

Generators colored black in Fig. 2 are monitored directly
by PMUs, i.e. their power flows are measured. However,
generators in blue are not monitored yet and their output power
flows are approximated. The simpler approximations are that
the power flows on lines LA1, LF1, VF1, and SP2 are used
as power measurements of the generators at LAX, LAG, VAF,
and MJO respectively. Power flows on lines SN1 and FI2 are
used to approximate the changes in generation at SVA and
REY, units in the smaller area bounded by the blue dashed line.
Additionally, all of the generation in the larger area bounded
by the blue dashed line is approximated by power flows into or
out of that area. These approximations may affect the accuracy
of the results, but are sufficient to enable the application of
this method.

The system has two main load centers, one in the west
and one in the east. In terms of centers of inertia (COI), the



DOI: 10.1109/TPWRS.2018.2843381 6

Fig. 2: Simplified schematic of the Icelandic power system. Larger black
labels denote substations, smaller colored labels denote transmission lines.
Total rated MVA of all generators at each plant given next to symbol.

system can be split quite naturally from the two long lines that
connect these two areas, even though border nodes can deviate
somewhat from their assigned area. The purple dashed line in
Fig. 2 shows this split. Line labels written in purple denote
the power flow measurements used to calculate area boundary
power flows. Load variations are approximated based on (6),
including the approximations used to find changes in power
generated by the units that are not monitored.

Frequencies at KOL, SIG, HRA, and BUD were used for the
western part and weighted by 1.5, 1.0, 1.0, and 0.5, and FLJ,
KRA, and BLA were assigned to the eastern part with weights
of 3.0, 1.0, and 0.5, respectively. The weight of BLA was set
lower because it is a border node and its frequency differs
more from frequencies of other nodes. These weights apply
to area COI frequencies, not a whole system COI frequency.
Frequency deviations were calculated for the aggregated areas
using (4) and (5). It has been observed that in practice such an
approach to evaluating area frequency and estimating effective
area inertia is not very sensitive to the weights, meaning that
crude assumptions are sufficient.

B. Validation of Method

The method was validated on a combination of measure-
ments from both ambient conditions and frequency distur-
bances. The effective area inertia values were estimated from
ambient measurements using the presented method. All mea-
surements had a 50 Hz sampling rate. The measurements were
gathered from time periods preceding frequency disturbances,
meaning that the inertia values were estimated right before
the events. The disturbances were then used to analyze the
performance of the method. A total of 16 events were selected
for the study, 14 of these were load trips (industrial loads at
either ILA, ILB or ILC) and two were generator trips. Only
so-called “clean” events were selected, i.e. disturbances where
a single unit tripped at a moment when the system could
be considered to be in steady-state and no other disturbance

Fig. 3: Example of monitoring data used for the estimation of effective area
and system inertia. Frequency deviations and load, approximated as in (6),
plotted for the western and eastern areas. Six selected measurements, periods
with missing data, and AGC operation marked by shaded areas.

followed immediately. All disturbances took place in the
western part of the system.

The accuracy of estimated inertia values was quantified
by a comparison of the RoCoF of the recorded event and
the corresponding RoCoF predicted from the inertia value
for the given disturbance. From the disturbances, RoCoF was
estimated as the slope of a linear fit to measured frequency
during the period of 0.2 to 0.4 s after the trip. The jump in
frequency is a measurement effect of the disturbance causing a
step change in voltage phase angle, which cleared in 160 ms in
most cases but an additional 2 cycle margin was assumed. The
change in load, i.e. ∆P , was determined from the measured
power at the tripped unit as the largest deviation during the
first 0.3 s after the trip.

System identification was applied so that ARMAX models
of orders 9 to 28 were identified, i.e. 20 models with different
model orders. In each case with six consecutive measurement
periods, the first identification was made with five iterations
and each following made with three iterations using the results
of the previous measurement as a starting point. The least
squares non-linear fitting method was used inside the ARMAX
routine and the input–output delay was set to zero. Identified
models were reduced to 4th order transfer functions. MAD
based outlier detection assumed a normal distribution and a
95% confidence interval.

C. Inertia Estimation Results

In order to explain the application of the method better,
a little over 40 minutes of monitoring data is presented in
Fig. 3 as an example of input data. From this longer period,
six smaller sets of measurement data were selected by a
preprocessing algorithm. In the algorithm, a minimum length
(4 min in this case) was specified and measurement periods
were selected so that they started and ended at df/dt = 0,
while avoiding moments when data was missing or AGC was
operating. All of this is from ambient conditions, preceding
a load trip that took place 42 minutes after the start of
monitoring.
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Fig. 4: Details of validation with event number 16. Measured COI frequency in the western area and entire system plotted in left and center graphs, alongside
the responses predicted by the identified models and RoCoF slopes predicted from estimated inertia. Predictions were based on pre-event ambient data.
Variance in predicted RoCoF based on two standard deviations of all inertia values given as shaded area. Rightmost graph shows the measured power at the
tripped unit and the equivalent step signal used as the input of identified models. The magnitude of the step was also used as the ∆P when predicting RoCoF.

Fig. 5: Individual inertia estimates from the six measurements. Average inertia
for each measurement is plotted, alongside all accepted values and outliers
that were rejected based on the MAD criterion.

The main results of the method are presented in Fig. 5,
where estimates of inertia from each measurement period are
plotted. The figure shows individual estimates extracted from
individual models and presents which values were accepted
and which rejected as outliers. It also gives the average inertia
value estimated from each measurement and shows the bound
based on the MAD method that was used to detect outliers.

Following that, the results of the six measurements before
the disturbance were further combined, decreasing variance in
the estimates of inertia. The value of effective inertia estimated
from the ambient monitoring data was then used to predict
the RoCoF of the following frequency disturbance in each
of the 16 cases. However, the cases were also analyzed in
detail in order to validate the results more thoroughly. For this,
the recorded frequency excursions were visually compared to
predictions from the identified models and a RoCoF slope
based on the estimated inertia. Recorded power of each tripped
unit was used to determine the amount of load or power lost
in the event. Fig. 4 presents this kind of validation of the
case that showed the largest difference between predicted and
comparison RoCoF values (area and system combined).

Measurements from all 16 cases were processed with the
proposed method and effective inertia of the western part and

Fig. 6: Comparison of approximate RoCoF after each disturbances and
corresponding RoCoF predicted from estimated inertia values for the western
area (top) and the entire system (bottom). Variance bounds based on two
standard deviations of all inertia samples of each case.

the entire system were estimated. However, there were no
reference values of inertia with known accuracy available to
compare them to. In order to analyze the overall performance
of the method, RoCoF values were compared instead. For each
event, a RoCoF value and the amount of load (or generation)
lost were estimated from the PMU measurements. The iner-
tia values estimated from ambient measurements before the
events were used to predict RoCoF values of corresponding
disturbances.

A comparison of these results over all 16 cases are presented
in Fig. 6 for the western area and the whole system. (No
suitable validation events occurred in the eastern part of the
system.) Differences between RoCoF values estimated from
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Fig. 7: Differences between approximate RoCoF and the corresponding value
predicted from estimated inertia. Per cent difference of prediction from
approximate RoCoF is given.

recorded frequencies and predicted from inertia values are
presented in Fig. 7. The average difference was 20% for the
western area and 12% for the whole system. However, these
should not be seen strictly as errors, since the RoCoF and ∆P
values of the events were also approximated. For example, in
validation event 16 shown in Fig. 4, the the first swing in the
frequency of the western area started before 0.3 s, meaning the
linear fit between 0.2 and 0.4 s was incorrect.

In computation time, processing one measurement period
took around 20. . . 50% of its length using a single core on a
regular office laptop (Core i5-4200U@1.6 GHz, 12GB RAM).
If the total length of all measurement periods in all 16 cases
was 380 min then the total time the code took to process all of
it was 140 min. On average it took 22 s to analyze one minute
of monitoring data or 37% of its length.

V. DISCUSSION

The method is based on first identifying the combined
inertial and primary control response of the system and then
extracting the value of inertia. This means that in order to
find a good estimate of inertia, it is necessary that the inertial
response is captured well enough in the identified system. The
inertial and primary control responses can only be clearly
separated in case of a distinct frequency disturbance. For
these reasons, the models identified from ambient measure-
ments were validated by comparing their inertial responses to
recorded frequency disturbances.

Results of system identification were validated this way
in all 16 cases. However, it is very difficult to quantify the
quality of a model in this comparison. A scalar difference
between the recorded and predicted time series could not
consider the different dynamics in the system and was not
suitable in many cases. Neither auto-correlation nor prediction
error analysis could reliably describe the quality of identified
models. Therefore, this type of validation was made as a visual
comparison, with one example given in Fig. 4.

It was seen in the estimates of inertia (Fig. 5, measurements
1 and 2 of eastern area) that some results are clearly incorrect.
The method is based on averaging a large number of estimates
and detecting and removing outliers is an important part of
that. While the MAD based outlier detection was suitable in
most cases, in the example presented in Fig. 5 measurements
1 and 2 for the eastern part of the system showed that it does

not always perform ideally. However, for the bounds based
on MAD to be very wide, there has to be a similar number
of values that are clearly underestimating and overestimating
the real value, meaning the average result is not significantly
distorted as errors are canceled out.

It is nevertheless important to quantify the accuracy of the
method and in order to do that, a comparison of RoCoF values
was carried out. It is possible to analyze a recorded frequency
excursion and approximate a RoCoF value based on a linear
fit during a certain period of the measurement. In this study, it
was also possible to monitor the power of the tripped units and
determine the change in load during the disturbance. Based
on estimated inertia values, it was then possible to calculate
another RoCoF value from the ratio of change in power to
inertia. These two RoCoF values could be directly compared
to each other as seen in Fig. 6 and Fig. 7.

Even though the reference RoCoF from each disturbance
was also approximated and not correct in every case (e.g. event
16), this comparison over 16 different cases still offers insight
into the expected accuracy of the method. The differences
ranged from a few per cent up to around 40% in a few cases,
with a 12% average in values for the entire system and 20% for
the western area. A very important result is that considering
variance bounds, not a single prediction underestimated the
RoCoF value caused by the disturbance. Even though some
estimated effective inertia values predicted a slightly lower
RoCoF, the upper bound gave a sufficiently conservative value
in each case.

The computational cost of the algorithm is considerable and
the time taken to process one measurement period can be in the
same order of magnitude as its length. In the presented results,
it took 20. . . 50% of the length of the measurement period.
If an average monitoring period of 4 min was assumed, then
an on-line application could give the average effective inertia
of this period 5. . . 6 min after the start of measurement. The
bulk of the computational work could be run in parallel (every
model order is independent) and significantly shorter running
times could be achieved on a more powerful computer. On the
other hand, increasing the number of input–output pairs would
increase the computational burden.

VI. CONCLUSIONS

The paper presented a method of estimating the effective
inertia of a system and its areas from ambient wide area mea-
surements, i.e. during normal system operation. The developed
method would enable a close to continuous and close to real-
time monitoring of inertia. The method is based on identifying
both the inertial response and primary frequency control in the
dynamics between active power and frequency.

The most important result of the work is demonstrating
that effective inertia can be monitored based on ambient
measurements, not only frequency disturbances. Thus, a TSO
can determine the time available to deploy frequency response
before frequency thresholds are crossed and load is lost
or other secondary disturbances occur. This means that the
amount of fast-acting reserve can be identified and allocated
per area of the power system, and the response time require-
ments specified. While there is sometimes a sizable spread in
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estimates, it was possible to determine a conservative estimate
to define the maximum expected RoCoF in every disturbance
case.
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Abstract—This paper discusses the application of PMU mea-
surements in real-time estimation of transmission line power
losses. Instead of directly computing the difference between
sent and received power, the losses are estimated as separate
components, calculated from line equations. On one hand, this
provides more information about the operation of the line—active
losses are split into Joule and corona losses and the balance of
reactive power is separated into inductive losses and capacitive
generation. On the other hand, it reveals large measurement
errors in active losses on lightly loaded transmission lines, closely
related to similar errors in estimated line parameters. This is
demonstrated on examples of actual PMU measurements of a
transmission line at low loads.

Index Terms—Phasor measurement units, Power transmission,
Real-time monitoring, Transmission losses

I. INTRODUCTION

IN ADDITION to direct estimation of voltage and current
phasors, PMU measurements can be applied in various

secondary measurements, such as the real-time monitoring
of transmission line parameters or transmission losses. Even
though the identification of line parameters from phasor mea-
surements has been covered extensively [1], [2], [3], little
attention has been paid to the estimation of transmission
losses. However, this information could prove beneficial to
TSOs, who are required to buy the energy that is consumed as
transmission losses. In various cases, e.g. system performance
analysis, loss content estimation, etc. the TSOs may also
be interested in different components of losses (e.g. corona
losses).

In a physical interpretation of the line model, transmis-
sion losses and line parameters are directly related to each
other, implying the same for the estimation of the respective
quantities. Having PMU measurements available from both
ends of a transmission line enables the active and reactive
losses to be calculated directly as differences in sending
and receiving end active and reactive power. At the same
time, this measurement data enables the line parameters to be
estimated. Knowledge of correct line parameters is sufficient
to calculate each component of transmission losses separately,
i.e. Joule losses, corona losses, inductive losses and capacitive

This work has been mainly sponsored by the Estonian TSO, Elering, with ad-
ditional support from the STRONg

2
rid research project and Tallinn University

of Technology research grant B22.

generation, which also sum up to the total differences in sent
and received power.

In nearly all cases the published solutions for the parameter
identification problem are demonstrated on simulated results
only. This work presents real-world results of loss monitoring
on a transmission line equipped with PMUs at both ends
of the line. The application of available estimation methods
on obtained measurements has indicated that not all line
parameters (and the related components of transmission losses)
can be estimated with sufficient accuracy when the load on
the lines is small. Various estimates from measurements are
analyzed in order to determine the usability of such estimation
methods in practical applications.

This paper is divided into four sections. Section II describes
the underlying theory and section III presents the results calcu-
lated from measurements. Main conclusions are summarized
in section IV.

II. THEORETICAL BACKGROUND

For a transposed line, it can be assumed that the effects
of coupling between phases and geometrical asymmetry are
removed by the transposition. In this case, single conductor
distributed parameter line equations are applied to model the
transmission line. This assumption is the basis of most appli-
cations that estimate line parameters from PMU measurements
[1], [2], [3].

In such models the voltages and currents in any phase (or
symmetrical component) are related by

U l = cosh(γl)U0 + zc sinh(γl)I0, (1)

I l =
1

zc
sinh(γl)U0 + cosh(γl)I0, (2)

where U l and I l are the voltage and current phasors at a
distance l toward the beginning of the line (U0 and I0 are
the phasors at the end of the line). The per unit distance line
parameters—the impedance and admittance—are included so
that z = γzc = r + jx and y = γ/zc = g + jb.

From PMU measurement data, the total transmission losses
can be calculated directly as

TL = SL − S0 = ULI
∗
L − U0I

∗
0, (3)
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where UL and IL are the phasors at the beginning of the line
and ∗ denotes the complex conjugate. However, the losses can
also be separated into components, as is commonly done on
simpler line models.

The hyperbolic functions are holomorphic, thus cosh(a)∗ =
cosh(a∗). For a short line segment of length ∆l, the losses can
be expressed as

T∆l = U∆lI
∗
∆l − U0I

∗
0 = U∆lI

∗
∆l

+
1

z∗c
cosh(γ∆l) sinh(γ∗∆l)U∆lU

∗
∆l

+ zc cosh(γ∗∆l) sinh(γ∆l)I∆lI
∗
∆l

− cosh(γ∆l) cosh(γ∗∆l)U∆lI
∗
∆l

− zc

z∗c
sinh(γ∆l) sinh(γ∗∆l)U∗

∆lI∆l.

(4)

The hyperbolic functions can be expanded in series as
follows

cosh(γl) = 1 +
(γl)2

2!
+

(γl)4

4!
+ . . . , (5)

sinh(γl) = γl +
(γl)3

3!
+

(γl)5

5!
+ . . . . (6)

When the value of ∆l is small, then |(γ∆l)2| � 1 and
|(γ∆l)3| � |γ∆l| and the series expansions can be simplified
to only consist of first order terms. In this case the transmission
losses become

T∆l = y∗U∆lU
∗
∆l∆l + zI∆lI

∗
∆l∆l +O

[
(γ∆l)2

]
. (7)

When ∆l is small (i.e. the line segment is short), the
voltages and currents can be considered approximately equal
on the interval [0,∆l] so that for any l ∈ [0,∆l]

T∆l
∼= zI lI

∗
l ∆l + y∗U lU

∗
l ∆l (8)

which leads to

dT l = z |I l|2 dl + y∗ |U l|2 dl. (9)

For the length of the line, the losses can then be expressed
as

TL = z

∫ L

0

|I l|2 dl + y∗
∫ L

0

|U l|2 dl. (10)

It is assumed that the transmission losses can be split into
components as

TL = ∆PJ + ∆PC + j(∆QI + ∆QG), (11)

so that expressions equivalent to Joule losses, corona losses,
inductive losses, and capacitive generation are, respectively,

∆PJ = r

∫ L

0

|I l|2 dl, (12a)

∆PC = g

∫ L

0

|U l|2 dl, (12b)

∆QI = x

∫ L

0

|I l|2 dl, (12c)

∆QG = −b
∫ L

0

|U l|2 dl, (12d)

where r, g, x, and b are the per unit distance resistance,
conductance, reactance and susceptance, respectively, i.e. com-
ponents of z and y.

The line parameters can be expressed from (1) and (2),
which can be explicitly solved for γ and zc as [4]

γ =
1

L
arcosh

[
ULIL + U0I0

U0IL + ULI0

]
, (13)

zc =
U0 sinh(γL)

IL − I0 cosh(γL)
. (14)

When line parameters are calculated from PMU measure-
ments, expressions for transmission losses in (3) and (11)
yield equal results. However, the expressions in (12) in-
clude impedance and admittance components explicitly and
distinguish between the different components of losses. The
integrals can be solved analytically but may also be solved by
numerical integration of (1) and (2).

The expression for losses given by (11) and (12) has two
implications. When measurements have good accuracy, it is
possible to monitor various types of losses separately. In this
case more information about the operational state of the line
can be obtained. However, test calculations presented later will
show that at low loads significant errors appear in certain line
parameters and associated loss components.

Just like the methods in [1], [2], [3], most applications of
line parameter identification feature some advanced estimation
procedures that increase the precision of estimates by decreas-
ing statistical errors. This paper only presents the theoretical
basis of calculating the desired values from single data points
without any bad data mitigation techniques, as it is not in
the scope of the paper. Values calculated from measured data,
presented below, also indicate that the errors are dominantly
systematic.

III. EXPERIMENTAL RESULTS

A medium length (≈ 200 km) 330 kV overhead transmission
line in the Estonian power system was observed in the example
measurements and calculations. The line is equipped with
PMUs at both ends and its impedance has recently been
measured by conventional off-line methods and is available for
reference. At the present time, this transmission line mostly
carries relatively small loads.

Two sets of measurements have been acquired from two
separate days; both sets span over a duration of five hours. The
first measurement period was in the afternoon of October 2nd
and the other one in the morning of November 21st. Average
ambient temperature in the first period was approximately
15 ◦C and –3 ◦C during the second period. Average wind
velocities were around 2 m/s and 3 m/s, respectively.

During both measurement periods, the line was lightly
loaded, with phase currents approximately 10% and 17% of
the current transformer rated value. Current transformers are of
class 0.2S at one end and 0.5S at the other end. The transmitted



power in both periods, measured by the PMU, is presented in
Fig. 1, given as receiving end active and reactive power.
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Fig. 1. Power transmitted over the line during two measurement periods.
Receiving end power plotted as real and imaginary components of phase
power measured by the PMU.

Fig. 2 presents total active losses, Joule losses, and corona
losses in the transmission line, measured by PMUs. Losses
computed from (3) and (11) are both plotted so that their
equivalence can be verified. Active losses are separated into
Joule and corona losses as in (12). Firstly, it can be seen that
changes in active losses correspond to changes in transmitted
power as is expected; the same is seen in Joule losses.
Secondly, it can be seen that in the second period corona losses
contribute a significant part to total active losses. However, in
the first period, negative corona losses are estimated, which is
a clear sign of measurement errors.
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Fig. 2. Measured active power losses in the transmission line. Total active
losses are given as the direct difference of values measured by the PMUs, as
in (3), and as the sum of calculated Joule (∆PJ ) and corona losses (∆PC ),
as in (11). The separate active power loss components, as in (12), are also
presented.

The effects of measurement errors are more prevalent in
phase quantities. Fig. 3 presents active losses in each of the
phases computed directly as differences in transmitted power

measured by the PMUs. In Fig. 4 active losses in phases are
given as Joule and corona losses. In both figures the average
total phase losses are given for comparison. Firstly, losses in
phases are expected to be relatively as close to each other as
the power transmitted over the line; however, this is not seen
in estimated values. Secondly, in several cases estimated active
losses are negative, which indicates that there are errors in the
measurements.
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Fig. 3. Measured active losses by phases. Difference in sent and received
active power, measured by PMUs, given for each phase seperately. Average
of the three phases given for scale.
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Fig. 4. Estimated Joule and corona losses by phases. Active losses separated
into components, as in (12), computed from line parameters estimated from
PMU measurement data. Average of the three phases given for scale.

The large difference in active losses and their components
across phases can be analyzed by looking at estimated line
parameters. Estimated values of series resistance and reactance
are shown in Fig. 5 and Fig. 6 and shunt parameters in Fig. 7
and Fig. 8, where the quantities are computed from phase and
positive sequence voltages and currents. Large differences in
estimated resistances explain large differences in active losses.
Similarly large discrepancies are present in estimated shunt
conductances. Since the correct values are unknown, measured
reference resistance has been converted to the value at ambient



temperature in order to provide some value for comparison.
This is done according to ramb = rref [1 + α(Tamb − Tref)],
with α being the temperature coefficient for resistance.

0 1 2 3 4
0.02

0.03

0.04

0.05

Time (h)

R
es

is
ta

nc
e

(Ω
/k

m
)

rp A rp B rp C rs + ramb

1 2 3 4 5
0.02

0.03

0.04

0.05

Time (h)

Fig. 5. Line series resistance (each phase separately and positive sequence)
estimated from PMU measurement data by (13) and (14). Measured reference
resistance converted to ambient temperature given for comparison.
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Fig. 6. Line series reactance (each phase separately and positive sequence)
estimated from PMU measurement data by (13) and (14). Measured reference
reactance given for comparison.

Some differences in phase reactances are also seen in Fig. 6,
but in relative terms, these differences are an order of magni-
tude smaller than the ones present in resistance estimates. On
the other hand, the estimates in the first measurement period
seem to be affected by changes in power transmitted over the
line. A similar tendency is seen in the resistance estimates
(in Fig. 5), which worsen as the measured currents decrease.
Shunt parameters (as shown in Fig. 7 and Fig. 8) remain rather
constant, with the exception of positive sequence susceptance
in the first measurement period.

Fig. 9 presents measured reactive losses as a direct differ-
ence in sent and received power measured by the PMUs. At
the same time, estimated inductive losses and capacitive gener-
ation are plotted. Their average sum is given for comparison
with direct estimates. As the errors in measured reactances
are smaller than in resistances, the measured inductive losses
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Fig. 7. Line shunt conductance (each phase separately and positive sequence)
estimated from PMU measurement data by (13) and (14).
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Fig. 8. Line shunt susceptance (each phase separately and positive sequence)
estimated from PMU measurement data by (13) and (14).

differ significantly less in phases; the same applies when
errors in conductances and susceptances and corresponding
loss components are compared. No apparent problems can be
seen in the estimation of reactive losses and its components.

IV. CONCLUSIONS

The paper presents the basic concept of estimating trans-
mission losses from PMU measurements and complements
it with expressions that allow Joule, corona, and inductive
losses and capacitive generation to be computed as separate
components on a distributed parameter line. The application of
the method on real PMU measurement data shows that losses
can be estimated as components but also indicates problems in
the accuracy of some estimates. Analysis of the measurement
data shows clearly that the direct calculation of active power
losses in individual phases can produce unrealistic results. This
is also closely related to large errors in the measurement of
corresponding line parameters. On the other hand, it appears
that reactive power, reactance, and susceptance can be mea-
sured reliably.

An important conclusion relevant to many PMU based
line monitoring applications is that measurements of current



0 1 2 3 4
−38

−36

−34

−32

−30

Time (h)

R
ea

ct
iv

e
po

w
er

lo
ss

es
(M

va
r)

Im[TL] A Im[TL] B Im[TL] C (∆QI + ∆QG)/3

∆QI A ∆QI B ∆QI C
∆QG A ∆QG B ∆QG C

2

4

6

8

1 2 3 4 5
−38

−36

−34

−32

−30

Time (h)

2

4

6

8

Fig. 9. Measured reactive losses; estimated inductive losses and capacitive
generation. Phase reactive losses given as the direct difference of values
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for comparsion.

phasors are significantly affected by errors in instrument trans-
formers. Estimation of quantities that are simple to compute
in principle, exhibits difficulties when the load on the line

is low. The effects are especially prevalent when estimating
quantities which are related to the differences in active power
at the two ends of the line. The errors seen in estimated losses
may be acceptable in many cases, but the problem is also
present in other estimates. For example, the measured values
of phase resistances are too erroneous for the estimation of
line temperature, if this was attempted.

The presented work indicates that further research is re-
quired in the application of PMU based line monitoring
methods on real-world measurement data. In this paper, it is
assumed that the errors are mostly caused by measurement
errors in current transformers, however this question needs
further study. It is also an open question how these measure-
ment errors are propagated into estimated values. Additional
research is required to establish when such measurements are
reliable and when they are too much corrupted by measure-
ment errors. More accurate methods should be sought for the
estimation of line parameters from PMU measurements, which
could also improve the estimation of transmission losses.
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Comparison of system identification methods
applied to analysis of inter-area modes

Kaur Tuttelberg, Jako Kilter, and Kjetil Uhlen

Abstract—This paper analyses and compares the applicability
of various system identification techniques for modal analysis
of a multi-area power system. The paper considers system
identification applied on PMU measurements of frequency and
active power to find a linear multi-input multi-output dynamic
model of the primary frequency control of the power system. The
multiple input–output pairs correspond to areas of the power
system, enabling analysis of inter-area modes. The frequencies
and damping ratios of inter-area modes obtained from the
identified models are compared to the results of conventional
modal analysis (i.e. small signal stability analysis of a linearised
power system). Different system identification techniques are
compared on simulated wide area PMU measurement data in
order to determine the most suitable method for possible on-line
analyses.

Keywords: Inter-area oscillations, Modal analysis, System iden-
tification, Wide area monitoring

I. INTRODUCTION

Information about critical modes and their damping ratios
is a defining question in operating a large power system. In
recent years, a number of novel real-time applications have
been developed for the task, mostly based on wide area mea-
surement systems; however, the different methods still come
with their limitations and are being improved [1]. This paper
analyses another approach based on wide area measurements:
to apply system identification on a power system. In this case,
a linear dynamic model is fitted to the observed changes
in quantities and the model is then analysed to determine
different properties of the dynamics of the system. In the
context of this paper, analysis of inter-area modes based on
such an identified model is studied.

System identification has been used before as an alternative
way of performing modal analysis on simulated models. It has
been suggested for use in cases when only certain modes are of
interest, e.g. for PSS tuning [2], [3], but also suggested to over-
come some limitations of conventional modal analysis tools
[4], [5]. The concept has also been applied when the transfer
functions themselves have been of particular interest [6], [7].
With the introduction of wide area measurements enabled by
PMUs, the possibility of applying system identification on
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measured data from the real system has already been studied
to some extent as well [8], [9], [10]. Identification of governor
models has been demonstrated on real PMU measurement
data [11]. Also, methods of model order selection in similar
solutions have been analysed [12].

Applying system identification entails a set of problems
that have to be considered: mainly providing a suitable set
of data, choosing the most appropriate identification method,
and specifying the structure of the model. While the fitting
algorithm may find a solution for any given dataset, the validity
of the model has to be verified as well. In off-line simulations,
all of these problems can be solved by hand if necessary, but
on-line monitoring would require more automated and robust
solutions. This paper compares different system identification
techniques to find out which ones would be the most suitable
and robust for on-line monitoring applications. The paper
concentrates mostly on the choice of identification method
and model order selection; less on data selection and model
structure in terms of defining inputs and outputs.

This paper applies system identification in terms of a multi-
input multi-output black box model, where each input–output
pair corresponds to changes in load and frequency of an area
of the power system. The paper only considers a very simple
power system, where it is trivial to select a set of input and
output data for the purpose of system identification. In a more
complex system, the selection of inputs and outputs for a
meaningful model is a problem by itself and is not treated
in this paper. The obtained dynamic model can be seen as a
simplified model of the dynamics of primary frequency control
and the state of the model as a simplified estimate of the
dynamic state of the power system. From the identified model,
the frequency and damping ratio of the inter-area mode are
extracted.

The implementation in this paper relies on pre-built tools
included in the Matlab System Identification toolbox. Thus, the
analysis is limited to the transfer function, state space model,
and polynomial model estimation functions implemented in
this toolbox. This covers a large variety of different possible
models, however, many other methods are available for the
identification of dynamic systems, e.g. time-domain vector
fitting, neural network based learning systems, etc. The pa-
per shows which ones of the classical system identification
methods could be applicable in a more automated on-line
monitoring application.

The study is based on the well known Kundur two area
power system simulated in Digsilent Powerfactory. Based on
simulated time series, models are fitted to the input–output
data with different system identification methods implemented



2

in Matlab. Results of modal analysis reported by Powerfactory
are compared to results obtained from the identified mod-
els. The results demonstrate that certain system identification
methods are more consistent and robust than others, making
them more suitable for automated analyses. The comparison
of estimated modes indicates that inter-area modes can be
detected with the model structure assumed in this paper.

The theoretical basis of the studied method is given in
section II, with the specifics of applied system identification
methods outlined in section III. Test calculations on the mod-
elled power system are presented in section IV and discussed
in section V. Conclusions are given in section VI.

II. THEORETICAL BACKGROUND

Primary frequency control is carried out at the turbine–
generator unit level. The dynamics of frequency control can
be described by a set of differential equations, which in turn
can be modelled as a control system. The main components
of a unit—the governor, the turbine, and the generator—are
modelled by corresponding transfer functions. With a set of
simplifications, an area of a power system (or an entire system)
can be modelled similarly.

A simplified control system modeling the dynamics of a two
area system is depicted in Fig. 1. Here the transfer functions
HGTi(s) = HGi(s)HTi(s) for any area i model the governor–
turbine systems summed as parallel branches and lumped
together by evaluating an equivalent droop Ri. HSi(s) are the
inertia of all rotating machines (and the frequency dependence
of load) lumped into single area (or system) blocks. HL12(s)
is the tie-line element, ∆PRi are the changes in power set-
point values, ∆PLi changes in load of each area, and ∆fi
changes in frequencies [13].

This model can be simplified further when we analyse only
primary frequency control, i.e. model the dynamics before any
secondary control is issued. In this case the power set-point
values of generators remain unchanged and the corresponding
inputs in the control system can be disregarded. In this
simplified analysis of the dynamics of secondary frequency
control, the multi-area system becomes a multi-input multi-
output system with load changes as inputs and frequency
changes as outputs.

Σ HGT1(s) Σ HS1(s)

1/R1

Σ HL12(s)

1/R2

HGT2(s)Σ Σ HS2(s)

∆PR1

+

∆PL1

−
+

∆f1

−

+

−

−

+

∆PR2

+

∆PL2

−
+

∆f2

−

Fig. 1: Dynamic model of the frequency control of a two-area power system.

The described model treats each area as a single node with
aggregated load, generation, and control loops and a unified
value of frequency. In such a model it is important to define
areas that on a system level can be aggregated. The described
treatment is also dependent on the possibility of analysing the
system in a period of time when the power set-points of all
of the generators remain unchanged or change very little (i.e.
∀i : ∆PRi ≈ 0).

III. SYSTEM IDENTIFICATION

A. Input–Output Data

For a power system that has been divided into a number of
appropriately defined areas, a simplified control system mod-
elling the dynamics of its primary frequency control can be
identified if sufficient measurement data is available. In other
words, a model describing the relationships between changes
in load in each of the areas and the corresponding frequency
deviations can be fitted to a suitable set of measurement
data. This paper analyses the application of various system
identification techniques in estimating such fitted models from
ambient measurements.

The outputs of the system, i.e. changes in frequency, are
simple to measure with PMUs in principle. However, since
the areas of the system are lumped into single nodes, some
considerations have to be made in order to find the most
representative value for the frequency of an area. The larger
the areas are, the larger the differences in frequencies of single
nodes can be. Information about the structure of the system
should be used to combine a set of frequency measurements
that best represent the frequency of the area.

The inputs of the system, i.e. the changes in load, are
significantly more difficult to measure with PMUs as load
is so widely dispersed. On a transmission system level, the
measurement of load feeders may become feasible in a not
too distant future, but is not something that can be expected at
present. This means that more common PMU measurements
have to be used to approximate the changes in load. For a
practical implementation of the method studied in this paper,
a sufficient number of PMUs are required on transmission lines
and generators participating in primary frequency control.

This paper suggests two possible approximations. The first
would be to estimate the changes in load from the changes in
power produced by the generators that perform the significant
part of primary frequency control and the power transmitted
between areas. This means assuming that when small changes
over time are considered, the changes in load and generation
are sufficiently close to each other. The approximate change
in load in area i would thus be

∆PLi
∼=

∑
j

∆PGji +
∑
k

∆PTki (1)

where ∆PGji is the change in output power of the jth
generator (or a group of generators) participating in primary
frequency control in area i and ∆PTki is the change in power
transmitted from the kth to the ith area.

The second option is to approximate the loads as power
balances of substations. If a substation in the transmission
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system has no generation capacity, the load in this node can
be estimated as the sum of power on all of the lines coming
into the substation, considering power flow directions. If power
is also generated at the node, the generation is added to the
power balance.

∆PLn
∼=

∑
j

∆PGjn +
∑
k

∆PFkn (2)

where ∆PFkn is the change in power flow from node k to
node n and ∆PGjn is the change in generation in node n.

The proposed method assumes the availability of certain
PMU measurements. Regardless of which approximation is
used for changes in load, it is necessary to have PMU mea-
surements from the generators that perform the significant part
of primary frequency control. The first approximation for load
changes requires that the power flows on tie-lines connecting
the areas can be measured. For the second approximation
of load changes, it is necessary that power flows on all
transmission lines in the area can be determined. This does
not necessarily require PMUs on all lines, but can also be
computed from voltage magnitude and angle differences.

B. System Identification Methods and Model Order

The system identification methods tested in this paper are
based on the built-in functions of the System Identification
Toolbox in Matlab. The different methods include transfer
function estimation by tfest, state space model estimation
by ssest and n4sid, and polynomial model estimation by
polyest, which in turn includes ARX (autoregressive with
exogenous inputs), ARMAX (autoregressive–moving-average
with exogenous inputs), Output-Error (OE), and Box–Jenkins
(BJ) models.

The transfer function estimation method finds common
transfer functions that have polynomials of orders np and
nz as the denominator and numerator, respectively, while
the state space model estimation finds common state space
models of order nx. The different polynomial models can all
be expressed as special cases of one general model. Given
a MIMO polynomial model with nu inputs and ny outputs,
the input–output relationships for the lth output of the general
model can be expressed as

ny∑
j=1

Alj(q)yj(t) =
nu∑
i=1

Bli(q)

Fli(q)
ui(t− nki) +

Cl(q)

Dl(q)
el(t), (3)

where Alj , Bli, Cl, Dl, and Fli are polynomials of orders
na, nb, nc, nd, and nf expressed in q−1. The ARX model
is obtained when the Cl, Dl, and Fli polynomials are equal
to one, OE when Alj = Cl = Dl = 1, ARMAX when Dl =
Fli = 1, and BJ when Alj = 1 [14].

Due to the nature of the system identification problem that
was set up, the models have an equal number of inputs and
outputs corresponding to the number of areas the system
is divided into. It is difficult to choose one fixed value of
model order, despite the work that has been done on model
order selection. This paper applies system identification that
attempts to fit a number of models in a range of orders
n = nmin, . . . , nmax for each dataset and system identification

method. With each iterated order, the various variables defin-
ing model order are equal, i.e. n = np = nx = na = nb =
nc = nd = nf . In transfer function estimation (tfest) the
number of zeros is smaller than the number of poles by one,
i.e. nz = np−1. All input–output relationships are symmetric
in the sense that in each identification attempt elements of the
order matrices are equal. Input–output delay nk is determined
with tools provided in Matlab.

While the tfest and ssest routines estimate continuous
time models, n4sid and polyest provide discrete time
models. In order to compare the results of modal analysis,
all discrete time models are converted into continuous time
models with the d2c function. All estimated models are first
checked for stability and only stable ones are analysed further.
For each data set a number of models of different orders are
obtained and analysed.

IV. TEST CALCULATIONS

A. Test System and Simulations

The simulations were carried out on the well known Kundur
two area power system [13], [15], implemented in Digsilent
Powerfactory and depicted in Fig. 2. In these simulations, the
system was replicated as closely as possible, except for exciter
controls, which were replaced by pre-built models available
in the software package, and governors, which were changed
in order to have increased variety in the control system.
Namely, the exciters were implemented as the SEXS models
and the governor models HYGOV (generators G1 and G3) and
TGOV1 (generators G2 and G4) were used. All parameters
of the controllers were kept at default values, except for
droop gains set at R1 = 0.05, R2 = 0.03, R3 = 0.04, and
R4 = 0.05. A poorly damped inter-area mode was present
in the system, however, it was stable under normal load
variations; no PSS was implemented.

The datasets used in system identification were generated
in time-domain dynamic simulations (RMS simulation in
Powerfactory) of the test system with time varying loads. Each
test case was run for a time period of 300 s, step changes in
loads were introduced every second and the resulting dynamics
of the system were simulated. Various datasets of real load data
were adapted to form realistic time series of load changes.
Simulated load data is presented in Fig. 3. All changes were
made in the two load elements specified in the Kundur two
area system (L7 and L9). Data was sampled with a time-step
of 0.01 s from all simulations. For system identification, load
changes approximated by (1) were recorded.

Fig. 2: Schematic of the two area power system used in simulations [13].
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Fig. 3: Cumulative changes in simulated load with respect to initial load. Data
from three different simulation cases are plotted.

In order to check the accuracy of the identified dynamic
models, a separate set of validation data was simulated. For
validation, frequency changes after a step change of load (an
increase of 50 MW) in each of the areas were simulated and
recorded separately. Based on the model used in all of the
simulations, small-signal stability analysis was also carried out
for the initial state of the system. The inter-area mode was
characterised by the poles −0.086± j4.1, which corresponds
to a frequency of 0.65 Hz and a damping ratio of 0.021.

In the identified MIMO system, two input–output pairs were
assumed, corresponding to the two areas. As explained earlier,
inputs correspond to load changes and outputs to frequency
changes in each of the areas. All identified models were black
box without any additional information about the real system
provided. Load was estimated as the difference between gen-
eration and power exchange between areas according to (1).
Area frequencies were taken as the frequencies of buses 5 and
11, which were assumed to be the most central nodes of the
two areas. Thus, in total seven measurements were assumed in
the studied system: frequencies of buses 5 and 11 and power
flows at bus 8 and all four generators.

B. Identification and Validation of Models

With the frequency changes and estimated load changes
from the three simulation cases, models were identified with
all of the methods mentioned in the previous section. All
methods were applied to identify models of 20 different
orders, ranging from 5 to 24. All iterative methods were
set to use 5 iterations. A delay of nk = 2 or 0.02 s was
identified and used. All identified models were checked for
stability, converted to continuous time if necessary, and step
responses of stable models compared to validation data. A
comparison based on a goodness-of-fit criterion was attempted
with NRMSE (normalised root mean squared error), but the
criterion failed to identify how well the models mimicked
the dynamics of the system. Thus, the models obtained with
different identification methods were validated in a visual
comparison of step responses in this study.

Fig. 4 presents the comparisons of the simulated step
changes and the step responses of the identified models
obtained from simulation case 3 with tfest and armax
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Fig. 4: Step responses of transfer function (TF) models identified with tfest
and ARMAX polynomial models identified with armax from simulation
case 3. Step responses of identified models are compared to a step change of
load simulated separately in Powerfactory (PF). Frequency changes in area 2
after a step change of load in the same area (normalised to 1 MW) are plotted.

routines. In case of tfest, the step responses of the five lower
order models are emphasised as these were the best fits. Even
though the identified models captured the overall dynamics of
frequency changes quite well, the inter-area oscillations were
not very well identifiable. In case of armax, very consistent
results were seen across all stable models.

The validation of models obtained with ssest, n4sid,
arx, oe, and bj was carried out similarly. The state space
models identified with ssest and n4sid were similar to
each other and average in quality when compared to ARMAX
models. Polynomial models identified with ARX were sim-
ilar to ARMAX models, but there were significantly larger
differences across models of different orders. Output-Error
and Box–Jenkins methods performed very poorly in this
application, with a small number of stable models and poor
validation results. Some results from state space and ARX
methods are also presented in the next subsection.

C. Comparison of System Identification Methods

Continuing with the examples of transfer function and
ARMAX models, Fig. 5 presents the poles of all models
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Fig. 5: Poles of transfer function (TF) models and ARMAX polynomial
models identified from simulation case 3. Transfer function models of orders
5–9 are plotted in blue, while higher order models are in grey. Poles of
estimated models are compared to poles of the inter-area mode identified
in Powerfactory (PF). Not all calculated poles fit in the plotted region.
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identified with the two methods from simulation case 3. In
this study, the poles corresponding to the inter-area mode
were identified by assuming an acceptance region for the
values. Any pole in the region was assumed to correspond
to the inter-area mode. In case of tfest, the five lower order
models are once again emphasised. Few poles were found
close to the expected point determined in modal analysis with
Powerfactory. Contrary to that, results obtained with armax
demonstrate very consistent and good performance. Identified
models had poles close to the poles characterising the inter-
area mode as found in conventional modal analysis.

The quality of models identified with other methods was
similar to the quality seen in validation data. The state space
model identification methods ssest and n4sid performed
similarly to each other and provided results of average qual-
ity when compared to ARMAX models. Polynomial models
identified with ARX had poles similar to the ones found from
ARMAX models, but significant differences across model
orders were present. Poles of models identified with Output-
Error and Box–Jenkins methods were very different from
expected correct results.

With all of the identified models, poles close to the correct
poles of the inter-area mode were searched for. In most cases,
the frequency of the identified mode was close to the expected
correct value or at least in the same order of magnitude.
In detecting the frequency of the inter-area mode, transfer
function estimation with tfest performed worst (seen in
Fig. 6), while models identified with armax gave the best
results (seen in Fig. 7). Most of the frequency values obtained
with the other methods were within ±10% of the correct value.
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Fig. 6: Relative error of the inter-area mode frequency estimated from transfer
function models identified from all three simulation cases.
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Fig. 7: Relative error of the inter-area mode frequency estimated from
ARMAX polynomial models identified from all three simulation cases.
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Fig. 8: Relative error of the inter-area mode damping ratio estimated from
transfer function models identified from all three simulation cases.

From the identified models, the damping ratio of the inter-
area mode was also estimated. In terms of estimating the
damping ratio, the identified models performed significantly
worse than in estimating the frequency of the mode. Like
before, Output-Error and Box–Jenkins models did not provide
good results. Both transfer function and state space model
estimation provided largely varying results, seen in Fig. 8
and Fig. 9. While a few select models gave a good estimate,
most models deviated greatly from expected values. Results of
ARX models indicated an increase in accuracy with increasing
model orders, seen in Fig. 10.

The accuracy of damping ratios estimated from ARMAX
models can be seen in Fig. 11. Many of the ARMAX models
provided estimates close to the correct value, while in gen-
eral they tended to slightly underestimate the damping ratio.
Overall the performance of ARMAX model identification was
evidently better than that of the other methods. Averaging over
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Fig. 9: Relative error of the inter-area mode damping ratio estimated from
n4sid state space models identified from all three simulation cases.
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ARX polynomial models identified from all three simulation cases.
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Fig. 11: Relative error of the inter-area mode damping ratio estimated from
ARMAX polynomial models identified from all three simulation cases.

the results of all stable ARMAX models of various orders of
each case gave damping ratios of 0.017, 0.012, and 0.018 in
the three cases (or –19%, –43%, and –14% relative error).

V. DISCUSSION

Out of all the models found with different identification
methods, different model orders, and based on different simu-
lation cases, several gave accurate estimates of the frequency
and damping ratio of the inter-area mode, while many also
failed. However, it was evident that ARMAX polynomial
models gave the best and most consistent approximations of
the dynamics of the system across various model orders and
simulation data. With any of the other studied methods, it
would be hard to decide which models were good without
validation. With ARMAX models, several similar and good
models were obtained, providing redundancy and the ability
to check the quality of models by comparing them to each
other if good validation data would not be available.

The goal of the presented study was to determine the most
suitable system identification method for the described ap-
proach to analysing inter-area modes. The paper also demon-
strates that the monitoring of inter-area modes based on system
identification is feasible, however, many questions remain
open. The analysis was based on noiseless data sampled
directly from the simulation, not real PMU measurements with
limited accuracy. With noisy data, the problems of fitting to
noise with higher model orders and additional filtering would
also have to be considered. The solution applied in this paper
assumed measurement periods where secondary frequency
control was not issued or could be considered negligible. To
make this assumption valid, additional data about generation
set-point changes in the system are needed.

VI. CONCLUSIONS

The paper demonstrated the analysis of inter-area modes
based on system identification. The aim of the study was to
compare the different available system identification methods
in order to find the most suitable one for the type of problem
analysed in the paper. The study was based on the Kundur
two area power system simulated in Digsilent Powerfactory.
Three simulation cases were run, where load changed in
time, attempting to mimic load variations in a realistic power
system. Seven different system identification methods from the

System Identification Toolbox in Matlab were applied to fit
models to the simulated data. Identified models were analysed
to determine the frequency and damping ratio of the inter-
area mode, which were also compared to the result found by
conventional modal analysis.

The paper identified ARMAX polynomial models as the
best suited system identification method for this problem. The
paper also demonstrated the feasibility of monitoring inter-
area modes based on system identification. With an increasing
number of installed PMUs, system identification could be
applied to estimate approximate dynamic models and dynamic
states of the power system, enabling the analysis of critical
modes and other parameters of the system. The approach
could be applied in on-line monitoring of modes, PSS tuning,
etc. Additional work is required to determine the practical
applicability of such monitoring methods. Future work could
also analyse alternative dynamic model identification methods
and using the identified models to extract other parameters of
the dynamics of the system.

REFERENCES

[1] T. Jiang, L. Bai, G. Li, H. Jia, Q. Hu, and H. Yuan, “Estimating inter-
area dominant oscillation mode in bulk power grid using multi-channel
continuous wavelet transform,” Journal of Modern Power Systems and
Clean Energy, vol. 4, no. 3, pp. 394–405, 2016.

[2] I. Kamwa and L. Gerin-Lajoie, “State-space system identification-toward
MIMO models for modal analysis and optimization of bulk power
systems,” IEEE Transactions on Power Systems, vol. 15, no. 1, pp. 326–
335, 2000.

[3] I. Kamwa, “Using MIMO system identification for modal analysis and
global stabilization of large power systems,” in Power Engineering
Society Summer Meeting, 2000. IEEE, vol. 2, 2000, pp. 817–822 vol. 2.

[4] J. J. Sanchez-Gasca, K. Clark, N. W. Miller, H. Okamoto, A. Kurita, and
J. H. Chow, “Identifying linear models from time domain simulations,”
IEEE Computer Applications in Power, vol. 10, no. 2, pp. 26–30, 1997.

[5] H. Okamoto, A. Kurita, J. J. Sanchez-Gasca, K. Clark, N. W. Miller,
and J. H. Chow, “Identification of equivalent linear power system models
from electromagnetic transient time domain simulations using Prony’s
method,” in Decision and Control, 1996., Proceedings of the 35th IEEE
Conference on, vol. 4, 1996, pp. 3857–3863 vol.4.

[6] J. R. Smith, F. Fatehi, C. S. Woods, J. F. Hauer, and D. J. Trudnowski,
“Transfer function identification in power system applications,” IEEE
Transactions on Power Systems, vol. 8, no. 3, pp. 1282–1290, Aug 1993.

[7] K. E. Bollinger and W. E. Norum, “Time series identification of interarea
and local generator resonant modes,” IEEE Transactions on Power
Systems, vol. 10, no. 1, pp. 273–279, 1995.

[8] J. W. Pierre, D. Trudnowski, M. Donnelly, N. Zhou, F. K. Tuffner, and
L. Dosiek, “Overview of system identification for power systems from
measured responses,” IFAC Proceedings Volumes, vol. 45, no. 16, pp.
989 – 1000, 2012.

[9] L. Dosiek and J. W. Pierre, “Estimating electromechanical modes and
mode shapes using the multichannel ARMAX model,” IEEE Transac-
tions on Power Systems, vol. 28, no. 2, pp. 1950–1959, 2013.

[10] N. Zhou, Z. Huang, L. Dosiek, D. Trudnowski, and J. W. Pierre,
“Electromechanical mode shape estimation based on transfer function
identification using PMU measurements,” in 2009 IEEE Power Energy
Society General Meeting, 2009, pp. 1–7.

[11] D. T. Duong, K. Uhlen, and E. A. Jansson, “Estimation of hydro turbine-
governor system’s transfer function from PMU measurements,” in Power
and Energy Society General Meeting, 2016 IEEE, July 2016.

[12] V. S. Peric, T. Bogodorova, A. N. Mete, and L. Vanfretti, “Model order
selection for probing-based power system mode estimation,” in Power
and Energy Conference at Illinois (PECI), 2015 IEEE, 2015, pp. 1–5.

[13] P. Kundur, Power System Stability and Control. McGraw-Hill, 1993.
[14] MATLAB and System Identification Toolbox R2016b: User’s Guide, The

MathWorks, Inc., Natick, Massachusetts, 2016.
[15] M. Klein, G. J. Rogers, and P. Kundur, “A fundamental study of

inter-area oscillations in power systems,” IEEE Transactions on Power
Systems, vol. 6, no. 3, pp. 914–921, Aug 1991.



Publication VI

K. Tuttelberg and J. Kilter, “Predicting frequency disturbances from wide area monitoring

of ambient power system dynamics,” Қth IEEE PES Innovative Smart Grid Technologies

Conference Europe (ISGT Europe ƈƆƇҚ), Sarajevo, Bosnia and Herzegovina, October ƉƇƈқ.

ƈƌƈ





Predicting Frequency Disturbances From Wide Area
Monitoring of Ambient Power System Dynamics

Kaur Tuttelberg, Student Member, IEEE and Jako Kilter, Senior Member, IEEE
Department of Electrical Power Engineering and Mechatronics,

Tallinn University of Technology,
Tallinn, Estonia

kaur.tuttelberg@ttu.ee

Abstract—This paper presents a method of predicting fre-
quency deviations caused by a disturbance (e.g. trip of a load or a
generator) based on continuous monitoring of the power system.
The method is based on identifying an approximate model of
the dynamics of the system from ambient PMU measurements
using black box system identification. Once the model is found,
possible events of significant load variations can be simulated in
order to predict the ensuing frequency disturbances. The results
characterize the inertial response of the system, the frequency
nadir, time taken to reach the nadir, etc. The method has been
demonstrated on PMU measurement data from a real power
system as a part of the MIGRATE project.

Index Terms—Frequency stability, Frequency dynamics, Pha-
sor measurement units, System identification, Wide area moni-
toring

I. INTRODUCTION

THE DEVELOPMENT towards larger shares of renewable
sources in power generation is causing changes in the

operation of power systems. While conventional generating
units are synchronized to grid frequency, wind turbines and
solar panels are unsynchronized and coupled to the grid
through power electronics. The inertial response and frequency
dynamics are changing, posing questions for the future about
operating power systems with decreased levels of inertia, for-
mation of low inertia areas in systems, and mitigating rapidly
changing frequencies. These issues have been discussed in
Europe [1], [2], [3], North America [4], [5], [6], [7], [8],
Australia [9], [10], and elsewhere [11] and are currently being
investigated in the Horizon 2020 MIGRATE project (Massive
InteGRATion of power Electronic devices).

This paper presents a method of monitoring the frequency
dynamics of a power system and predicting its response
to larger disturbances. The estimation is based on ambient
data, i.e. normal operation, meaning it could be applied in
a close to continuous manner. This enables the transmission
system operator (TSO) to know the expected behavior of the
system despite its changing composition. It becomes possible
to determine the dynamics of the system following a specific
disturbance, e.g. trip of a generating station, based on the
present state not simulations. This further allows the TSO to

This project has received funding from the European
Union’s Horizon 2020 research and innovation programme
under grant agreement No 691800 (MIGRATE project).

determine the time available to deploy a response and schedule
an appropriate corrective power response.

This paper proposes to identify approximate dynamic mod-
els of the power system based on PMU measurements of active
power flows and frequency. In previous research, different
related parameter and model identification methods have been
presented, e.g. estimation of low-order dynamic equivalent
models from PMU measurements has been proposed [12] and
identification of governor models has been demonstrated on
real PMU measurements [13], [14]. A previous paper pre-
sented a comparison of different system identification methods
applied on similar measurement data as in this study but with
an application in analyzing inter-area modes [15].

The proposed method assumes that the system is divided
into two or more areas that can be approximated as centers
of inertia. Frequencies of the individual nodes comprising
each area are aggregated into a single area frequency and the
dynamics of this quantity are analyzed. At the same time, load
variations in each of the areas are also aggregated and ana-
lyzed based on measured power flows. System identification
is applied in terms of a multi-input multi-output black box
model, where each input–output pair corresponds to changes
in load and frequency of one of the areas.

The method has been tested and demonstrated on mea-
surement data from the Icelandic power system. A number
of frequency disturbances and periods preceding them have
been recorded. Measurement periods preceding the events have
been used to identify approximate models of the system. The
identified models have then been used to predict the frequency
excursions caused by the disturbances and the predictions have
been compared to the actual recorded events.

The theoretical basis of the work is outlined in section II.
Test calculations on measured data are presented and discussed
in section III. Conclusions are given in section IV.

II. THEORETICAL BACKGROUND

A. Modeling principles

The applied system identification approach attempts to
identify an approximated system that models the dynamics
between active power and frequency in the system. In a
theoretical analysis, these dynamics could be described by a
set of differential equations, which in turn could be modelled
as a linear control system. In this case, the inertial response and



main elements of primary control—the governors, turbines,
and generators—would be modelled by corresponding transfer
functions. With a set of simplifications, an area of a power
system (or an entire system) could be modelled similarly [16].
This model is only discussed to provide a background and is
not directly used in system identification.

In order to model areas of a system like this, they are
commonly aggregated based on the center of inertia frequency
[17]. The center of inertia frequency is evaluated as a weighted
average of frequencies

fCOI =

∑N
i HiSibfi∑N
i HiSib

, (1)

where fi are the frequencies of all of the N nodes comprising
the area weighted by the inertia Hi and rated power Sib of
each node.

For a two area power system, such a simplified control
system is depicted in Fig. 1. In order to obtain this model,
the governor–turbine systems are summed as parallel branches
and lumped together by evaluating an equivalent droop. The
inertia of all rotating machines (and the frequency dependence
of load) is similarly lumped into single area (or system) blocks
[16]. The inputs ∆PRi are the changes in power set-point
values and ∆PLi changes in load of each area; the outputs
∆fi are frequency deviations.
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Fig. 1: Dynamic model of frequency control of a two-area power system.

If only primary frequency control is considered, the power
set-point values of generators do not change and the corre-
sponding inputs can be removed from the control system. In
this simplified analysis of the dynamics of inertial response
and primary frequency control, the multi-area system is mod-
eled as a multi-input multi-output system with load changes
as inputs and frequency deviations as outputs. The described
model treats each area as a single node with aggregated load,
generation, and control loops and a unified value of frequency.
The described treatment assumes that the system is analyzed
in a period of time when the power set-points of all of the
generators remain unchanged or change very little.

B. Inputs and Outputs of the Model
The proposed methodology can only be applied on a system

that is correctly aggregated into areas, with two main require-
ments. The areas have to be topologically consistent, i.e. all
nodes forming an area have to be directly connected to at least
one other node of the same area and areas have to have clear
boundaries. The areas should be formed so that frequencies of
buses inside an area do not commonly oscillate against each
other.

In this method, an approximated center of inertia frequency
is used as a basis for aggregating the area frequencies. Since
not all nodes are monitored and inertia at any given time is not
known, the calculation is simplified. The frequency of area j
is evaluated as a weighted average

fj =

∑Nj

i wifi∑Nj

i wi

, (2)

where fi are the frequencies of the Nj nodes that are measured
in area j. The weights wi are based on assumptions about
which nodes contribute more to the inertia of the area. After
evaluating the aggregated value, the frequency deviation in
area j can be expressed as

∆fj = fj − fn, (3)

which is the output j of the identified system.
Once the areas are formed and aggregated, it is necessary to

determine load changes in the areas as the inputs of the system.
However, load feeders are usually not monitored with PMUs
yet, which means that more common PMU measurements have
to be used to approximate the changes in load. If power flows
between the defined areas and a majority of generators that
participate in primary frequency control can be monitored, this
can be done as follows. The approximate change in load in
area j is expressed as

∆PLj
∼=

∑
i

∆PGji +
∑
k

∆PTjk (4)

where ∆PGji is the change in output power of the ith
generator (or a group of generators) in area j and ∆PTjk

is the change in power transmitted from the kth to the jth
area. The main assumption is that when small changes over
time are considered, the changes in load and generation are
sufficiently close to each other.

At present, PMU measurement locations in systems are still
limited and not all major generators and transmission lines are
usually monitored. In these cases, additional approximation
have to be made. In a case where one of several parallel lines
is monitored, the power flow on that line can be scaled to
estimate flow in the corridor. When there is a generator behind
a radial part of the network and the power flow into that part
is measured, the radial part may be seen as a generator as an
approximation, etc.

C. System Identification
The next part of the estimation process is applying system

identification on the obtained input–output data. Some aspects



of this problem have been studied in previous work, comparing
various system identification methods applied in a similar way
but with the example of analysing inter-area modes [15]. In the
comparison of common available identification algorithms, it
was determined that the implementation of ARMAX is the best
suited and most robust tool for the given type of problem [15].
The System Identification Toolbox in Matlab and its selection
of ready to use system identification tools have been used in
the presented method [18].

ARMAX in Matlab is a system identification technique
based on the autoregressive–moving-average model with ex-
ogenous inputs. For a multi-input–multi-output (MIMO) AR-
MAX model with nu inputs and ny outputs, the input–output
relationships for the lth output of the model can be expressed
as

ny∑
j=1

Alj(q)yj(t) =

nu∑
i=1

Bli(q)ui(t− nki) + Cl(q)el(t), (5)

where Alj , Bli, and, Cl are polynomials of orders nA, nB , and
nC expressed in q−1, and nki are the input–output delays in
terms of number of samples. It results in a polynomial model,
which is a generalized variant of a transfer function, expressing
a relationship between an input, an output, and a noise term
[18]. Polynomial models are discrete time linear systems.

The identified models have an equal number of inputs and
outputs corresponding to the number of areas the system is
divided into. The method applies system identification that
attempts to fit a number of models in a range of orders
n = nmin, . . . , nmax for each measurement period. Within
each iterated order, the various variables defining model order
are equal, i.e. n = nA = nB = nC . In each identification
attempt, the elements of the order matrices are equal. Input–
output delays nki are assumed to be zero.

III. TEST CALCULATIONS

A. Application on Test System

The method has been applied on the power system of
Iceland. It is a small island power system with total load
varying around 1. . . 2 GW and is mostly supplied by hydro
and geothermal power plants. The system has two main load
centers, one in the west and one in the east. Fig. 2 shows
a simplified schematic of the power system with all major
buses, lines, generators and industrial loads. The system has
been separated into the western and eastern areas denoted by
the thick dashed line.

The system was separated into areas so that the eastern part
was bounded by the power flows on lines BL1 and TE1 from
BLA and HRY and the western part was bounded by flows on
lines HO1 at HOL and LV1 at HRU, the latter approximated by
the sum of flows on MJ1 and VA1. Frequencies at KOL, SIG,
HRA, and BUD were used for the western part and weighted
by 1.5, 1, 1, and 0.5, and FLJ, KRA, and BLA were assigned
to the eastern part with weights of 3, 1, and 0.5, respectively.

At the time of monitoring the system, there were still
several generating units not monitored by PMUs. In these

Fig. 2: Simplified schematic of the Icelandic power system. Larger black
labels denote substations, smaller colored labels denote transmission lines.
Total rated MVA of all generators at each plant given next to symbol.

cases, power flows on lines were used to approximate power
changes. Changes in generated power at VAF, LAG, and
LAX were approximated by observing power changes on
lines VF1, LF1, and LA1, respectively. Also, SVA and REY
were grouped together and approximated by summing up
changes on lines SN1 and FI2. Changes in generation at SUL,
BUR, NES, IRA, STE, and LJO were grouped together and
changes in generation approximated based on power flows
measured on lines SI3, SU3, BR1, BU3, HN1, AD7, KH1,
and approximated power flows on lines BU2 and HR1.

B. Measurements Used in System Identification

Six frequency disturbances were selected for presentation
in this paper. In each case the disturbance itself and 30. . . 45
minutes before that were recorded. From the time preceding
the disturbance, six shorter periods of 3. . . 5 minutes were
taken for each case, avoiding any time when generator set-
points were changed. These shorter measurement periods
were used in system identification. An example of a single
measurement period is given in Fig. 3. All events occurred in
the Western area of the system and the results are analyzed in
terms of this area.

The frequency deviations and approximated load changes
recorded in each individual measurement period were used
as inputs and outputs to identify the ARMAX models. From
each measurement period, 20 different ARMAX models were
identified in the range of model orders from 9 to 28. All
stable models from all six measurement periods preceding an
event were averaged to obtain one approximated model. This
means that for each case 120 system identification attempts
were made. The obtained models assumed area load changes
as inputs and returned area frequency deviations as outputs.

Once the averaged model was found for a given case, the
response to a corresponding disturbance was calculated from
it. Since the models were identified with load changes as
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Fig. 3: Example of input–output data used in system identification. Frequency
deviations (top graph) and approximated load changes (bottom graph) in one
monitoring period have been plotted.

inputs and frequency deviations as outputs, the models could
naturally be used to predict frequency changes following a
certain power change. The responses were calculated either as
a standard step response scaled to match the load or measured
power output of the tripped load or unit. In the second case, the
change of active power in the recorded event itself was used
as the input of the model. Both types of calculations gave
predicted frequency changes as outputs of the model, which
could be compared to the recorded frequency disturbances.

C. Cases and Results

The first three events were generator trips at different
power plants in the Western area. The tripped generators were
operating at 45, 61, and 34 MW, respectively. The comparison
of recorded disturbances and frequency changes predicted
from identified models are presented in Fig. 4. For these three
events, the disturbances were nearly ideal trips and were only
simulated as step changes.

In all three cases, it was possible to identify models
from ambient measurement data that captured some important
dynamics of the system. In all three predicted events, the
inertial response of the area was captured very well during the

TABLE I: Results of predicting the maximum or minimum frequency (extreme
deviation). Errors calculated in terms of frequency deviation not absolute
frequency. In time to extreme deviation (nadir or peak), error is given as
the delay in prediction.

Extreme frequency deviation
Event Real Predicted Error Time to Delay

(Hz) (Hz) (%) extr. (s) (s)

Gen 1 –0.64 –0.71 10 9.3 5.0
Gen 2 –0.85 –0.82 3.5 8.1 7.4
Gen 3 –0.49 –0.44 10 10.7 5.0
Load 1 1.29 1.31 1.6 7.8 5.2
Load 2 0.79 0.84 6.3 9.7 5.6
Load 3 1.08 1.49 38 7.5 9.9
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Fig. 4: Comparison of predicted and recorded frequency excursions following
three separate trips of generators. Predicted frequency disturbances were found
as step responses of identified models, where a step from zero to the amount
of capacity lost was used as the input signal.

first 2. . . 3 seconds. The extreme frequency deviations (corre-
sponding to frequency nadir) were also predicted reasonably
well, however, the moment in time when the minimum value
was reached was delayed in all three events. The results are
summarized in Table I. In the first two events, the prediction
diverged from the recorded disturbance after going through the
nadir, showing a lower frequency in the ensuing oscillation. In
the third event, the prediction was lagging but was generally
similar to the recorded frequency.

The following three events were trips of industrial loads
of 123, 67, and 100 MW, respectively. However, only the
first of those was a trip that was nearly identical to a step
change in power. In the other two load trips, there was an
initial peak in the load drop. The comparison of predicted and
recorded frequency deviations following these three load trips
are presented in Figs. 5–7, where the recorded and simulated
load changes are plotted as well. In the latter two events, two
different step changes were used as inputs to the identified
models. In all three cases, real recorded load changes were also
input into the identified models for an additional comparison.
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Fig. 5: Comparison of predicted and recorded frequency excursions following
the trip of a load (top graph). Frequency disturbances were predicted using
different input signals shown in the bottom graph.
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Fig. 6: Comparison of predicted and recorded frequency excursions following
the trip of a load (top graph). Frequency disturbances were predicted using
different input signals shown in the bottom graph.

The first load trip was similar to the generator trips observed
above. The predicted inertial response was nearly identical
to the recorded one and the frequency peak was predicted
rather well, however, it had a delay. In the second event, a
step input equal to the peak of the load change predicted the
initial frequency deviation well, but gave a large overshoot. A
step input equal to actual load lost gave a very similar result to
using recorded power changes as the input. Both predicted the
peak comparably to previous cases. In the third event, a step
input equal to the peak of the load change predicted the initial
frequency changes very well, however, it had a large overshoot
due to overestimating the actual load lost, like in the previous
event. However, in this case the step equal to load lost and
recorded load changes as inputs also gave different results due
to the disturbance differing greatly from a step change.

The errors of predicting extreme frequency deviations are
again summarized in Table I. Values presented in the table

0 10 20 30 40 50 60

0

1

2

Time (s)

Fr
eq

ue
nc

y
de

vi
at

io
n

(H
z)

Recorded frequency
Peak step input
Lost load step input
Real load input

0 2 4 6 8 10

−150
−100
−50

0

L
oa

d
(M

W
)

Peak load step Lost load step Recorded load

Fig. 7: Comparison of predicted and recorded frequency excursions following
the trip of a load (top graph). Frequency disturbances were predicted using
different input signals shown in the bottom graph.

are taken from predictions made with a step response equal to
actual load lost in the event. In all cases except for the last load
trip, the frequency peak was predicted relatively well. The last
load trip differed from a step change and was more difficult
to predict due to that. Using recorded load variations would
have given a more accurate prediction, but this information is
not known before an event has occurred.

In all six cases, the identified models performed the best
during the first few seconds. Thus, the method managed to
capture the inertial response and the period of primary fre-
quency control. The inertial response was predicted well, while
primary control was predicted somewhat less accurately. The
predictions were relatively good until the extreme frequency
deviation was reached. After that, most predictions diverged
from recorded disturbances. However, the test system has
automatic generation control (AGC), which usually initiates
secondary frequency control 20. . . 60 seconds after such distur-
bances. Since the system identification procedure intentionally
excludes secondary control, the models are no longer valid
once AGC action is initiated.

IV. CONCLUSIONS

The paper presented a method of predicting the course of
frequency disturbances based on approximate dynamic models
estimated from ambient PMU measurements. The method
assumes that simplified models of the dynamics between active
power and frequency can be obtained from monitoring the
system during normal operation. These models can then be
used to predict frequency deviations given a certain change
in load, e.g. the trip of a large load or generator. The method
was demonstrated on real measurement data from the Icelandic
power system.

The test calculations demonstrated that the method is appli-
cable on a real power system. PMU measurement data from
six frequency disturbances and monitoring periods preceding
these events were used to validate the method. Based on



monitoring the system during 20. . . 30 minutes before an event,
it was possible to predict some important characteristics of
the frequency disturbances, e.g. the inertial response and the
frequency nadir or peak. The work demonstrates that it is
possible to identify important parameters of the dynamics
of a power system from continuous monitoring of normal
operation.
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