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Introduction 
Glass is an aesthetical building material which utilisation is wider with every passing year. 
Curtain wall facades and smaller architectural elements like glass barriers and roofs are 
becoming more common as the material science and engineering is developing. 
This progress demands more precise methods and practices to construct safe buildings. 
The current study aims to investigate these issues. 

The approaches proposed in the current study utilise methods and tools like design of 
experiment, global optimisation methods advanced finite element analysis, etc. 
The study is divided into four chapters. The first chapter gives an overview of the glass 
structures and optimisation methods used in engineering design. The second chapter 
include experimental study covering material characterisation of the layers of laminated 
glass panel (glass layer and interlayer), also measurement of the residual stress in glass. 
The third chapter focuses on numerical analysis and simulation. Herein two case studies 
are included: design optimisation of the glass canopy panel and modelling residual 
stresses in glass. The conclusion is given in chapter four. 

The current thesis is based on four research papers presented in the list of 
publications. In the text the papers are referred as “Paper 1”, “Paper 2”, “Paper 3” and 
“Paper 4”. 

Main goal of the current study is to develop the methodology for an accurate analysis 
and design of glass panels and laminated glass composite panels. In order to achieve the 
posed goal and all sub-objectives, the following activities have been performed: 

Activity 1: 
Experimental study for evaluation of the stiffness properties of the glass layer and 

interlayer. 

Activity 2: 
Development of methodology for evaluation of the plane residual stress tensor. 

The measurement of normal residual stresses and determination of the shear 
stress component by solving design optimisation problem. 

Activity 3: 
Development of strategy/methodology for integration residual stresses in FEM model. 

Activity 4: 
An advanced optimisation methods and tools have been employed for analysis of glass 

structures. 

The novelties of the current study can be pointed out as 
− An approach based on combining experimental study, theoretical and

numerical analysis for design and analysis of the glass structures is
proposed.

− The algorithm is developed for determining the shear stress component of
the plane stress tensor.

− The error estimating algorithm has been developed for of the
experimentally measured residual normal stresses.
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− Two approaches have been proposed for integration residual stresses in 
FEM model. 

The results obtained in the current study have been published in peer-reviewed 
journal papers and presented in several conferences. 
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1 Theoretical background 
Modern day glass applications challenge engineers increasingly to utilise precise 
methods and solutions. Construction and automotive industry are the main fields where 
glass is more than window material allowing light to pass. High-rise buildings, galleries, 
and other conspicuous constructions demand from glass more than to pass light  
(Figure 1.1). Such applications require class to act as load bearing element. Glass 
canopies, railings, beams and trusses employ heat treated glass which is stronger than 
the ordinary float glass. Such treatment raises different problems for architects and 
engineers. The current study proposes different methods and approaches to solve some 
of these issues.  

1.1 Glass structures 
The development of architecture has transformed glass from simple infill material into 
one of the most important materials in modern city skyline. Not only larger glass areas 
for greater light passing, but modern architecture utilises glass as a load carrying 
material. Glass canopies, railings, bridges and full galleries and storm porches are 
conventional in contemporary urban architecture.  

As the strength of conventional sheet glass is insufficient for afore-mentioned 
applications, heat treatment is utilised as a strengthening measure. Heat treating the 
glass increases its ultimate bending stress 5-6 times (Fröling, 2009, 2013) allowing it to 
employ in more demanding structures. Such heat treatment leaves the glass in 
prestressed state that requires researchers and engineers to expand the field of 
simulations and advanced numerical modelling. 

1.1.1 Float glass and its mechanical properties 
Glass as a construction material is generally utilised as a sheet. The thickness of the sheet 
varies, but the production process is the same. Common commercial glass is soda lima 
glass which chemical composition is shown in Table 1.1. 
 
Table 1.1. Chemical composition of soda lime glass (Pfaender, 1996) 

SiO2 [%] Na2O [%] CaO [%] 
70–75 12–16 10–15 

 
The float glass (FG) process was invented in the 1950s in response to a pressing need 

for an economical method to create flat glass for automotive and architectural 
applications. Figure 1.2 shows the basic layout of the float glass line. The raw material 

 

Figure 1.1. Examples of glass structures 



12 

mass is heated in the furnace to ~1550–1600°C to achieve good chemical homogeneity. 
From there the glass flows onto the tin bath. Due to the different densities of glass 
(~2.3 g/cm3a) and tin (~6.5 g/cm3) the glass ribbon floats on the tin. After cooling glass 
sheets with uniform thickness and flat surfaces are formed (Lorraine, 2016). 

The general mechanical characteristics of the float glass are shown in Table 1.2. 
 

Table 1.2 Mechanical properties of float glass (Nyounguè, 2016) 

Elastic modulus 
[GPa] 

Density [kg/m3] Poisson’s ratio 

70 2508 0.23 
 

1.1.2 Heat treatment and residual stress, treatment types, technology, collateral 
effects 
Due to the limited strength properties of float-glass the panel is heat-treated to obtain 
improved mechanical properties. After the process glass is in specific state with residual 
stresses.  

Residual stresses – stresses introduced to in a material during processing, in the 
context of glass the stresses forming in thermal treatment (thermal stress). Compressive 
residual stresses deliberately introduced on the surface by the tempering of glasses 
improve their mechanical properties (Askeland et al, 2010).  

The glass panel is heated in the oven and rapidly cooled down with air streams.  
The process causes the outer layers to compress (Figure 1.3; Wang et al., 2016).  
The mechanism is caused by the thermal expansion and elastic mismatch between the 
crystalline and glassy phases (Serbena & Zanotto, 2012).  

To deform and brake such a glass the compressive stresses must be exceeded resulting 
in improved mechanical strength. 

 

Figure 1.2. Schematic overview of a float glass process line (Achintha, 2016) 
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Figure 1.3. Compressive and tensile stress distribution in heat treated glass (Glass Academy, 2016) 

Heat-strengthened (HS) glass has been subjected to a specifically controlled 
heating and cooling cycle and is generally twice as strong as annealed glass of the same 
thickness and configuration. Tempered glass is approximately four times stronger 
than regular annealed glass of the same thickness and configuration (Guardian Glass, 
2019).  

1.1.3 Laminated glass 
Combining glass layers with different interlayers into laminated glass panel (LGP) 
improves different shortages of glass. Depending on the type the interlayer improves 
performance in sound insulation, safety and strength. 

Glass as a laminated panel is a non-typical sandwich panel.  Contrary to the classical 
sandwich the LGP has thick skins and thin core (Figure 1.4). 

LGP is produced by joining two or more float or tempered glass sheets with one or 
more interlayers and by autoclaving the combination at 1400°C and at maximum 
pressure 14 bar (Achintha, 2016). Most common interlayer material is polyvinyl butyral 
(PVB) but also polyethylene tetraphthalate (PET), ethylene-vinyl acetate (EVA) are 
employed (Zhang, Hao, 2015.) Special purpose interlayer types may be utilised to achieve 
specific properties like thermal insulation solar control and sound reduction. (Yan & 
Shuxia, 2011). 

Figure 1.4. Difference between classical sandwich and LGP  
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One of the main reasons for the use of laminated glass in building envelopes is its safe 
failure mode compared to that of float glass and tempered glass. Recent developments 
include high-tech ionoplastic interlayers. According to the manufacturers, laminated 
glass with ionoplastic is lighter and stronger than conventional laminated glass, and can 
withstand storms, impacts and powerful blasts. (Dupont, 2015) Another actual 
application area of LGP’s is solar panel manufacturing industry. (Naumenko & Eremeyev, 
2014; Eisenträger et al, 2015). 

1.2 Optimisation methods in engineering design 
Before discussing the solution methods, it is needed to introduce the mathematical 
formulation of the optimisation problem.  

1.2.1 Mathematical formulation of the optimization problem 
In the case of singe objective function, the optimisation problem can be formulated as 

𝑓𝑓(�̄�𝑥) → 𝑚𝑚𝑚𝑚𝑚𝑚, (1.1) 

subjected to constraints in form of equalities and/or inequalities, also bounds on design 
variables 

ℎ𝑘𝑘(�̄�𝑥) = 0, (𝑘𝑘 = 1 … 𝑙𝑙), (1.2) 

𝑔𝑔𝑗𝑗(�̄�𝑥) ≤ 0, (𝑗𝑗 = 1 …𝑚𝑚), (1.3) 

𝑥𝑥𝑖𝑖𝑙𝑙𝑙𝑙𝑙𝑙 ≤ 𝑥𝑥𝑖𝑖 ≤ 𝑥𝑥𝑖𝑖
𝑢𝑢𝑢𝑢;  𝑚𝑚 = 1 … 𝑚𝑚, (1.4) 

where �̄�𝑥 is a vector of design variables 𝑥𝑥𝑖𝑖. In general, the objective function and/or 
constraints may be nonlinear. The lower and upper limits of design variables 𝑥𝑥𝑖𝑖𝑙𝑙𝑙𝑙𝑙𝑙  and 
𝑥𝑥𝑖𝑖
𝑢𝑢𝑢𝑢define n-dimensional design space.  In the case of muticriteria optimisation the

constraints can be used in form (1.2)–(1.3), but instead of objective 𝑓𝑓(�̄�𝑥) here is a 
number of objectives 𝐹𝐹1(�̄�𝑥),…, 𝐹𝐹𝑠𝑠(�̄�𝑥), responsible for the stiffness and strength 
characteristics, cost and life expectancy of the structure, information and energy 
consumption characteristics, etc. Note that some of the functions 𝐹𝐹𝑖𝑖(�̄�𝑥) may be 
subjected to minimisation (cost, energy consumption) and some to maximisation 
(stiffness, strength). Furthermore, the dimensions and magnitudes of the functions 𝐹𝐹𝑖𝑖(�̄�𝑥) 
may differ substantially. For that reason, as rule, the functions 𝐹𝐹𝑖𝑖(�̄�𝑥) are normalised as 
(Herranen et al., 2018) 

𝑓𝑓𝑖𝑖(�̄�𝑥) = 𝑚𝑚𝑚𝑚𝑚𝑚𝐹𝐹𝑖𝑖(�̄�𝑚)−𝐹𝐹𝑖𝑖(�̄�𝑚)
𝑚𝑚𝑚𝑚𝑚𝑚𝐹𝐹𝑖𝑖(�̄�𝑚)−𝑚𝑚𝑖𝑖𝑚𝑚𝐹𝐹𝑖𝑖(�̄�𝑚) , (1.5) 

𝑓𝑓𝑖𝑖(�̄�𝑥) =
𝐹𝐹𝑖𝑖(�̄�𝑥) −𝑚𝑚𝑚𝑚𝑚𝑚 𝐹𝐹𝑖𝑖 (�̄�𝑥)

𝑚𝑚𝑚𝑚𝑥𝑥 𝐹𝐹𝑖𝑖 (�̄�𝑥) −𝑚𝑚𝑚𝑚𝑚𝑚 𝐹𝐹𝑖𝑖 (�̄�𝑥) . (1.6) 

The formulas (1.5) and (1.6) are applied to functions subjected to maximisation and 
minimisation, respectively. Thus, as a result all normalised functions 𝑓𝑓𝑖𝑖(�̄�𝑥) are subjected 
to minimisation. Furthermore, it can be seen from (5)–(6), that 𝑓𝑓𝑖𝑖(�̄�𝑥) remains in interval 
[0,1] when 𝑚𝑚𝑚𝑚𝑚𝑚 𝐹𝐹𝑖𝑖 (�̄�𝑥) ≤ 𝐹𝐹𝑖𝑖(�̄�𝑥) ≤ 𝑚𝑚𝑚𝑚𝑥𝑥 𝐹𝐹𝑖𝑖 (�̄�𝑥). Since the minimum and maximum values 
of the objective 𝑚𝑚𝑚𝑚𝑚𝑚 𝐹𝐹𝑖𝑖 (�̄�𝑥) and 𝑚𝑚𝑚𝑚𝑥𝑥 𝐹𝐹𝑖𝑖 (�̄�𝑥) are not known but estimated values, 
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the values of the 𝑓𝑓𝑖𝑖(�̄�𝑥) may not rely strictly in interval [0,1]. Finally, the normalised 
objective functions, corresponding to multicriteria optimisation can be presented as 

𝑓𝑓(�̄�𝑥) = �𝑓𝑓1(�̄�𝑥), 𝑓𝑓2(�̄�𝑥), 𝑓𝑓3(�̄�𝑥) … , 𝑓𝑓𝑚𝑚(�̄�𝑥)� → 𝑚𝑚𝑚𝑚𝑚𝑚. (1.7) 

The objective function (1.7) together with constraints in form of equalities and/or 
inequalities (1.2)–(1.3) and bounds on design variables (1.4) represent mathematical 
formulation of multicriteria optimisation problem. 

The aim of following sections is to give an overview of mathematical methods used 
widely in engineering design. Due to conciseness sake certain selection of methods 
should be done. The optimisation methods can be classified as traditional methods 
(as rule gradient based), discrete optimisation methods, global optimisation methods 
(most commonly population based) and hybrid methods (as a rule contain combination 
of global and local search methods). In the case of complex problems, the solution 
of the initial optimisation problem is divided into multiple simpler subproblems 
i.e. decomposition method is applied. In latter case the optimisation procedure has often
hierarchical structure.

1.2.2 Traditional gradient based methods 
Despite to a number of shortcomings and limitations (will be discussed below) the 
traditional gradient based methods are still widely used in engineering design. The main 
reason – if applicable, the gradient methods are computationally cheap in comparison 
with evolutionary etc. methods.  

In general, the gradient based methods begin with an initial guess and iteratively 
refines it so as to asymptotically approach the optimum. Let us assume that 
function 𝑓𝑓(𝑥𝑥1) is subjected to minimisation and 𝑥𝑥0 stand for initial point, then the 
solution method seeks an update 𝑥𝑥1, which satisfies 𝑓𝑓(𝑥𝑥1) < 𝑓𝑓(𝑥𝑥0),  next for update  
𝑥𝑥2 , which satisfies 𝑓𝑓(𝑥𝑥2) < 𝑓𝑓(𝑥𝑥1), as descent condition etc. The update of the design 
variable can be given by the following rule (Iqbal, 2013) 

𝑥𝑥𝑚𝑚+1 = 𝑥𝑥𝑚𝑚 + 𝛾𝛾𝑚𝑚𝑑𝑑𝑚𝑚, (1.8) 

where 𝑑𝑑𝑚𝑚 and 𝛾𝛾𝑚𝑚 stand for search direction and the step size, respectively. Thus, the 
iterative method consists from the following two basic steps: 

1) Finding the suitable search direction 𝑑𝑑𝑚𝑚 along which the objective function value
locally decreases, and any constraints are obeyed,

2) Performing line search along 𝑑𝑑𝑚𝑚 to find 𝑥𝑥𝑚𝑚+1 such that 𝑓𝑓(𝑥𝑥𝑚𝑚+1) attains its
minimum value.

In the following are outlined three well known gradient methods used in engineering 
design. 

Steepest Descent Method 
The steepest descent (also gradient descent) method can be considered as a simplest 
widely used gradient method. According to this method the 𝑑𝑑𝑚𝑚 is determined by 
maximum decrease in the function values i.e. the antigradient vector at the current point 
𝑚𝑚 (Iqbal, 2013). Thus,   

𝑑𝑑𝑚𝑚 = −∇𝑓𝑓(𝑥𝑥𝑚𝑚), (1.9) 

and the relation (1.8) can be rewritten as 
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𝑥𝑥𝑚𝑚+1 = 𝑥𝑥𝑚𝑚 − 𝛾𝛾𝑚𝑚∇𝑓𝑓(𝑥𝑥𝑚𝑚). (1.10) 

The step size 𝛾𝛾𝑚𝑚 is determined so that 𝑓𝑓(𝑥𝑥𝑚𝑚 − 𝛾𝛾𝑚𝑚∇𝑓𝑓(𝑥𝑥𝑚𝑚)) attains minimum value. 
For example, if the Hess matrix can be computed i.e. the second order derivatives exists, 
the 𝛾𝛾𝑚𝑚 can be evaluated as 

𝛾𝛾𝑚𝑚 =
𝑔𝑔𝑚𝑚𝑇𝑇𝑔𝑔𝑚𝑚
𝑔𝑔𝑚𝑚𝑇𝑇𝐻𝐻𝑚𝑚𝑔𝑔𝑚𝑚

, (1.11) 

where 𝑔𝑔𝑚𝑚 is gradient (𝑔𝑔𝑚𝑚 = ∇𝑓𝑓(𝑥𝑥𝑚𝑚)) and 𝐻𝐻𝑚𝑚 is the Hess matrix in step n 

𝐻𝐻(𝑥𝑥) =

⎣
⎢
⎢
⎢
⎢
⎡

𝜕𝜕2𝑓𝑓
𝜕𝜕𝑚𝑚1

2
𝜕𝜕2𝑓𝑓

𝜕𝜕𝑚𝑚1𝜕𝜕𝑚𝑚2
… . 𝜕𝜕2𝑓𝑓

𝜕𝜕𝑚𝑚1𝜕𝜕𝑚𝑚𝑛𝑛
𝜕𝜕2𝑓𝑓

𝜕𝜕𝑚𝑚2𝜕𝜕𝑚𝑚1

𝜕𝜕2𝑓𝑓
𝜕𝜕𝑚𝑚2

2 … . 𝜕𝜕2𝑓𝑓
𝜕𝜕𝑚𝑚2𝜕𝜕𝑚𝑚𝑛𝑛… . . . . . . . . . . . . .

𝜕𝜕2𝑓𝑓
𝜕𝜕𝑚𝑚𝑛𝑛𝜕𝜕𝑚𝑚1

𝜕𝜕2𝑓𝑓
𝜕𝜕𝑚𝑚𝑛𝑛𝜕𝜕𝑚𝑚2

… . 𝜕𝜕2𝑓𝑓
𝜕𝜕𝑚𝑚𝑛𝑛2 ⎦

⎥
⎥
⎥
⎥
⎤

, (1.12) 

The implementation of the 2D steepest descent method is shown in Figure 1.5. 

Figure 1.5.Implementation of steepest descent method, training neural network (Quesada) 

It can be seen from the Figure 1.5 that the step size is vanishing. Without Hess matrix 
the step size can be computed as 

𝛾𝛾𝑚𝑚 = 𝑔𝑔𝑛𝑛𝑇𝑇𝑔𝑔𝑛𝑛𝛾𝛾�2

2(�̂�𝑓−𝑓𝑓(𝑚𝑚𝑛𝑛)+𝛾𝛾�𝑔𝑔𝑛𝑛
𝑇𝑇𝑔𝑔𝑛𝑛

, (1.13) 

where 
𝛾𝛾� = 𝛾𝛾𝑚𝑚−1,  𝑓𝑓� = 𝑓𝑓(𝑥𝑥𝑚𝑚 − 𝛾𝛾�𝑔𝑔𝑚𝑚), (1.14) 

Latter formulas are applicable when the objective function is differentiable only one 
time. 
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Newton’s Method 
First it should be noted that the Newton method is most widely known for solving 
algebraic equations. Herein the Newton’s method is considered for optimisation. In the 
case of Newton’s method, the update of the design variable can be performed as  

𝑥𝑥𝑚𝑚+1 = 𝑥𝑥𝑚𝑚 − 𝛾𝛾𝑚𝑚𝐻𝐻𝑚𝑚−1𝑔𝑔𝑚𝑚. (1.15) 

The Newton method converges faster in comparison with steepest descent method 
(second order convergence) but needs better initial solution to converge at all. In classical 
Newton method the step size 𝛾𝛾𝑚𝑚is taken equal to one. The computations by formula 
(1.15) can be performed up to the gradient is less than 𝜀𝜀  (given value, depend on 
accuracy requirements for particular problem) or difference between to sequential 
values of 𝑥𝑥 satisfy the condition |𝑥𝑥𝑚𝑚+1 − 𝑥𝑥𝑚𝑚| < 𝜀𝜀. Note that, the convergence is not 
guaranteed - it depends on starting point used. For this reason, in numerical algorithms, 
it is suggested to use some loop control variable and interrupt computations when this 
variable attains its upper limit value (this allow to avoid infinite loops). 

Augmented Lagrange multipliers method 
The Lagrange multipliers method exploits gradient, but its general working principle 
differs from above described gradient methods. In the case of Lagrange multipliers 
method, the initial optimisation problem is converted to system of equations and then 
solved. Let us consider optimisation problem in form (1.1)–(1.4). The Lagrange function 𝐿𝐿, 
corresponding to considered optimisation problem, can be expressed as 

𝐿𝐿 = 𝑓𝑓(𝑥𝑥) + �𝜆𝜆𝑘𝑘ℎ𝑘𝑘

𝑙𝑙

𝑘𝑘=1

+ �𝜇𝜇𝑖𝑖𝑔𝑔𝑖𝑖

𝑚𝑚

𝑖𝑖=1

, (1.16) 

where 𝜆𝜆𝑘𝑘and 𝜇𝜇𝑖𝑖stand for the Lagrange multipliers of the constraint functions in form of 
equalities and inequalities, respectively. Equalising the strong variation of the Lagrange 
function to zero (𝛻𝛻𝐿𝐿 = 0), one obtains 

𝛻𝛻𝑓𝑓(𝑥𝑥∗) + �𝜇𝜇𝑖𝑖𝛻𝛻𝑔𝑔𝑖𝑖(𝑥𝑥∗)
𝑚𝑚

𝑖𝑖=1

+ �𝜆𝜆𝑗𝑗𝛻𝛻ℎ𝑗𝑗(𝑥𝑥∗)
𝑙𝑙

𝑗𝑗=1

= 0, (1.17) 

ℎ𝑘𝑘(𝑥𝑥∗) = 0, (𝑘𝑘 = 1 … 𝑙𝑙), 𝜇𝜇𝑖𝑖𝑔𝑔𝑖𝑖(𝑥𝑥∗) = 0, 𝜇𝜇𝑖𝑖 ≥ 0, (𝑚𝑚 = 1 …𝑚𝑚). (1.18) 

Solving the system of equations (1.17)–(1.18) one obtains the optimal solution 𝑥𝑥∗. 
The conditions (1.17)–(1.18) are known as Karush–Kuhn–Tucker necessary optimality 
conditions (Kuhn & Tucker, 1951). Thus, the conditions (1.17)–(1.18) can be checked also 
in the cases when any other gradient based method is applied.  

1.2.3 Discrete optimisation 
Obviously, the complex engineering design problems may involve integer or discrete 
variables. Based on literature the cutting plane methods are most widely used methods 
for discrete/integer programming. The basic steps of the cutting plane methods can be 
given as (Belegundu & Chandrupatla, 2012; Chong & Zak, 2013) 
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− Instead of integer programming problem is solved corresponding problem with
real variables i.e. the variables are relaxed (relaxation method). If the obtained
optimal solution appears integer, then the initial problem is solved.

− If the solution includes real valued variables, the linear constraints will be
applied so that feasible integer solutions are available. The idea is to exclude
non-integer solutions to the problem.

To explain the method, let us consider simple sample problem: 

⎩
⎪
⎨

⎪
⎧

4𝑥𝑥1 + 6𝑥𝑥2 → 𝑚𝑚𝑚𝑚𝑚𝑚
2𝑥𝑥1 + 2𝑥𝑥2 ≥ 5
𝑥𝑥1 − 𝑥𝑥2 ≤ 1
𝑥𝑥1, 𝑥𝑥2 ≥ 0 

𝑥𝑥1, 𝑥𝑥2 𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑔𝑔𝑖𝑖𝑖𝑖

. (1.19) 

The solution of relaxed problem where 𝑥𝑥1, 𝑥𝑥2 may have real values gives solution 
where 𝑥𝑥1 = 1.75 and 𝑥𝑥2 = 0.75. Thus, by applying constraint on variable 𝑥𝑥1 as shown in 
Figure 1.6 will eliminate real valued solutions in interval 𝑥𝑥1 ∈ (1,2).  

Figure 1.6. Cutting plane method. Adding constraint on variable 𝑥𝑥1(Smith &Taskin, 2008) 

Depending on particular cutting plane methods and software used the solutions can 
be found separately or together for two separated domains. The relaxation and cutting 
may be applied iteratively up to all design variables will have integer values. The most 
widely used cutting plane method is branch and bound method. 
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1.2.4 Non-traditional, global optimisation  
Since traditional optimisation methods cover poorly or do not cover certain needs of 
complex real-world engineering design problems (global optimum, mixed integer and 
discrete variables, etc) new non-traditional optimisation techniques are introduced, 
referred often as global optimisation methods. The non-traditional optimisation 
methods are inspired from nature (biological, physical structures and processes). Many 
nature-based methods and its variations are available in literature: 

− genetic algorithms (GA) (Holland, 1975; Deb, 2000),  
− particle swarm optimisation (PSO) (Kennedy & Eberhart, 1995), 
− ant colony optimisation (ACO) (Dorigo, 1992), 
− differential evolution (DE) (Storn & Price, 1997), 
− simulated annealing (SA) (Reguera & Cortínez, 2016), 
− evolutionary programming (EP) (Keller 2010; Zitzler & Thiele, 1999), 
− Tabu search, etc (Glover, 1990). 

In engineering design are dominating genetic algorithms, widely used are also other 
nature-based methods like PSO, DE and ACO. For these reasons in the following the 
working principles of GA are explained in more details, and PSO and ACO are described 
in brief. 

Genetic algorithms  
GA is inspired from by Charles Darwin's theory of natural evolution as common for 
population-based methods. Originally, the binary coding based GA, was introduced in 
(Holland, 1975). GA has three main encoding types (binary, real value and permutation) 
covering different problems (Deb, 2000; Sahman, et al., 2009). General flowchart of GA 
is depicted on Figure 1.7. First the initial population will be generated using random and 
applying rules, constraints depending on particular problem. Next, the fitness function is 
evaluated. Most commonly this is objective function or its normalised/converted form. 
The following three basic operators need more detailed description. First of them,  
the selection operator is responsible for selection individuals for reproduction. There are 
several selection rules available in literature like roulette wheel selection, rank selection, 
tournament selection, Boltzmann selection, etc. The simplest is the tournament selection 
according to which n individuals selected from population compete against each other 
and the individual with the highest fitness participates in crossover. However, this rule 
has drawback, diversity is preserved, since the individuals have equal chance to be 
selected for tournament.  
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Figure 1.7. Flowchart of the GA (Vaissier et al., 2019) 

One of most widely used selection method is the roulette wheel selection. Selection in 
this method is proportional to the fitness function of individual (Figure 1.8). 

Figure 1.8. Roulette wheel selection (Chunka et al., 2018) 
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The probability of an individual being selected as a parent for crossover is given in 
(Jebari & Madiafi, 2013) 

𝑝𝑝(𝑘𝑘) =
𝑓𝑓(𝑘𝑘)

∑ 𝑓𝑓(𝑚𝑚)𝑁𝑁
𝑖𝑖=1

. (1.20) 

In (1.20) 𝑝𝑝(𝑘𝑘) is the probability to be selected for individual 𝑘𝑘, 𝑓𝑓(𝑘𝑘) and 𝑁𝑁 stand for 
fitness function and size of the population, respectively. Obviously, the probability of 
an individual being selected 𝑝𝑝(𝑘𝑘) ∈ [0,1]. Thus, it is extremely simple to simulate 
computationally the wheel rotation – it can be generated just random number in interval 
[0,1] and check to which sector it belongs. In crossover operator the selected individuals 
produce offsprings (children). The crossover scheme corresponding to binary coding is 
shown in Figure 1.9. 

Figure 1.9. Double point cross-over operator (Arram & Ayob, 2019) 

In Figure 1.9 here are two cross-over points. The first offspring get the first two data 
units from parent 1, next three data units from parent 2 and last four data units again 
from parent 1. The second offspring gets all data units not used for the first offspring. 
In the case of long chromosomes here may be used multiple point cross-over operators, 
where change of parents for selection of alleles for offspring is made multiple times. 
Also, the breakpoints (locations where parents are changed) are normally generated by 
random.  

After crossover the chromosomes are subjected to mutation. The aim of mutations is 
to prevent convergence to local minimum. The mutation of a bit changing 0 to 1 and 
vice-versa. The mutation of chromosomes is performed with given mutation probability 
(mutation coefficient is commonly taken small like 0.005, since large mutation lead to 
perturbations, loss of convergence).  

Next step is to compute fitness values for new mutated individuals (Figure 1.7). 
The reinsertion and following survival selection are performed based on values of the 
fitness functions, but also based on distance between individuals (too much similar 
individuals is not the best). Here in most of algorithms the size of population is kept 
constant. Finally, the termination condition is checked and if needed, the control is 
returned to selection operator. The termination condition may be given by number of 
generations, also values of convergence parameters, etc. 

Particle swarm optimisation 
PSO is based on simulating bird flocking, fish schooling or sociological behaviour of a 
group of people (Kennedy & Eberhart, 1995). The population of solutions is called swarm 
and individuals are called particles. First the random solutions (particles) are generated, 
where each particle has speed and coordinate for moving in 𝑑𝑑 dimensional space. 
The flying is modified according to particles flying experience and that of other particles 
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present in the swarm. The particles have memory and each of them keeps track of its 
previous (local) best position (Marini & Walczak, 2015). 

Differential evolution algorithm 
DE can be considered as modification of GA (Storn & Price, 1997). The population is 
updated by adding the weighted difference between two population vectors to the third 
population vector. The main difference between GA and DE is that constructing better 
solutions in genetic algorithms rely on crossover, but in DE relies on mutation operator. 
The mutation operation is employed as a search mechanism and selection operation to 
direct the search toward the prospective domains. The non-uniform crossover utilised in 
DE allows to that offspring vector parameters from one parent more often than it does 
from others. 

Ant colony optimisation  
ACO is a genetic algorithm inspired by an ant’s natural behaviour introduce in (Dorigo, 
1992). The aim is to model the behaviour of ants searching an optimal path between 
their colony and a source of food (see Figure 1.10).   

Figure 1.10. ACO, searching an optimal path between colony and a source of food (Santosa, 2015) 

Basic principles of ACO can be outlined as: 
− ants use pheromones to find the shortest path between home and food source 
− pheromones evaporate quickly 
− ants prefer to use shorter paths with denser pheromone. 

In can be seen from Figure 1.10 that after certain training the initial longer path (left) 
has been replaced by shorter path (right).  

1.2.5 Hybrid methods 
As it can be assumed the hybrid methods are considered as combination of two or more 
optimisation methods. Obviously, many combinations are available. Herein are discussed 
some combinations used widely in engineering design. The general aim of the hybrid 
methods is to combine advantages of the methods it includes. Thus, in the case of 
complex engineering design problems it is reasonable to apply first selected global 
optimisation method (provide/assume convergence to global optimum) and then 
perform local search with gradient based etc. methods (provide fast convergence and 
avoid perturbations). One widely used method in engineering is hybrid genetic algorithm 
(HGA), where GA is combined with some gradient, etc. method. However, in the case  
of integer variables latter approach is not applicable and the GA can be combined  
with some integer programming methods like Hill climbing or branch and bound.  
In mainstream first is applied GA (global search) and then gradient, Hill, etc. method 
(local search). In Figure 1.11 is shown the convergence of the HGA to global optimum, 

 



23 

where first is applied GA and then for local reach Hill Climbing methods (Yun & Moon, 
2003).  

Figure 1.11. Convergence of HGA to global optimum, GA+Hill climbing (Yun & Moon, 2003) 

This does not mean that GA cannot be used for local search, especially its 
modifications. For example, in (Martínez & Lozano, 2007) the GA is tuned for local search. 
PSO is combined often with SA (Javidrad, 2018), but also with GA (Allahyari et al., 2016; 
Vosoughi & Gerist, 2014). The hybrid algorithm found often use in hierarchical/multilevel 
optimisation (Ferreira et al., 2014; Herranen et al., 2018).  

1.2.6 Multicriteria optimisation 
In the case of multicriteria optimisation problems here are two or more functions 
subjected to minimisation/maximisation. The functions subjected to maximisation 
minimisation can be normalised according to (1.5) and (1.6), respectively. As results all 
objective function are subjected to minimisation and are in the same range. Thus, 
without restrictions, the multicriteria optimisation problem can be formulated as 

𝑓𝑓(�̅�𝑥) = [𝑓𝑓1(�̅�𝑥), 𝑓𝑓2(�̅�𝑥), … , 𝑓𝑓𝑟𝑟(�̅�𝑥)] → 𝑚𝑚𝑚𝑚𝑚𝑚, (1.21) 

subjected to constraints (1.2)–(1.4). 
Based experience acquired in workgroup it can be mentioned that to start from 

selection of optimisation method is not the best choice.  Preliminary analysis is 
necessary. First it is needed to select optimisation strategies 

− to apply Pareto concept,
− to combine objectives to one and apply single criterion optimisation.

Latter selection is not always strict and needs additional work. Namely, it is reasonable 
to combine non-contradictive criteria into one and apply Pareto concept to contradictive 
criteria. The fact, that the two selected criteria are contradictive (or not), can be checked 
by performing preliminary pairwise analysis of criteria. Furthermore, latter work may be 
comprehensive if the number of criteria is large and here is needed to apply both 
strategies, since some criteria are contradictive and some not. However, omitting this 
preliminary study of optimality criteria may lead to incorrect/partial results.  
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Weight-based (Archimedean) approaches 
The most widely use weight-based approach is obviously the weighted sum method. 
The reason why the weighted sum method is commonly used is its simplicity. According 
to weighted sum method the objective functions are combined in to one objective based 
of the following relations (Hajkowicz & Higgins, 2008) 

𝑓𝑓𝑊𝑊𝑊𝑊𝑊𝑊 = �𝑤𝑤𝑖𝑖

𝑟𝑟

𝑖𝑖=1

𝑓𝑓𝑖𝑖(�̄�𝑥) → 𝑚𝑚𝑚𝑚𝑚𝑚, (1.22) 

where the objective functions 𝑓𝑓𝑖𝑖(�̄�𝑥) are normalised according to formulas (1.5)–(1.6). 
The weights 𝑤𝑤𝑖𝑖  characterise the importance of particular objective function and are 
subjected to the following constraints: 

�𝑤𝑤𝑖𝑖

𝑟𝑟

𝑖𝑖=1

= 1, 0 ≤ 𝑤𝑤𝑖𝑖 ≤ 1. (1.23) 

After combining objective functions (1.21) the multicriteria optimisation problem is 
converted to single criterion optimisation and the above described methods for single 
criterion optimisation are applicable. The drawback of the weighted sum method is that 
it provides limited information in the case of contradictive objectives and that function 
(1.22) does not cover complex relations between objectives.  

In order to cover more complex relations between objectives the weighted sum 
method has been generalised/upgraded to compromised programming method. In the 
case of latter method, the objectives are combined as  

𝑓𝑓𝐶𝐶𝐶𝐶𝑊𝑊 = ��(𝑤𝑤𝑖𝑖𝑓𝑓𝑖𝑖)
𝑟𝑟

𝑖𝑖=1

𝑐𝑐

�

1
𝑐𝑐

. (1.24) 

The coefficient 𝑐𝑐 is the importance of maximal deviation. In the case c>1 the deviations 
from ideal results are not penalised proportionally. The larger deviations are penalised 
more strictly (relation may be exponential etc.). In the case of c = 1 the compromise 
programming method reduces to the weighted summation method. Application of the 
compromise programming method is not substantially more complicated than weighted 
summation method, but it provides better results for problems where large deviation is 
critical (medicine, space applications, etc.). In (Majak et al.,2012) the weighted sum and 
compromise programming techniques are employed for design optimisation of car 
frontal protection systems, since the objectives considered, the peak force and 
difference between the maximal and the minimal force, appears not contradictory. 
There are number of other weight-based methods available. Herein are selected widely 
used methods in engineering design. 

Pareto concept 
The Pareto optimality concept for multicriteria optimisation was introduced by the 
French-Italian economist Vilfredo Pareto. The Pareto front allows to evaluate one 
objective against another (Mohammad, 2005). Pareto has made the famous observation 
that 20% of the population of Italy owned 80% of the property. The Pareto concept can 
be formulated as: a design is considered Pareto optimal if there does not exist any other 
design which improves the value of any of its objective criteria without deteriorating at 
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least one other criterion (Brisset & Gillon, 2015). The dominance between two solutions 
can be expressed as 𝑥𝑥1 dominates 𝑥𝑥2 if 
 

𝑓𝑓𝑖𝑖(𝑥𝑥1) ≤ 𝑓𝑓𝑖𝑖(𝑥𝑥2) (1.25) 
 for all objective functions 
 

𝑓𝑓𝑗𝑗(𝑥𝑥1) < 𝑓𝑓𝑗𝑗(𝑥𝑥2) (1.26) 
 for at least one objective function. 

A design 𝑥𝑥∗ is said to be nondominated (Pareto optimal) if no other feasible design 
dominates it. The set of all non-dominated designs forms the Pareto front (Figure 1.12). 
This non-dominance principle leads to solution where the lowest points in graph should 
be connected (forming Pareto front) and the remaining points should be deleted.  
In (Aruniit et al., 2011) the design of particulate filled composite plastic materials from 
recycled glass fibre reinforced plastics was studied and the Pareto concept was applied 
for cost and combined function of mechanical characteristics. It was determined by the 
preliminary analysis that the mechanical characteristics (the elongation at break and 
tensile strength) are not in contradiction and thus, corresponding criteria were combined 
into one objective by utilising the weighted sum technique (𝑓𝑓 = 𝑓𝑓1 + 𝑓𝑓2). The obtained 
combined criterion appears in contradiction with cost, thus the Pareto concept was 
applied.   

Figure 1.12. Pareto front. The combined objective (𝑓𝑓 = 𝑓𝑓1 + 𝑓𝑓2) versus cost 𝑓𝑓3 (Aruniit et al., 2011) 

Note, that each point in Pareto front is optimal solution. Thus, decision makers can 
use additional consideration for final decision like best available solution for given cost, 
etc. Obviously, the Pareto front gives valuable information and provide flexible 
possibilities for final choice. In practice often are selected points on Pareto front before 
sudden ascend. 

It is interesting that the Pareto front may be also non-continuous. In (Herranen et al., 
2011) the design and testing of sandwich structures with different core materials is 
studied. The material properties corresponding to different cores used in design were 
different and obviously not continuous. In this reason one obtains the following Pareto 
front (Figure 1.13).  
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Figure 1.13. Maximum stress vs cost of the sandwich structure 

Finally, here is possible that Pareto front contains one point or number of closed 
points only. This refer to the situations where the objective functions are not in 
contradiction and the use of Pareto concept is not justified (preliminary analysis is not 
carefully done).  

1.3 Conclusions 
In first chapter is given an overview on glass structures and optimisation methods used 
widely in engineering design.  

Laminated glass composite panels can be considered as engineering structures with 
outstanding strength and stiffness properties. The viscoelastic/plastic interlayer used 
allows to attain high safety standards and sound absorbing properties.  
In order to develop an accurate glass laminated composite plate analysis models, here is 
need to   

− determine material properties of the glass layers and interlayer (non-destructive
and mechanical tests),

− consider effect of residual stresses in glass (experimental determination,
numerical modelling).

As rule the global optimisation methods need some featuring/tuning for particular 
problems (determining design space, population size, selection methods, mutation rate, 
elitism, etc.). 

In the case of complex real world engineering design problems, which may include 
nonlinearity, mixed integer variables, constraints and etc. it is reasonable to employ 
global optimisation methods or hybrid methods where global optimisation is combined 
with some faster technique (gradient method, etc.) in order to find global optimum in 
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reasonable time. For structural optimisation problems the GA and PSO and most widely 
used (for general problems the priorities of the methods are not known). 
In the case of simpler design problems, where gradient methods are applicable the 
Levenberg-Marquart method can be suggested (one of most widely used), since it 
combines the advantages of the steepest descent and Newton methods (wide 
convergence domain and fast convergence rate).  

In the case of hybrid algorithm where global some optimisation technique is combined 
with gradient method, the time needed to global optimisation technique is several 
magnitudes higher, and thus the gradient method can be selected based on wider 
convergence domain. 

In the case of multicriteria optimisation problems it is extremely important 
thoroughgoing preliminary analysis of the problem for selection right optimisation 
strategies, possible decomposition, simplification of the problem. 

1.4 Objectives of the research 
Main goal of the current study is to develop the methodology for an accurate analysis 
and design of glass panels and laminated glass composite panels. In order to achieve the 
posed goal and all sub-objectives, the following activities have been performed: 

Activity 1: Experimental study for evaluation of the stiffness properties of the glass 
layer and interlayer. 

Activity 2: Development of methodology for evaluation of the plane residual stress 
tensor. The measurement of normal residual stresses and determination of the shear 
stress component by solving design optimisation problem. 

Activity 3: Development of strategy/methodology for integration residual stresses in 
FEM model. 

Activity 4: An advanced optimisation methods and tools have been employed for 
analysis of glass structures. 

1.5 Main hypotheses of the research 
The main hypotheses of the current study can be pointed out as: 
 
H1: The accuracy of the analysis models of the glass panels and laminated glass 
composites panel can be improved by taking account the effect of residual stresses. 

 
H2: A simple and effective algorithm can be developed for estimation the value of the 
residual shear stress based on rotation formulas of the stress tensor and appropriately 
planned measuring of residual normal stresses. 

 
H3: The error of the experimentally measured residual normal stress can be estimated 
as difference of the theoretical and experimental value. 

 
H4: An advanced, global optimisation techniques based methods and tools can be 
utilised for design optimisation of laminated glass structures. 
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2 Experimental study 
As mentioned above, for numerical modelling laminated glass composite panel, first the 
mechanical properties of the all layers should be determined. Additionally, the effect of 
residual stresses caused by high temperature applied during manufacturing process 
should be considered. In the following the experimental study performed for evaluation 
of the material properties of glass layers and interlayer is described. All tests except 
measuring residual stresses are performed in laboratories of Department of Mechanical 
and Industrial Engineering in the Tallinn University of Technology. The residual stresses 
of the glass have been measured in private company GlasStress Ltd. 

2.1 Glass layer and its properties 
Nowadays the sustainable approach should be implemented in experimental study if it 
is available. In the current study, the following two kind of tests have been performed 
for evaluating glass layer of the laminate: 

− determining the stiffness properties (elastic properties),

− determining the strength properties.

The stiffness properties are determined using non-destructive testing without 
generating waste and strength properties using mechanical testing. The results from the 
test are expected to be similar to the values described in chapters 1.1.1 and 1.1.2. 

2.1.1 Acoustic method for measuring elasticity properties of the glass layer 
In the current study the glass layer is considered as an isotropic material. The isotropic 
material is characterised with two independent elastic material parameters which can be 
determined by an indirect method based on the measurement of longitudinal pressure 
wave (P-wave) and shear wave (S-wave) speeds in solid. The wave speed is determined 
by the measurement of the time of flight of the individual pulses of P- and S-waves 
between reflecting surfaces (Figure 2.1). Up to three repetitive tests have been 
performed. 

Figure 2.1. Measuring time of flight of the individual pulses of P-waves (Publication IV, 2019) 
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The time of flight of the individual pulses of P-waves between first and second 
reflection is denoted by ∆𝑖𝑖 in Figure 2.1. The signal is generated by JSR DPR300 pulse 
generator (Figure 2.2). 

Figure 2.2. Set up for measuring P-wave and S-wave speeds (Publication IV, 2019) 

Piezoelectric broadband contact transducer Olympus M110 (central frequency 5MHz) 
is utilised to generate P-wave and transducer V151 (central frequency 0.5MHz) to 
generate S-wave. Assuming, the density of the glass is known (Chapter 1.1.1), the bulk 
modulus M and shear modulus G can be computed as (2.1) (Auriemma, 2017). 

𝑀𝑀 = 𝑐𝑐𝐶𝐶2𝜌𝜌;  𝐺𝐺 = 𝑐𝑐𝑠𝑠2𝜌𝜌, (2.1) 

where 𝜌𝜌 is a material density, respectively, 𝑐𝑐𝐶𝐶 and 𝑐𝑐𝑠𝑠 stand for the wave speeds of the P 
and S waves. In the case of isotropic material, the Young modulus 𝐸𝐸 and Poisson ratio 𝜈𝜈 
can be determined in terms of known bulk modulus M and shear modulus G (2.2) and 
(2.3) respectively (Auriemma, 2017).   

𝐸𝐸 =
𝐺𝐺(3𝑀𝑀 − 4𝐺𝐺)

𝑀𝑀 − 𝐺𝐺
, (2.2) 

𝜈𝜈 =
𝑀𝑀 − 2𝐺𝐺

2𝑀𝑀 − 2𝐺𝐺
, (2.3) 

The measured pressure- and shear wave speeds, also the computed values of elastic 
properties of the glass layer are shown in Table 2.1 (Publication IV, 2019).  
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Table 2.1. Pressure and shear wave speeds and elastic properties of the glass layer (Publication II) 

h 
[mm] 

𝜌𝜌 
[kg/m3] 

𝑐𝑐𝐶𝐶  
[m/s] 

𝑐𝑐𝑠𝑠 
[m/s] G [GPa] E [GPa] 𝜈𝜈 

Float 
glass 7.88 2486±3 5914±39 3506±5 30.55±0.5 75.11±0.5 0.23±0.01 

Tempered 
glass 7.92 2486±7 5852±58 3433±2 29.30±0.1 72.53±0.5 0.24±0.01 

As it can be seen from Table 2.1, that the values of the wave speed and elastic 
parameters corresponding to the float and tempered glass are a quite close. Both, the 
pressure and shear wave speed are little higher (less than 3%) in the case of float glass. 
The Young and shear modulus are also higher in the case of the float glass (less than 5%). 
The value of the Poisson ratio is higher in the case of tempered glass (less than 5%).   

Note, that in the case of glass the elastic properties depend on thickness on the glass 
sheet. Even more interesting – in the case of thin sheet the Young modulus is higher in 
the case of float glass and in the case of thicker sheets (over 10mm) the Young modulus 
is higher in the case of tempered glass. (Costa et al., 2006). 

2.1.2 Four-point bending test for measuring strength properties of the glass layer and 
laminate 
In order to determine the bending strength of the glass layer the following standardised 
four-point bending experiments were prepared on an Instron (Figure 2.3). The same test 
has been used for evaluating laminated glass panel. 

Figure 2.3. Setup of four-point bending test 

The dimensions of the glass sheet used were (same for laminate): length 500 mm, 
width 200 mm, thickness 4mm/8mm. The distance between supporting rollers was 
450mm and the distance between bending rollers 90mm. The bending strength is 
determined according to standard EN-ISO 1288-3 (Fors, 2014). In order to avoid excessive 
shattering, the specimens were wrapped into transparent film. The load speed 2 MPa/sec 
was used and the bending strength and the loading time up to failure is given in Table 2.2. 
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Table 2.2. Glass panel. The bending strength and the loading time up to failure 

Glass type 

Actual 
thickness 

[mm] 
Bending 

strength [kN] 

Time at 
max load 

[sec] 

1 Float glass 3.85 0.24 20 

2 Float glass 3.86 0.25 21.1 

3 Float glass 7.89 1.45 30.5 

4 Float glass 7.89 1.3 27.3 

5 Float glass 7.88 1.48 30.8 

6 Tempered glass 7.91 3.81 79.4 

7 Tempered glass 7.88 3.51 73.1 

In the first two data rows and next three data rows of the Table 2.2 are given float 
glass panels with approximate thickness 4mm and 8 mm, respectively (exact thickness of 
each panel is shown in column 2). As it can be observed from Table 2.2, increasing the 
thickness of the glass panel twice will result increase of the bending strength over five 
times and increase of the load time up to failure about 1.5 times. In the last two rows of 
the Table 2.2 are given measuring data for tempered glass panels. Comparing these data 
with the data of the float glass panel of the same thickness one can observed that both, 
the bending strength and the load time up to failure increase over two times. Note, that 
the results given in Table 2.2 are obtained for particular selected glass panel but give also 
general understanding on strength behaviour of float and tempered glass panels. 
The location of the failure was in centre of the plate except second specimen when 
failure occurs at bending roller. The same setup has been used for evaluation of the 
laminated glass composite panels with the same geometry. Corresponding results are 
presented in Table 2.3.  

Table 2.3. Laminated glass composite panel. The bending strength and the loading time up to 
failure 

Actual 
thickness [mm] 

Bending 
strength [kN] 

Time at max 
load [sec] 

Laminate with float glass and PVB 8.42 0.91 19 
Laminate with float glass and 

acoustic film 8.50 0.67 14.1 
Laminate with tempered glass and 

PVB 8.39 2.7 56.9 
Laminate with tempered glass and 

acoustic film 8.49 2.58 54.3 
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It can be observed from Table 2.3, that the bending strength of the laminates with PVB 
interlayer outperform that of the laminates with acoustic film interlayer. However, the 
differences of the bending strength are not drastical and the acoustic interlayer has 
obviously extra goal- to improved acoustic characteristics of the panel. Using tempered 
glass in laminate provide increase of bending strength near three times. For this reason, 
the tempered glass is widely used in laminates.  

2.2 Interlayer 
Standardised tensile tests were carried out to determine the stiffness and tensile 
strength properties of the interlayer. The testing apparatus was Instron Series 5800 
electromechanical test system. The testing specimen type 5 was chosen according to ISO 
527-3 (Figure 2.4). 

Figure 2.4. Specimen geometry 

The tests were performed according to ISO-527-1 (Chen et al., 2016) and ISO-527-3 
(Molnar et al., 2012) at room temperature at three different speeds: 500, 200 and  
10 mm/min. Young’s Modulus was determined at strain range between 0,0005 
and 0,0025. The tensile strength was determined by breaking of the specimen, the 
corresponding values of the stress and strain were evaluated. The stress-strain 
relationship for different speed-rates is depicted on Figure 2.5. 

 

Figure 2.5. Tensile stress-strain graph (untreated PVB 0,76 mm) 

 

 



33 

From three to five repetitive tests were performed for each dataset and obtained 
results are given in Table 2.4. 
 
Table 2.4. Stiffness and strength characteristics of 0,76 mm thick PVB interlayers 

 Young’s Modulus [MPa] 
Speed rate 
 [mm/min] 

PVB Acoustic  
PVB 

Heat treated  
PVB 

Heat treated  
acoustic PVB 

500 2,42±0,11 2,67±0,05 2,16±0,11 2,52±0,07 
200 1,56±0,07 1,97±0,05 [-] [-] 
10 0,97±0,08 0,99±0,02 0,75±0,03 0,85±0,04 

 Tensile stress at break [MPa] 
500 23,89±0,03 20,33±0,05 22,15±0,10 17,96±0,12 
200 24,03±0,06 20,56±0,06 [-] [-] 
10 21,34±0,09 15,63±0,08 19,70±0,04 14,77±0,01 

 Tensile strain at break [%] 
500 488,05±0,05 425,86±0,04 444,36±0,07 394,74±0,07 
200 518,55±0,05 453,90±0,05 [-] [-] 
10 588,76±0,04 555,68±0,05 607,32±0,02 519,52±0,01 

 
Following trends in regard on stiffness and strength can be observed: 

- The heat treatment reduces the stiffness of standard PVB; 
- The heat treatment reduces the stiffness of acoustic PVB; 
- Using acoustic PVB will reduce the strength of the material; 
- The heat treatment reduces the strength of standard PVB; 
- The heat treatment reduces the strength of acoustic PVB. 

Both stiffness and strength properties were time-dependant caused by visco-elastic 
material behaviour. Acoustic PVB appears most sensitive respect to speed rate.  

. 
Comparing the effect of heat treatment with using acoustic interlayer on can conclude 

that: 
- Stiffness properties are more impacted by heat treatment; 
- Strength properties are more impacted by utilising acoustic interlayer. 
The conclusions made are valid for particular materials and dataset used above.  

2.3 Residual stresses in glass 
The testing of residual stress in annealed and tempered soda-lime glass was performed 
by private company GlasStress Ltd. The test equipment exploited for testing was 
scattered light polariscope SCALP-05. Figure 2.6. Specimens 500x200 mm with different 
thicknesses were measured from both tin and air side through the half of the thickness 
with small overlap. The tin side was ascertained with Tin Side Detector UV1301. Three 
different thickness specimens of tempered glass were tested: 4 mm, 8 mm and 4+4 mm 
laminated glass with 0,38 mm PVB interlayer. The setup of the measuring procedure is 
shown on Figure 2.6. 
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Figure 2.6. Measuring of the glass specimen with SCALP-05 

Each specimen was measured along the direction of short (200 mm side) and long  
(500 mm) side from ten different locations and the stress components 𝜎𝜎1 and 𝜎𝜎2 were 
obtained. The testing was performed with 0,01 mm step through the thickness.  
The results from tin and air side were combined into one curve (Figure 2.7). 

 

Figure 2.7. Stress component 𝜎𝜎1 distribution through the thickness for 8 mm tempered glass 
specimen (normal stress on vertical axis and specimen thickness on horisontal axis) 

First were measured the through-the-thickness residual stresses in float glass from air 
side (Figure 2.8) and tin side (Figure 2.9). Here air side is a free upper side of the glass 
during manufacturing process and tin side is opposite side (in contact). The stresses are 
measured from both sides (air and tin) up to middle surface with small reserves. The red 
and blue lines stand for stress components 𝜎𝜎1and 𝜎𝜎2, respectively. Note that these 
components are just stresses along long and short side of the laminated glass specimen 
and not necessarily principal stresses. The stresses are negative (compression) near 
surfaces and positive (tension) near middle surface. Also, in the case of float glass the 
residual stresses remain small (less than 5 MPa).  

Obviously, the values of the residual stresses are significantly higher. The surface 
stresses achieve the values  𝜎𝜎1 = −89.4 MPa,  on 𝜎𝜎2 = −89.9 MPa on tin side and   
𝜎𝜎1 = −88 MPa,  on 𝜎𝜎2 = −89.1 MPa on air side. Similarly, to float glass the compression 
and tension stresses are observed near surface and middle surface, respectively.  
In figures 2.8 and 2.9 the through-the-thickness residual stress distribution is given for 
tempered laminated glass. The marking is conditional due to the lamination technology 
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where the glasses can be joined with both glasses facing air sides outward and both with 
tin side facing outward.  

Figure 2.8. Stresses measured from the air side 

Figure 2.9. Stresses measured form the tin side 

The average values of the stresses, corresponding to different glass sheets and 
laminates, are given in Table 2.5. 
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Table 2.5. Samples and average stress 

Sample 

Total sample 
thickness 

[mm] 

Average 
stress in Tin 
side [MPa] 

Average 
stress in AIR 
side [MPa] 

Float glass sheet (4) 3,85 -2,90 -3,40 
Float glass sheet (4) 3,86 -3,60 -3,30 
Float glass sheet (4) 3,85 -1,80 -2,10 
Float glass sheet (8) 7,89 -3,20 -3,30 
Float glass sheet (8) 7,89 -3,20 -3,30 
Float glass sheet (8) 7,88 -3,40 -3,20 
Float glass sheet (8) 7,88 -3,60 -3,70 

Tempered glass sheet (8) 7,91 -89,10 -89,10 
Tempered glass sheet (8) 7,88 -89,60 -87,90 

Laminate with float glass and PVB 
(4+h_inter+4) 8,42 -2,30 -3,00 

Laminate with tempered glass and 
PVB (4+h_inter+4) 83,39 -101,80 -108,60 

Laminate with float glass and acoustic 
film (4+h_inter+4) 8,50 -2,30 -2,60 

Laminate with tempered glass and 
acoustic film (4+h_inter+4) 8,49 -106,70 -109,20 

As it can be expected, the highest values of the residual stresses were measured in 
the case of tempered glass and laminated glass with tempered glass layers. The impact 
of the interlayer type (PVB or acoustic film) on values of the residual stresses is not 
significant.   
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3  Numerical modelling 
In the following two case studies are considered: the design optimisation of the glass 
canopy panel and modelling residual stresses in glass panel. 

3.1 Design of glass canopy panel 
The work group has long time experience in area of design optimisation of various 
composite and sheet metal structures (Majak et al., 2017; Majak & Pohlak 2010; Kers  
et al., 2010; Pohlak et al., 2010; Karjust et al., 2010; Majak & Pohlak, 2010). Herein these 
techniques are adapted for design of glass structures. To analyse glass panel with point 
fixings, a three-dimensional FEM model is applied. The deformation of the glass canopy 
panel subjected to snow load may exceed the thickness of the panel (Figure 3.1). 

 

Figure 3.1 Glass canopy with point supports 

Figure 3.2. Design variables 

Thereby the behaviour of the panel cannot be described accurately by linear theory. 
A nonlinear plate theory is applied. The stress-strain state of the glass panel is analysed 
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with FEA software (ANSYS) where simulation model with solid elements has been 
developed. For avoiding long calculation times, the general mesh element size of the 
model is delimited with 20 mm. Due to fact the maximum stresses occur around the 
fixing holes, the size of mesh elements around the holes is decreased to 3 mm. Such mesh 
is employed around holes in 40 mm diameter sphere.  

The values of the design variables (Figure 3.2) are chosen based on manufacturing and 
structural limits. Four levels have been considered for the design variables X1, X2, X4 and 
three levels for X5, respectively. The value of the variable X3 is fixed due to technological 
limitations by the fixing manufacturer. Parametrical model according to the values of 
design variables was created in ANSYS Workbench. The maximum stresses occur on the 
edges of fixing holes (Figure 3.3). 

Figure 3.3. Stresses around fixing holes 

In the following, the output data obtained from FE analysis are treated as response 
values. However, the evaluation of the objective functions by means FE simulations is 
time consuming. A common technique for reducing computational cost in optimization 
algorithms is using surrogate models for approximation of the objective functions. 

In the current study the artificial neural networks (ANN) based surrogate models are 
employed to guide the search towards a global optimum. The Marquardt-Levenberg 
algorithm has been applied for training of a two-layer backpropagation artificial neural 
network. This algorithm combines the advantages of the steepest descent (wider 
convergence domain) and Newton (higher convergence speed) methods. The configuration 
of the ANN has been tuned for particular problem. The radbas neurons and purelin 
neurons are used in first and second network layers, respectively.  

At starting point the number of neurons is selected as (Gnana Sheela & Deepa, 2013) 

Nh =
�Nin + �Ntr�

L
, (3.1) 

and the number of neurons is increased by one up to ANN model error is decreasing. 
In (3.1) Nin and Ntr stand for number of inputs and the capacity of the training data, 
respectively. The default value of the learning rate 0.05 has been employed. 

The considered optimisation problem is a mixed integer problem. The design variables 
X1 and X2, describing positions of the holes are real valued, but the radius of the hole 
and thickness have integer values. An analysis of the optimality criteria has been 
performed and different formulations of the optimisation problem are examined.  
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The minimisation of the maximum value of the Von Mises stress and maximum deflection 
are considered as two criteria 

𝑓𝑓1(�̄�𝑥) = 𝑚𝑚𝑚𝑚𝑚𝑚(𝜎𝜎𝑚𝑚𝑚𝑚𝑚𝑚𝑉𝑉𝑙𝑙𝑚𝑚𝑊𝑊𝑖𝑖𝑠𝑠𝑉𝑉𝑠𝑠), (3.2) 

𝑓𝑓2(�̄�𝑥) = 𝑚𝑚𝑚𝑚𝑚𝑚( 𝜀𝜀𝑚𝑚𝑚𝑚𝑚𝑚), (3.3) 

subjected to 
𝑥𝑥𝑖𝑖∗ ≤ 𝑥𝑥𝑖𝑖 ≤ 𝑥𝑥𝑖𝑖∗;   i = 1, … , n, (3.4) 

𝜀𝜀𝑚𝑚𝑚𝑚𝑚𝑚(�̅�𝑥) ≤ 𝜀𝜀𝑚𝑚𝑚𝑚𝑚𝑚∗ (�̅�𝑥), (3.5) 

𝐶𝐶(�̄�𝑥) ≤ 𝐶𝐶∗(�̄�𝑥). (3.6) 

Table 3.1. Objective functions and optimal solutions 

Objective X1 X2 X4 X5 
𝑓𝑓1 394.56 450.00 35 20 
𝑓𝑓2 399.51 450.00 34 20 
𝑓𝑓3 396.52 450.00 35 20 

The objective 𝑓𝑓3(�̄�𝑥) shown in last row of the Table 3.1 is defined as weighted sum of 
the objectives 𝑓𝑓1(�̄�𝑥) and𝑓𝑓2(�̄�𝑥) as  

𝑓𝑓3(�̄�𝑥) = 𝑤𝑤1𝑓𝑓1(�̄�𝑥) + 𝑤𝑤2𝑓𝑓2(�̄�𝑥). (3.7) 

Here the weights 𝑤𝑤1 and 𝑤𝑤2 determine the significance of the corresponding criteria 

𝑤𝑤1 + 𝑤𝑤2 = 1. (3.8) 

In Table 3.1 the values of the design variables are given in original dimensions in order 
to simplify understanding their real meaning.  
The hybrid genetic algorithm (HGA) is adapted for solving above considered mixed 
integer optimisation problem (Zhang et al., 1999; Guessasma et al., 2015; Zhu et al., 
2018). 

As it can be expected the two criteria: minimisation of the maximum Von Mises stress 
and maximum deformations are not conflicting. Thus, the use of weighted summation 
techniques for combining these criteria is justified. Employing the weighted summation 
criterion (3.7) allows to consider two objectives but perform optimisation with one 
combined objective. The weights 1w  and 2w  can be assigned according to significance 
of the objectives (higher weight to more critical objective). 

It can be seen from Figure 3.1 that the values of the design variables corresponding to 
combined objective remains between the values of the single objectives (X1) or coincide 
with these values. Also, the optimal solutions corresponding to different criteria are 
close.  

The values of the thickness (X5) are equal to upper limit since the cost is not considered 
as objective function and constraints on value of the cost (4) applied appears satisfied in 
the case of all optimal designs considered (in general increasing thickness improve 
mechanical performance but increase cost).  
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Next, the cost is considered as third objective. The cost has been observed to be 
conflicting criteria for both above considered criteria and their weighted sum (Figure 3.4) 

 

Figure 3.4. Pareto front. Cost vs. combined mechanical characteristics 

Each point in Pareto front is optimal solution i.e. best available results for particular 
given cost. Moving on Pareto front from right to left, we improve the values of the 
mechanical characteristics (maximum stress and strain values decrease), but the value of 
the cost is increasing at the same time (Figure 3.4).  Obviously, the Pareto front provide 
much more information in comparison with weighted summation etc. techniques. 
However, certain consideration is necessary for selection of the final optimal solution  
(it can be made based on cost or some additional information).  

3.2 Modelling residual stresses in glass panel  
This chapter cover determination of the residual stresses and their incorporation in FEM 
models. 

3.2.1 Determination residual shear stresses in glass 
The shear stresses σ12 in glass panel can be determined based on measured values of 
normal stresses by applying the plane stress tensor rotation formulas. For this reason, 
the following procedure is proposed: 

− The initial coordinate system was specified by long and short sides of the glass 
specimen; 

− The stress components  σ1
exp_0  and σ2

exp_0 were measured in initial coordinate 
system; 

− The stress components σ1
exp_𝜃𝜃 and σ2

exp_𝜃𝜃 were measured in coordinate system 
rotated by angle 𝜃𝜃°; 

− By applying the plane stress tensor rotation formulas, the expected theoretical 
values of the stress componentsσ1

theoret_𝜃𝜃  and σ2
theoret_𝜃𝜃 can be computed as 
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�
σ1
theoret𝜃𝜃 = σ1

exp0 𝑐𝑐𝑐𝑐𝑐𝑐2(𝜃𝜃) + σ2
exp0 𝑐𝑐𝑚𝑚𝑚𝑚2(𝜃𝜃) + 2σ120 sin(𝜃𝜃) cos(𝜃𝜃)

σ2
theoret𝜃𝜃 = σ1

exp0 𝑐𝑐𝑚𝑚𝑚𝑚2(𝜃𝜃) + σ2
exp0 𝑐𝑐𝑐𝑐𝑐𝑐2(𝜃𝜃) − 2σ120 sin(𝜃𝜃) cos(𝜃𝜃)

. (3.9) 

However, the formulas (3.9) are not practically applicable since the value of the shear 
stress  σ120  is unknown. In the following, the value of the shear stress  σ120  is considered 
as design variable and the differences between experimentally measured normal 
stresses σ1

exp_𝜃𝜃 , σ2
exp_𝜃𝜃 and theoretically computed normal stresses σ1

theoret_𝜃𝜃, σ2
theoret_𝜃𝜃

are subjected to minimisation 

𝑓𝑓 = (σ1
theoret𝜃𝜃 − σ1

expθ  )2 + �σ2
𝑡𝑡ℎ𝑉𝑉𝑙𝑙𝑟𝑟𝑉𝑉𝑡𝑡θ −  σ2

exp𝜃𝜃 �
2
→ 𝑚𝑚𝑚𝑚𝑚𝑚. (3.10) 

Substituting formulas (3.9) in (3.10) one obtains objective function with just one 
design variable σ120  

𝑓𝑓 = �σ1
exp0 𝑐𝑐𝑐𝑐𝑐𝑐2(𝜃𝜃) + σ2

exp0 𝑐𝑐𝑚𝑚𝑚𝑚2(𝜃𝜃) + 2σ120 sin(𝜃𝜃) cos(𝜃𝜃) − σ1
expθ  �

2
+

�σ1
exp0 𝑐𝑐𝑚𝑚𝑚𝑚2(𝜃𝜃) + σ2

exp0 𝑐𝑐𝑐𝑐𝑐𝑐2(𝜃𝜃) − 2σ120 sin(𝜃𝜃) cos(𝜃𝜃) −  σ2
exp𝜃𝜃 �

2
→ 𝑚𝑚𝑚𝑚𝑚𝑚. (3.11)

Thus, the necessary optimality condition for optimisation problem considered reads 

𝜕𝜕𝑓𝑓
𝜕𝜕σ12

0 = 0, (3.12) 

Solving equation (3.12) with respect the shear stress  σ120  in initial coordinate system 
gives   

σ120 =
�𝑐𝑐𝑚𝑚𝑚𝑚2(𝜃𝜃) − 𝑐𝑐𝑐𝑐𝑐𝑐2(𝜃𝜃)� �σ1

exp0 − σ2
exp0 � + �σ1

exp𝜃𝜃 − σ2
exp𝜃𝜃 �

4 sin(𝜃𝜃) cos(𝜃𝜃) , (3.13) 

The derived formula (3.13) for evaluating shear stress  σ120  is based on measuring 
residual stresses in two different angles of the coordinate system. The numerical results 
obtained depend on selection the value of the rotation angle 𝜃𝜃. 
In order to obtain more accurate results, the proposed procedure can be extended for a 
number of rotations of the stress tensor by angles 𝜃𝜃1 to 𝜃𝜃𝑚𝑚. By applying the plane stress 
tensor rotation formulas the expected theoretical values of the stress components 
σ1
theoret_𝜃𝜃1  , σ2

theoret_𝜃𝜃1 ,…, σ1
theoret_𝜃𝜃𝑛𝑛   , σ2

theoret_𝜃𝜃𝑛𝑛, corresponding to rotation angles 
𝜃𝜃1,…,𝜃𝜃𝑚𝑚, can be computed as 

σ1
theoret𝜃𝜃1 = σ1

exp0 𝑐𝑐𝑐𝑐𝑐𝑐2(𝜃𝜃1) + σ2
exp0 𝑐𝑐𝑚𝑚𝑚𝑚2(𝜃𝜃1) + 2σ120 sin(𝜃𝜃1) cos(𝜃𝜃1)

σ2
theoret𝜃𝜃1 = σ1

exp0 𝑐𝑐𝑚𝑚𝑚𝑚2(𝜃𝜃1) + σ2
exp0 𝑐𝑐𝑐𝑐𝑐𝑐2(𝜃𝜃1) − 2σ120 sin(𝜃𝜃1) cos(𝜃𝜃1)

… … … … … … … … … … … … … … … … … … … … … … … … … … … …
σ1
theoret𝜃𝜃𝑛𝑛 = σ1

exp0 𝑐𝑐𝑐𝑐𝑐𝑐2(𝜃𝜃𝑚𝑚) + σ2
exp0 𝑐𝑐𝑚𝑚𝑚𝑚2(𝜃𝜃𝑚𝑚) + 2σ120 sin(𝜃𝜃𝑚𝑚) cos(𝜃𝜃𝑚𝑚)

σ2
theoret𝜃𝜃𝑛𝑛 = σ1

exp0 𝑐𝑐𝑚𝑚𝑚𝑚2(𝜃𝜃𝑚𝑚) + σ2
exp0 𝑐𝑐𝑐𝑐𝑐𝑐2(𝜃𝜃𝑚𝑚) − 2σ120 sin(𝜃𝜃𝑚𝑚) cos(𝜃𝜃𝑚𝑚)

(3.14) 
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Again, since the value of the shear stress  σ120  is unknown, the formulas (3.14) are not 
directly applicable. Similarly, to the done above, the shear stress  σ120  can be considered 
as design variable and determined as solution of the following optimisation problem 

𝑓𝑓 = �σ1
theoret𝜃𝜃1 − σ1

expθ1 � 2 + �σ2
theoret𝜃𝜃1 −  σ2

exp𝜃𝜃1 �
2

+ ⋯

+ �σ1
theoret𝜃𝜃𝑛𝑛 − σ1

expθ𝑛𝑛 � 2 + �σ2
theoret𝜃𝜃𝑛𝑛 −  σ2

exp𝜃𝜃𝑛𝑛 �
2
→ 𝑚𝑚𝑚𝑚𝑚𝑚. (3.15)

Applying the stationary condition (3.12) for function (3.15) and considering that the 
experimentally measured values of stresses are given constants one obtains 

𝜕𝜕𝑓𝑓
𝜕𝜕σ120

= 2 �σ1
theoret𝜃𝜃1 − σ1

expθ1 �
𝜕𝜕σ1

theoret𝜃𝜃1

𝜕𝜕σ120
+ 2 �σ2

theoret𝜃𝜃1 − σ2
exp𝜃𝜃1 �

𝜕𝜕σ2
theoret𝜃𝜃1

𝜕𝜕σ120
+ 2 �σ1

theoret𝜃𝜃𝑛𝑛 − σ1
expθ𝑛𝑛 �

𝜕𝜕σ1
theoret𝜃𝜃𝑛𝑛

𝜕𝜕σ120
+

2 �σ2
theoret𝜃𝜃𝑛𝑛 −  σ2

exp𝜃𝜃𝑛𝑛 �
𝜕𝜕σ2

theoret𝜃𝜃𝑛𝑛

𝜕𝜕σ120
= 0 (3.16)

In (3.16) the derivatives can be computed based on formulas (3.14) as 

⎩
⎪
⎨

⎪
⎧ 𝜕𝜕σ1

theoret𝜃𝜃1

𝜕𝜕σ120
= 2 sin(𝜃𝜃1) cos(𝜃𝜃1), … ,

𝜕𝜕σ1
theoret𝜃𝜃𝑛𝑛

𝜕𝜕σ120
= 2 sin(𝜃𝜃𝑚𝑚) cos(𝜃𝜃𝑚𝑚)

𝜕𝜕σ2
theoret𝜃𝜃1

𝜕𝜕σ120
= −2 sin(𝜃𝜃1) cos(𝜃𝜃1), … ,

𝜕𝜕σ2
theoret𝜃𝜃𝑛𝑛

𝜕𝜕σ120
= −2 sin(𝜃𝜃𝑚𝑚) cos(𝜃𝜃𝑚𝑚)

.  (3.17) 

The equation (3.16) can be reorganised as 

2[𝑐𝑐𝑚𝑚𝑚𝑚2(2𝜃𝜃1) + ⋯+ 𝑐𝑐𝑚𝑚𝑚𝑚2(2𝜃𝜃𝑚𝑚)]σ120 + [sin(2𝜃𝜃1) cos(2𝜃𝜃1) + ⋯+ sin(2𝜃𝜃𝑚𝑚) cos(2𝜃𝜃𝑚𝑚)]

�σ1
exp0 − σ2

exp0 � +

�sin(2𝜃𝜃1) �σ2
exp𝜃𝜃1  − σ1

expθ1  � + ⋯+ sin(2𝜃𝜃𝑚𝑚) �σ2
exp𝜃𝜃𝑛𝑛  − σ1

expθ𝑛𝑛  �� = 0   (3.18)

The equation (3.18) is linear with respect to design variable σ120 , and its unique 
solution can be given as 

σ120 =
[sin(2𝜃𝜃1) cos(2𝜃𝜃1) + ⋯+ sin(2𝜃𝜃𝑚𝑚) cos(2𝜃𝜃𝑚𝑚)] �σ1

exp0 − σ2
exp0 � + 𝑐𝑐𝑠𝑠𝑚𝑚𝑚𝑚

2[𝑐𝑐𝑚𝑚𝑚𝑚2(2𝜃𝜃1) + ⋯+ 𝑐𝑐𝑚𝑚𝑚𝑚2(2𝜃𝜃𝑚𝑚)] , (3.19)
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where 

𝑐𝑐𝑠𝑠𝑚𝑚𝑚𝑚 = sin(2𝜃𝜃1) �σ2
exp𝜃𝜃1 − σ1

expθ1  � + ⋯

+ sin(2𝜃𝜃𝑚𝑚) �σ2
exp𝜃𝜃𝑛𝑛  − σ1

expθ𝑛𝑛  � . (3.20)

It can be confirmed, that in the special case where 𝑚𝑚 = 1 the formulas (3.19)–(3.20) 
reduces to (3.13). It is correct to point out that the cost needed to pay for higher accuracy 
is higher number of experiments (the normal stresses should be measured for each value 
of 𝜃𝜃𝑖𝑖  , 𝑚𝑚 = 1, . .𝑚𝑚). 

3.2.2 Error estimation algorithm for residual normal stresses 
The error can be estimated based on the measured values of the normal stresses  σ1

exp_0,
σ2
exp_0 in initial coordinate system and computed shear stress σ120 . Utilising the stress

tensor rotation formulas, the theoretical values of normal stresses σ1
theoret_𝜃𝜃 and 

σ2
theoret_𝜃𝜃 can be computed. The errors of the measured normal stresses can be 

expressed as  

𝑖𝑖1 = �σ1
exp𝜃𝜃 − σ1

theoret𝜃𝜃� , (3.21) 

𝑖𝑖2 = �σ2
exp𝜃𝜃 − σ2

theoret𝜃𝜃� , (3.22) 

Obviously both measurements at angle 0 and 𝜃𝜃 degrees have impact on computed 
errors. In the case of biggest values of the stresses, occurring near outer surfaces, 
the error of residual stresses was estimated near 1%. 

3.2.3 Incorporating residual stresses in FEM model 
The stress components obtained from the testing and the calculated shear stress 
components can be incorporated into user defined FE model. However, much simpler 
approach, introduced below, is also available (also more robust).  

Incorporating residual stresses in FEM model through resultant forces 
First note, that based on results of measurements and evaluated shear stresses, 
the following assumptions can be made for simplified model: 

− The shear stresses can be omitted (relatively small in the case of considered
problem, approximately 70 times smaller than the normal stresses),

− The stress distribution is assumed constant in plane of glass panel (x, y
directions)

The normal stress distribution over the cross-section can be approximated by the 
resultant forces computed as  

 𝐹𝐹𝑚𝑚 = ∫ 𝜎𝜎𝑚𝑚𝑑𝑑𝐴𝐴 = 𝑏𝑏 ∗ ∫ 𝜎𝜎𝑚𝑚𝑑𝑑𝑑𝑑; 
ℎ
2
−ℎ2

𝐴𝐴  𝐹𝐹𝑦𝑦 = ∫ 𝜎𝜎𝑦𝑦𝑑𝑑𝐴𝐴 = 𝐿𝐿 ∗ ∫ 𝜎𝜎𝑦𝑦𝑑𝑑𝑑𝑑
ℎ
2
−ℎ2

𝐴𝐴 . (3.23) 

In (3.23) 𝐴𝐴 is a cross-section area, 𝐿𝐿 and 𝑏𝑏 are length and width of the glass sheet. 
The 𝜎𝜎𝑚𝑚  and 𝜎𝜎𝑦𝑦 stand for the normal stresses in longitudinal and transverse directions, 
respectively. The resultants forces in longitudinal and transverse directions are denoted 
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by  𝐹𝐹𝑚𝑚 and 𝐹𝐹𝑦𝑦, respectively. For measured values of the normal stresses 𝜎𝜎𝑚𝑚  and 𝜎𝜎𝑦𝑦, the 
integrals included in (3.23) can be calculated by applying Simpson formulas in the 
following form 

� 𝜎𝜎𝑚𝑚𝑑𝑑𝑑𝑑 =
ℎ
𝑚𝑚

1
3
�𝜎𝜎𝑚𝑚

(𝑑𝑑0) + 4𝜎𝜎𝑚𝑚(𝑑𝑑1) + 2𝜎𝜎𝑚𝑚(𝑑𝑑2) + 4𝜎𝜎𝑚𝑚(𝑑𝑑3) +
2𝜎𝜎𝑚𝑚(𝑑𝑑4) + ⋯+ 4𝜎𝜎𝑚𝑚(𝑑𝑑𝑚𝑚−1) + 𝜎𝜎𝑚𝑚(𝑑𝑑𝑚𝑚) � , (3.24)

 

ℎ/2

−ℎ/2

� 𝜎𝜎𝑦𝑦𝑑𝑑𝑑𝑑 =
ℎ
𝑚𝑚

1
3
�
𝜎𝜎𝑦𝑦(𝑑𝑑0) + 4𝜎𝜎𝑦𝑦(𝑑𝑑1) + 2𝜎𝜎𝑦𝑦(𝑑𝑑2) + 4𝜎𝜎𝑦𝑦(𝑑𝑑3) +

2𝜎𝜎𝑦𝑦(𝑑𝑑4) + ⋯+ 4𝜎𝜎𝑦𝑦(𝑑𝑑𝑚𝑚−1) + 𝜎𝜎𝑦𝑦(𝑑𝑑𝑚𝑚) � , (3.25)
 

ℎ/2

−ℎ/2

where 

𝑑𝑑𝑖𝑖 = −
ℎ
2

+ 𝑚𝑚 ∗
ℎ
𝑚𝑚

, (3.26) 

and 𝑚𝑚 stands for the number of equally spaced subdivisions (𝑚𝑚 is even number). 
The resultant forces 𝐹𝐹𝑚𝑚 and  𝐹𝐹𝑦𝑦 evaluated using (3.23) can be utilised in user defined 

FEM model. Obviously, the calculated values of the resultant forces may correspond for 
wide class of different stress distributions and thus the proposed approach can be 
considered as simplified approximation. Note, that the resultants moments caused by 
residual stresses appear several magnitudes less than resultant forces considered and 
were omitted in simplified model proposed. 

The mesh of the model includes eight layers through the thickness. In other directions 
the mesh is divided into 100 elements (Figure 3.4). 

Figure 3.4. FE mesh for modal analysis of the glass panel 

The calculated resultant forces are applied on a glass panel fixed as a console (Figure 3.5). 
In the Table 3.2 are presented the results of modal analysis of non-stressed and prestressed 
glass panel. 
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Figure 3.5. The application of the resultant forces 

 
Table 3.2. Comparison between prestressed and non-stressed glass  

Mode nr Without prestress 
Frequency [Hz] 

Prestressed with resultant 
forces 

Frequnecy [Hz] 
1 28,9 31,4 
2 154,4 155,1 
3 180,6 181,4 

 
It can be concluded that the prestressed state elevates the natural frequencies of the 

body although the effect is not very remarkable. 

Incorporating residual stresses in FEM by direct insertion in nodes 
The measured prestresses  𝜎𝜎𝑚𝑚  and 𝜎𝜎𝑦𝑦 and the calculated shear stress 𝜎𝜎𝑚𝑚𝑦𝑦 are applied onto 
the element corner nodes of the FEM model. The mesh sizing is the same as in the 
previous step with resultant forces. The stress is applied on 9639 points (Figure 3.6). 
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Figure 3.6. Applied initial stress 

The results of the direct inserted residual stress model are presented in the Table 3.3. 

Table 3.3. Modal results for direct insertion model 

Mode nr Frequency [Hz] 
1 28,5 
2 151,2 
3 177,4 

 
From the direct incorporation can be deduced that the method will result in lower 

frequencies than non-prestressed model and robust model. The effect is caused by two 
aspects: 

1) The elastic modulus and Poisson’s ratio for tempered (prestressed) glass are 
expected to be lower than for float glass (Table 2.1; Costa et al., 2006), Table 2.1. 
Pressure and shear wave speeds and elastic properties of the glass layer 
(Publication II) 

2) Due to the console fixation the specimen is free to stress relaxation. 
 

From two models proposed for incorporation residual stresses the first can be 
considered as preliminary robust model. 
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4 Conclusion 
According to the main goal of the study, the methodology for an accurate analysis and 
design of glass panels and laminated glass composite panels has been developed.  
An approach proposed is based on combining experimental study, theoretical and 
numerical analysis.  

Experimental study: 
First the experimental evaluation of the mechanical properties of glass panel or layers 

of the glass laminate panel is performed. The measuring of the normal components of 
the residual stresses is included. The mechanical properties of glass (glass layers) are 
determined by use of non-destructive testing. The longitudinal pressure wave (P-wave) 
and shear wave (S-wave) wave speed is determined and based on obtained results the 
elasticity parameters are computed (Young’s modulus and Poisson ratio). The 
mechanical properties of the interlayer are determined from traditional tension tests due 
material properties and small thickness. 

Theoretical analysis: 
 By applying optimisation methods and rotation formulas of the plane stress tensor, 

the algorithm for determining the value of the shear stress component is developed.  
The error estimation algorithm for measured normal components of the residual stresses 
is developed based on the same approach. A simplified approach has been developed for 
incorporating the measured residual stresses in FEM model. Particularly, the residual 
stresses through thickness of the glass sheet are replaced by corresponding resultant 
forces and moments.  

Numerical analysis: 
Several FEM models are developed for analysis and design of glass panels. In the case 

of glass canopy panel, the FEM results are used for artificial neural network based 
response modelling and further design optimisation. The FEM model, involving the 
measured residual stresses, has been introduced. 

  Based on the experimental study, theoretical and numerical analysis performed, 
the following conclusions can be made for the activities introduced in section 1.4: 

Activity 1:  
The stiffness properties of the glass panel/layer have been determined from  

non-destructive tests, based on measuring longitudinal pressure wave (P-wave) and 
shear wave (S-wave) wave speed.  The elastic modulus of the thermally treated glass is 
lower non-treated FG. The elastic modulus of the interlayer of laminate have been 
determined from traditional tensile tests. 

Activity 2:   
Design of experiment for measuring residual stresses has been developed.  

The measurements are performed using different rotation angle. This allow to determine 
the shear stress component from optimisation procedure proposed.  

Activity 3:  
Two approaches for integration residual stresses in FEM model are proposed. Robust 

method with resultant forces and direct application of measured normal stresses onto 
FE nodes are introduced. FEM simulation model for analysis of glass structures including 
effect of residual stresses was introduced 

Activity 4:  
GA and hybrid GA algorithms are combined with ANN and FEM analysis results for 

design optimisation glass canopy panel. 
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Obviously, the conclusions made, based on activities, cover the activities and the 
hypotheses given in section 1.5. 

 

The Scientific Novelty 
The scientific novelties of the study can be outlined as: 

− An approach, based on combining experimental study, theoretical and 
numerical analysis for design and analysis of the glass structures, is 
proposed. 

− The algorithm is developed for determining the shear stress component of 
the plane stress tensor.   

− The error estimating algorithm has been developed for of the 
experimentally measured residual normal stresses. 

− Two approaches have been proposed for integration residual stresses in 
FEM model. 

Future work 
The future study is related with further improvement of the FEM model incorporation 
the residual stresses. Challenging topic is utilising new material models for interlayer, 
evaluation acoustic properties of the interlayers and glass laminate panel, etc. 
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Abstract 
Analysis and Design Optimisation of Glass Structures 
Modern architecture and construction industry utilises glass as an load bearing element. 
Building curtain wall facades and other prominent structures where glass is dominant 
material requires engineers and scientists to broaden the field of knowledge to cover 
modern material models, structural design methods and tools, etc. 

Main goal of the study is to develop the methodology for an accurate analysis and 
design of glass panels and laminated glass composite panels. 

The thesis is based on published articles. 
The thesis is divided into four chapters. In chapter 1 first the features and application 

areas of the float, tempered and laminated glass structures are discussed. Next,  
an overview of optimization methods used in engineering design is given. Both, 
traditional gradient based and evolutionary nature based methods are discussed. Extra 
attention is paid to genetic algorithms, global optimization method, used most widely in 
engineering design. The multicriteria optimisation strategies and techiques are covered. 
The chapter 2 presents the experimental study regarding glass and laminated glass 
panels. The strength and stiffness characteristis are determined for glass and 
ineterlayers, also for laminated glass panel by applying the traditional mechanical 
(mostly for interlayer, where other approach are complicated)  and modern 
nondescructive testing methods. Furthermore, an approach proposed for the measuring 
of normal residual stresses in glass proposed, allow to determine shear stresses 
(numerically) and estimate the error of normal stresses. The measurement of the normal 
residual stresses is performed in private company GlasStress according to proposed 
design of experiment. In chapter 3 the numerical methods for analysis of glass structures 
and its components are introduced. Main attention is paid on incorporation of the 
residual stresses in finite element simulation models. In  chapter 4 the conclusion, 
covering the results obtained, is given. 

The main goal of the study is achieved. The methodology for analysis of glass 
structures, based on combining theoretical analysis, experimental and  numerical study, 
is proposed. Latter approach covers integration of the measured residual stresses in 
finite element simulation model. For the design optimization of glass canopy panel an 
advanced optimization procedure, based on combining arificial neural networks (ANN) 
and multicriteria genetic algorithms (GA), is developed. 

The methodology proposed for analysis and design optimization of the glass 
strcutures has been tested/validated on particular glass structures with success and can 
be obviously extended for wider class of glass structures.    
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Lühikokkuvõte 

Klaaskonstruktsioonide analüüs ning optimeerimine 
Kaasajal kasutatakse klaasi kandeelemendina nii arhitektuuris kui konstrueerimises 
laiemalt. Ehitiste fassaadide, keerukate ja prominentsete konstruktsioonide 
projekteerimine, kus klaas on domineeriv materjal, eeldab inseneridelt ja teadlastelt 
teadmiste avardamist katmaks uusi materjalide mudeleid, struktuuranalüüsi ja disaini 
meetodeid. 

Käesoleva uurimistöö peamiseks eesmärgiks on metodoloogia väljatöötamine 
klaaspaneelide ja konstruktsioonide täpsemaks/kaasaegseks analüüsiks ja 
optimeerimiseks. 

Käesolev uurimistöö on artiklite põhine. 
Uurimistöö on jaotatud neljaks peatükiks. Esimeses peatükis on kirjeldatud esmalt 

erinevate klaasi tüüpide (karastamata ja karastatud klaas, lamineeritud klaas) omadusi. 
Seejärel on antud ülevaade inseneerias enimkasutatavatest optimeerimise meetoditest, 
kattes nii traditsioonilised gradiendipõhised kui evolutsioonilised looduslikel protsessidel 
ja struktuuridel põhinevad meetodid. Eriline tähelepanu on pööratud geneetilistele 
algoritmidele, mis on inseneerias kõige laialdasemalt kasutatud globaalse optimeerimise 
meetod. Tutvustatud on ka multikriteriaalse optimeerimise strateegiaid ja tehnikaid. 
Teises peatükis on kirjeldatud teostatud ekperimentaalset uurimistööd. Jäikuse ja 
tugevuse omadused on määratud nii klaasi kihi kui ka laminaadi vahekihtide jaoks, 
rakendades traditsioonilisi mehaanikalisi (peamiselt õhukese sisekihi jaoks, kus muude 
tehnikate rakendamine on komplitseeritud) kui ka kaasaegseid mittepurustavaid 
tehnikaid. Töötati välja jääkpingete normaalkomponentide mõõtmise protseduur,  
mis võimaldab määrata (numbriliselt) ka nihkepinged ja anda veahinnangu 
normaalpingetele. Jääkpingete katseline mõõtmine teostati ettevõtte Glasstress poolt, 
võttes aluseks väljapakutud katseplaani. Kolmandas peatükis on kirjeldatud 
väljaarendatud simulatsioonimudeleid, pöörates peamise tähelepanu jääkpingete 
integreerimisele lõplike elementide simulatsioonimudelitesse. Neljas peatükk sisaldab 
tulemuste kokkuvõtet. 

Töö peamine eesmärk on saavutatud. Töötati välja  metodoloogia klaaspaneelide ja 
konstruktsioonide analüüsiks, mis põhineb teoreetilise analüüsi, eksperimentaalsete 
uurimuste ja numbrilise analüüsi kombineerimisel. Viimane lähenemine võimaldab 
integreerida eksperimentaalsed määratud jääkpinged lõplike elementide  
simulatsiooni-mudelisse. Klaasist katusepaneeli optimeerimiseks töötati välja kaasaegne 
optimeerimise algoritm, mis põhineb tehisnärvivõrkude ja multikriteriaalse geneetilise 
algoritmi kombineeritud kasutamisel. 

Väljatöötatud metodoloogiat testiti edukalt konkreetsete klaaskonstruktsioonide 
korral ja see metoodika on ilmselt laiendatav üldisema klassi klaaskonstruktsioonide jaoks. 
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Appendix 

Publication I 
E. Õunapuu, T. Velsker, M. Eerme. (2015). Design optimization of glass canopy panel
subjected to snow load. Proceedings of the 10th International DAAAM Baltic Conference 
“INDUSTRIAL ENGINEERING” (pp. 104–108). Tallinn: Tallinn University of Technology.
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Publication II 
K. Väer, J. Anton, A. Klauson, M. Eerme, E. Õunapuu, P. Tšukrejev. (2017). Material 
Characterization for Laminated Glass Composite Panel. Journal of Achievements in 
Materials and Manufacturing Engineering, 81, 11–17. 
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Publication III 
E. Õunapuu, J. Anton, A. Klauson. Modelling residual stresses in glass structures. AIP 
Conference Proceedings 2116, 330007 (2019). 
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(2019). Experimental Evaluation and Numerical Modelling Residual Stresses in Glass 
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