DOCTORAL THESIS

Advancements in Sensor Fusion
Enabled Indirect Positioning
Methods

Aleksei Fjodorov

TALLINNA TEHNIKAULIKOOL
TALLINN UNIVERSITY OF TECHNOLOGY
TALLINN 2025



TALLINN UNIVERSITY OF TECHNOLOGY
DOCTORAL THESIS
73/2025

Advancements in Sensor Fusion Enabled
Indirect Positioning Methods

ALEKSEI FJODOROV



TALLINN UNIVERSITY OF TECHNOLOGY
School of Information Technologies
Thomas Johann Seebeck Department of Electronics

The dissertation was accepted for the defence of the degree of Doctor of Philosophy
(Information and Communication Technology) on 17th September 2025

Supervisor: Professor Muhammad Mahtab Alam,
Thomas Johann Seebeck Department of Electronics,
School of Information Technologies,
Tallinn University of Technology,
Tallinn, Estonia

Co-supervisor: Dr. Taavi Laadung, PhD,
Eliko Tehnoloogia Arenduskeskus OU,
Tallinn, Estonia

Co-supervisor: Dr. Alar Kuusik, PhD,
Thomas Johann Seebeck Department of Electronics,
School of Information Technologies,
Tallinn University of Technology,
Tallinn, Estonia

Opponents: Professor Sotiris Makis,
University of Patras,
Patras, Greece

Dr. Aamir Mahmood,
Mid-Sweden University,
Ostersund, Sweden

Defence of the thesis: 24th October 2025

Declaration:

Hereby | declare that this doctoral thesis, my original investigation and achievement,
submitted for the doctoral degree at Tallinn University of Technology, has not been
submitted for any academic degree elsewhere.

Aleksei Fjodorov

signature

Copyright: Aleksei Fjodorov, 2025

ISSN 2585-6898 (publication)

ISBN 978-9916-80-389-9 (publication)

ISSN 2585-6901 (PDF)

ISBN 978-9916-80-390-5 (PDF)

DOl https://doi.org/10.23658/taltech.73/2025
Printed by Koopia Niini & Rauam

Fjodorov, A. (2025). Advancements in Sensor Fusion Enabled Indirect Positioning Methods
[TalTech Press]. https://doi.org/10.23658/taltech.73/2025


https://digikogu.taltech.ee/et/Item/b5c6e106-8d2d-4789-b404-00db4a879114

TALLINNA TEHNIKAULIKOOL
DOKTORITOO
73/2025

Andurisulandusel pohinevate kaudsete
positsioneerimismeetodite
edasiarendused

ALEKSEI FJODOROV






Contents

(R o) i (U o] [Tor= 4 To] s S 7
List of Side ContribUtions .. .ovueieii ittt it it i tieeeeteeeneeaaeenasannas 8
Author’s Contributions to the Publications .......ccceiiiiiiiiiiiiiiiiiiiiiiinnenn. 9
P o] o] =LY/ =1 o] o -SSP 1
L0 13
I Va1 oo [V ot i To) o I O 14
11 BackgroUNnd..........oiiiiiiiii e e e 14

1.2 Introduction to Product Tracking Techniques.............cccooveiiiiiieea.n 14

1.3  Problem Formulation & Research QUestions ...........cooviiiiiiiniiininnnn. 15

1.4 Thesis Contributions ....... ... 16

1.5 Thesis Organization .........ccooviiiiiiiii i i, 18

] 71 (=ETo] it o 0 1oL o PP 19
2.1 Indirect Tracking . ....oooiiiiiii e 19
211  Quasi-indirect Techniques ........coooiiiiiiiiii i 19

2.1.2 Indirect TrackingMethods ... 20

2.1.3 Gap in State-of-the-art Methods ...............coooiiiiiiiiiii 22

2.2 Heading EStimation ..........ooiiiiiiiiiiiiiiiiii i 23
2.21 Drift Effect in Inertial Sensors...........cciiiiiiiiiiiiiiiiiiiiia 24

2.2.2  Drift Mitigation Techniques for Inertial Sensors ...................... 24

2.2.3 Gap in State-of-the-art Methods ...............cooiiiiiiiiiiii 32

3 Indirect Tracking Methodology ...cvuiiuiiiii it i ii i ceeeeeeeaaeens 37
31 Methodology ..o e 37

3.2 Technology & Sensors’ Selection ...........coooeiiiiiiiiii i, 40
3.2.1  Underlying PositioningUnit..............ccooiiiiiiiiiii i 1

3.2.2 Heading Tracking Unit ........coooiiiiiiiiiiiii i 44

3.2.3 Tynes' Elevation Tracking Unit ............cooiiiiiiiiiiii i, 48

3.2.4 Fork Occupancy Detection Unit............coiiiiiiiiiiiiiiiiinnn.. 51

4 Heading Estimation....cueeeiiiiiiiiiiiiiiii ittt iiietieeeeeeneceneeneceneennennns 54
41 Positioning Data-based Approach for Vehicle Heading Estimation ........... 54
411  Positioning Data-based IMU Heading Drift Correction Algorithm.... 54

41.2  Experimental Testing of the Drift Correction Algorithm .............. 56

4.2 KalmanFilter Background. ...........ccooiiiiiiiiiiiiii e 58
421  LinearKalman Filter ........cooiiiiiiiii i, 58

4.2.2 NonlinearKalman Filters ..........coooviiiiiiiiii i, 59

4.2.3 Adaptive Kalman Filter ... 60

4.3 Kalman Filter for Position Estimation ...........ccoiiiiiiiiiiiiieiieniiiinaa., 60
4.4 Adaptive Tandem Kalman Filter Algorithm for Vehicle Heading Estimation.. 62
4.41  Adaptivity Model of the ATKF Algorithm ...........coooiiiiiiiiina.. 62

4.4.2 Structure of the ATKF Algorithm ... 64

4.4.3  SIMUIAtIONS .. .un i 67

4.4.4 Experimental Testing .......oooviiiiiiiii e 73



T B Yol 11 o] TP 79

LI o Ve 1 ¢ =Tot | =Yl 4 o - 81
5.1 Resulting Structure & Description of the Developed Method ................ 81

5.2 Automatic Pick-up & Drop-Down Detection Algorithm ....................... 83

5.3 Preliminary Testing .....ccvvniiiiiiiii e e e 85

5.4 Full-Scale Experimental Testing.......ccovivriieiiiiiiii i, 88
5.41  Full-scale Test Campaign Description............coviiiieiiiiiaea... 88

5.4.2 Absolute and Repeatability Performance Results..................... 89

5.4.3 Example of Positioning Information Flow in Indirect Tracking Method 92

5.4.4 Comparison With the Direct Tracking Approach...................... 94

5.4.5 Positioning Quality of Direct and Indirect Tracking Methods ........ 95

Lo TR T I  £TolU 1 [ o 1 98

6 Conclusions & FULUre WOrK ....ueiiniiiiiiiiiiiiiiiiiiiiiiiiiiieiiiereennennnnass 99
6.1  ReESEArCh QUESLIONS ..ttt ettt e ettt e e e aaeeeas 100

6.2 FUtUre PerspectiVes .. .ooviiiie i e e 102
IS o =W T3 104
[ o) i =1 o] 113 N 105
2] =] 1] Tl N 106
ACkNOWIEdgEmMENES ..ieiiii ittt ittt it iee e e tteee e reee e raaeeaaaaas 123
A 01 = ot P 124
[0 (0 1Y/ S N 126
N 01T Lo 13"t R 129
Y] 011 e 137 139
Y o]o1=] o To |3V T P 155
Y0 0 1=Y T 13 169
Y] 011 e 137G 185
PN o]o1=] oo [ T 187
Y0 0 1=Y T 1328 189
Y] 01T Lo 137G T 191
F Y o] o1=] oo [ A PP 197
CUITICUIUM VI8 eiieiiiiii it tiiiiieet et etaieeteeeteanaeesseseannaasssssnnnnansnss 199
o TUT T o] {15 =] (o L1 202



List of Publications

The present Ph.D. thesis is based on the following publications that are referred to in the
text by Roman numerals.

Publications

A. Fjodorov, S. Ulp, M. M. Alam, and A. Kuusik, “Inertial and Positioning Sensors Fusion
for Indirect Location Tracking in Warehouse Inventory Management,” 2023 Interna-
tional Conference on Control, Automation and Diagnosis (ICCAD), pp. 1-7, 2023

T. Laadung, S. Ulp, A. Fjodorov, M. M. Alam, and Y. Le Moullec, “Adaptive Extended
Kalman Filter Position Estimation Based on Ultra-Wideband Active-Passive Ranging
Protocol,” IEEE Access, 2023

Under review

A. Fjodorov, S. Ulp, T. Laadung, M. M. Alam, and A. Kuusik, “Vehicle Heading Estima-
tion Using Positioning and Inertial Data-Based Adaptive Tandem Kalman Filter,” IEEE
Transactions on Intelligent Vehicles, 2025

Accepted

A. Fjodorov, S. Ulp, T. Laadung, M. M. Alam, and A. Kuusik, “Accurate Indirect 3D Lo-
calization of Markerless Industrial Products,” IEEE Sensors Journal, Accepted: 18.09,
2025



List of Side Contributions

Following publications represent parallel contributions outside the primary research fo-
cus.

e A. Fjodorov, A. Masood, M. M. Alam, and S. Padrand, “5G Testbed Implementation
and Measurement Campaign for Ground and Aerial Coverage,” 2022 18th Biennial
Baltic Electronics Conference (BEC), pp. 1-6, 2022

e |. Muursepp, A. Fjodorov, and M. M. Alam, “Non-Line of Sight Detection Based on
5G Signal Strength-and Quality Measurements and its Impact on Mobile Positioning
Accuracy,” in 2024 International Wireless Communications and Mobile Computing
(IWCMC), pp. 256-261, IEEE, 2024



Author’s Contributions to the Publications

I Publication I: | was the lead author, contributing with the overview of the available
state-of-the-art heading estimation methods, their advantages and limitations in the
context of vehicle applications; Proposal of the positioning data-based IMU heading
drift mitigation approach; Complete designing and development of the IMU heading
drift correction prototype algorithm for the positioning data-based approach verifi-
cation, as well as the implementation of the corresponding algorithm software for
the experimental testing; Implementation of the data collecting setup and software,
preparation of the experimental testing, as well as data collection, results acquisi-
tion and analysis; Preparation of the corresponding manuscript and its components
(figures & tables), as well as its eventual feedback-based revision.

Il Publication I, | was a co-author, contributing by cooperating in the design and im-
plementation of the A-EKF (Adaptive Extended Kalman Filter) algorithm for AP-TWR
(Active-Passive Two-Way Ranging) UWB ranging data filtering and processing in the
resulting tracked location estimation.

Il Publication Ill, I was the lead author, contributing with a further overview of the avail-
able heading estimation methods, state-of-the-art sensor fusion algorithms, their
advantages, limitations, and possible applications in the context of reliable vehicle
heading estimation; Complete designing and development of the Kalman filter-based
algorithm for heading estimation, as well as its software implementation for testing;
Implementation of the simulated testing environment for this algorithm, its simu-
lated testing and comparison with another developed algorithm, the corresponding
results acquisition and analysis; Preparation of the data collecting setup and soft-
ware for the experimental testing; Experimental data collection, results acquisition
and analysis; Preparation of the corresponding manuscript components (figures &
tables), manuscript writing, and its eventual feedback-based review.

IV Publication IV, | was the lead author, contributing with the investigation and overview
of the available state-of-the-art indirect tracking methods, their advantages and lim-
itations, as well as capability to answer the markerless indirect tracking problem,
addressed with this research; Proposition of the fully markerless indirect tracking
method, its conceptual description and selection of the suitable hardware, methods
and algorithms for its implementation; Designing and development of the Automatic
Pick-up and Drop-down Detection algorithm (A-PDD) for complete indirect tracking
method automation, as well as its software implementation on the embedded plat-
form for the live experimental testing; Implementation of the prototype test setup
for the indirect tracking method experimental testing, necessary data collection in
the industrial environment, as well as further results acquisition and analysis; Prepa-
ration of the corresponding manuscript components (figures & tables), manuscript
writing, and its eventual feedback-based revision.






Abbreviations

2D Two-Dimensional

3D Three-Dimensional

5G 5" Generation of Cellular Technology
A-EKF/AEKF Adaptive Extended Kalman Filter
A-PDD Automatic Pick-up & Drop-down Detection
ABAS Adaptive Beetle Antennae Search
AGV Automated Guided Vehicles
AHRS Attitude and Heading Reference System
Al Artificial Intelligence

AMR Anisotropic Magnetoresistance
AoA Angle of Arrival

AoD Angle of Departure

AP-TWR Active-Passive Two-Way Ranging
AR Auto-Regressive

ARW Angular Random Walk

ATKF Adaptive Tandem Kalman Filter
AUKF Adaptive Unscented Kalman Filter
AUV Autonomous Underwater Vehicles
BT Bluetooth

BLE Bluetooth Low Energy

CatBoost Categorical Boosting

CDF Cumulative Distribution Function
CKF Cascaded Kalman filter

CNN Convolutional Neural Network
DoF Degrees of Freedom

DR dead reckoning

DVL Doppler Velocity Log

ECF Explicit Complementary Filter

EKF Extended Kalman Filter

EMD Empirical Modal Decomposition
ENN Elman Neural Network

ESKF Error-State Kalman filter

FIFO First In, First Out

FOG Fiber-Optic Gyroscope

FTM Fine Timing Measurement
GLONASS Global Navigation Satellite System
GMR Giant Magnetoresistance

GNSS Global Navigation Satellite System
GPS Global Positioning System

loT Internet of Things

IMU Inertial Measurement Unit

INEKF Invariant Extended Kalman Filter
INS Inertial Navigation System

IR Infrared

KF Kalman Filter

LiDAR Light Detection and Ranging
LightGBM Light Gradient Boosting Machine
LPV Linear Parameter Varying

LSTM Long Short-Term Memory

LvC Lateral Velocity Constraint
1



MARG Magnetic, Angular Rate, and Gravity

MarLO Marker-based Local positioning system
MCU Microcontroller Unit

MdAD Median Absolute Deviation

MdAE Median Absolute Error

MEMS Micro-electro-mechanical systems
MHE Material Handling Equipment

ML Machine Learning

mmWave Millimeter Wave

MnAD Mean Absolute Deviation

MnAE Mean Absolute Error

NMNI No Motion, No Integration

NN Neural Network

OACP Orientation Axes Crossover Processing
OFS Optical Flow Sensor

PAKF Parallel Adaptive Kalman Filter

PF Particle Filter

PIR Passive Infrared

PNDR Positioning-Noise-to-traveled-Distance Ratio
QR Quick-Response

QUEST Quaternion Estimation

RBF Radial Basis Function

RFID Radio-Frequency Identification

RLG Ring Laser Gyroscopes

RMSE Root Mean Squared Error

RQ Research Question

RSSI Received Signal Strength Indicator
RTK Real Time Kinematic

RTLS Real-Time Location System

SAR Synthetic Aperture Radars

SFDI Sensor Fault Detection and Isolation
SPKF Sigma Point Kalman Filter
SCKF/SRCKF Square-Root Cubature Kalman Filter
SS-TWR Single-Sided Two-Way Ranging

SD Standard Deviation

SVR Support Vector Regression

TMR Tunnel Magnetoresistance

ToF Time of Flight

UAV Unmanned Aerial Vehicle

UKF Unscented Kalman Filter

UWB Ultra-Wideband

Wi-Fi Wireless Fidelity

XGBoost Extreme Gradient Boosting

ZUPT Zero Velocity Potential Update

12



Terms

Tynes Fork of the forklift
Asset/Product Any payload, which is transported by material handling
equipment and requires localization

13



1 Introduction
1.1 Background

Today, the industry is rapidly developing by integrating numerous intelligent technolo-
gies and innovative systems for its process automation and optimization, thus reshaping
industrial production and warehousing. The integration of different smart solutions in
these fields aims to improve overall process efficiency, transparency, and scalability, while
bolstering workplace safety and reducing the risk of human error [7, 8, 9]. Real-time lo-
calization and identification of stored products or processed materials remains one of the
essential aspects of warehousing and production management. In this realm, accurate
tracking ensures seamless inventory control, minimizes delays, misplacements, and op-
erational bottlenecks. The increasing adoption of 10T (Internet of Things) devices and Al
(Artificial Intelligence) further revolutionizes warehousing operations, allowing predictive
maintenance, intelligent resource allocation, and real-time data analytics, enhancing the
decision-making processes. Moreover, integration of automated guided vehicles (AGVs),
collaborative robots, and intelligent machinery redefines traditional workflows, enhanc-
ing production scale, speed, and precision [10]. These technological advancements also
lead to an increase in production sustainability by optimizing resource usage, reducing
waste, and minimizing energy consumption.

1.2 Introduction to Product Tracking Techniques

A variety of different positioning methods are actively advancing and being integrated for
industrial needs. Direct tracking of industrial equipment, personnel, machinery, products,
or other objects can be considered the most straightforward and widely utilized localiza-
tion approach. It unites a variety of different tracking methods and solutions, in which the
tracked object is physically marked with a piece of positioning equipment, localized by its
corresponding specialized infrastructure. Physically attached positioning units - tags, can
be classified into active and passive units, which determine their participation in the po-
sitioning process and overall intelligence [11, 12]. Active tags can be mainly determined
by their capability to actively communicate with the positioning infrastructure. Passive
tags, on the other hand, do not support the active data exchange with the positioning in-
frastructure and only perform a passive data reception or provide a one-time predefined
response.

Active positioning systems are used in the industry and warehousing for real-time
tracking of specialized equipment, machinery, or products. Being one of the most ad-
vanced industry-level localization systems, the Ultra-Wideband (UWB) indoor positioning
system is widely used. It is designed to provide accurate and real-time tracking in the in-
door environment and can be successfully used to track industrial assets or specialized
equipment, as stated by Shyam et al. [13] and Volpi et al. [14] in their works. Direct equip-
ment and product localization may also be based on various alternative and widely avail-
able technologies, including active RFID (Radio-Frequency Identification) tags [15] to Wi-Fi
(Wireless Fidelity) [16], Bluetooth [17], or cellular technologies such as 5G (5" Generation
of cellular technology) [18]. The use of active tag positioning systems, however, leads to
different essential limitations and drawbacks for industrial management and warehous-
ing. One of the major limitations is the limited scalability of those methods, as the number
of required positioning units increases proportionally to the number of tracked products.
Finally, direct tagging of a larger number of products and equipment with active tracking
units will naturally decrease the cost- and energy efficiency of this approach, as well as
increase the data processing complexity and hardware maintenance requirements.
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Passive tag-based methods are widely used in modern warehousing and industry pri-
marily for product or equipment identification purposes. The broad use of product iden-
tification technologies, such as passive RFID tags [19], QR (Quick-Response) codes [20],
or barcodes [21], is explained by their widest availability and cost efficiency. Even though
these technologies also provide significant scalability in product identification, they are
not initially designed for their localization purposes. Nevertheless, according to numer-
ous available/developed methods, real-time product localization based on passive tags
will require the deployment of additional, expensive, and complex supporting infrastruc-
ture. This infrastructure can be deployed on the asset storage shelves and racks, as in
methods described by Poon et al. [22] and Motroni et al. [23], within the selected pro-
duction area [24], or across the ceiling of the entire industrial area, as proposed by Jeon et
al. [25] and Nepa et al. [26] in their works. Non-real-time localization of RFID-tagged prod-
ucts can also be performed by using mobile platforms, such as drones or robots. Equipped
with the necessary sensor setup, a mobile platform performs a continuous mapping of the
available RFID-marked products in the area, thus localizing them. This approach may rely
on different techniques from base RFID scanning, as proposed by Kapoor et al. [27] and
Li et al. [28], to Synthetic Aperture Radars (SAR), as developed by Motroni et al. [29] and
Buffi et al. [30].

Although traditional direct localization methods are actively and widely adopted in
the industry, in certain cases and scenarios, they remain inapplicable. Throughout their
active production process, different industrial materials, such as wood, metal, or stone, of-
ten face frequent physical processing, high temperatures, critical accelerations, or other
extreme conditions. These conditions are likely to lead to damaging or altogether de-
stroying any attached tracking or identification unit, thus restricting the possible use of
traditional direct tracking methods. Accurate real-time identification and localization of
those products requires an alternative, indirect, and fully markerless method [31, 32].

1.3 Problem Formulation & Research Questions

This research addresses the problem of accurate real-time localization of industrial prod-
ucts and equipment in cases where their direct physical marking with neither active posi-
tioning tags nor passive identification tags is possible. Thus, the main topic of this research
attempts to formulate and develop an Indirect Tracking Method for Accurate, Automatic,
and Three-dimensional Localization of Fully Markerless Industrial Products. As it is fur-
ther described in Section 3, the indirect tracking methodology formulation process has
also revealed the importance of Accurate Vehicle Heading Estimation Method, Suitable
For Industrial Environments, which eventually became the separate and primary subtopic
for this research. This research aims to meet the following criteria, initially formulated for
this work from the perspective of the Industry 4.0 [33], and applicable to both topics of
this research:

1. Tracked products and equipment must remain fully markerless. In particular cases,
when the direct product marking with identification tags is acceptable, it may be
integrated as an entirely auxiliary technology.

2. Athree-dimensional product tracking must be supported to cover most of the pos-
sible product storage scenarios, including their stacking and shelving.

3. The proposed method must provide a possible cost efficiency and computational
incomplexity of the resulting solution. Overall criteria for the sensors & hardware
setup include:
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e Essential set of hardware and sensors with minimized use of extra supporting
and auxiliary units (the necessary minimum of sensors & hardware).

o Cost-efficiency of the chosen setup of sensors.

e Possible computational incomplexity and minimized data processing require-
ments

4. The proposed method must be automated to increase the time efficiency and min-
imize the impact of human error.

5. Seamless deployment of the necessary infrastructure, requiring minimal adjust-
ments and changes in both the covered industrial environment and the natural
workflow.

6. Minimal integration of the designed method components into the mechanisms of
the used industrial machinery, such as Material Handling Equipment (MHE) (e.g.,
forklifts, lifters, cranes).

Research Questions
This research is based on the following research questions, which cover both the main
topic and primary subtopic of this research:

e RQ1: What method should be developed in order to provide accurate automatic
real-time 3D positioning of markerless industrial products/assets?

e RQ2: Can the positioning data be reliably used in combination with inertial data
for accurate vehicle heading estimation in an industrial environment? Will this ap-
proach be sufficient for accurate heading tracking of highly maneuverable industrial
vehicles?

e RQ3: What sensor fusion method should be developed to utilize the benefits and
overcome the limitations of positioning and inertial data in vehicle heading estima-
tion? Are the extra/additional supporting sensors required in this method? What is
a suitable sensor fusion algorithm for inertial and positioning data-based real-time
vehicle heading estimation?

1.4 Thesis Contributions

The following contributions were presented in this research to respond to the research
questions defined in the previous section:

¢ Publication | contributes by addressing the primary subtopic of this research, fo-
cused on the accurate heading estimation methods for industrial vehicles. This pub-
lication investigates the possibility of effectively using the positioning and inertial
data combination for reliable heading estimation in cases when the available state-
of-the-art methods are inapplicable. This publication addresses the fundamental
problem of the over time error accumulation in an inertial (gyroscope) sensor esti-
mated orientation and proposes an algorithmic method for the drift correction in
gyroscope estimated heading. Publication | covers the experimental testing of the
proposed algorithmic method and provides the corresponding promising results.
Thus, Publication | fully answers RQ2, as well as initially addresses the research
question RQ3. Additionally, this publication addresses the targeted real-life appli-
cation for the proposed method and partially provides the brief background context
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of the main research topic of this work - indirect localization of markerless industrial
products, thus partially addressing the research question RQ1.

¢ Publication Il reflects the further research on the vehicle heading estimation subtopic

and practically investigates advanced features and possible use of one of the poten-
tially suitable state-of-the-art fusion algorithms - the Kalman filter. This publication
contributes by practically investigating the use of various Kalman filter algorithm
versions, including their nonlinear and adaptive versions, thus partially answering
the research question RQ3. The contribution of this publication results in the im-
plementation of the Adaptive Extended Kalman Filter (A-EKF) algorithm for UWB
positioning, which practically validates the performance of the Kalman filter algo-
rithm and its adaptivity features.

¢ Publication Il concludes the research on the vehicle heading estimation subtopic
and contributes by designing and implementing the Adaptive Tandem Kalman Filter
(ATKF) algorithm for accurate vehicle heading estimation, based on the alternative
approach in inertial and positioning sensor fusion. This publication covers the sim-
ulated and experimental testing of the designed ATKF algorithm and provides the
achieved promising results, thus answering the research questions RQ2 and RQ3.
Additionally, this publication experimentally demonstrates the performance of one
of the state-of-the-art algorithms and provides its comparison with the designed
ATKF algorithm. Section 4.4.4 of this thesis extends the comparison of the designed
methods with multiple state-of-the-art algorithms.

e Publication IV contributes by addressing the main research topic of markerless in-
direct tracking method, investigates the available methods and their limitations,
as well as eventually proposes a suitable method for the indirect localization of
fully markerless industrial products. This publication defines the necessary require-
ments, components, and algorithms for the designed method. This publication also
contributes by designing and implementing a sensor fusion algorithm for an Au-
tomatic payload Pick-up and Drop-down Detection (A-PDD). Publication IV covers
the conducted experimental testing of the prototype indirect tracking setup and
provides promising results on the markerless product positioning. This publication
also provides a direct comparison of the developed indirect tracking method with
a more traditional direct localization approach. Thus, Publication IV answers the
research question RQ1 and concludes the main topic of this research.

Table 1: Formulated research questions answered in published works

R h
esea'rc ‘l Publication | Publication Il Publication Il Publication IV
Questions
RQ1 X
RQ2 X
RQ3 X

Table 1reflects research questions, addressed and answered in particular publications.
Gray markers indicate the partial (RQ1 & RQ3) or extensive (RQ2) coverage of the corre-
sponding research question. The research question RQ1 is initially addressed in Publica-
tion I and fully answered in Publication 1V. Research question RQ2, on the other hand, is
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fully answered in Publication |, while Publication Ill provides an extensive answer. Partic-
ular aspects of the research question RQ3 are preliminarily covered in Publications | and
I, while Publication Ill provides a comprehensive answer to this research question.

1.5 Thesis Organization

The thesis includes two key topics in different fields, requiring separate state-of-the-art
analysis: the main research topic, which covers the indirect tracking of markerless prod-
ucts, and the primary subtopic, focused on the industrial vehicle heading estimation.
While the presented research is performed from the perspective of the main indirect
products tracking topic, it starts by fully addressing the primary subtopic of vehicle head-
ing estimation. Therefore, the thesis is organized as follows: The thesis starts with the
introduction to the performed research in Section 1, covering the background of the main
research topics, the definition of the main research problem, and the corresponding re-
search questions. Section 2 is separated into two subsections, independently investigating
the available state-of-the-art methods and solutions for both main topics of this research,
as well as applying the defined research questions to determine the existing gaps in both
fields. Section 3 introduces the methodology behind the main topic of this research and
selects its necessary components. This provides the background and justifies/motivates
the primary subtopic of this research. Section 4 describes the performed work on the
main subtopic, based on the defined methodology. It includes the explanation of the pro-
posed methodology, a description of multiple developed algorithmic methods, their pre-
liminary simulated and experimental testing, as well as the analysis of the results. Based
on methods and techniques defined in the aforementioned chapters, Section 5 proceeds
with the main research topic, covering the resulting execution of the proposed method,
description of developed algorithmic methods, as well as both preliminary and full-scale
experimental test campaigns with a discussion of the corresponding results. Section 6
provides the resulting discussion of this research, further development possibilities, and
concludes the thesis.

18



2 State-of-the-art

The state-of-the-art section covers the literature analysis for the Indirect Tracking research
topic, from separate contactless identification methods to indirect tracking methods, avail-
able in the literature and the industry. As the key subtopic of this research is related to
accurate Vehicle Heading Estimation, the second section in the state-of-the-art analysis
covers the literature overview for the corresponding field.

2.1 Indirect Tracking

According to the literature in the field of industrial positioning, the broad term "indirect
tracking" refers to object positioning methods, which exclusively prohibit the direct at-
tachment of any active positioning units, such as UWB or active RFID tags [34, 35, 36, 37].
These methods, however, may still involve the direct marking of tracked objects using
passive identification tags (e.g., passive RFID, QR codes, or barcodes), which in the liter-
ature is considered consistent with the principles of indirect tracking. This research, on
the other hand, is focused on shifting the paradigm and removing the direct tagging alto-
gether, leading to the strict definition of (markerless) indirect tracking.

2.1.1 Quasi-indirect Techniques

Certain product positioning methods may be categorized as quasi-indirect, as in these ap-
proaches, the tracked product may not require direct tagging and is bound to specific ref-
erence objects instead. In this case, the necessary tracking and identification information
is bound to the reference objects, such as industrial pallets, shelves, or moving platforms.
For instance, as proposed by Volpi et al., the industrial equipment and assets may be lo-
calized together with mobile shelves and platforms, actively tracked in real-time by using
the UWB indoor positioning system [14]. In this case, industrial assets may be associated
with the corresponding transportation platforms and tracked in real time.

Alternatively, industrial pallets can be equipped with more cost-effective passive mark-
ers, such as RFID tags, increasing both availability and scalability of these methods. The
different approaches can then be used to monitor the movement of the pallet within the
area over time. For instance, as proposed by Rosli et al. and Motroni et al. in their re-
spective works, the pallet movement between specific zones can be tracked using RFID
scanning gates, deployed between zones of interest [38, 39]. Li et al., on the other hand,
have proposed a method for a more comprehensive pallet tracking between specific stor-
age areas [40]. In their method, the tracked pallets and specific storage spots and shelves
are tagged with passive RFID tags, where the RIFD scanning equipment is deployed on the
material handling equipment (i.e., forklift), used for their transportation. In this approach,
the pallet and its storage spot identification information are scanned simultaneously by
the forklift at the moment of pallet interaction. Implementation variants of the analogous
tracking approach are also available in the industry [41, 42].

Integration of different smart technologies also supports the active development in
the field of vision-based recognition of industrial pallets. This field covers different intelli-
gent methods allowing the detection of industrial pallets, from fiducial markers-supported
detection [43] to the pallet shape recognition, based on technologies such as LiDARs (Light
Detection and Ranging) [44], ML (Machine Learning) assisted rangefinders [45, 46], and
intelligent vision [47, 48]. In the context of this research, however, these methods can
be considered quasi-indirect, as the presence of reference objects remains essential for
tracked asset identification and localization.

Visual recognition of the tracked object can also be performed without the use of ref-
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erence objects and, in the context of this research, can be considered as indirect identifi-
cation. However, this approach becomes significantly limited by the variety and shapes of
detectable objects [49]. Positioning methods, based on signal reflection sensing (e.g., by
using common positioning technologies, such as UWB [50], RFID [51], or ultrasonic sensing
[52]), can also be considered as indirect tracking methods. These methods, however, are
sensitive to all objects in the line of sight without the possibility of differentiating them. In
order to support active positioning of specific objects, these methods would require com-
prehensive control over the surrounding environment. This may be achieved by a pre-
liminary mapping of the stationary environmental background and specifying restricted
and permitted zones for movement, such as corridors between shelving units. Meth-
ods such as capacitive sensing-based positioning may provide the differentiation of the
tracked object at a higher level [53]. This technology is capable of detecting non-ferrous
materials within a range, limited to a few decimeters, which reduces the effectiveness of
this method, especially in three-dimensional positioning.

2.1.2 Indirect Tracking Methods

Several methods for the indirect tracking of industrial objects, in accordance with the
broad definition, are available in the literature and are reflected in this section. These
methods propose different approaches and sensor setups to perform the localization of
industrial assets, where the main part of the tracking setup is deployed on the material
handling equipment, such as an industrial forklift. However, the available methods follow
the broad definition of the "indirect tracking" term, provided in Section 3, and remain fully
or partially reliant on the direct marking of tracked assets with passive tags.

One of the available methods for indirect tracking of industrial pallets was proposed
by Kovavisaruch et al. [54]. This method is primarily based on the real-time location of
the used forklift, tracked by the deployed UWB positioning system. In their approach, the
transported industrial pallets are tracked by associating their location with the real-time
coordinates of the forklift. However, the direct association of the transported pallet’s po-
sition with the forklift's coordinates introduces a substantial localization error, typically
exceeding 1 meter in the estimated pallet location. This error is explained by the phys-
ical offset between the deployed positioning unit and the transported object, which is
located in the fork (tynes) area of the forklift. The tracked forklift location is also used to
identify one of the possible predefined forklift movement routes to further improve its
positioning. In the presented method, the tracked pallets remain directly marked with
barcodes for their identification. Along with pick-up & drop-down detection, the barcode
scanning routine is performed manually by the forklift operator. This significantly limits
the automation of the described method. Nevertheless, this approach allows positioning
of the barcode-marked pallets with a declared average precision of 47 cm.

A similar method for automated indirect asset tracking was proposed by Zhao et al.
and Franké et al. in their respective works [34, 35]. The localization method proposed in
their works, however, follows the broad definition of indirect tracking and entirely relies
on the direct marking of industrial assets with passive RFID tags to identify the particular
asset and detect its pick-up for transportation. The continuous presence of a particular
asset within the fork area is detected by the onboard RFID reader unit, thus confirming its
transportation status. This approach provides full automation of the tracking process of
the transported assets for the proposed methods. Coordinates of the transported product
are then directly associated with the real-time location of the forklift, actively tracked by
the UWB indoor positioning system. However, since in the forklift body frame, the posi-
tioning unit is physically deployed with a certain offset from the transported product, this
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offset becomes a constant, beyond-meter error in the resulting asset coordinates. The
indirect tracking method, proposed by Franké et al., additionally utilizes the geofencing
technique, in which the asset transportation is only performed between predetermined
storage areas. This approach may partially compensate for the aforementioned offset er-
ror in the tracked asset location. Also, in their method, the RFID tags scanning routine,
similarly used for the payload loading detection, is triggered by the onboard accelerome-
ter unit and performed only during the forklift movement periods.

Barral et al. in their work discuss the theoretical approach for industrial product lo-
calization by precise tracking of MHE, such as forklifts [55]. In their work, authors have
proposed a method for forklift orientation and positioning data tracking, based on the
fusion of the UWB positioning system, IMU (Inertial Measurement Unit), and PX4 optical
flow camera. In simulation tests, their method has shown below 20 cm Mean Absolute
Error (MnAE) in forklift positioning, while its performance in the forklift heading estima-
tion is not evaluated. Even though their work is primarily focused on the performance
enhancement of the UWB positioning system in challenging line-of-sight conditions, au-
thors also briefly discuss the possibility of the product positioning. However, possible
approaches for the transported payload positioning, further method automation, or the
expected performance of their method in the actual product localization are not covered
in their work.

A different pallet monitoring system, based on the passive planar Markers-based Lo-
cal Positioning System (MarLO) was proposed by Borstell et al. [36]. This method was
designed for vehicle and asset localization in industrial areas and is assisted by special-
ized gates with additional integrated sensors, installed between sections of the industrial
area. Integrated sensors include RFID scanners and depth sensors, used for identification
and dimension measurement of the transported assets. Even though this method pro-
vides extra information on the transported assets, it remains significantly dependent on
the deployment of additional complex infrastructure in the industrial area. Additionally,
the automatic detection of the asset pick-up or drop-down events is not covered in their
method, and is performed manually by the working personnel.

Motroni et al. in [56] proposed an indirect asset tracking method based on a multi-
sensor setup, primarily deployed on an industrial forklift. This method attempts to provide
an automatic indirect 2D localization of industrial assets, normally transported by forklifts.
The real-time location of the transported asset is determined by the multi-sensor setup
of the UWB positioning system, IMU, and Optical Flow Sensor (OFS), aided with laser dis-
tance sensors. These sensors are fused to determine the position and orientation of the
forklift, and therefore estimate the exact location of the transported asset. Sensor fusion
is performed by a computationally heavy and reliable version of the Kalman filter algo-
rithm for non-linear models - the Unscented Kalman Filter (UKF) [57, 58]. Even though
their work is mainly focused on the forklift position & orientation tracking, the authors
also theoretically discuss a possible approach for asset identification, tracking, and load-
ing/unloading detection. Their discourse leads to the automatic detection of the asset
loading by the ultrasonic distance sensor deployed in front of the forklift. Their method,
however, requires the direct marking of assets with passive RFID tags for further identifi-
cation purposes. The RFID tag of the asset is scanned by the forklift-deployed RFID reader
unit during the loading process, thus identifying the interacted asset. Unfortunately, the
experimental validation and evaluation of the presented indirect tracking method were
not covered in their research.

Recently, Zealabs and Sewio have developed a solution for indirect (by their defini-
tion, tag-less) localization of industrial coils for the Prokab cabling factory [59, 60]. In this
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method, the industrial materials are transported by the UWB-tracked forklift, equipped
with the necessary sensors for process automation and product identification. Similar to
methods proposed by Franké et al., Zhao et al., and Kovavisaruch et al., the location of the
transported material is directly associated with the forklift coordinates, causing the afore-
mentioned fork-to-positioning unit offset error. Unlike previously described methods, this
approach provides a complete three-dimensional tracking of the transported materials by
measuring the fork elevation level using an air pressure sensor. The load sensor, deployed
within the fork area, allows real-time detection of the material loading and unloading,
thus automating the tracking process. However, for material identification purposes, this
method relies on the direct product marking with QR codes, eventually scanned by the
onboard camera, which makes this method not entirely tagless.

2.1.3 Gap in State-of-the-art Methods

Table 2 reflects the key features and limitations of the state-of-the-art indirect tracking
methods, described in Section 2.1.2. Available state-of-the-art indirect tracking methods
are evaluated from the perspective of this research, based on the key requirements de-

fined in Section 1.3.

Table 2: Key aspects, features and gaps in available state-of-the-art indirect tracking methods. High-
lighted cells indicate significant deviations from the requirements defined in this work and represent
gaps in corresponding methods.
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tracking dimensions
Prot:,luct loading Manual RFID RFID N Manual Ultrasonic Pressure
detection technology sensor sensor
Total number of 2 2 3 3 4 6 4
sensors used
Number of sensors for 1 1 1 S1(3) 1-2 4 2
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Ex.p?d?d product Low Low Medium High 2 Low High Low
positioning accuracy
_ Extra product 3 None None None None Dimensions None Weight
information collected
Apprquate data_ Low Low Low High Medium Medl.um Medium
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base location and identification data.
4Products are strictly stored in predefined locations.
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According to the research on state-of-the-art methods for indirect localization of in-
dustrial objects, the available methods are initially determined by the broad term of "in-
direct tracking”, presented in the literature and defined in Section 2.1. Thus, the available
methods remain fully or partially dependent on the direct marking of tracked products
with passive identification tags, including RFID [34, 35, 56, 36], QR codes [59, 60], and bar-
codes [54], which represents the primary gap in the field of indirect tracking. Additionally,
the vast majority of the available methods are unable to support three-dimensional po-
sitioning, essential in warehousing and industry [54, 34, 35, 36, 56]. Among the available
indirect tracking methods, the 3D positioning of the tracked product is only supported in
the industrial solution proposed by Zealabs [59, 60].

The majority of the available indirect tracking methods also require the integration
of necessary regulations or adjustments in the operating environment (e.g., warehouse).
Thus, methods proposed by Kovavisaruch et al. [54], Zhao et al. [34], Franké et al. [35],
and Borstell et al. [36], for instance, strictly rely on the products’ storage only in dedi-
cated areas. Additionally, the proposed approach of Borstell et al. requires the installa-
tion of specialized scanning gates within the tracked environment, equipped with RFID
and depth sensors. These approaches lead to a more discrete and less flexible product
storage model, which may affect the natural industrial and warehousing workflow and
be unsuitable in certain cases. Methods, proposed by Zealabs [59, 60] and Motroni et
al. [56], on the other hand, utilize sensors, which potentially require an invasive installa-
tion into the mechanisms of the used MHE, significantly limiting the setup deployment in
various cases, such as rented industrial equipment and MHE.

Even though the available state-of-the-art indirect tracking methods remain primarily
incomplex, the majority of them tend to rely on insufficient data for highly accurate asset
positioning. For instance, in approaches proposed by Kovavisaruch et al. [54], Zhao et al.
[34], Franké et al. [35], and Zealabs [59, 60], the product location is directly associated
with the coordinates of the forklift, which is expected to introduce a significant, above-
meter offset error in the resulting product positioning.

This work addresses the selected key limitations of the available methods and aims
to propose a fully markerless method for accurate, automatic, real-time, and indirect 3D
localization of industrial products. It focuses on the use of a minimal number of sen-
sors, reduced computational complexity, and data processing requirements, while ensur-
ing seamless method integration into the natural industrial process by minimizing possible
adjustments to the used machinery, equipment, or the operating environment. This work
also aims to mitigate the aforementioned offset error in the tracked product position by
using accurate heading estimations of the utilized MHE. Section 2.2 investigates the avail-
able methods and techniques for vehicle heading estimation, along with their existing
limitations.

2.2 Heading Estimation

As it was addressed in the previous section and is closely described in Section 3, this work
focuses on the use of accurate vehicle heading information in order to mitigate the offset
error in the indirectly tracked product position, addressed in the previous section. In or-
der to provide the accurate heading tracking of industrial material handling equipment,
this work focuses on the use of inertial sensors - MEMS (Micro-Electro-Mechanical Sys-
tems) gyroscope, which is closely discussed and justified further in Section 3.2.2. It was
chosen as widely available and the most suitable option for the aforementioned role in
the context of this research and the proposed markerless indirect tracking method. This
section introduces the main drawback of the inertial gyroscope sensors, and covers the
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main available state-of-the-art methods for its mitigation from the perspective of the main
topic and criteria, defined in Section 1.3, as well as mentions alternative state-of-the-art
heading estimation methods.

2.2.1 Drift Effect in Inertial Sensors

Sensor systems and measurement units are naturally prone to different internal noises
and minor errors, caused by a variety of possible factors, from expected design and build
imperfections to sensitivity to particular environmental aspects. These internal errors may
differently affect a sensor’s performance, depending on the used frame of reference. Us-
ing this criterion, sensors can be classified as either absolute, which perform the mea-
surements with respect to a fixed reference or known standard, or relative, which operate
based on a local, changing reference or previous measurements. In the case of absolute
sensors and measurements, these internal errors may often be negligible and have a mi-
nor impact on the resulting sensor performance. Relative sensors, on the other hand,
may require the integration of measurements, thus accumulating minor internal errors
and noise over time. This effect is also known as drift [61].

Similarly, this effect may also be encountered in the case of the absolute sensors,
which are utilized for relative measurements, such as inertial gyroscopes or accelerome-
ters, when used respectively for orientation or linear motion tracking. MEMS gyroscopes,
for instance, are widely known for their availability, compactness, and cost-efficiency, as
well as for relatively poor reliability in long-term orientation tracking. As the gyroscopes
initially measure the momentary and absolute triaxial angular velocity, the actual orienta-
tion estimation requires further integration of this data. Thus, the orientation is calculated
inrelation to the previous state. However, the bias instabilities and internal noise of MEMS
gyroscopes cause the occurrence of minor errors in the measured angular velocity data,
which are eventually integrated and accumulated in the orientation estimations, causing
the over time drift effect, also referred to as Angular Random Walk (ARW) [62, 63, 64].

Due to their portability and cost-efficiency, MEMS gyroscopes are often available along
with accelerometer sensors as part of 6DoF (Degrees of Freedom) inertial measurement
units [65]. Extended 9DoF IMU units, sometimes referred to as MARG (Magnetic, An-
gular Rate, and Gravity) or AHRS (Attitude and Heading Reference System) units, addi-
tionally include magnetometer sensors [66, 67]. These additional sensors are capable of
providing the supporting information, reflecting the approximate absolute orientation,
thus assisting the gyroscope unit. Triaxial accelerometer units are capable of sensing the
gravitational acceleration of the Earth, thus reflecting the absolute Euler’s roll and pitch
rotations. For this reason, the combination of gyroscope and accelerometer sensors is
often used as a balancing unit (e.g., on drones). Absolute heading (Euler’s yaw rotation)
can be measured by the included magnetometer unit in relation to the magnetic north
of the Earth. Fusion of the aforementioned IMU sensors is extensively investigated in the
literature and is widely used in a variety of applications [64].

2.2.2 Drift Mitigation Techniques for Inertial Sensors

This section covers the state-of-the-art methods and techniques used to mitigate the drift
errors in inertial sensors, described in the previous section. In this section, the relevant
works are separated into three main groups: gyroscope initial filtering methods, the ori-
entation bias compensation approach, and sensor fusion methods. These main groups are
further discussed in their respective subsections. Due to the diversity of available sensor
fusion methods, they were also organized into subgroups within the corresponding "sen-
sor fusion methods" group, based on the most widely used sensor combinations. These
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subgroups include methods of gyroscope fusion with accelerometers only, accelerome-
ters & magnetometers, as well as approaches for gyroscope fusion with other sensors.

Gyroscope Filtering Techniques

One of the most fundamental methods for drift error mitigation in inertial sensors (e.g.,
gyroscopes or accelerometers) is the use of different data filtering techniques and algo-
rithms. For instance, the low-pass filter can be used for relatively rudimentary processing
of the gyroscope readings in the low-intensity rotations as proposed by Wang et al. in
their work [68]. They proposed using the low-pass filtering model with the first-order in-
ertia link to mitigate the high-frequency noise in the gyroscope. This approach has been
successfully used to eliminate the gyroscope angular drift, caused by internal static noise,
even though, by introducing a certain time delay in the filter response. A similar approach
can be used for noise filtering in another inertial sensor - the accelerometer. For instance,
Suwandi et al. have used the combination of low-pass and Least Mean Squares filters to
eliminate the accelerometer noise, caused by vehicle vibrations [69].

Filtering of raw sensor data is also sometimes used for preliminary processing as part
of more complex drift mitigation methods like sensor fusion, which is more closely dis-
cussed later in Section 2.2.2. For instance, Ariffin et al. and Min et al. have used high-pass
and low-pass filtering techniques for the respective preliminary processing of the gyro-
scope and accelerometer sensors’ data [70, 71]. Ariffin et al. have then used the com-
plementary filter to fuse the aforementioned sensors to estimate Euler’s roll and pitch
rotations. Min et al. have used the least squares-based complementary filter to fuse the
accelerometer and gyroscope sensors for the angle estimation, and compared its perfor-
mance with the regular complementary filter-based fusion method. Similarly, Hoang et
al. have used the low-pass filter to initially mitigate the accelerometer noise before its
use in their proposed Orientation Axes Crossover Processing (OACP) algorithm [72]. This
algorithm is used to calculate the approximate Euler’s roll & pitch rotations directly from
the accelerometer information without the need for additional sensor fusion.

Certain case-specific techniques, such as NMNI (No Motion, No Integration), thor-
oughly described by Hoang in his PhD thesis, can also be classified as a filtering approach
[73]. This method disables the integration of gyroscope readings, which are below the
defined threshold amplitude, thus preventing the angular drift error accumulation in sta-
tionary cases. In case of sufficient motion, on the other hand, the gyroscope data inte-
gration, along with the inherently present internal noise, is performed regularly. For this
reason, this technique can be labeled as a "threshold filter" or "no motion filter". Grad-
ual and slow motion, however, may be entirely disregarded by this technique, which is an
essential disadvantage in different applications, such as vehicle or vessel motion tracking.
Nevertheless, this technique may be successfully used for the initial data processing in
applications, such as drones or robots, where only sufficiently rapid motions are encoun-
tered. For instance, Hoang et al. have used the NMNI technique for the gyroscope data
filtering in the drone orientation tracking application [74] and investigated its use in com-
bination with other state-of-the-art fusion algorithms in this field, such as Mahony and
Madgwick filters [75].

Kalman filter (KF), more closely described in Section 4.2, in its numerous variations,
is one of the most versatile and widely used algorithmic methods for data filtering and
fusion in a variety of different fields, including drift error mitigation in inertial sensors. Its
capability of state estimation and filtering allows the KF to be solely used as an effective
filtering algorithm for the gyroscope data. A linear Kalman filter algorithm was used by
Alfian et al. for the gyroscope and accelerometer output data filtering on an embedded
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system to investigate the algorithm performance at different configurations and with each
sensor separately [76]. Abbasi et al. have used a modified Kalman filter for the MEMS gy-
roscope denoising to mitigate long-term drift errors [77]. They have proposed to integrate
the auto-regressive model (AR) into the Kalman filter to estimate and compensate for the
long-term gyroscope errors. They have validated the performance of their method by us-
ing it for the tracked object Dead Reckoning (DR) in periods of GNSS (Global Navigation
Satellite System) outage.

A more advanced and frequently used adaptive variation of the Kalman filter was used
by Bai et al. in their work for the gyroscope noise filtering [78]. They have used the dy-
namic sensor noise model to estimate the approximate sensor noise and allow the KF
algorithm to apply adaptive filtering to the gyroscope data. A similar approach was also
used by Wang et al. for the drift error mitigation in Ring Laser Gyroscopes (RLG) [79]. They
have also used features of the adaptive Kalman filter, assisted by the drift noise model and
Heo techniques. For a similar task, Wang et al. have used the Sage-Husa Kalman filtering in
[80]. They have assessed the performance of the Sage-Husa algorithm, compared its per-
formance with the regular Kalman filter algorithm, and proposed their improved version
of the Sage-Husa Kalman filter algorithm for gyroscope noise mitigation. Abdelzaher et
al. have utilized the Wavelet denoising technique together with the Kalman filtering algo-
rithm for the noise reduction in optical gyroscopes [81]. They have also investigated and
determined the better-performing combination of these techniques for the given task.
Chen et al. have used a similar approach of combining the Kalman filter, Wavelet denois-
ing technique, and least squares method for the gyroscope data filtering [82]. In their
research, they have successfully used this approach to experimentally track the sway of
the subway train.

Recent advances in the inertial sensor noise filtering methods also utilize different ma-
chine learning and Neural Network (NN) techniques, aimed at improving and optimizing
the filtering quality. Zhu et al., for instance, have used the Kalman filter-based gyroscope
noise filtering method, combined with the Long Short-Term Memory (LSTM) neural net-
work [83]. This approach allows for iterative updating and optimization of the Kalman
filtering parameters for increased performance. A similar approach was used by Mi et al.
in [84], where they also utilized the combination of the LSTM neural network and Kalman
filter to mitigate the noise in the gyroscope data. For their model training, they have used
an array of multiple MEMS gyroscopes. Wand et al. have used the unscented Kalman fil-
ter algorithm, combined with the Support Vector Regression (SVR) for the random noise
minimization in Fiber Optic Gyroscopes (FOG) [85]. Their method is also assisted by the
Adaptive Beetle Antennae Search (ABAS) algorithm, which is used for SVR optimization.

A different approach of temperature-based drift error compensation in MEMS gyro-
scopes was used by Li et al. in [86]. They have used the Empirical Modal Decomposition
(EMD) to select the high-, medium-, and low-frequency components in the initial gyro-
scope data. Radial Basis Function Neural Network (RBF NN) and the Kalman filter com-
bination were then applied to filter the selected medium-frequency component, while
the temperature-based compensation was applied to the low-frequency component. The
gyroscope readings were then reconstructed from the medium- and low-frequency com-
ponents, while the high-frequency component was disregarded as noise.

Damagatla et al. in their works have proposed a machine learning-assisted MEMS gy-
roscope drift mitigation method for the GNSS-supported Inertial Navigation System (INS).
Within the same base method they have proposed the use of different machine learning
techniques, such as Light Gradient Boosting Machine (LightGBM) [87, 88, 89], Categori-
cal Boosting (CatBoost) [88, 89], Convolutional Neural Network (CNN) [89], and Extreme
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Gradient Boosting (XGBoost) [90], for the gyroscope error filtering. In their method, the
chosen ML algorithm is trained by the developed Extended Kalman Filter (EKF) algorithm
and inverse kinematics model by using the available GNSS and IMU data during the GNSS
data availability periods. During the GNSS outage period, the gyroscope data is directly fil-
tered by the trained machine learning algorithm and used for the inertial navigation until
the GNSS data becomes available.

Due to the chaotic nature of the inertial sensor noise, in the context of vehicle orien-
tation tracking, the filtering methods may only be effective in the short-term perspective,
reducing the drift error accumulation rate, without its proper elimination. Long-term and
reliable mitigation of the drift error, on the other hand, requires a different approach, such
as multi-sensor fusion or proper bias compensation [91].

Drift Correction Methods

While the filtering methods focus on the initial sensor noise reduction, the bias compen-
sation methods attempt to estimate and correct the drift errors present in the resulting
data.

One of the most widely known methods in this category is the ZUPT (Zero Velocity
Potential Update) algorithm, which is frequently used for inertial drift error elimination in
fields of human gait analysis and pedestrian tracking. This algorithm relies on the even-
tual detection of the motion absence, indicating the stationary condition of the tracked
object, which allows the algorithm to perform the necessary recalibration of inertial units
and eliminate the occurred drift errors. This makes the ZUPT algorithm highly effective in
scenarios with repeating static stages, such as human gait monitoring, as it was done by
Shietal. in[92]. Cho et al. and Zhao et al. have successfully used the zero velocity update
technique and inertial sensors for pedestrian tracking [93, 94]. Zhang et al. and Pla et al.
in their works have additionally assessed and tested the applicability of this method at
the sprinting speeds [95, 96].

Nevertheless, the zero velocity update method may also be used for different applica-
tions outside of the field of pedestrian tracking. For instance, Zhang et al. have utilized
this technique in the industrial pipe jacking guidance system [97]. Similar to the NMNI
method discussed earlier in this section, the ZUPT technique can also be used as a sup-
portive part of the more complex fusion methods. Wang et al. have used this technique
as part of the pedestrian positioning method, based on the particle filter fusion of IMU
and UWB positioning system [98]. Li et al., on the other hand, have used the zero velocity
update technique as part of the EKF (Extended Kalman Filter) based GNSS and IMU fusion
method for vehicle stationary condition detection [99].

Some of the recent advances in the inertial drift compensation also adopt different
machine learning and neural network techniques to further improve the performance of
the existing methods. For instance, An et al. have utilized the LSTM neural network tech-
nique to recognize the human gait patterns and improve the performance of the previ-
ously mentioned zero-velocity update method with the adaptive threshold input [100].
The NN-enhanced adaptive ZUPT technique was then successfully used as part of the
pedestrian tracking method. Similarly, Li et al. have utilized the LSTM neural network
to enhance the performance of the ZUPT technique for inertial data processing [101]. This
approach was then used as part of the inertial navigation system, utilized for inertial ve-
hicle navigation.
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Sensor Fusion Methods

Gyroscope and Accelerometer-based: One of the most widely used and effective ap-
proaches for gyroscope drift mitigation, especially in the field of vehicle navigation, re-
lies on its fusion with different supportive sensors. Available state-of-the-art methods
are based on various sensor combinations and utilize different fusion algorithms from
complementary filters to Kalman filter variations and particle filters. MEMS gyroscopes
are often fused with accelerometer sensors, providing available and cost-efficient estima-
tion of Euler’s roll and pitch rotations, for instance, used in different applications, such as
drone balancing. Accelerometer units are used to measure linear accelerations, includ-
ing the free-fall acceleration, caused by the Earth’s gravity, which makes them naturally
capable of real-time monitoring the absolute Earth’s gravity vector. Thus, from the ori-
entation tracking perspective, the accelerometer unit becomes an absolute reference for
gyroscope sensors in Euler’s roll and pitch rotations estimation.

As, for instance, was mentioned earlier in this section, Min et al. and Ariffin et al. in
their works have used variants of complementary filters to fuse the filtered accelerometer
and gyroscope units to mitigate the gyroscope drift error and reliably estimate Euler’s
roll and pitch tilt angles [71, 70]. Wang et al. have also used the complementary filter-
based fusion accelerometer and gyroscope sensors to estimate the Euler’s roll, pitch, and
yaw rotations in stationary conditions [102]. They have tested the complementary filter
algorithm with a double PID (Proportion Integration Differentiation) loop and investigated
its performance in triaxial rotation estimation quality.

A group of sensor fusion approaches was tested by Hoang et al. in their research,
where they assessed the performance of the earlier described NMNI algorithm in com-
bination with the Madgwick filter, widely known in the field of orientation estimation
[75, 103]. The Madgwick filter is a kinematic observer that represents the enhanced ver-
sion of the complementary filter, utilizing the proportional controller for the gyroscope
error mitigation. In these works, Hoang et al. have used this filter for gyroscope and ac-
celerometer sensor fusion, and compared its performance with the Mahony filter. Similar
to the Madgwick filter, the Mahony filter represents an enhanced version of the com-
plementary filter for gyroscope error mitigation, based on proportional and integral con-
trollers. Hoang et al. have used this algorithm for accelerometer and gyroscope fusion and
investigated its performance in combination with the earlier described NMNI algorithm
[75]. Zhu et al. have also used the Mahony filter in [104] for inertial sensors fusion. For
their Mahony filter implementation, Zhu et al. have adopted the Allan variance method
to analyze and compensate for the gyroscope bias. Eventually, they have used the UAV
(Unmanned Aerial Vehicle) to experimentally validate the performance of the proposed
Mahony filter-based algorithmic method.

Inertial sensor fusion is also frequently performed by using different Kalman filter al-
gorithm variations. For instance, Akbari et al. have implemented and used the extended
Kalman filter along with the Explicit Complementary Filter (ECF) as benchmark techniques
to evaluate their proposed Linear Parameter Varying (LPV) Heo filter [105]. Performance
capabilities of these algorithms in Euler’s roll and pitch rotation estimation, based on the
accelerometer and gyroscope data, were assessed in their work, along with the required
computational time. According to the outcomes, the aforementioned algorithms have
demonstrated similar performance. The slightly higher overall performance of the EKF al-
gorithm was accompanied by a higher computation time. In the field of pedestrian track-
ing and gait monitoring, Luo et al. have used another Kalman filter-based algorithm for
the inertial sensor fusion [106]. To perform the pedestrian tracking, they have proposed a
Square Root Cubature Kalman Filter (SRCKF) algorithm, aided by the zero-velocity update
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technique.

The main limitation of these methods, however, is their inability to reliably estimate
Euler’s yaw rotation, also referred to as heading. Since the accelerometer unit is only ca-
pable of detecting the tilt rotations (Euler’s roll and pitch), based on the Earth’s gravity
vector monitoring, the reliable heading estimation requires the integration of additional
supporting sensors. This is especially valid in cases, such as vehicle or robot navigation,
where its movement nature prevents the effective use of certain zero velocity-based fil-
tering (NMNI) or bias compensation (ZUPT) techniques. One of the most widely used
supporting sensor options for the fusion-based heading estimation is the magnetometer
unit [75, 103, 102, 104, 107]. Magnetometer sensor provides the absolute orientation in-
formation in relation to the Earth’s magnetic north and is often available as part of 9DoF
IMU units. The ability to provide absolute heading measurements naturally allows the
magnetometer to become an absolute reference for gyroscope sensors in Euler’s yaw ro-
tation estimation.

Gyroscope and Magnetometer-based: Different algorithms and techniques are used
to perform the gyroscope, accelerometer, and magnetometer fusion. Wittmann et al.
have used the Madgwick algorithm to perform the drift error correction in triaxial orien-
tation tracking [108]. Their method was used to track the orientation of the human arm,
which was further used as a controlling input for the side software. Hoang et al. in their
works, earlier mentioned in this section, have proposed the gyroscope and accelerometer
sensor fusion by using the NMNI technique integrated Madgwick filter [75, 103]. The per-
formance of this method was also evaluated in comparison with a group of other fusion
algorithms, including Kalman and Madgwick filters for a fusion of gyroscope, accelerom-
eter, and magnetometer sensors. Due to the specificity of the performed tests, their pro-
posed method has demonstrated superior performance over the magnetometer-based
fusion method.

The performance of inertial and magnetic sensors-based Madgwick and Mahony filters
in the heading estimation was also assessed by Diaz et al. in [109]. These methods were
also compared to multiple other commercial methods and in the context of human-carried
IMU scenarios. Similarly, the orientation estimation performance of the Madgwick and
Mahony filter algorithms in the case of the foot-mounted 9DoF IMU was evaluated by
Ludwig et al. in [110]. They have investigated both the precision and execution time of
these algorithms in triaxial orientation calculation. In their more comprehensive work,
Ludwig et al. have evaluated the orientation estimation accuracy and precision of the
aforementioned Madgwick and Mahony filters in the context of the drone-deployed 9DoF
IMU [111]. A significantly modified Madgwick filter algorithm was used by Justa et al. for
the AHRS sensors fusion [112]. They have proposed a Separated Correction Filter (SCF)
algorithm, designed to perform the preliminary filtering for the used IMU sensors before
their complementary fusion.

Due to its main advantages of state estimation and flexibility, the Kalman filter remains
the most widely utilized fusion algorithm in a variety of methods. For instance, the Kalman
filter algorithm variations for magnetometer and inertial sensors fusion and orientation
estimation were also evaluated along with Madgwick and Mahony filters by Ludwig et al.
and Hoang et al. in the earlier mentioned works [111, 75]. Ludwig et al. have used the
extended Kalman filter for a complete fusion of the gyroscope, accelerometer, and mag-
netometer sensors. Hoang et al., on the other hand, have excluded the accelerometer unit
and used a Kalman filter for a more simplified fusion of the gyroscope and magnetometer.
A fusion of three aforementioned sensors was also performed by Zhou et al. in their work
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[113]. They have used the extended Kalman filter and specifically designed a coordinate
switch algorithm for the sensor fusion-based estimation of three Euler rotations. A similar
approach was used by Farahan et al. in [114]. They have also utilized the Extended Kalman
Filter for 9DoF IMU sensor fusion-based orientation estimation for camera stabilization
applications. Among other parameters, their Kalman filter implementation also attempts
to perform the bias estimation and compensation for each of the three fused sensors.

Badawy et al. have performed the gyroscope, accelerometer, and magnetometer sen-
sor fusion for the orientation estimation [115]. They used the Adaptive Extended Kalman
Filter (AEKF) to fuse the available inertial sensors, where the magnetometer data-based
correction was applied externally. The resulting orientation information was then used to
enhance the accuracy of the GNSS positioning information for the resulting INS system by
using the EKF algorithm. The resulting algorithmic structure, combining AEKF and EKF for
the resulting navigation, Badawy et al. have named as Cascaded Kalman filter (CKF). To
control the selective use of the supporting accelerometer and magnetometer sensors in
orientation tracking, Vaitali et al. have proposed an Error-State Kalman filter (ESKF) [116].
Depending on the IMU state and reading, this algorithm is capable of selecting sensors to
be used in the orientation estimation.

A method for satellite orientation tracking was described by Hajiyev et al. in their work
[117]. They have used the Singular Value Decomposition (SVD) based extended Kalman fil-
ter algorithm to fuse the gyroscope, magnetometer, and Sun detection unit for reliable
satellite orientation monitoring. Another method for satellite orientation tracking was
proposed by Chen et al. [118]. They have used a neural network-integrated method for
the gyroscope, accelerometer, and magnetometer sensor fusion, as well as for their fault
detection and isolation. An Adaptive Unscented Kalman Filter (AUKF) and Quaternion Es-
timation (QUEST) algorithms were used in parallel to fuse the aforementioned sensors
and provide their orientation estimations. Based on this data, the fault detection neural
networks were trained to detect the faulty sensors and isolate them from the orienta-
tion estimation process. The resulting orientation was then calculated by the Adaptive
Complementary Filter, combining outputs of AUKF, QUEST, and fault detection neural net-
works. Another fault detection and isolation approach for IMU sensors in UAV applica-
tions was proposed by D’Amato et al. in their research [119]. They have used two parallel
Particle Filter (PF) algorithms for the simultaneous sensor fusion in two deployed 9DoF
Inertial measurement units. Results were then analyzed and utilized by the SFDI (Sensor
Fault Detection and Isolation) algorithm.

According to the conducted research, magnetometers are widely used as auxiliary sen-
sors for gyroscope drift mitigation, specifically in heading estimation. However, as it is
confirmed in [75, 102, 103, 104, 107, 108, 109, 111, 114, 116, 119, 112], magnetometers are
sensitive to surrounding magnetic interferences, which significantly limit their reliability
and performance in a variety of applications, especially in industrial areas.

Other Gyroscope Fusion Approaches: Despite the wide use of magnetometers as sup-
porting sensors in state-of-the-art fusion techniques for gyroscope heading error mitiga-
tion, their sensitivity to environmental magnetic distortions may significantly corrupt their
performance in certain scenarios, such as industrial applications. In these cases, magne-
tometer units may require their complete replacement with alternative sensors, such as
LiDARs or vision-based options.

For instance, Kaltenthaler et al. in their work on pose estimation and environment
mapping have used the LiDAR unit to possibly mitigate the orientation errors of inertial
sensors [120]. For the pose estimation, they used the complementary filter, fusing the
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LiDAR ranging data with the accelerometer and gyroscope units. Nazemipour et al. have
used the extended Kalman filter to fuse the gyroscope sensor with the camera-based vi-
sual gyroscope method for accurate vehicle orientation estimation [121]. This visual gyro-
scope method represents the camera-based orientation estimation, performed by visual
motion monitoring of observed reference objects. Tao et al. in[122] have used the camera-
based method for gyroscope live calibration. In their method, the camera is used for the
live motion estimation, based on the visual landmark points tracking. This information is
then used to calibrate the corresponding readings of the IMU sensors.

Heading estimation is also one of the aspects in the field of vehicle state estimation,
which covers comprehensive analysis and tracking of various vehicle dynamic parameters,
such as vehicle kinematic parameters, side slip, or tilt for stability control applications.
Aside from the inertial sensors, the field of vehicle state estimation often relies on a variety
of supporting sensors, such as steering or wheel odometry sensors. For instance, Xia et
al. in their work on the vehicle heading estimation have proposed the fusion of inertial
gyroscope and accelerometer sensors with the vehicle preinstalled wheel and steering
odometry sensors [123]. Fusion was performed by using the Kalman filter algorithm with
the integrated sensors’ bias estimation functionality.

Park et al. and Bersani et al. have proposed vehicle state monitoring approaches,
based on the inertial gyroscope and accelerometer units, aided by the GNSS position-
ing system, steering, and wheel odometry sensors [124, 125]. Park et al. have used a
pair of extended Kalman filters to respectively process the kinematic and bicycle models
of the tracked vehicle. Bersani et al. have compared the performance of the extended
(EKF) and unscented (UKF) variations of the Kalman Filter, separately used to combine the
aforementioned sensors. Song et al. in their work have used the Square-root Cubature
Kalman Filter (SCKF) to combine the GNSS positioning system, gyroscope, accelerometer,
and steering sensors [126]. For the error compensation in the kinematics model, they
have additionally used the modified EIman Neural Network (ENN). To mitigate the gyro-
scope noise for Autonomous Underwater Vehicles (AUV), Ramezanifard et al. have also
utilized the set of application-specific supporting sensors [127]. They proposed the gyro-
scope and accelerometer fusion with the Doppler Velocity Log (DVL) and depth sensor.
In their method, the initial gyroscope filtering was performed by its fusion with the DVL
unit, using the Kalman filter. The second Kalman filter algorithm was then used to fuse
the aforementioned sensors’ setup to estimate the resulting pose information.

An alternative approach for the heading estimation may be exclusively based on the
positioning data. For instance, Xiong et al. have used the Parallel Adaptive Kalman Filter
(PAKF) algorithm, combining the readings from the gyroscope, accelerometer, and GNSS
units [128] for the vehicle side slip estimation. In their method, however, the reliable
heading data was primarily provided by the dual antenna GNSS unit. A method for boat
navigation, based on inertial sensors and GNSS, was proposed by Cahyadi et al. in [129].
To perform a fusion of the aforementioned sensors for boat tracking, they have used the
UKEF algorithm, designed to additionally monitor the variables of kinematic, dynamic, and
external forces. The used approach for the gyroscope heading error mitigation, however,
is not specified in their work.

To reduce the drift error presence in the gyroscope-tracked orientation, Xu et al. have
used the GNSS positioning data. They have proposed a Kalman filter algorithm to fuse
the aforementioned sensors for reliable heading estimation [130]. In their research, Xu et
al., however, conclude the unreliability of this method in the stationary scenarios, as well
as the necessity of additional supporting sensors for reliable heading estimation. Zhang
et al. have proposed a discrete Kalman filter algorithm to directly combine the heading
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information, provided by the IMU and GPS (Global Positioning System) units [131]. Their
algorithmic method, however, is based on the simplified linear Kalman filter and does not
provide the adaptivity functionality. For these reasons, this method becomes only oper-
ational at higher movement speeds and fully relies on the GPS unit-provided movement
direction. An Extended Kalman filter algorithm was proposed by Li et al. for the vehicle
heading tracking [132]. Their method combines the inertial information with movement
velocities, provided by the GNSS unit. Similar to the method proposed by Zhang et al., this
approach significantly relies on the quality of GNSS-provided velocity information, thus
requiring higher vehicle movement speed for an accurate heading estimation. Wu et al.
have proposed a Kalman filter-based fusion method to combine the GNSS, IMU, and LVC
(Lateral Velocity Constraint) to estimate the road vehicle orientation, including the head-
ing [133]. In multiple tests, conducted in urban conditions, their method has achieved a
sub-2 degrees level of tracked heading RMSE (Root Mean Squared Error). With the ex-
cluded LVC, their method has demonstrated RMSE at the 5-degree level in the road vehi-
cle heading tracking. As one of the most recent advances in this field, the IMU and UWB
positioning data-based heading estimation topic was also addressed in parallel with this
research by Oursland et al. in one of their recent works [134]. They have used the inertial
and UWB positioning information, fused by an Invariant Extended Kalman filter for the
drone orientation estimation, and have achieved the drone heading RMSE of 4.6 degrees.
This method and the achieved results are also briefly compared with the proposed ATKF
algorithm further in Section 4.5.

2.2.3 Gap in State-of-the-art Methods

Table 3 reflects the key features of the state-of-the-art methods for the inertial sensors-
based heading estimation, described in Section 2.2.2. Chosen features were selected to
reflect the key limitations of the available approaches from the perspective of this re-
search in accordance with its key requirements, defined in Section 1.3.

The conducted research on the state-of-the-art methods for inertial sensor drift miti-
gation indicates the frequent use of inertial sensor preliminary filtering. As this approach
does not require the use of additional supporting sensors, it provides the advantage of
cost-efficiency and relatively low computational complexity, depending on the used al-
gorithmic method. For this reason, the initial data filtering approach demonstrates high
feasibility for real-time applications. However, due to the absence of absolute reference
information and unpredictable sensor noise behavior, filtering methods are only able to
demonstrate reliable short-term drift mitigation. In long-term mitigation schemes, inertial
data filtering typically serves as a supporting technique.

Drift compensation methods, on the other hand, perform the correction of the result-
ing integrated drift error, thus demonstrating higher reliability and stability in long-term
applications. Similarly, reliable drift correction requires absolute reference information,
such as predictable and periodically occurring stationary cases (zero velocity), widely used
in the ZUPT technique. This makes the main drift correction techniques highly application-
specific and widely used only in suitable fields, such as human gait analysis and pedestrian
tracking. In the case of the vehicle heading estimation, this approach may only be occa-
sionally used as an aukxiliary technique.
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Table 3: Key aspects, features and gaps of available state-of-the-art inertial sensor-based heading
estimation methods; Highlighted cells indicate deviations of the available methods from the require-
ments defined in this work, preventing their direct use within this research.
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The research on the state-of-the-art methods for inertial sensor-based heading esti-
mation indicates the wide use of sensor fusion methods and techniques. The vast majority
of the available sensor fusion methods are based on sensors, often available in different
IMU units, which include gyroscopes, accelerometers, and sometimes magnetometers.
Due to their operating nature, the accelerometer units are unable to provide suitable
reference information, particularly on the sensor’s heading orientation. Therefore, the
accelerometer and gyroscope fusion methods are unable to perform the gyroscope drift
mitigation for reliable heading estimation and are only used for tilt (roll & pitch) rotations
tracking. Sensor fusion methods, used for the gyroscope heading drift mitigation, pri-
marily rely on the use of magnetometers as the supporting units, providing the absolute
heading measurements. In the context of this research, however, the use of magnetome-
ters in the industrial environment is expected to have significant performance limitations
due to their high sensitivity to surrounding magnetic interferences and distortions, as it
is previously concluded in Section 2.2.2. This limitation prevents the use of the primary
state-of-the-art method for inertial heading estimation for this research.

Certain sensor fusion methods and approaches are frequently used in the field of ve-

5Results depend on the specific use case.
6Machine learning and neural network aided methods may provide increased performance at

the cost of increased computational complexity.
7Suitable for an industrial vehicle heading tracking as part of the indirect tracking method in the

context of this research
8 Available methods focus on regular road vehicles (e.g., cars) and do not cover the intense ma-

neuvering & backward movement, typical for targeted industrial machinery
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hicle state estimation and are often based on a variety of different supporting sensors,
such as steering and wheel encoders. These odometry sensors provide the vehicle move-
ment speed and steering, thus allowing to track its relative heading by using the proper
motion model. However, as the resulting heading estimation in this approach remains
relative, it may be unable to fully mitigate the over time accumulating drift error, thus
compromising its long-term stability. This may explain the frequent use of extra support-
ing sensors aside from the mentioned odometry units [124, 125, 126]. Additionally, the use
of the aforementioned odometry sensors also requires their invasive integration into the
vehicle mechanisms, which is avoided in the context of this research, in accordance with
key criteria defined in Section 1.3. Similarly, the use of vision- or LiDAR-based methods
for the gyroscope error compensation is also avoided in the context of this research, due
to the high processing complexity and high volumes of the sensors’ provided data. This
ensures a reliable real-time data transmission and processing with minimal delays.

According to the conducted research, the fusion of inertial and positioning information
represents the most suitable approach for the gyroscope heading drift error mitigation in
the context of this work. Unlike the other state-of-the-art sensor fusion techniques for
heading drift mitigation, this method provides relatively low computational complexity,
minor integration into the vehicle mechanisms (e.g., as wheel or steering sensors), and is
fully applicable in industrial areas. The primary prerequisite of this approach is the avail-
ability of the positioning infrastructure deployed in the targeted area (e.g., in the case
of the UWB indoor positioning systems). According to research on the available meth-
ods for positioning and inertial sensor fusion, the vast majority of available works are
entirely focused on the performance improvement of the used positioning system itself
[135, 136, 137, 138, 139, 140]. Numerous publications describe the use of inertial sensors
as auxiliary units to improve the positioning quality of the primary system or perform
short-term inertial positioning during periods of the primary system outage. A relatively
minor availability of publications describing the use of positioning data for inertial sensor
heading drift mitigation indicates the gap in this field, as well as the wide use of other
state-of-the-art techniques.

The available positioning data-based methods in this field, such as those proposed by
Zhang et al. [131], Li et al. [132], and Wu et al. [133], rely on the quality of the movement
direction and velocity information provided by the positioning unit. These methods are
primarily designed and tested for the use of regular road vehicles at high movement speed
and low maneuvering intensity. Available methods, however, may not be effectively ap-
plicable in the case of industrial machinery, which operates at low movement speed and
high maneuvering intensity, where the positioning data becomes significantly less reliable
for the vehicle heading tracking. For instance, Xu et al. in [130] address the significant
complexity of the positioning data used for the reliable heading estimation. Its high unre-
liability as a reference for the IMU heading drift mitigation is reported, especially in cases
of poor positioning data and the absence of movement. Their paper concludes the need
for additional sensors for reliable heading estimation. Thus, the currently available po-
sitioning and inertial data-based methods for the vehicle heading estimation focus on
the regular road vehicles and do not consider possible cases of accurate heading track-
ing at low movement speeds and intense maneuvering, including the essential aspect
of possible reverse movement.

The use of positioning and inertial sensors for accurate vehicle heading estimation
requires the implementation of a reliable algorithmic fusion method, which takes into
account the main advantages and limitations of both fused sensors. The implemented
method is expected to provide a reliable vehicle heading estimation even in cases of in-
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tense maneuvering, low movement speed, and potentially poor quality of the available
data. This represents the research gap in the field of inertial and positioning sensors-based
heading estimation, addressed and filled in Section 4 of this research.

Algorithms Used in Drift Mitigation Techniques

The research also reflects the available state-of-the-art sensor fusion algorithms, widely
used in the corresponding related literature. Table 4 reflects the prevalence of particular
algorithms and techniques in different gyroscope error handling approaches, selected in
Section 2.2.2. This analysis draws on related publications cited in the state-of-the-art sec-
tion of this work and reflects the overall state of this field. Obtaining more precise results
would require a comprehensive, detailed, and systematic review of the available literature
across other relevant fields.

Table 4: Algorithms used in different available inertial sensor (gyroscope) drift mitigation ap-
proaches. The color intensity represents the percentage of algorithm usage within a given drift
mitigation approach.

Gyroscope drift mitigation approach

Drift error (bias)

Machine learning

Algorith Initial filteri i
gorthm nitatirtering correction Sensor fusion enabled methods
[92, 93, 94, 95, 96, 97,
ZUPT 98, 99, 100, 101] [100, 101]
NMNI [73, 74, 75]

Band pass filters

Complemetary
filter

Madgwick filter

Mahony filter

Kalman filter
variations

[68, 69, 70, 71, 72]

88, 89, 90]

[76,77,78,79, 80, 81,
82, 83, 84, 85, 86, 87,

[71, 70, 102, 120]

[75,103, 108, 109, 110,
1M1, 112]

[75, 104, 109, 110, 111]

[75, 105, 106, 111, 113,
14, 115, 116, 117, 118,
121, 1283, 124, 125, 126,
127, 128, 129, 130, 132,

[83, 84, 85, 86, 87, 88,
89, 90, 118, 126]

131, 133]

Particle filter [119]

Overall, the breakdown of research presented in Table 4 on available inertial sensor
drift mitigation methods illustrates the relative popularity of specific algorithms across
different drift mitigation approaches. For example, due to its nature, the zero velocity po-
tential update technique for periodic drift error elimination is almost exclusively utilized
in the field of human gait analysis and pedestrian navigation. Algorithms such as NMNI,
high- and low-pass filters, on the other hand, are naturally only used for inertial sensor
data filtering and are frequently used for preliminary sensor filtering in different fusion
methods. Complementary filter and its advanced and application-specific versions - Ma-
hony and Madgwick filters are primarily used for the fundamental fusion of IMU sensors,
including gyroscopes, accelerometers, and magnetometers.

Nevertheless, the literature analysis on available inertial sensor drift mitigation meth-
ods clearly indicates the high popularity of the Kalman filter algorithm variations. It is
justified by multiple factors and advantages of this algorithm, including the high versatil-
ity and flexibility of this algorithm, its capability for model state estimation, as well as its
wide functionality and applicability. The capability for state estimation allows the Kalman
filter algorithm to provide both filtering and sensor fusion functionality, which explains

35



its wide use in a variety of applications, including both inertial sensor filtering and fusion
approaches. While the Kalman filter is initially designed for linear model estimation, its
advanced variations, such as extended (EKF) and unscented (UKF) Kalman filters, are also
able to effectively process the non-linear models. Kalman filter algorithm and its varia-
tions also enable features of adaptive fusion, which makes this algorithm highly suitable
and effective for different real-life fusion methods. For its versatility, the Kalman filter was
chosen as the primary fusion algorithm to be used in the context of this work. Addition-
ally, according to the conducted research, the Kalman filter algorithm and its variations
are also frequently combined with different machine learning and neural network tech-
niques, and primarily used for sensor filtering purposes.
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3 Indirect Tracking Methodology

This section introduces the methodology behind the proposed markerless indirect track-
ing method, defines its key components, as well as selects the necessary technologies and
sensors required for its implementation. This method is designed to fill the existing gap in
available state-of-the-art approaches, previously defined in Section 2.1.3. The developed
method directly answers the research question RQ1, as well as represents one of the main
contributions of this research and Publication IV. Background and the main concept of
the developed indirect tracking method are also briefly introduced in publication I [1]. The
resulting structure of the developed indirect tracking method, developed algorithms, as
well as the experimental implementation and testing of the proposed method are pro-
vided later in Section 5.

3.1 Methodology

The proposed markerless indirect tracking method is closely described in Section 5 and in
Publication IV, as well as briefly mentioned as background in Publication I. This method
is based on the hypothesis that completely untagged industrial products or equipment
can be accurately localized in real-time during their transportation by industrial material
handling equipment, such as forklifts, lifters, or cranes. The transported object is phys-
ically loaded on the specialized material handling unit of MHE, such as forklift tynes or
crane hook/magnet unit, and remains in the corresponding three-dimensional location
in the MHE body frame throughout the transportation process. Therefore, the real-time
3D location of the material handling unit directly reflects the corresponding real-time 3D
coordinates of the transported object with sufficient accuracy. Therefore, this method
only requires an initial product coordinates assignment upon its arrival at the warehouse
or production area. This, for instance, may be automatically performed during the initial
product registration routine in a specialized area, such as an arrival dock, after its unload-
ing from the transportation vehicle (e.g., logistics truck) into dedicated geofenced zones
with pre-measured coordinates. Based on the industrial preferences, a variety of different
product registration approaches may be used to assign the necessary product information
to the corresponding geofenced unloading zone (i.e., initial product coordinates), from
manual logistics information input up to the Al-enhanced vision-based methods.

With reliable and time-synchronized detection of the object loading and unloading
events, this approach may also automatically provide the exact storage location of the
object, thus fully automating the tracking process. Access to an accurate 3D positioning
information of the tracked object during its transportation and storage additionally allows
to bind the identification information to its physical location. This mitigates the need for
direct object marking with identification tags, thus resulting in a fully markerless indirect
tracking method. This approach is based on the following key assumptions:

e Objects tracked with this method are only transported by the material handling
equipment (e.g., forklift), equipped with the necessary setup of sensors for mark-
erless indirect tracing.

e Objects tracked with this method must remain stationary when stored and must
not be significantly displaced during this period.

e Uncontrolled displacement of the tracked object may require a manual position
update.

Although this work is focused exclusively on the forklift-based application scenario,
with certain adjustments, the developed method may be applicable to different indus-

37



e

@ Positioning unit * Real-time estimated
(z,9)o (real»nr?e forklift ZI? coordlriates) = ?;)fmk D) @eaalineies o dim ek
' Heading tracking unit
(real-time forklift heading) 3D coordinates of the
Elevation tracking unit (z,y,2)%m  detected drop-down event

(Z)jgrk (real-time forklift tynes' elevation)

693 »Y  Constant offset
fork

(positioning unit-to-midpoint of fork area)

3D coordinates of the
(z,9,2)" detected pick-up event

Figure 1: Conceptual illustration of the designed markerless indirect tracking method.

trial machinery, such as lifters or cranes. The conceptual representation of the proposed
indirect tracking method is illustrated in Fig. 1, reflecting the key aspects of the track-
ing process and deployment. In the case of the forklift, the application of the proposed
method requires the real-time and accurate localization of the center spot of the fork
area (x,y) fork, Which reflects the approximate location of the transported product. The
center spot of the fork area is marked as a blue "X" in Fig. 1. Direct deployment of the
positioning unit within the tynes area, however, often may not be possible as this area
physically interacts with heavy objects, which can eventually damage or destroy the de-
ployed tracking unit. For this reason, the positioning unit is intended to be deployed in
a reliable location within the forklift body frame, resulting in the constant, above-meter
offset 87 between the positioning unit and the midpoint of the fork area. In Fig. 1, this
(underlying) positioning unit is marked as a green dot.

Compensating for this offset is essential for the accurate product position estimation,
which is often overlooked in the available state-of-the-art methods, provided in Section
2.1.2. The offset can be reliably compensated by using accurate real-time information
of the forklift heading ¥, thus requiring a corresponding heading tracking unit. In Fig.
1, the heading tracking unit is marked with an orange arrow. By leveraging the heading
information, the exact fork location (x,y) s, can be geometrically calculated from the
initially measured forklift coordinates (x,y), as follows:

Xfork = X0+ sin(¥) - 5}‘;}yrk (1)
Yfork = Yo +cos(¥) - 670,

The detailed explanation for the resulting fork location calculation is provided in Publica-
tion 1, additionally covering the case of random placement of the positioning unit within
the forklift body frame.
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Accurate tracking of the real-time forklift heading is essential, since it directly impacts
the estimation of the resulting location of the transported payload. For evaluation pur-
poses, the resulting error in the indirectly tracked product location, caused exclusively by
the error in the tracked forklift heading, can be geometrically derived as shown in Fig. 2

and expressed as follows:
v

. €
Efork =2+ s1n(7) 8k (2)
where g, represents the error in the forklift tynes’ position, and hence, in the position of
the tracked payload. It is calculated from the constant offset 5;;;‘;,( between the deployed

positioning unit and the fork area, and error in the forklift heading €¥.
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Figure 2: Geometric interpretation of the fork positioning error, exclusively caused by inaccuracy in
forklift heading estimation.

In order to extend the positioning capabilities of the proposed indirect tracking method
and allow three-dimensional product localization, fork elevation tracking is also needed.
In the context of this work, elevation reflects the object lifting height above the ground
level. This requires the integration of the elevation tracking unit, capable of reliable and
accurate measurement of the forklift tynes elevation z,,, which corresponds to the ver-
tical coordinate of the transported product. In Fig. 1, the elevation tracking unit is marked
with a red box. Combined with the earlier determined 2D fork location, it results in 3D co-
ordinates of the transported product. Integration of the fork occupancy detection unit al-
lows the automatic detection and distinguishes the product loading and unloading events,
thus fully automating the proposed indirect tracking method. Timely detection of these
events allows to accurately define the corresponding pick-up (x,y,z)"*” and drop-down
(x,, z)d"W" locations, respectively marked as an empty blue rhombus and "X" in Fig. 1.
Accurately detected pick-up location allows to indirectly identify the picked-up product
from its earlier known storage location, while the confirmed drop-down location corre-
sponds to the exact coordinates of the stored product.

As defined in this section, the designed method for markerless indirect tracking of
industrial products requires the following set of components, providing the corresponding
real-time information:

e Underlying positioning unit: The primary task of this unit is to provide the current
location of the industrial transportation machinery, which will be further used for
the exact location estimation of the tracked product. The secondary role of this unit
is closely described in Section 4 and Publications | & 1ll, and focuses on supporting
the heading tracking unit in the accurate forklift heading estimation.
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e Heading tracking unit: This unit is used to track the real-time heading of the indus-
trial transportation machinery for its further use in the resulting location estimation
of the transported product.

o Elevation tracking unit: The main purpose of this unit is an accurate measurement
of the forklift tynes’ elevation to enable the accurate 3D localization of the tracked
product, thus covering the possible scenarios of the tracked product shelving and
stacking. The secondary role of this unit is focused on the support for the occupancy
detection unit in the precise and reliable recognition of the payload pick-up and
drop-down events. Its role in the proposed algorithm for automatic pick-up & drop-
down detection (A-PDD) is described in Section 5.2 and in Publication IV.

e Occupancy detection unit: This unit is aimed at tracking the real-time occupancy
status of the forklift tynes area and detecting possible payload pick-up or drop-down
events, thus fully automating the proposed indirect tracking method.

3.2 Technology & Sensors’ Selection

This section justifies the selection of suitable technologies and sensors for the key infor-
mation providing units, needed in the designed indirect tracking method, and previously
defined in Section 3.1. It gives a brief overview of the available options for each required
unit and justifies the resulting choice. In accordance with the key requirements for the
proposed method, defined in Section 1.3, the sensors’ selection must meet the following
criteria:

e Minimal viable/feasible number of sensors: The resulting setup must include a min-
imal number of sensors, sufficient to provide the necessary functionality of the pro-
posed indirect tracking method. Each sensor must have a specifically defined pri-
mary purpose for the designed method, while the use of entirely supporting sensors
is avoided. This is done to increase the cost- and energy efficiency of the designed
method, as well as to reduce its complexity and maintenance requirements.

e Minimal data volumes and processing complexity: Chosen sensors must provide
lower data volumes, requiring minimal pre-processing before use in the indirect
tracking process. Minimizing the size of the initially provided data reduces the re-
quirements for the wireless data transmission channel between sensors and the
main processing server, thus preventing possible delays and/or retransmissions in
the sensors’ data stream. Minimized data pre-processing complexity reduces the
possible delay between input data reception and its further use, thus increasing the
sensor data relevance in the time domain. For instance, the data stream of vision-
based methods requires higher transmission bandwidth and complex processing for
its conversion into the relevant information, such as heading data.

e Applicability in industrial environment: Chosen sensors must provide a reliable per-
formance in the application environment (e.g., industrial environment) and robust-
ness against surrounding interference. The selection process must consider existing
limitations of chosen sensors, related to the application environment.

¢ Minimal integration into the machinery mechanisms: In many cases, the direct mod-
ification of industrial machinery is not possible (e.g., due to the machinery rental
regulations). For this reason, the chosen sensors must be minimally intrusive to the
used industrial equipment and machinery (e.g., wheels or steering sensors).
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e Minimal adjustments to the operating environment: The use of chosen sensors must
require minimal adjustments to be made in the application environment, allowing
a seamless deployment of the necessary sensors and infrastructure. This criterion
is aimed at minimizing any interference of the proposed indirect tracking system on
the natural workflow of the covered warehouse or production site.

As the key requirements for the resulting setup include its possible minimization and
avoidance of supportive-only sensors, this section also briefly covers the possible multi-
role use of the selected sensors and technologies. Possibly maximized and combined use
of the selected sensors and technologies is favored as it leads to a possible performance
increase and potential extra features for the indirect tracking method.

3.2.1 Underlying Positioning Unit

A positioning system is the central unit of the designed indirect tracking method, essential
to initially obtain the real-time location of the used MHE. The chosen positioning system
directly determines the initial expected product positioning accuracy, precision, and qual-
ity of the developed method. As certain positioning systems are designed specifically for
either indoor (e.g., UWB Real-Time Location System (UWB RTLS)) or outdoor (e.g., GNSS),
the selected positioning system also determines the covered operating environment for
the designed indirect tracking method. The designed method, however, is not bound to
any specific positioning system and allows the use of any source of positioning data or
their combinations as a positioning unit in the proposed method. Thus, a positioning
unit in the proposed method may be replaced/represented with a seamless fusion of in-
door and outdoor positioning systems, operating in a unified coordinate system for multi-
environmental indirect product tracking.

GNSS & Cellular positioning: A variety of different positioning technologies can be
used as a positioning unit for the designed indirect tracking method. Global Navigation
Satellite System (GNSS) is one of the most widely known and used positioning technolo-
gies, which includes systems, such as GPS, Galileo, GLONASS (Global Navigation Satellite
System), and BeiDou Navigation Satellite System [141, 142, 143]. This technology provides a
global positioning at a relatively moderate cost to the end user. This technology provides a
meter-level accuracy positioning in outdoor environments. However, since the GNSS tech-
nology is based on satellites, it naturally requires the open sky for effective positioning
and remains sensitive to various high environmental obstacles, such as buildings. Open
and plain areas, on the other hand, are the most optimal environmental conditions for
this technology. Introduction of the field-deployed supportive infrastructure - RTK (Real
Time Kinematic) allows the GNSS technology to achieve up to centimeter-level accuracy
[144]. Since this requires additional direct communication of the GNSS unit with the field-
deployed base station, it leads to the area of coverage limitation of the GNSS RTK system
down to multiple kilometers, scalable with the deployment of additional base stations.
Although the GNSS RTK significantly improves positioning accuracy, the deployment of
auxiliary field infrastructure also leads to a significant cost increase.

Alternatively, the outdoor and partially indoor positioning can be performed by us-
ing cellular technology [142, 145]. The 5G technology is designed to support the Millime-
ter Wave-based (mmWave-based) positioning with declared sub-meter accuracy in dense
urban areas and partially indoors. Recent advances in this field also indicate that a sig-
nificant positioning performance increase can be achieved by integrating various intelli-
gent technologies, such as machine learning for cellular LOS/NLOS detection [6]. With the
pre-deployed infrastructure, this technology is also expected to be relatively cost-efficient
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for the end user. However, the required mmWave infrastructure is not widely deployed,
which makes this approach currently impractical.

Ultra-Wideband: Among the indoor positioning systems, the UWB RTLS provides low-
latency and high-accuracy positioning of 10 cm to 30 cm, along with a capability to cover
large indoor areas of industrial size [141, 142, 145, 146, 147]. This technology relies on a
field-deployed infrastructure, consisting of interconnected anchor units, performing the
localization of the mobile tag unit by using the multilateration method. Similar to other
localization technologies, UWB positioning systems are sensitive to various line-of-sight-
blocking obstacles in the environment, which may noticeably impact the resulting posi-
tioning quality. Nevertheless, UWB positioning technology also provides significant per-
formance reliability, allowing it to remain operational even in NLOS conditions. Itis achieved
by the superior obstacle penetration capabilities of UWB signals due to the wide fre-
quency spectrum, as well as high resistance against multipath signal interference. A reli-
able deployment of the UWB positioning infrastructure remains essential in various com-
plex environments, such as industrial areas, to ensure precise positioning, minimize the
impact of numerous environmental obstacles, as well as maximize the resulting coverage.

Wi-Fi & Bluetooth positioning: Alternatively, the indoor positioning can be based on
widely available technologies such as BLE (Bluetooth Low Energy) and Wi-Fi (Wireless Fi-
delity). Similar to UWB positioning, these technologies are sensitive to environmental ob-
structions, affecting the resulting localization accuracy, thus requiring proper deployment
of the positioning infrastructure, such as BLE beacons and Wi-Fi access points. In com-
parison with the above-described UWB indoor positioning systems, these technologies
provide wider hardware availability and accessibility, noticeably increasing the potential
cost efficiency.

Similar to the UWB technology, the Wi-Fi-based positioning also allows for coverage of
large indoor areas, while providing a significantly reduced accuracy of approximately 5-10
m [141, 142, 143, 145, 146, 147, 148]. This positioning accuracy, however, is expected in the
case of RSSI-based (Received Signal Strength Indicator) Wi-Fi positioning. The use of more
advanced techniques in Wi-Fi-based position estimation, such as FTM (Fine Timing Mea-
surement), increases positioning accuracy to 1-3 m at the cost of higher computational
complexity.

On the other hand, positioning systems based on BLE technology and its received sig-
nal strength indicator initially provide a positioning accuracy of 1-5 m [141, 142, 145, 146,
147, 148]. The use of more advanced and computationally complex techniques, such as
Angle of Arrival (AoA) and Angle of Departure (AoD), improves the positioning accuracy
to sub-meter level. However, while providing the coverage within the approximate range
of 100 m, Bluetooth low-energy positioning systems are significantly prone to the RF (Ra-
dio Frequency) interference, which noticeably limits their potential application range and
environments.

Magnetic field-based positioning: Short-range indoor positioning can also be based
on magnetic field sensing [142, 149]. Even though in certain cases this approach may
provide up to a centimeter-level positioning accuracy, it is significantly limited by the
small coverage area and multiple environmental limitations. These limitations include the
requirement for a controlled application environment, free of different strong or time-
varying magnetic noise sources and distortions, as well as preliminary mapping of the
existing magnetic fields in the area of positioning.
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Vision-based positioning: Multi-environment localization can also be performed by
using Vision-based positioning or INS systems, as these methods do not directly rely on
the deployed positioning infrastructure [141, 145, 147, 148]. Vision-based methods pri-
marily utilize different high-cost vision sensors, such as stereo cameras or LiDARs, com-
bined with intelligent vision and ML techniques and algorithms, thus leading to higher
processing complexity, and therefore creating a requirement for specialized vision pro-
cessing hardware. This significantly decreases the possible cost and energy efficiency of
the vision-based methods. Even though the vision-based methods are capable of per-
forming the relative positioning with up to centimeter-level accuracy, the estimation of
the absolute location additionally requires the preliminary mapping of the covered area
to determine the set of reference spots. To perform properly, the camera-based meth-
ods additionally require the presence of sufficient lighting and a variety of visual features
within the operating area.

Inertial Navigation System: Initially, the widely available inertial sensors can be used
as inertial navigation systems, providing a relative positioning by using a dead reckoning
technique [141, 143, 146]. In this technique, a position is estimated based on the previously
known location of the tracked object and its kinematics, measured by inertial sensors,
such as accelerometers and gyroscopes. Inertial sensors, however, are naturally prone
to over time error accumulation (drift), which consequently impacts the resulting posi-
tioning by gradually decreasing its accuracy. Drift error reduction requires the inclusion
of additional auxiliary sensors, such as magnetometers or other odometry sensors, such
as steering sensors and wheel encoders. Additionally, for the absolute location estima-
tion, inertial sensors can be combined with an absolute positioning system and used as a
supporting unit. Therefore, the expected cost efficiency and positioning accuracy of INS
systems are dependent on the additional use of supplemental sensors and the presence
of over time error accumulation by inertial sensors.

Discussion

The summarized results of the above analyzed positioning methods and technologies for
use as the underlying positioning system in the proposed indirect tracking method are
provided in Table 5, along with their main features, acceptable trade-offs, and critical lim-
itations. The significance of the particular aspect is reflected by the color intensity. As
stated earlier in this section, the proposed indirect tracking method is not strictly bound
to any type of positioning system, and any of the available methods or their combinations
can be used in this role. However, from the perspective of industrial use and in accor-
dance with sensors’ selection requirements defined in Section 3.2, this research focuses
on the use of the UWB positioning system in indoor environments and GNSS/ GNSS RTK in
outdoor environments. In cases of mixed environments, the interchanging combination
of these positioning systems is used. These positioning systems were chosen as they meet
the defined sensor selection requirements and provide sufficient positioning accuracy at
a suitable combination of cost efficiency and computational complexity in their coverage
area.

In comparison with the UWB indoor positioning system, alternative methods, such
as Wi-Fi or BLE (RSSI) positioning, are unable to provide sufficient positioning accuracy,
while methods such as BLE or magnetic field-based positioning provide insufficient cov-
erage for industrial applications. Additionally, the magnetic field-based positioning meth-
ods are expected to be naturally inapplicable in the industrial environment due to major
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and inconsistent magnetic distortions. Even though vision-based methods may provide a
multi-environment and highly accurate positioning, they will also introduce a significant
cost inefficiency and high computational and maintenance complexity to the resulting in-
direct tracking method. During this research, the validation of the proposed method was
performed by using Eliko UWB RTLS [150] while the FieldBee GNSS RTK [151] system was
used for the conducted outdoor experiments.

Table 5: Summarized results of underlying positioning system selection with highlighted features,
trade-offs, and major limitations.

Underlying Positioning System

Features

Trade-offs

Critical limitations

Decimeter accuracy

Outdoor only

GNSS & World-wide deployed Susceptibility to obstructions
GNSS RTK infrastructure *Higher cost (RTK)
*Centimeter accuracy (RTK)
Cost-efficiency Primarily outdoors Sub-meter accuracy
Cellular

Underdeveloped infrastructure

Ultra-Wideband

Decimeter accuracy

Primarily indoors

Moderate to high
infrastructure cost

Wide availability

Primarily indoors

5-10 meters accuracy (RSSI)

Wi-Fi Cost efficiency *Increased computational *Meter-level accuracy (FTM)
complexity (FTM)
Wide availability Primarily indoors Sensitive to RF interference
Bluetooth Cost efficiency *Increased computational Meter-level accuracy (default)
complexity (AoA, AoD) *Sub-meter accuracy (AoA,AoD)
Centimeter accuracy Short-range High environmental sensitivity
Magnetic . .
. Infrastructure-free Operational only in
field-based . .
supervised environments
Centimeter accuracy High-cost Environmental mapping needed
Infrastructure-free High computational complexity High-end processing hardware
Vision-based Multi-environment High data transmission required
requirements
Inertial Wide availability Supporting technology required | Over time error accumulation
(gyro, accl) Cost efficiency (gradual accuracy drop)

Infrastructure-free

3.2.2 Heading Tracking Unit

Heading information is one of the main aspects of vehicle navigation, along with its po-
sition and speed [152]. The accurate information on the real-time heading of the used
MHE plays an essential role in the proposed indirect tracking method, allowing a signifi-
cant mitigation of the earlier defined offset between the positioning unit and fork area,
and therefore, achieving high accuracy of the resulting indirect product localization. This
section gives an overview of available sensor options for heading estimation and covers
the selection of a suitable sensor for the accurate, robust, and real-time heading tracking
of industrial machinery in the corresponding environment. The selection of the heading
tracking unit also takes into account the presence of the previously chosen positioning
system and its potential use for heading estimation, either independently or in combina-
tion with another unit.

Gyroscopes: Gyroscopes are one of the most prevalent and widely adopted sensor
types, allowing the real-time tracking of the relative three-dimensional orientation by

frequently measuring the instantaneous angular velocity [153, 154]. Gyroscope sensors
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include different types, from consumer-grade and widely available MEMS gyroscopes to
more advanced optical solutions and experimental prototypes. Due to their compactness
and cost-efficiency, MEMS gyroscopes are widely used in various applications from smart-
phones to robotics, as well as are often available as part of multi-sensor units, such as IMU
(Inertial Measurement Unit). Despite their moderate sensitivity to temperature changes
and mechanical vibrations, caused by their mechanical nature, MEMS gyroscopes are ca-
pable of detecting minor rotations with an approximate resolution of 0.01° with minor
data processing requirements. As it was previously discussed in Section 2.2.1, one of the
key disadvantages of MEMS gyroscopes is represented by the over time accumulated er-
ror in the measured angular data, caused by temperature-varying internal white noise and
bias instability.

The available types of optical gyroscopes include ring laser gyroscopes and fiber op-
tic gyroscopes, based on the principle of the Sagnac effect, discovered in 1913 by George
Marc Sagnac [155, 156, 63, 157]. It describes the interferometry phenomenon, when in the
rotating interferometer, two laser beams, propagating in opposite directions, will have a
phase shift proportional to the angular velocity of the rotating interferometer. In contrast
to mechanical gyroscopes, optical units offer significantly higher stability and robustness
against mechanical vibrations and varying temperatures. Optical gyroscopes are less sus-
ceptible, although not fully immune, to the drift effect, which still may eventually cause an
accumulation of a significant error over longer periods of time. The performance advan-
tages of the optical gyroscopes are also counteracted by significantly lower compactness,
cost- and energy efficiency in comparison with MEMS units.

Steering & Wheel Encoders: Vehicle heading estimation can also be based on odom-
etry sensors, such as steering and wheel encoders, supported by a lateral velocity con-
straint model [158, 159]. These sensors measure the vehicle’s state parameters as move-
ment speed and steering angle, used to estimate its relative heading. Despite the wide
availability, significant cost efficiency, and minor data processing requirements, these sen-
sors are prone to different physical aspects of vehicle motion, such as the sideslip effect,
and are often used in combination with inertial sensors (gyroscopes & accelerometers).
Additionally, these sensors require direct integration into the vehicle mechanisms and im-
plementation of the vehicle-specific lateral velocity constraint model.

Magnetometers: Another widely used method for heading tracking is based on the
principle of magnetic field sensing by using magnetometers [160, 161, 162]. These units
measure the strength of surrounding magnetic fields, which can be used to calculate the
absolute heading in relation to the magnetic north of the Earth, also referred to as bear-
ing or azimuth. Widely accessible and cost-efficient types of magnetometers based on
the Anisotropic Magnetoresistance (AMR), Giant Magnetoresistance (GMR), or Tunnel
Magnetoresistance (TMR) effects may provide absolute heading estimation with approx-
imately 1° resolution and precision. Improved performance can be expected from more
specialized and less accessible magnetometer types, such as Fluxgate magnetometers.
However, due to the natural sensitivity of magnetometers to different magnetic distor-
tions, the high-performance results may only be achieved in controlled environments with
minimized presence of magnetic noise. Since for the absolute heading measurement the
magnetometers naturally rely on the relatively weak magnetic field of the Earth, the pres-
ence of significantly stronger magnetic distortions may entirely deny the use of magne-
tometers in industrial areas, such as warehouses or production sites.
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Positioning Data-based: Absolute heading information within the used coordinate
system can also be estimated by using the positioning data. With varying accuracy, the
momentary vehicle heading can be estimated by using the consecutive positioning data
samples from single- [132, 130] or multiantenna [163, 164, 165, 128] positioning units. This
method provides potentially high reliability in different environments, while its stability di-
rectly depends on the positioning quality of the underlying positioning system. The head-
ing estimation accuracy of this method is directly determined by the movement speed of
the tracked vehicle and the precision of the used positioning system.

Tracked position

> A i Positioning data-based
Al s A ositioning data-base
» N \‘ 2 — \’__. b heading

R T L N e R L VGGG L ST e N OUGGE

Linearly increasing movement speed

X

Figure 3: lllustrative example of the heading precision, based on the noisy positioning data, and at
linearly increasing movement speed.

Figure 3illustrates the heading estimation quality, based on the noisy positioning data
at varying moment speed. Sample positioning data is shown with gray points, the corre-
sponding positioning data-based heading is represented with dark red arrows, while the
green arrow illustrates the true movement direction, accompanied by linearly increas-
ing (left to right) movement speed from a stationary state. As it is illustrated, in station-
ary cases and at lower movement speeds of a single antenna-based setup, the estimated
movement direction (heading) is highly affected by positioning data errors and becomes
fully unpredictable. Increasing movement speed compensates for positioning data er-
rors, rapidly improving the heading estimation accuracy and precision. This significantly
complicates the sole use of positioning data for proper heading estimation. A certain im-
provement in heading estimation stability and reliability at lower movement speeds can
be expected in the case of a less cost- and energy-efficient multi-antenna positioning sys-
tem. Unlike the single antenna unit, it provides synchronized information from multiple,
physically separated receivers (antennas), which allows to perform the heading estima-
tion within each data sample independently.

Vision based: Accurate, potentially stable, and sub-degree heading estimation can
also be performed as part of the vision-based positioning option, described in the previ-
ous Section 3.2.1 by using different high-cost sensors such as stereo cameras, optical flow
sensors, intelligent vision, or LiDARs [166, 167, 168]. In some cases, this approach may
provide a 1.5-degree accuracy in the platform heading estimation [169]. Similar to the
vision-based positioning, however, this heading estimation approach leads to significant
processing complexity, specialized hardware requirements, as well as preliminary map-
ping of the operating area to determine the environmental reference points, necessary
for the absolute orientation estimation.
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Discussion

Table 6 provides the summarized results of the above analyzed vehicle heading tracking
techniques from the perspective of their use as part of the proposed indirect tracking
method. It covers the main features of the considered methods, their acceptable trade-
offs, and critical limitations. Color intensity corresponds to the relative significance of the
corresponding aspect. From the perspective of industrial application and in accordance
with the sensors’ selection criteria, defined in Section 3.2, the suitable option for the head-
ing estimation of industrial material handling equipment includes the inertial (gyroscope)
and positioning data-based methods. Both of these methods, however, contain signifi-
cant limitations, denying their sole use for accurate and reliable vehicle heading tracking.
These limitations include the drift effect of the inertial unit and direct dependence on the
movement speed of the positioning data-based method.

Since the positioning system was selected earlier for use as part of the indirect tracking
method, this research focuses on the combined use of inertial and positioning data for
accurate heading tracking. Therefore, the MEMS gyroscope unit is selected for the role of
the heading tracking unit in this section due to its wide availability, portability, cost- and
energy efficiency in comparison to the optical gyroscopes.

The use of magnetic field-based methods was avoided due to their critical sensitiv-
ity to magnetic distortions and thus inapplicability in industrial environments. Odometry
and vision-based heading estimation were also not considered due to their respective re-
quirements for integration into the machinery mechanisms, high computational complex-
ity, and cost inefficiency. The combined use of inertial and positioning data for accurate
vehicle heading estimation was separately investigated as part of this research, while the
developed and used algorithmic method is described in the Section 4. The experimen-
tal tests in this research were conducted using the MEMS gyroscope sensor of the Bosch
BNOO55 inertial measurement unit, which also includes an accelerometer and magne-
tometer [170].

Table 6: Summarized results of heading tracking unit selection with highlighted features, trade-offs,
and major limitations.

Heading Tracking Unit

‘ Features Trade-offs Critical limitations
Wide availability Supporting technology required Over time error accumulation
Cost efficiency (Positioning unit available) (drift — gradual accuracy drop)
Gyroscope *Higher accuracy & *Significantly higher cost
decreased drift effect (RLG, FOG) | (RLG, FOG)
. Wide availability Highly detailed motion model is | Direct integration into vehicle
Steering & Cost efficiency required mechanisms

Wheel Encoders . -
Supporting technologies needed

Wide availability & Cost efficiency | *Operational only in supervised | Extreme sensitivity

Magnetometer | Absolute heading measurement | environments to magnetic distortions

*Possible high accuracy

Positioning Absolute heading information Sensitivity to positioning data Accuracy & reliability

System Previously selected & available | quality at low speeds only at higher speeds
(may be used as aux. technology) | (may be supported by gyro.)
Potentially high accuracy High-cost Environmental mapping needed
Absolute heading information High computational complexity High-end processing hardware
Vision-based High data transmission required

requirements
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3.2.3 Tynes’ Elevation Tracking Unit

Supporting 3D product localization is essential in the majority of industrial applications,
particularly those involving extensive product shelving or stacking. To extend the position-
ing capabilities of the proposed indirect tracking method and enable the complete three-
dimensional product positioning, accurate tynes’ elevation tracking is required. This sec-
tion covers the review and selection of a suitable technology for the accurate and reliable
real-time measurement of the forklift tynes’ elevation. The availability of the previously
selected positioning and inertial (gyroscope/IMU) technologies, as well as their possible
use for the fork elevation tracking, is also taken into account in this section.

Barometric Pressure Sensors

Barometric pressure sensors can be used for the absolute altitude estimation, by mea-
suring the momentary atmospheric pressure [171, 172, 173, 174]. This technology is widely
available and, due to its wide altitude measurement range, is used in different applications
covering higher altitude tracking, such as in drones or airplanes (barometric altimeters).
Widely available pressure sensors provide altitude measurements with meter to centime-
ter accuracy levels. The performance of the barometric pressure sensors, however, may
be significantly affected by environmental factors, including changes in the surrounding
temperature, humidity, and airflow, thus leading to performance inconsistency and re-
quiring proper calibration.

Ultrasonic Distance Sensors: Centimeter to sub-centimeter accuracy in the eleva-
tion measurement can be achieved by using widely available ultrasonic distance sensors
[175, 176]. Although these sensors demonstrate lower susceptibility to environmental ef-
fects in comparison with barometric sensors, they also provide a significantly lower oper-
ating range of approximately 5 m. In the case of ultrasonic distance sensors, a higher op-
erating range may be achieved by lowering the operating frequency of the emitted sound,
which consequently leads to a decrease in measurement accuracy. The use of higher fre-
qguencies, on the other hand, provides higher, up to millimeter accuracy at the cost of a
significant decrease in the operating range. In the context of this work, the forklift tynes’
elevation measurement additionally requires a precise and reliable installation of the ul-
trasonic distance sensor within the fork area, and pointed towards the ground surface.
Being a proximity detection unit, the ultrasonic sensor performs the distance measure-
ment to the nearest object in its line of sight, therefore enabling various foreign objects,
including forklift parts, within its coverage area to affect the resulting measurement ac-
curacy.

Laser Distance Sensors: Alternatively, the elevation measurement may be performed
by a laser distance sensor, providing millimeter accuracy along with higher measurement
range and measurement resolution [177, 178]. Unlike the ultrasonic distance sensors, the
laser-based unit performs the distance measurements by forming a narrow laser beam,
thus avoiding the false detection of the nearest object in proximity. Laser distance sensors,
however, demonstrate decreased cost-efficiency and moderate sensitivity to different en-
vironmental factors, including fog or dust, heavily present in industrial areas, as well as
the quality of the reflecting surfaces. Similar to ultrasonic distance sensors, in the context
of the forklift tynes’ elevation tracking, laser distance sensors require reliable and precise
installation within the fork area, which may also lead to the eventual damage of the fragile
sensor parts due to impacts or vibrations present on MHE.
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IR Distance Sensors: Distance measurements can also be based on Infrared (IR) light
technology. IR distance sensors provide significant cost-efficiency together with centime-
ter measurement accuracy and millimeter resolution, similar to ultrasonic sensors [179,
180, 181]. IR sensors, however, are significantly limited to a slightly beyond 1 m detection
range and high sensitivity to different environmental aspects, such as ambient lighting,
reflection properties, and color of the reflecting surface. The requirement for a precise
installation of this sensor within the fork area may also lead to the inevitable damage to
the fragile sensor parts.

Wire Displacement Sensors: A variety of different mechanical approaches are used in
the industry for accurate displacement measurements [182, 183, 184]. However, a majority
of those sensors, such as strain gauge displacement sensors, only provide a centimeter-
level measurement range, which proves their inapplicability in the context of this work.
A higher measurement range can be provided by industrial-grade wire displacement sen-
sors. These sensors represent the wire reel, equipped with either a rotary encoder or a
potentiometer unit, respectively used to measure relative or absolute linear wire displace-
ment. These sensors allow displacement measurements with millimeter accuracy and
sub-millimeter resolution at the operating ranges of up to dozens of meters, depending
on the used configuration [185]. The build quality of the industrial-grade sensors provides
high reliability in different environmental conditions. While the potentiometer-based sen-
sors offer high measurement stability and robustness, the rotary encoder-based units may
experience an over time error accumulation due to their relative nature of measurements.
In the context of forklift tynes’ elevation measurement, these sensors may require minor
to moderate integration into the fork mechanisms, depending on the final deployment.

Positioning Unit: The vertical position of the forklift tynes may also be measured by
the positioning systems, such as the previously selected UWB indoor positioning system,
providing the declared positioning accuracy of 10-30 cm [186, 187]. Positioning perfor-
mance, however, is significantly dependent on the positioning infrastructure deployment
within the operating area. While the horizontal deployment of the UWB infrastructural
components (anchor units) may be optimized, improving the horizontal positioning ac-
curacy, the vertical deployment remains significantly limited. Higher positioning perfor-
mance requires the deployment of the UWB anchor units at varying heights between the
ground and the ceiling levels within the operating area. However, in most cases, the posi-
tioning infrastructure is mainly deployed near the ceiling level due to the lower presence
of line-of-sight blocking obstacles, which significantly affects the vertical positioning ac-
curacy. Thus, in practice, depending on the particular deployment, the expected vertical
accuracy of UWB positioning systems may be reduced down to a 0.5 - 1 m level [186, 187].
A similar effect of reduced vertical positioning accuracy may also be expected from other
positioning systems, such as GNSS [188, 189].

Inertial Sensors: The previously selected MEMS gyroscope unit is often available as
part of inertial measurement units, together with an accelerometer sensor used for the
linear acceleration measurements [190, 191, 192]. As the integration of the linear accel-
eration data reflects the linear displacement, accelerometer units can also be used as a
cost-effective method for elevation tracking, providing theoretically an unlimited mea-
surement range. Even though this approach potentially allows displacement measure-
ment with a sub-millimeter resolution, it is unable to provide stable and reliable accuracy
for longer periods of time. Similar to MEMS gyroscopes, the MEMS accelerometer units
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are prone to the drift effect, which causes the over time accumulated errors, thus leading
to the over time degrading accuracy of the displacement measurements.

Discussion

The summarized results of the above provided analyzed approaches for the forklift tynes’
elevation monitoring in the proposed indirect tracking method are presented in Table 7,
along with their main features, acceptable trade-offs, and critical limitations. The signifi-
cance of the particular aspect is reflected in the color intensity. The resulting selection of
tynes’ elevation tracking unit was performed by taking into account the selection require-
ments, defined earlier in Section 3.2, as well as the expected use of the selected sensor
in industrial conditions, where the risk of physical damage is greatly increased. Among
the technologies mentioned in this section, the potentiometer-based wire displacement
sensor was selected for use as an elevation tracking unit in this research. Even though
a robust deployment of this sensor may require minor to moderate integration into the
lifting mechanisms of the forklift, it also provides a combination of significant advantages.
These include sufficient measurement range for forklift applications, high measurement
accuracy and resolution, as well as low sensitivity to environmental effects, high stability,
and reliability in industrial applications.

Alternative options for the elevation tracking include barometric sensors, which, com-
pared to wire displacement sensors, require minimal integration into the forklift mecha-
nisms, while providing lower measurement accuracy, resolution, and reliability, as well as
higher environmental sensitivity. Positioning and inertial sensor-based methods are un-
able to provide reliable and stable elevation measurements at sufficient centimeter-level
accuracy, which prevents their use in this research. As ultrasonic, IR, or laser technology-
based sensors perform distance measurements against the corresponding reflecting sur-

Table 7: Summarized results of tynes’ elevation tracking unit selection with highlighted features,
trade-offs, and major limitations.

Tynes’ Elevation Tracking Unit

Features Trade-offs Critical limitations
Wide availability Calibration requirements Meter-to-centimeter accuracy
Barometric Absolute measurement Significant environmental
Pressure Sensors sensitivity
Inconsistent performance
Wide availability & Cost efficiency | *Measurement accuracy to Sensitivity to surrounding objects
Ultrasonic *Sub-centimeter-level accuracy max. operating range trade-off Deployment difficulty for the
Distance Sensors | Low environmental sensitivity given task
*Possible range limitations
. Millimeter accuracy Moderate sensitivity to reflecting | Sensitivity to vibrations &impacts
Las:rerl?slztrasnce Cost efficiency surfaces & environment Deployment difficulty for the
Sufficient operating range given task
Cost efficiency Limited range
IR Distance Centimeter accuracy ) High environmental sensitivity
Sensors Deployment difficulty for the
given task
. Absolute measurement Physical wear
D A Millimeter t timet Moderate cost
(Wire) Sensors illimeter to centimeter g -
accuracy & resolution Minor deployment difficulties
Positioning Absolute measurement Infrastructure required Meter-level vertical accuracy
System Previously selected & available | (Expected by default)
Inertial sensors | Wide availability & Cost efficiency | _ Over time error accumulation
(accelerometer) | Previously selected & available & degrading accuracy
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faces, they require precise deployment under the fork area, measuring towards the ground
surface. Aside from the other performance disadvantages of these sensors, this deploy-
ment may lead to their inevitable damage. In the experimental tests, conducted as part
of this research, the elevation tracking was performed by using a Miran potentiometer-
based draw wire encoder [193].

3.2.4 Fork Occupancy Detection Unit

Reliable and real-time detection of the fork occupancy status is essential information for
the proposed indirect tracking method. It allows to minimize the involvement of the work-
ing personnel in the product and equipment tracking process, thus minimizing the im-
pact of the human factor. Synchronized use with the tracked product location also allows
for the accurate estimation of the product pick-up or drop-down coordinates, eventually
used for product identification. This section covers the selection of suitable technology
and sensors for the reliable detection of the forklift tynes’ occupancy status in the indus-
trial environment. Sensors and technologies selected in previous Sections 3.2.1, 3.2.2, and
3.2.3 are also taken into account as possible supporting units for the selected occupancy
tracking unit.

Load Cells: One of the most straightforward methods for the physical occupancy de-
tection can be based on load cells. Although industrial-grade load cells are typically costly,
they can provide a broad range of physical weight detection from a gram, and sometimes,
milligram level up to dozens of tons [194, 195, 196, 197]. This weight detection range, to-
gether with high reliability in industrial environments and the capability to provide extra
information on the detected object’s weight, makes these sensors a viable option for a
variety of industrial applications, including the proposed indirect tracking method. How-
ever, the forklift deployment of the industrial load sensor for tynes’ occupancy detection
requires its major integration into the lifting mechanisms. Flat load (strain gauge) sensors
(e.g., based on the piezoresistive structure) may be considered as an alternative option
to load cells in weight measurement. Unlike the earlier described load cells, these units
may be directly deployed within the fork area, potentially requiring minimal integration
into the lifting mechanisms. This advantage, together with the slightly increased cost ef-
ficiency, however, is compensated by the noticeably lower weight detection range up to
a few tons and lower durability.

Laser Distance Sensors: Object detection within a certain area may be performed us-
ing various cost-efficient distance sensors, such as ultrasonic or laser distance measure-
ment units [198, 199]. As these sensors are able to detect the object’s presence remotely,
they do not require significant integration into the MHE mechanisms. Laser distance sen-
sors are used for accurate and precise distance measurement at the expense of lower
cost efficiency, higher environmental sensitivity, and data processing complexity. From
the perspective of general object presence detection, however, laser-based sensors offer
a significant operating range of dozens of meters, while the high distance measurement
accuracy and precision are not essential. The case-specific disadvantage of these sensors
is the potential requirement for precise installation, allowing the narrow laser beam to
reliably detect the transported payload of any possible shape and size.

Ultrasonic Distance Sensors: Ultrasonic sensors, on the other hand, perform the dis-

tance measurements to the nearest object within a relatively wide cone-shaped beam
[200, 201, 202]. Although this might be considered a drawback in the field of precise dis-
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tance measurements, this feature makes ultrasonic sensors suitable for area occupancy
tracking and object detection. In comparison with laser distance sensors, the ultrasonic
sensors provide a lower operating range within 5-10 m, together with centimeter-level ac-
curacy in distance measurements. These parameters can be alternated by changing the
operating frequency of the sensor as was explained in Section 3.2.3. Unlike laser-based
units, ultrasonic distance sensors offer high cost-efficiency and low data processing com-
plexity. Despite their moderate sensitivity to environmental conditions, they are often
designed for real-world applications, including outdoor environments.

IR/PIR sensors: Sensors, based on IR and Passive IR (PIR) technologies, are primarily
designed and used for general object presence detection [203, 204, 205]. Despite their
cost efficiency and low computational complexity, these sensors also demonstrate rela-
tively high environmental sensitivity and a variety of additional method-specific limita-
tions. For instance, the IR reflection-based sensors are significantly limited to below half
a meter detection range and highly sensitive to the environmental aspects, such as ambi-
ent light and reflective properties of the detected object. More advanced and less cost-
efficient ToF (Time-of-Flight) IR sensors, on the other hand, provide additional features,
such as distance measurements with approximate centimeter accuracy and increased op-
erating range up to dozens of meters. These sensors, however, keep the aforementioned
environmental limitations of IR sensors. PIR sensors are only capable of detecting heat-
emitting and moving objects within a 10 m range, which primarily narrows their main field
of applications to various human and animal detection systems. In the context of indus-
trial object detection, these sensors are expected to be highly ineffective.

Vision-Based Detection: Different vision-based methods can be used for reliable and
intelligent detection of the tynes’ occupancy status, potentially allowing to detected and
recognize different reference objects, such as industrial pallets, or environmental sur-
roundings within a significant range [206, 207, 208]. This, however, results in reduced
cost- and energy efficiency of the vision-based object detection approach, along with in-
creased environmental sensitivity, data volume, and processing complexity. The integra-
tion of advanced, machine learning-based processing methods further increases process-
ing complexity and results in significant cost and energy inefficiency, primarily due to the
need for high-performance computing equipment.

Capacitive/Inductive Sensors: Capacitive and inductive sensors may also be used to
detect the presence of specific objects in close proximity of approximately 10 cm, which,
however, is insufficient in the context of forklift tynes’ occupancy detection [209, 210, 211].
Additionally, these sensors only allow the detection of specific types of objects. For in-
stance, inductive sensors are only capable of detecting various metal objects, while capac-
itive units are only sensitive to dielectric materials. Therefore, more versatile occupancy
detection might require the combined use of both sensors.

Discussion

Table 8 reflects the summarized outcomes of the above-provided analysis of different ap-
proaches for the fork occupancy status monitoring and a possible further use as part of
the proposed indirect tracking method. It covers the key features, limitations, and possi-
ble trade-offs of the addressed approaches. The color intensity reflects the significance
of a corresponding aspect. The resulting selection of the fork occupancy detection unit
was based on the selection criteria defined in Section 3.2 and aims for robust object de-
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tection within the forklift tynes area. Due to its wide detection area and supported op-
erating range, which is sufficient to cover the entire tynes area, the ultrasonic distance
sensor was chosen for the fork occupancy tracking. Its ability to perform distance mea-
surements to the picked-up object with centimeter accuracy provides additional real-time
information regarding the payload pick-up or drop-down process. Even though ultrasonic
distance sensors have a moderate environmental sensitivity to different factors, such as
high temperature and humidity, they remain significantly reliable in industrial and outdoor
environments.

Laser distance sensors, on the other hand, require a precise deployment for the reli-
able detection of the picked-up payload. Alternatively, with proper integration into the
lifting mechanisms of the forklift, industrial load sensors can also be used for the tynes’
occupancy detection, providing additional weight information on the lifted payload. Op-
tions, such as IR, PIR, inductive, and capacitive sensors, introduce significant limitations
from insufficient detection range and major environmental sensitivity to the inability to
detect different materials. Vision-based sensors provide a potentially significant informa-
tional capacity regarding the environmental surroundings and the occupancy status of the
tracked area, which, however, is achieved at the expense of a significant computational
complexity, as well as low cost- and energy efficiency. Taking into account the usage of
the previously selected tynes’ elevation tracking unit, this research focuses on its com-
bination with the fork occupancy detection sensor. This provides extended real-time in-
formation on detected payload pick-up and drop-down events, allowing the recognition
of the aforementioned events and their stages. Fusion of tynes’ elevation and occupancy
tracking units is performed by the A-PDD algorithm, proposed as part of this research and
further described in Section 5.2, as well as in Publication V. During the experimental
testing, the fork occupancy tracking was performed by using a weatherproof ultrasonic
distance sensor SEN0O208 [212].

Table 8: Summarized results of fork occupancy detection unit selection with highlighted features,
trade-offs, and major limitations.

Fork Occupancy Detection Unit

Features Trade-offs Critical limitations
Load Cell Reliable & accurate detection Possible deployment difficulties | Moderate to major integration
oad Lels Weight information Possible physical wear into machinery mechanisms
X Cost efficiency Moderate environmental No areal coverage
LaS‘-S“-;r?SISOt;nCe Distance information sensitivity Sensitivity to vibrations & impacts
Detection accuracy
X Cost efficiency & Distance info. Sensitivity to surroundings
. Ultrasonic Areal coverage (false detection possibility)
Distance Sensors . T
Low environmental sensitivity
Cost efficiency Possible distance information Limited range
IR Sensors . . . o
at higher cost High environmental sensitivity
Cost efficiency Detection of heat-emitting
PIR Sensors - q N
moving objects only
High reliability High-cost High-end processing hardware
Vision-Based Contextual information High computational complexity required
Detection High data transmission
requirements
» Object material information Limited range
Czpautlve Detection of dielectric
ensors :
materials only
Inductive Object material information ) Limited range
Sensors Detection of metal objects only
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4 Heading Estimation

As it was previously defined in Section 3, one of the key aspects of the proposed indirect
product tracking method is the accurate heading estimation of the used material han-
dling equipment. According to the sensors selection performed in Section 3.2.2, this re-
search focuses on the use of inertial sensors, particularly the gyroscope, for the real-time
heading tracking of industrial machinery. The primary drawback (i.e., drift error accumu-
lation) of inertial sensor-based heading estimation is introduced in Section 2.2.1, followed
by the investigation of the current state-of-the-art methods for its mitigation in Section
2.2.2. In research on the available methods for inertial sensor heading error mitigation,
the rarely used positioning and inertial data fusion approach was selected as the most
suitable method in the context of this work. This section describes the main algorithmic
methods for the positioning and inertial data-based vehicle heading estimation, proposed
in Publications | & 1lI. This section also covers a description of the algorithmic method for
the UWB positioning system enhancement, implemented as part of the publication 11[2].

4.1 Positioning Data-based Approach for Vehicle Heading Estimation

This section addresses the main limitations of the positioning and inertial data-based
heading estimation, as it was also addressed by Xu et al. in one of the state-of-the-art
works [130]. The key feature of the heading estimation approach, based on the position-
ing data (coordinates), is its dependence on the movement speed. Even minor positioning
data noise and errors could lead to significant heading estimation uncertainty in stationary
or slow movement cases. As it was visually illustrated in Fig. 3, the increasing movement
speed significantly reduces the impact of positioning data errors and improves the head-
ing estimation accuracy. The dependence of the positioning data-based heading errors on
the movement speed is also later discussed in Section 4.4.3.

This research investigates the applicability of the positioning data for the mitigation of
inertial sensor heading drift. In order to verify the sufficiency of the positioning informa-
tion for a reliable gyroscope heading drift correction, a prototype algorithm was proposed
and originally presented in Publication I. This section provides a brief description of the
originally published algorithm and its experimental testing. This section also covers a mi-
nor extension to the originally published algorithm, and not included in Publication 1. In
this work, the algorithm is hereafter referred to as the Drift Correction Algorithm (DCA).

4.1.1 Positioning Data-based IMU Heading Drift Correction Algorithm

The proposed DCA algorithm represents a novel, positioning information-based approach
for the conditional correction of the gyroscope-accumulated heading drift error. Aflowchart
of the developed DCA algorithm is demonstrated in Fig. 4, while the corresponding de-
tailed pseudo-code is available in Appendix 5. Both flowchart and pseudo-code represen-
tations of the DCA algorithm also include a highlighted extension, added after the original
algorithm publication in |, and described later in this section.

In this algorithm, the real-time heading of the tracked vehicle is monitored by the in-
ertial (gyroscope) sensor, while the positioning data is used to conditionally estimate the
necessary heading correction. The drift correction 8% is applied to the inertial heading
measurement ), thus compensating for the accumulated drift error and resulting in the
corrected heading ¥y, representing the output of the algorithm. The arrival of the posi-
tioning data sample (x,y); triggers the drift correction value recalculation sequence. The
latest positioning data sample (coordinates) is stored in the FIFO (First In, First Out) buffer
W of size u for further analysis to validate the movement behavior and possibility of a
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Figure 4: Flowchart of the proposed IMU heading drift correction algorithm. A minor extension for
the originally published algorithm is highlighted with dark gray box.

reliable heading correction.

In the proposed algorithm, the received positioning information is required to indicate
the movement with sufficient speed and minimal maneuvering intensity to be used for
the drift correction update. Thus, the newest positioning data, stored in the FIFO buffer
W is used to calculate sets of the latest movement directions @ (k) and the coordinates’
displacement in the positioning data v (k), which directly reflect the speed of movement.
As the next step, the algorithm verifies the sufficient movement speed of the tracked
vehicle and defines the indices i € I of elements in coordinates’ displacement set v (k),
which exceed the displacement threshold v,,;, (i.e., minimal required movement speed
threshold). For " elements in the set of movement directions o (k), which correspond to
the verified sufficient movement speed, the algorithm calculates the averaged movement
direction 6, by using the circular mean technique.

Afterward, the proposed drift correction algorithm attempts to recognize the possible
case of reverse movement, which is essential in the case of industrial machinery tracking.
To detect the reverse movement event, this algorithm separately evaluates changes of
both inertial (/) and positioning (6,) data-based heading measurements by comparing
them to their previous valid states () and (6). In the case of reverse movement, the
positioning data-based heading is expected to indicate a close to 180-degree movement
direction change, while the inertial sensor-provided heading remains mainly unchanged.
In this case, the absolute difference between the latest valid positioning data-based head-
ings 6, and 6 is expected to be beyond the user-defined threshold value 8, while the
absolute difference between the latest inertial data-based headings must be below the 3
threshold. This allows to distinguish the reverse movement scenario from the case of in-
tense maneuvering and apply the corresponding compensation for 180 degrees rotation
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in the resulting movement direction 0. The threshold value B represents the reverse
movement detection insensitivity of the algorithm. In the published version of this algo-
rithm, the resulting movement direction 6, was then directly used to recalculate the drift
compensation parameter 8. A detailed explanation of the algorithm for the correction
of the IMU heading drift is provided in Publication |I.

The original published version of the DCA algorithm was later extended with an addi-
tional filtering of the resulting heading information. The included filtering step is selected
with a dark grey box in Fig. 4 and is used to further reduce the impact of possible out-
liers and increase the overall stability of the drift correction algorithm. After the reverse
movement correction, the resulting movement direction 6, is added to the secondary
FIFO buffer V of size 1, for an additional averaging. A distribution level of the latest
movement directions R, in the buffer V is then calculated by using the circular range
technique, which reflects the stability of the measured movement direction, and thus,
the current maneuvering intensity. In case of sufficiently low maneuvering intensity with
the variance of the movement directions below the defined maximal threshold @, the
resulting averaged movement direction 6 is calculated and used to update the drift com-
pensation parameter §¥. This extended version of the DCA algorithm is later used for the
comparison with the developed ATKF algorithm in Section 4.4.3 and in Publication 1lI.

4.1.2 Experimental Testing of the Drift Correction Algorithm
The suitability of the positioning and inertial data fusion approach for reliable vehicle
heading tracking was experimentally validated by a conducted test campaign. In the con-
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Figure 5: (a) Visualized results of the experimentally tracked forklift position (blue dots) and orien-
tation, estimated by the sole IMU (red arrows), Drift correction algorithm (green arrows) and true
heading (gray arrows); (b) Deployment of the used sensors setup on top of the used forklift; (c) The
forklift used in the test campaign.
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text of this research, the proposed DCA algorithm was developed for the accurate heading
estimation of industrial vehicles in an industrial environment. Therefore, for the experi-
mental performance evaluation of this algorithm it was chosen an operating wood man-
ufacturing site, containing large industrial machinery and potentially significant magnetic
distortions, preventing the use of state-of-the-art magnetometer-based methods. The
test campaign was conducted for the originally published version of the DCA algorithm,
and, along with the corresponding results, is described in Publication 1. Tests were per-
formed in operating industrial production site using a highly maneuverable forklift, shown
in Fig. 5¢c, with the deployed positioning and inertial sensors shown in Fig. 5b.

The test campaign was conducted in both indoor and outdoor environments in order
to diversify the test scenario and evaluate the performance of the proposed DCA algorithm
in different environments and at different levels of positioning quality. To cover both in-
door and outdoor environments, the deployed sensors’ setup included two positioning
units (i.e., GNSS RTK and UWB), alternating based on the current operating environment.
Significantly varying movement speed, intense maneuvering events, and occasional re-
verse movement were used to further diversify the testing scenario for a proper method
evaluation.

The visualized movement track of the corresponding test campaign is shown in Fig.
5a along with the corresponding heading tracking results. Positioning data of the tracked
forklift is shown with blue dots, while red, green, and gray arrows respectively demon-
strate the tracked forklift heading of the sole IMU, after processing by the designed DCA
algorithm, and the true forklift heading. The zoomed-in area in Fig. 5a demonstrates
the moment of the significant positioning data quality drop, caused by the transition be-
tween indoor and outdoor environments, and the corresponding switch from indoor UWB
to outdoor GNSS positioning system.
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Figure 6: Cumulative error distribution function of the resulting forklift heading, initially measured
by IMU (red) and after its correction by the DCA algorithm (green).

The proposed algorithm was able to decrease the Median Absolute Error (MdAE) of
the sole IMU provided heading by approximately 86.8%, from 44.1 degrees down to 5.9
degrees. This reflects the overall improvement of IMU heading tracking accuracy, provided
by the drift correction algorithm, and does not take into account the momentary outliers.
The obtained heading error Standard Deviation (SD) of 23.8 degrees, however, has indi-
cated a noticeable presence of outliers in the corrected forklift heading data. These results
are also reflected by the heading error Cumulative Distribution Function (CDF), shown in
Fig. 6. Thus, 90% of errors in the DCA algorithm estimated heading do not exceed 30
degrees, while 75% of errors reach a sub-11 degrees level. In contrast, 60% of errors in
the IMU estimated forklift heading rapidly exceed 40 degrees, with over 10% of errors
beyond 90 degrees. Significant errors in the DCA algorithm estimated heading were pri-
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marily experienced during the periods of significant positioning data accuracy drops, as
well as during the event of intense forklift maneuvering. Nevertheless, these results have
confirmed the effectiveness of the positioning information for inertial sensor drift mitiga-
tion in heading estimation applications.

Evaluation of experimentally obtained results has identified two key prerequisites for
a reliable use of positioning data in vehicle heading estimation. These requirements in-
clude robustness against inaccurate positioning information and minimal response to the
input data. The increased reliability against the potential poor positioning data requires
a higher level of real-time adaptivity of the fusion algorithm and possible integration of
input data filtering. The criteria of minimal response to the input data, on the other hand,
requires the use of a suitable state estimator or integration of different machine learning
techniques in parallel to minimize potential response delays, naturally caused by data fil-
tering methods. These identified key requirements were considered in further research
on the vehicle heading estimation topic.

Publication 1[1] also provides a brief introduction to the indirect tracking topic as the
targeted application of the designed heading estimation method. Afterward, it provides
the theoretical analysis of the obtained heading estimation results in the context of this
topic. According to the published results, the aforementioned reduction in median head-
ing absolute error from 44.1 degrees to 5.9 degrees is a theoretical equivalent of the indi-
rect product positioning accuracy improvement from 1.914 meters to 0.262 meters. This
additionally conforms to the necessity of accurate forklift heading tracking for indirect
product localization methods.

4.2 Kalman Filter Background

As it was concluded in Section 4.1.2, a reliable positioning and inertial data-based method
for vehicle heading estimation is required to provide sufficient adaptivity, state estimation,
and possible data filtering features. According to the analysis of state-of-the-art inertial
data processing methods, performed in Section 2.2.3, the aforementioned required fea-
tures can be provided by the different variations of the Kalman filter algorithm.

4.2.1 Linear Kalman Filter

The Kalman Filter represents a type of Bayesian filter, and is a recursive state estimation
algorithm, developed by Rudolf Kalman and described in one of his works in 1960 [213]. In
its standard linear variation, this algorithm estimates the state of the observed system by
using the prediction model, information on previous system states, noisy measurement
input data, as well as optionally available control information input. This variation of the
Kalman filter presumes the processed system model presumes to be linear with errors,
having a Gaussian (normal) distribution.

The general and widely used structure of the standard Kalman filter is described by nu-
merous authors, as, for instance, by Labbe R. or Becker A. in their books [214, 215, 216]. The
general structure of the standard Kalman filter is separated into two main steps, includ-
ing system state prediction and correction. As the first step, the Kalman filter performs
the prediction of the upcoming system state and its covariance by using the prediction
model, previous system state information, and the possible control information input.
The Kalman prediction step can be expressed as follows:

X =A-xX_1 +B-u; +wg, (3)

f’k:A-Pkil-AT—‘,—Q, (4)
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where %;, ? represents the Kalman filter prediction for the system state vector of the iter-
ation k, which is based on the system state of the previous iteration x;_ |, state transition
model A '°, control input vector ug, control transition matrix B ™', and the process noise
vector wy. The corresponding Kalman filter prediction for the state covariance is repre-
sented with P, ™2, which is calculated by using the covariance matrix of previous iteration
P;_1, process noise covariance matrix Q and the earlier defined state transition matrix.

The correction step of the Kalman filter introduces the measurement input for the
system and performs controlled corrections in the earlier predicted state, thus providing
the resulting state estimation. This step can be expressed as follows:

Ki=P,-H -(H-P, . H +R)!, (5)
X =%+ Ki - (z —H- %), (6)
P, = (I-K;-H) Py, (7)

where the Kalman gain matrix K is calculated by using the observation or measurement
transition matrix H '3, measurement noise covariance matrix R and the earlier predicted
state covariance matrix P;. The Kalman gain matrix reflects the weights proportion of the
predicted state and obtained measurements, thus defining the impact of the correction
step. The resulting system state estimate x; and the corresponding covariance matrix Py
are then calculated by using the previously defined components and the measurement
vector z; ¥, which contains the measurements input of the current iteration k.

4.2.2 Nonlinear Kalman Filters

Even though all of the real-life problems and systems are inevitably nonlinear, many of
them can be relatively effectively described by linear models and processed by algorithms,
such as a linear Kalman filter [214, 215]. Others, however, require more advanced nonlin-
ear processing methods and estimator algorithms, for example, the widely used varia-
tions of the extended Kalman filter [214, 215, 216], the unscented Kalman filter [214, 215],
as well as the particle filter [214, 215]. Linear Kalman filter variations provide a significant
advantage over nonlinear methods in cases when the processed model can be success-
fully linearized with sufficient accuracy. The linear model processing provides noticeably
lower computational time and complexity, which makes the linear Kalman filter highly
suitable for real-time applications and in cases of limited computational capability (e.g.,
embedded systems).

The extended Kalman filter is one of the most widely used Kalman filter algorithms,
allowing the processing of various nonlinear models [217, 218]. In different EKF algorithm
variations, the nonlinear process is locally linearized and filtered by using techniques of
the linear Kalman filter. It is often represented with the use of nonlinear estimation mod-
els in the default linear Kalman filter algorithm. Depending on the used nonlinear model,
the EKF may provide a significantly improved estimation accuracy over the linear Kalman
filter at the cost of increased computational complexity and time, sometimes comparable
to the UKF [218]. The use of simplified estimation models, on the contrary, allows the EKF
to achieve computational time and complexity, as well as estimation accuracy levels of the

?In Section 4.4.2 of this work is alternatively notated as X
01 the literature may be alternatively notated as F or &
MIn the literature may be alternatively notated as G

12| the literature may be alternatively notated as £

311 the literature may be alternatively notated as F or C
4In the literature may be alternatively notated as y
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linear Kalman filter. Thus, Extended Kalman filters often provide a suitable compromise
between estimation accuracy and processing complexity, and are widely used in nonlinear
applications [217, 218].

Unscented Kalman filter, also known as a Sigma Point Kalman Filter (SPKF), represents
a nonlinear Bayes filter, which attempts to use the combined principles and advantages
of lower computational complexity of the Kalman filter and increased performance of the
Particle filter [217, 218]. Similar to the Particle filter, the UKF algorithm is based on parti-
cles - Sigma points, used to estimate the nonlinearity of the observed model and predict
its future states. While the Particle filter is based on an unlimited number of randomly
chosen particles (points), the UKF fully relies on a strictly dedicated number of carefully
selected sigma points. Even though, in comparison with the Particle filter, this limits the
computational complexity of the UKF algorithm, it remains significantly complex in rela-
tion to previously mentioned KF algorithms, such as EKF. The computational complexity
of UKF algorithms, and especially particle filters, makes them less suitable for real-time
applications, and thus, they were not used in the scope of this research.

4.2.3 Adaptive Kalman Filter
Adaptive Kalman filters represent the class of KF algorithms, capable of dynamic adjust-
ment of the algorithmic response to input data depending on the selected factors, thus
actively adapting to possible changes [215]. One of the most widely used adaptivity meth-
ods in Kalman filters is represented with dynamically changing process or measurement
noise covariance matrices, respectively notated as Q and R. Process and measurement
noise covariance values, respectively, represent the reciprocal weights of the Kalman filter
prediction and the corresponding measurement. The relation of the corresponding noise
covariance values defines the resulting weight, given by the Kalman filter (Kalman gain),
to the introduced measurement over the filter’s own prediction. It depicts how much
the given measurement input will be trusted by the Kalman filter over its own prediction.
Thus, a desired Kalman filter behavior in sensor fusion may be achieved with the continu-
ous adjustment of process or measurement noise covariance values, while more detailed
tuning can be performed by the simultaneous or independent adjustment of both pro-
cess and noise covariance values. This feature of the Kalman filter is actively used in the
proposed ATKF algorithm for vehicle heading estimation, described further in Section 4.4.
More discrete adaptivity of the Kalman filter algorithm can also be performed by dy-
namically adjusting other components of the algorithm, such as the process model A or
the control input vector ug. Depending on the discrete states of the observed system,
certain components of the Kalman filter may be replaced with more suitable alternatives,
which introduce other parameters or use the same parameters differently. Certain pro-
cessing steps or inputs can also be temporarily excluded from the Kalman filter process
under specific conditions, thus adapting to the specific state of the observed system. For
instance, in case of confirmed poor input data quality or other specific conditions, the use
of the erroneous input data may be ignored, allowing the Kalman filter to proceed by rely-
ing only on its own predictions. This adaptivity approach was also used in the developed
ATKF algorithm to exclude gyroscope inputs and prevent accumulation of potential drift
errors during longer stationary periods.

4.3 Kalman Filter for Position Estimation

The study of the Kalman filter algorithm, conducted as part of this research, has also re-
sulted in the implementation of multiple variations of the KF algorithm for different pur-
poses and tasks. One of the side contributions of this thesis includes the implementation
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of the Adaptive Extended Kalman Filter algorithm (further referred to as A-EKF) for the
UWB AP-TWR (Active-Passive Two-Way Ranging) protocol-based position calculation &
filtering, presented in one of the publications by Laadung et al. [2].

Positioning system input
L presersaneee (A, G e
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Figure 7: Generalized flowchart of the Adaptive Extended Kalman Filter for the AP-TWR based UWB
positioning.

The general flowchart of this algorithm is shown in Fig. 7, where the implemented
A-EKF algorithm represents an adaptive filtering approach for UWB ranging data and the
automatic calculation of the resulting 3D coordinates using the multilateration technique.
The implemented filter adapts to the estimated quality of the input ranging data by itera-
tively recalculating the measurement noise covariance matrix R, as a Hadamard product
of the previously calculated row variance vector S;, distance penalty B, and intermittency
penalty C; vectors. As the available ranging information has an over time varying cardi-
nality, one of the key features of this algorithm is the adaptive size of the observation
vector Z; and the observation transition Jacobian matrix H.

Varying cardinality of the observation input vector may also be considered as the ad-
ditional discrete adaptivity of the A-EKF algorithm with the dynamically changing mea-
surement model over time. In combination with the AP-TWR method, this algorithm has
demonstrated a significant, over 3 times improvement in stationary 3D positioning RMSE
results in comparison with sole SS-TWR (Single-Sided Two-Way Ranging) and AP-TWR-
based positioning. In the tested moment scenario, the A-EKF-enhanced AP-TWR position-
ing method has demonstrated a ninefold reduction of the peak RMSE errors from 4.5 m to
0.5 m, over both tested sole SS-TWR and AP-TWR methods. These results have confirmed
the importance of the Kalman filter adaptivity feature, especially in real-life and dynamic
scenarios. The experience gained during the collaborative implementation of the A-EKF
algorithm was further used during the development of the Adaptive Tandem Kalman Filter
algorithm for vehicle heading estimation, described in the next section.
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4.4 Adaptive Tandem Kalman Filter Algorithm for Vehicle Heading Esti-
mation

This section covers further advancements in the topic of positioning and inertial data-
based vehicle heading estimation, which takes into account the results and conclusions
achieved during the research and described in previous sections. These include (advan-
tages and drawbacks) of positioning data use in heading estimation, concluded in Section
4.1, as well as study on the Kalman filter algorithm and its adaptivity features, described
in Section 4.2, and their implementation experience, described in Section 4.3.

Further research has resulted in the development of the Adaptive Tandem Kalman
Filter (ATKF) algorithm for vehicle heading estimation. This algorithm represents an adap-
tive version of the Kalman filter algorithm with a custom tandem structure, designed for
the vehicle heading estimation through the competitive fusion of the inertial and posi-
tioning data. Competitive fusion refers to a sensor fusion configuration, where sensors
independently provide the information of the same property, thus allowing to improve
overall measurement reliability and accuracy [219]. The competitive fusion configuration
was chosen to allow the weighted balancing between the fused positioning and inertial
units and to utilize the strengths of both data sources.

This algorithm also contributes with a non-traditional tandem structure of the Kalman
filter. A variety of different non-traditional Kalman filter structure options can be encoun-
tered in the literature, including augmented [220], dual [221], or sequential [222] versions.
These versions consider integration of additional algorithms (augmented) or sections of
another Kalman filter (dual) into the Kalman filter structure, while layouts, such as a se-
quential Kalman filter, consider consecutive data processing by multiple Kalman filters.
The proposed tandem structure, on the other hand, separates the Kalman filter correc-
tion section into multiple phases, which allows to perform multiple consecutive process-
ing steps of the input data within a single filter iteration.

A thorough description of the proposed ATKF algorithm is provided in Publication lIl,
along with the results of its simulated and experimental tests. This section provides a brief
description of this algorithm, the selective results of its experimental testing, as well as
the extended results of preliminary simulated tests.

4.4.1 Adaptivity Model of the ATKF Algorithm

This subsection provides an extended description of the adaptivity of the designed ATKF
algorithm. As the precision of the positioning data-based heading directly depends on the
movement speed, this parameter was decided to be used to enable the adaptivity of the
designed algorithm. The adaptivity of this Kalman filter algorithm is achieved by dynam-
ically adjusting the corresponding weights in the process and measurement covariance
matrices Q and R, as it was previously described in Section 4.2.3. To calculate the nec-
essary weights for both noise covariance matrices, the ATKF algorithm uses a specifically
designed exponential weight function f%, defined as follows:

W (v +b—
fexp(vka Uthrs @y Omin, Gmax) =ef (Oktb=Vpr) + Omin, (8)

b— ln(cmax - Gmin) 7 (9)

a
where v is the ongoing movement speed, vy, is the corresponding threshold value, 6,
& Ojax are maximum and minimum noise covariance parameters respectively, while a
and b represent input and internal function tuning coefficients. The overall increasing or
decreasing behavior of the weight function is respectively defined by a negative or positive

62



value of the tuning input coefficient a, while the scalar value of this parameter defines
the increase/decrease rate. The threshold value v, determines the inflection point of
the weight function, while noise covariance parameters 6,,;, & G;,..x define upper and
lower limits of the function output e‘fp € (Oumin, Omax)- A visualized representation of the
proposed exponential weight function for different sample values of the tuning parameter

a is shown in Fig. 8a, which reflects the roles of the main input parameters.
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Figure 8: (a) Visualized dependence of the proposed exponential weight function on its positive (ma-
genta and dark red) and negative (dark blue) tuning parameter a, velocity threshold v,;, and noise
covariance parameters Gy, & Oyqy; (b) Visualized dependence of the alternative logistic weight
function on above 1 (magenta & dark red) and below 1 (dark blue) tuning parameter d, velocity
threshold v,j, and noise covariance parameters G, & Gyqy at constant tuning parameter ¢ = 0.05.

In the proposed algorithm, the exponential weight function is used for a more rapid
transition between sensors in their fusion process to minimize the use of the currently
unreliable sensor. For a smoother transition between fused sensors’ data, the exponential
weight function can be replaced with the logistic weight function, expressed as follows:

O,
174 max
flgs(vkv U,hr,C,d, Omin s Gmax) = m -+ Omin, (10)

log( % — 1)
d- Uthr — Othr ’
blgs = djgs * Uy, (12)

(M)

Ajgs =

where ¢ and d are the input tuning coefficients, while a;,; and b, are the internal co-
efficients of the function. The visualized dependence of this logistic weight function for
different sample values of the tuning parameter d and at the constant tuning parameter
¢ = 0.05 is shown in Fig. 8b. This logistics weight function was initially prepared as part
of this research for its use in the ATKF algorithm. However, the initial testing of the ATKF
algorithm has demonstrated the requirement for a more rapid transition between fused
sensors to minimize the use of unreliable sensor data. Thus, the logistics weight function
was eventually replaced with the aforementioned exponential weight function.

In the proposed ATKF algorithm, the inverse weights of the used inertial and posi-
tioning units are iteratively calculated by using the exponential weight function (8) and,
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respectively, used to form the noise covariance matrices Q and R. The exact structure of
these matrices is provided in Appendix 6. The aforementioned noise covariance parame-
ters (inverse weights) are calculated symmetrically for Q and R matrices by using, respec-
tively, positive and negative tuning coefficient a. Figure 9 illustrates the fusion weights of
positioning data-based (blue line) and inertial data-based (red line) heading information,
depending on the movement speed parameter vy.

1 1
I

Threshold values
0.5 —— Inertial data weight
—— Positioning data weight

0 |

0 s
Uthr v;’;:r

ATKF algorithm weights
(Kalman gain)

Input value (vg)

Figure 9: lllustrative dependence of the positioning (blue) and inertial (red) input data weights
(Kalman gain) on the movement speed in the Adaptive Tandem Kalman Filter algorithm.

Since at higher movement speed the positioning data-based heading information can
be considered more reliable, the corresponding data source is assigned a higher weight,
while the inertial unit data source is used in a lower proportion. Below a certain user-
defined movement speed threshold v,;,, the positioning data is considered unreliable for
accurate heading estimation and is assigned with a minimal weight to avoid its negative
impact on the resulting heading estimation. In this case, the ATKF algorithm focuses on
the use of inertial gyroscope data. To avoid an unwanted accumulation of the potential
drift error in stationary cases, the ATKF algorithm disables the integration of the inertial
unit data at movement speeds below the zero movement threshold Ug,r- This represents
an integration of the zero velocity update technique into the Kalman filter as a discrete
adaptivity feature, discussed in Section 4.2.3.

4.4.2 Structure of the ATKF Algorithm

This section provides a brief overview of the proposed ATKF algorithm structure, while
a more detailed explanation of this algorithm is presented in Publication Ill. The overall
structure of the ATKF algorithm is shown as a flowchart in Fig. 10. The algorithm starts
with the Kalman estimation step by evaluating the latest available movement speed v;_;.
In cases when the movement speed of the previous iteration exceeds the defined zero
movement threshold v,_; > 1)3”, the algorithm calculates the predicted model state es-
timation vector X;, for the current iteration k. It is calculated by using the previous state
vector X _1, estimation model A, state control vector ug, and its conversion matrix B:

X =A X, +B -y, (13)
(1 0 df” 0 0 0 0] [ma] [O]
01 0 4 00 0| |y 0
00 1 0 00 0 [vi, 0

X,=10 0 0 1 00 Of-|v_|+]|0][o], (14)
00 0 0 1 00| vy 0
00 0 0 01 0 [¢ey 0
00 0 0 0 0 1| [W.] [df]
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where dt;” and d1? are respectively the delta-time values of positioning and inertial (gy-
roscope) data, and y is the gyroscope-provided heading angular velocity. In the cases
when the positioning data input is not available for the current iteration, a correspond-
ing delta-time value can be replaced with zero. The state vector of the previous iteration
k— lincludes the tracked 2D coordinates (x;_1,yx_1), axial velocities of these coordinates
(Vi_y Vk;l ), the overall movement speed v;_ and direction ¢,_1 in the local coordinates
system, as well as the resulting heading estimation of the previous iteration ¥, _;. Algo-
rithm predictions on 2D coordinates and the resulting heading estimation of the current
iteration k are respectively %y, ¥, and ... The control vector uy, which contains the head-
ing angular velocity @y data input from the gyroscope unit, is only introduced in case of
sufficient movement speed, above the defined threshold v,_; > 1)2”.

The state estimation covariance matrix P, is calculated by using the state covariance
matrix of the previous iteration P;_;, the estimation model A and the process noise co-
variance matrix Q; as follows:

Pi=A-Pr AT +Qy. (16)

Process noise covariance matrix Qy is assembled by using the predefined constant (g7,
q’, ¢°) and dynamically adaptive (q,‘f, q}f’) noise covariance parameters, as it is thoroughly
described in Publication Il and shown in Appendix 6. By using the exponential weighting
function, described in (8), the adaptive process noise covariance parameters are calcu-

lated as follows:

q;? = f?)/cp(vk—la v[q}’lrv 7a¢a 6],?1,',,7 qmax)a (17)
CI;(P = fgip(kala vt\};’rv _a\Pa qzinvqmax)’ (18)

where v;_; is the movement speed estimation of the previous iteration, a®, a¥, q)quin’
q%n and gqx are the predefined tuning parameters of the weighting function. Predefined

threshold parameters vf,’w and v;f:r reflect the sufficient movement speed for reliable cal-
culation of the movement direction, based on the positioning data, for its resulting fusion
with the inertial data.

In iterations, when positioning data is available, the ATKF algorithm performs three
consecutive correction steps, each using the output of the previous step as its input.. This
algorithm structure, referred to as Tandem, differs from the traditional Kalman Filter by al-
lowing input measurement data to undergo multiple consecutive processing steps within
a single iteration. This ensures the immediate use of the input data, thus reducing delays
in algorithmic response. At each correction step, the algorithm recalculates the Kalman
gain matrix K, state vector "X, and covariance matrix P}, by using measurement model
matrix "H, the measurement noise covariance matrix "R; and measurement vector "z,
of the corresponding correction step n, as well as state vector and its covariance matrix
of the previous step n — 1 as follows:

nKk _ nflPk. nHT . (rzH nflpk A nHT + an)f]7 (19)
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nXk — n—le+ ”Kk~(nZk— "H . n—le)’ (20)
"Pr=(1— "K;- "H)- " 'Py. (21)

The measurement noise covariance matrix of each correction step "Ry, is prepared
by using the predefined constant and dynamically adaptive noise covariance parameters:
rP%S at the first step ('Ry), ¥ and r,‘f at the second step (?Ry), and r,‘f at the third step
(®R;). The adaptive measurement noise covariance parameters are calculated by using
(8) as follows:

O _ oW [ 0
rk _fexp(kala vthr7a¢7rm[n7rmax)7 (22)
y W L
T :fexp(kala v[hraa 7rmin7rmax)7 (23)
where rf:”-n, rﬁin, and r,,,, are predefined tuning parameters for the measurement noise

covariance matrix.

At the first correction step, the ATKF algorithm introduces the positioning data input
(x4, @) in the corresponding measurement vector 17 and performs its filtering by
using the previous positioning information. During this process, the ATKF algorithm also
updates the hidden variables of the corresponding axial velocities v; and v}{ Axial velocity
parameters are used to calculate the overall positioning data-based movement speed O,

and direction ¢ as follows:

A~ ¢ 2
D =1/vi*+

e

(24)

(ﬁk = atan2(—Vvg, fv%) . % + 180 (25)

These parameters are then used as input for the second correction step of the ATKF in
the corresponding measurement vector 2z. In the second step, the algorithm performs
filtering of these parameters, where the estimated movement direction (ﬁk is filtered adap-
tively. The filtered movement direction ¢ is then used as an input for the third and the last
correction step in the corresponding measurement vector 3z;, while the filtered move-
ment speed v will be used in the next algorithm iteration for weights recalculation. As
the last correction step, the ATKF algorithm performs the weighted fusion of the calculated
movement direction ¢ and the gyroscope data-based predicted heading P, This fusion
results in the ATKF estimated heading W;. Key matrices of the designed ATKF algorithm
are available in Publication 1lI, as well as in Appendix 6.

4.4.3 Simulations

This section covers the comprehensive simulated testing and comparison of the proposed
ATKF heading estimation algorithm and the IMU heading drift correction algorithm (DCA),
respectively described in Sections 4.4.2 and 4.1.1. Simulated testing was primarily per-
formed to validate and estimate the expected performance, stability, and robustness of
the ATKF algorithm in challenging scenarios, determine its potential limitations, as well
as assess its performance in comparison with the developed DCA algorithm. Parameters
for both tested algorithms, used in simulations, are provided in Appendix 7. The key take-
aways of the achieved simulation results are also presented in Publication .

As both of the tested algorithms fuse the positioning and inertial information for the
heading estimation, conducted simulations evaluate the performance of the aforemen-
tioned algorithms at different positioning data error standard deviations and inertial sen-
sor drift rates. Both the DCA and ATKF algorithms were assessed in two simulated move-
ment scenarios shown in Fig. 11a and Fig. 11b, which respectively cover the moderate
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Figure 11: Visualization of simulated movement scenarios | (a) and Il (b), respectively describing
moderate and high maneuvering intensity; Forward and reverse movement periods of the simulated
vehicle are respectively depicted with black and red arrows.

and high maneuvering intensity of the simulated vehicle. Both scenarios cover the vary-
ing movement speed in the range of 0.1- 1 m/s and occasional reverse movement of the
simulated vehicle. Simulated positioning and inertial data were respectively provided at 1
Hz and 10 Hz update rates to replicate the different sampling rates of later experimentally
used sensors. Simulations were performed separately for 15 different inertial sensor drift
rates in the range between O deg/s and 1deg/s, as well as for 22 different positioning data
error standard deviations between O m and 1.5 m. The selected range of simulated inertial
data drift rates was chosen primarily to evaluate the performance of the tested algorithms
at very high levels of gyroscope drift. Nevertheless, according to the literature and prac-
tical observations during this research, the expected drift rates of MEMS gyroscope units
often do not exceed the level of 0.1 deg/s [83, 85, 74, 77, 81, 121].

The selected range of positioning data error standard deviations was chosen in accor-
dance with the aforementioned movement speed of the simulated vehicle. For instance,
at the highest simulated movement speed v,,,« = 1 m/s and the update rate of 1 Hz, the
distance traveled between two positioning data samples is AP?* = 1 m. In this scenario,
at the positioning data error of €7 = 1 m and above, the actual movement becomes fre-
quently indistinguishable from the positioning data noise. This significantly increases the
uncertainty of positioning data-based heading estimation, which is expected to critically
affect the heading accuracy and precision.

As it was previously illustrated in Fig. 3, the precision of the positioning data-based
heading is directly proportional to the movement speed, as well as inversely proportional
to the positioning data error and update rate. The dependence of the positioning data-
based heading error on the movement speed at the uniformly distributed positioning data
error with the constant magnitude of €7?° =1 m and update rate of 1Hz is illustrated in Fig.
12a. The corresponding mean absolute heading error (magenta), heading RMSE (dark red),
and heading error standard deviation (dark blue) are shown with the respective graphs.
The uniformly distributed positioning data error with a constant magnitude was used in
this example to clearly outline the maximal expected positioning data-based heading error
depending on the movement speed. In Fig. 12a, this dependence is visualized with the

68



180
Positioning data-based

heading error samples

Positioning data-based

maximal heading error function
— Mean absolute heading error
—— Heading RMSE
—— Heading error standard deviation

135

Heading error (deg)

4 6 8 10
Movement speed (m/s)

(a)

180

°
% | i Positioning data-based
~ 135 ; heading error samples
S Positioning data-based
:IC.) maximal heading error function
o — Mean absolute heading error N
£ —— Heading RMSE o
% —— Heading error standard deviation
[0}
I
2 3

PNDR
(b)

Figure 12: Visualized dependence of the positioning data-based heading error on (a) movement
speed and (b) PNDR ratio. Mean absolute heading error, heading RMSE, heading error standard
deviation, and maximal heading error function are respectively shown with magenta, dark red, dark
blue and green lines.

green and can be described with the following function:

(Apgs)274.(€p0.§')2 80 . 2.gP0s
er?m _ ) arccos(—pm———) - 177 if v > dfx’ﬁs , (26)
180, ifo<Zer
)
AP = - drY, (27)

where s,ﬁax is the maximal positioning data-based heading error in degrees, €% is the
positioning data error magnitude, and A”% is the absolute distance, traveled at the given
movement speed v in the delta time period dr* between positioning data samples.

To further represent the potential error of the positioning data-based heading within
this work, the Positioning-Noise-to-traveled-Distance Ratio (PNDR) metric is introduced.
This metric reflects the impact of the positioning data error on the heading estimation
at the particular movement speed and positioning data update rate. For the normally
distributed positioning data error, it can be devised as follows:

oPos oPos

PNDR = AP(’S = m, (28)

where AP% represents the absolute distance, traveled at the given movement speed v
in the delta time dr*” between the positioning data updates, while 67 represents the
standard deviation of the positioning data noise errors.

To be more representative in case of the real-life data, the PNDR metric presumes a
normal distribution of positioning errors and thus, is based on the positioning error stan-
dard deviation parameter 6”?. The key values of the PNDR metric are 0.5 and 1. At
PNDR > 0.5 two neighboring erroneous positioning data samples may occur at the exact
same coordinate, thus significantly affecting the positioning data-based heading estima-
tion, while the possible heading error may reach 180 degrees. At PNDR < 0.5, on the
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other hand, the heading error is primarily not expected to exceed 90 degrees. At PNDR
values beyond 1, the tracked movement potentially becomes indistinguishable from the
positioning data noise errors, thus preventing the use of the positioning information for
reliable movement direction tracking.

The expected positioning data-based heading error dependence on the PNDR ratio
in case of the normally distributed positioning data errors is depicted in Fig. 12b, along
with corresponding mean absolute heading error (magenta), heading RMSE (dark red),
and heading error standard deviation (dark blue). The maximal positioning data-based
heading error function, previously defined in (26), is shown with a green line. It can be
reparametrized as a function of the PNDR parameter:

o {arccos(\/14.PNDR2)~18°, if PNDR > 0.5 29)

— T
emax -

180, if PNDR < 0.5

Therefore, the positioning data-based heading error decreases with an increasing move-
ment speed as the impact of the positioning data noise becomes negligible. In the per-
formed simulated testing, the movement speed varies between 1 m/s and 0.1 m/s, which
corresponds to the accordingly changing PNDR ratio between N and N x 10. Further dis-
cussed results of the simulation test campaign are provided for the lowest PNDR value
of this range (i.e., N). For example, during simulations performed at a PNDR of 0.6, the
Positioning-Noise-to-Traveled-Distance Ratio varied between 0.6 and 6. A set of 50 sim-
ulation iterations was performed for each combination of different positioning data error
standard deviation levels and different inertial data drift rates. This results in 16,500 simu-
lations for each of the two tested algorithms and for each of the two simulated movement
scenarios, thus totaling 66,000 simulations.

Figure 13 visualizes the averaged median absolute heading error results of 50 simula-
tion iterations for each of the two tested algorithms (column-wise) and at each of the two
simulated scenarios (row-wise). Additional results on the achieved mean absolute head-
ing error, heading RMSE, Mean Absolute heading error Deviation (MnAD), Median Abso-
lute heading error Deviation (MdAD), and heading error standard deviation are available
in the same format in Appendix 8.

As shown in Fig. 13a, in the case of the first simulated movement scenario of Fig. 11a,
the tested drift correction algorithm has demonstrated a rather stabile performance at
sub-0.6 levels of PNDR, by primarily keeping the heading accuracy at below 10 degrees
level. Inthis case, only a minor growth of the median absolute error in the estimated head-
ing can be observed with the growing inertial data drift rates. At the above 0.75 PNDR,
the drift correction algorithm has demonstrated a rapid performance drop, which is ex-
plained by the consistent false detection of the reverse movement. This overall behavior
of the DCA algorithm is primarily caused by its high reliance on positioning information.

Figure 13b shows the performance of the ATKF algorithm in the same simulated move-
ment scenario. The obtained results indicate a significant stability of the ATKF algorithm
in a wide range of tested gyroscope drift and PNDR ratios. In this case of moderate ma-
neuvering intensity, the ATKF algorithm was able to consistently estimate the heading of
the simulated vehicle with a sub-3.5 degrees median absolute error at PNDR ratios up
to 1 and at the inertial data drift rates up to 0.9 deg/s. At higher positioning data noise
ratios and higher inertial drift rates, the ATKF algorithm may experience occasional perfor-
mance drops, primarily caused by false detections of reverse movement. In comparison
with the DCA algorithm, the ATKF algorithm demonstrated exceptional stability and high
performance almost at the entire range of covered positioning data noise and gyroscope
drift rates.
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Simulated Scenario I: DCA algorithm Simulated Scenario I: ATKF algorithm
(Average of 50 iterations) (Average of 50 iterations)
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(Average of 50 iterations)
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Figure 13: Averaged results on the median absolute error in the simulated vehicle heading estimation
by DCA (left) and ATKF (right) algorithms in movement scenarios | (top) and Il (bottom), at different
combinations of PN DR and gyroscope drift ratios.
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The second simulated movement scenario, shown in Fig. 11b, represents the vehicle
movement with continuous and intense maneuvering to maximize the potential impact
of errors present in the positioning and inertial data, thus pushing both tested algorithms
to their limits. Figure 13c shows the performance of the drift correction algorithm in this
simulated scenario. Similarly to the first simulated scenario, the DCA algorithm shows a
stable and consistent performance in the case of low noise positioning data with a be-
low 0.2 PNDR ratio, regardless of the inertial data drift error rate. In the case of highly
precise positioning information, this algorithm was able to reduce the median absolute
error of the tracked heading to the sub-8-degree level. At higher positioning data noise
levels of beyond 0.2 PNDR rates, the DCA algorithm has shown a significant performance
decrease, caused by the combination of even moderate positioning errors and intense
maneuvering. It is explained by the high sensitivity of this algorithm to the intense ma-
neuvering, as the inertial heading drift corrections in the DCA algorithm are performed
only during the movement in a straight line. Thus, during the intense maneuvering, even
relatively moderate positioning errors prevent the effective use of positioning data for
reliable heading drift correction. In this case, the drift correction algorithm primarily pro-
ceeds with the uncorrected gyroscope heading output. This indicates a significant reliance
of this algorithm on positioning data quality and makes it mainly effective in combination
with highly precise positioning systems.

The performance results of the ATKF algorithm in the case of the intense maneuver-
ing scenario are reflected in Fig. 13d. This algorithm has demonstrated significant stabil-
ity, reliability, and high performance in the vehicle heading estimation at the realistically
encountered positioning data noise and inertial drift rates. In this scenario, the ATKF algo-
rithm was able to reliably estimate the vehicle heading with a 6-degree median absolute
heading error at the gyroscope drift ratio up to 0.4 deg/s and at a sub-1 PNDR ratio. As
these ranges are noticeably beyond the practically expected positioning and inertial data
error rates, this allows to expect the high performance of the ATKF algorithm even in the
case of possible drops in positioning and inertial data quality. Due to the intense maneu-
vering, however, at the inertial data drift rates beyond 0.4 deg/s and at the positioning
data noise levels beyond 1.1 PNDR ratio, the ATKF algorithm experiences a significant per-
formance decrease. It is caused by the failure of the reverse movement detection mech-
anism in moments where the intense maneuvering can scarcely be distinguished from
extensive positioning errors and gyroscope drift rates. Nevertheless, in the case of highly
challenging movement scenarios, the ATKF algorithm has demonstrated significant advan-
tages in stability, reliability, and overall performance over the drift mitigation algorithm.

Figures 14a and 14b respectively show graphs of both ATKF (green) and DCA (blue) al-
gorithms’ performance in simulated scenarios | and Il, exclusively at realistically expected
gyroscope measured heading drift rate of 0.05 deg/s. Results include the averaged me-
dian absolute errors in heading estimations by both algorithms, depending on different
PNDR ratios, along with their respective 95% confidence intervals, depicted with corre-
sponding colored areas. The dashed red line reflects the median absolute error of the
sole gyroscope-provided heading. The shaded gray area at PNDR ratios above 1 covers
the cases when the actual movement of the tracked object becomes occasionally indis-
tinguishable from the positioning data noise, therefore making the positioning data un-
reliable for heading estimation. These results additionally demonstrate the reliability of
the ATKF algorithm at realistic inertial data drift rates, especially in cases of moderate ma-
neuvering intensity and even at the PNDR ratios beyond 1, as it is shown in Fig. 14a. In
cases of highly intense maneuvering, the ATKF algorithm demonstrates similar stability
and high performance even at PNDR ratios up to 0.9. Simulation results, performed at
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Figure 14: Averaged results on the median absolute Error of the simulated vehicle heading estima-
tions by Drift Correction algorithm (blue) and ATKF algorithm (green) with their corresponding 95%
confidence intervals at 0.05 deg/s gyroscope heading drift rate, different PNDR ratios, and in two
different movement scenarios | (a) and 11 (b).

0.5 and 0.75 PNDR ratios for both tested algorithms and both movement scenarios, were
included in Publication IIl.

4.4.4 Experimental Testing

The proposed ATKF heading estimation algorithm was experimentally tested as part of the
full-scale indirect tracking test campaign to validate the results of the simulated tests, de-
scribed in the Section 4.4.3, and to assess its performance with real-life data and realistic
movement scenarios. The thorough description of the conducted ~14-minute-long test
campaign in the context of the main research topic is provided further in Section 5.4.1.
The movement path of the tested scenario is shown in Fig. 21f in gray. It reflects various
aspects of typical forklift operation, including relatively low speeds, varying maneuver-
ing intensity such as sharp turns, instances of reverse movement, occasional stops, and
extended periods of idling.

A comprehensive analysis of the proposed ATKF algorithm performance in real forklift
heading estimation, along with its comparison against one of the state-of-the-art algo-
rithms, sole gyroscope, and sole magnetometer sensor, is provided in Publication 1ll. This
section of the thesis extends the analysis of the results by additional comparison of the
ATKF algorithm performance with the earlier mentioned IMU heading drift correction al-
gorithm (DCA), described in Section 4.1.1, as well as a group of additional, magnetometer-
based state-of-the-art algorithms, mentioned in Section 2.2.3, such as NMNI algorithm
[103], magnetometer-based complementary [223], Madgwick [224, 225] and Mahony [226,
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225] filters. To assess the performance of the magnetometer unit and magnetometer-
based algorithms in real industrial applications, the corresponding data was collected by
using a 13-bit magnetometer sensor available on the BNOO55 IMU unit. In suitable envi-
ronmental conditions, the used magnetometer sensor is expected to provide the heading
estimates with a declared accuracy of £2.5 degrees. Tuning parameters of the designed
drift correction and ATKF algorithms, used during the test campaign, are provided in Ap-
pendix 7. The comprehensive dataset of experimentally collected forklift positioning and
IMU data is available at the Taltech database repository [227].

A preliminary evaluation of the positioning and inertial information collected during
the test campaign demonstrated the approximate heading drift rate of the used gyroscope
at 0.16 deg/s. The collected positioning data demonstrated an approximate error standard
deviation of 67 ~ 0.022 m, measured at the moments when the tracked forklift was sta-
tionary. The positioning information has also shown an approximate highest movement
speed of V. = 2.2 m/s, reached by the tracked forklift during the tests. This corre-
sponds to the approximate Positioning-Noise-to-Traveled-Distance Ratio of PNDR =~ 0.05.
According to the simulations’ results, discussed earlier in Section 4.4.3, at the above-
mentioned parameters of the conducted test campaign (drift rate of 0.16 deg/s and PNDR
ratio of 0.05), both ATKF and Drift correction algorithms are expected to demonstrate a
reliable performance at the forklift heading estimation.

Heading Estimation Results

Visualized results on the forklift heading estimation, based on the experimentally col-
lected real-life data and performed by different tested algorithms, are shown in Fig. 15.
The corresponding numerical results on the forklift heading estimation accuracy and pre-
cision are provided in Table 9 for the entire duration of the test campaign, exclusively for
the periods of active forklift movement, as well as at the reference key points. These key
points represent locations of specific momentary events, where the forklift was perform-
ing payload loading or unloading, and are described in detail in Section 5.4.1.

Figure 15a illustrates heading estimation results provided by the magnetometer-free
methods, including the sole gyroscope unit (red), gyroscope-based NMNI algorithm (dark
red), as well as positioning and inertial data-based DCA algorithm (blue), and ATKF head-
ing estimation algorithm (green), designed as part of this research. The corresponding
numerical results on forklift heading estimation accuracy and precision obtained by these
methods are provided in the upper part of Table 9.

Forklift heading estimation results based on the magnetometer information are illus-
trated in Fig. 15b. These results include forklift heading estimation performed by the sole
magnetometer unit (cyan), as well as magnetometer and inertial (accelerometer & gyro-
scope) sensor fusion algorithms, such as the complementary filter (orange), Madgwick
filter (magenta), and Mahony filter (purple). The corresponding numerical accuracy and
precision results are provided in the bottom part of Table 9. The expected true heading
graphs on both Fig. 9a and Fig. 9b are illustrated in gray.

Sole gyroscope-based methods
The forklift heading, tracked by the sole gyroscope unit, has demonstrated a significant,
over 100 degrees drift error by the end of the test campaign, visually observed in Fig.
15a (red). The accumulation of the heading error can be clearly seen at 200" second of
the conducted experiment, where it rapidly exceeds 50 deg. However, in cases when the
forklift remained stationary for longer periods of time, such as within the range of 425-525
seconds or after 600" second of the test campaign, the gyroscope-based heading estima-
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Figure 15: Graphs of the resulting forklift heading, estimated during the experimental test campaign
by magnetometer-free (a) and magnetometer-based (b) methods, including sole gyroscope (red),
NMNI algorithm (dark red), DCA algorithm (blue), ATKF algorithm (green), sole magnetometer (light
blue), complementary filter (orange), Madgwick filter (magenta), Mahony filter (purple), as well
as the expected true heading (grey). Graphs exceed the natural O to 360 degrees range for clear
visualization purposes.
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Table 9: Accuracy and precision results of the experimental data-based forklift heading estimation, performed by the sole gyroscope, gyroscope-based NMNI algorithm,
sole magnetometer, magnetometer, and inertial data-based complementary, Mahony & Madgwick filters, as well as designed gyroscope and positioning data-based
DCA and ATKF algorithms. Results are provided for the entire test campaign duration, for the periods of active movement, and at the reference key points.
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tions were also stable. This indicates the primary accumulation of the drift error during
the periods of active maneuvering. This effect reflects the inconsistency of IMU drift er-
rors and makes their mitigation a more complex task, especially in the case of techniques,
such as NMNI, focused on drift mitigation during stationary periods.

Numerically, the sole gyroscope unit has demonstrated a significant median absolute
error of 78 degrees in the estimated forklift heading with RMSE of 76 degrees and stan-
dard deviation of 38.6 deg, which indicates a systematic nature of errors, not caused by
occasional outliers. Relatively similar results were achieved exclusively in the case of ac-
tive movement and at the selected key points. The impact of this level of heading errors
on the performance of the indirect tracking method is additionally investigated in the cor-
responding Publication IV.

The performance of the NMNI algorithm is shown in Fig. 15a with dark red. It can be
seen that this algorithm has only mitigated the drift errors that occurred during slow ma-
neuvering or stationary periods, for instance, at the 260" second of the test campaign,
while the presence of major errors caused by active maneuvering remains the same. How-
ever, the inability of the NMNI algorithm to differentiate a correctly measured slow ma-
neuvering from accumulated drift error leads to the mitigation of both components, as for
example it can be observed at 190", 370", and 390" seconds of the test campaign. This
algorithm has reduced the initial drift error of the gyroscope-measured heading down to
~70 deg by the end of the test campaign. As it can be seen from Table 9, the NMNI algo-
rithm has reduced the median absolute heading error of the gyroscope-measured heading
down to 46.7 degrees with 22.1 degrees of error standard deviation. Similar to the results
of the sole gyroscope, the RMSE results of 47.8 degrees, close to the achieved median
absolute error, confirm the systematic nature of heading errors.

Proposed positioning data-based methods
In the conducted experimental testing, the proposed drift correction algorithm was able
to mitigate the median error of the sole gyroscope-based heading by over 98% down to
1.1 degrees, which additionally confirms the practical performance of this algorithm. The
achieved RMSE and standard deviation metrics of 11.8 deg and 10.2 deg accordingly in-
dicate the presence of relatively short-term outliers in the resulting heading estimation.
The blue graph in Fig. 15a visually shows the performance of this algorithm, and clearly
demonstrates the presence of two distinct outlier types. Momentary peaks, such as those
observed at 55" and 125/ second of the test campaign, may be caused by the combination
of insufficient movement speed with noisy positioning data (e.g., in cases when PNDR
ratio is slightly below or close to 1), or significant maneuvering. Momentary peak errors,
which occurred during the forklift’s gradual slowdown before a complete stop, may per-
sist for the entire stationary period of the forklift. For instance, it can be visually observed
at 260, 360", and 390" second of the test campaign, where the forklift remained sta-
tionary after a gradual slowdown and significant maneuvering. This effect occurs, as the
sufficient movement speed is one of the prerequisites for the successful heading error
correction in the DCA algorithm.

Numerically, the proposed ATKF algorithm has demonstrated a forklift heading estima-
tion with sub-1 degree median absolute error during the overall test campaign. Achieved
sub-5 degree RMSE and standard deviation results also indicate a minor presence of out-
lier errors in the estimated heading, which reflects the stability of this algorithm. The
performance of this algorithm is visualized with the green line in Fig. 15a. Minor presence
of short-term outliers can be seen at 145, 190", 345" and 390" seconds of the test
campaign, potentially caused by the same factors as in the case of the drift correction al-
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gorithm. This confirms the high robustness of this algorithm against poor positioning data,
which is essential in real-life applications. A detailed analysis of the ATKF algorithm per-
formance is also available in Publication Ill. Sub-2 degree accuracy and precision metrics,
achieved by this algorithm at the key points, directly reflect a remarkable performance of
this algorithm in the context of indirect tracking of industrial products. The corresponding
impact of the ATKF heading estimation inaccuracy in the context of the indirect tracking
method is further investigated in Section 5.4.2, as well as in Publication IV.

Magnetometer-based methods
The performance of the sole magnetometer during the experimental testing in the in-
dustrial environment is visualized with the cyan graph in Fig. 15b. The magnetometer
demonstrated a major, up to 90 degrees, systematic error in the forklift heading estima-
tion, caused by a significant environmental magnetic interference in the industrial area.
Occasional accurate heading measurements, however, can be observed at 360" and af-
ter 580" seconds of the test campaign. Additionally, the magnetometer demonstrated a
major inconsistency during the first half of the experimental campaign, as it was unable
to properly detect the significant maneuvering events, occurred at 70" 140™ and 220"
seconds of the test campaign. The stability of the magnetometer-based heading estima-
tion is also affected by a significant and visually recognizable noise with an approximate
magnitude of 10 degrees. Numerical results show a 20.8 deg median absolute error, 32.4
deg RMSE, and 22.4 deg standard deviation, which confirm the presence of a systematic
heading error in the magnetometer data. Even though, in comparison with the sole gyro-
scope, the magnetometer has demonstrated a better performance in heading estimation,
the high inconsistency in its response to maneuvering events makes this sensor unreliable
for use in the industrial environment.

The performance of magnetometer-based state-of-the-art heading estimation meth-
ods is visually demonstrated in Fig. 15b. These methods include complementary (or-
ange), Mahony (purple), and Madgwick (magenta) filter algorithms for magnetometer, ac-
celerometer, and gyroscope fusion. Madgwick and complementary filters visually demon-
strate the presence of the overall noise, systematic heading errors, and heading estima-
tion inconsistency, similar to the sole magnetometer. This indicates the primary reliance
of these algorithms on the magnetometer data. Mahony filter algorithm demonstrates a
more balanced and consistent preference in the forklift heading estimation. Unlike the
complementary and Madgwick filter algorithms, this method does not demonstrate the
presence of magnetometer noise or provide inconsistent response to the ground truth
movement, which may indicate its more gyroscope-reliant nature. Mahony filter, how-
ever, shows a significant systematic error of up to 50 deg, especially before 250" second
of the test campaign, potentially introduced by the magnetometer measurements. Nu-
merical performance results of the corresponding algorithms are provided in the bottom
part of Table 9. The aforementioned algorithms have shown relatively similar results in the
median absolute heading estimation accuracy in the range of 25-29 deg. The significant
presence of systematic error and minor presence of outliers in the Mahony filter heading
is also confirmed by lower RMSE and standard deviation metrics of 30 deg and 11.7 deg,
respectively. Complementary and Madgwick filters, on the other hand, have respectively
demonstrated 34.4 deg and 46.7 deg of estimated heading RMSE, as well as 19.8 deg and
29.5 deg of standard deviation.

Fig. 16 shows cumulative error distribution functions of the experimentally tested fork-
lift heading tracking approaches. The provided graphs are marked with the same color
code, as used in Fig. 15 and Table 9. Sole magnetometer and magnetometer-based meth-
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Figure 16: Cumulative error distribution functions of the experimentally tracked forklift heading by
the sole gyroscope (red), sole magnetometer (cyan), gyroscope-based NMNI algorithm (dark red),
proposed gyroscope and positioning data based drift correction (blue) and ATKF (green) algorithms,
as well as magnetometer and inertial data-based of complementary filter (orange), Mahony filter
(purple) and Madgwick filter (magenta) algorithms.

ods (Madgwick, Mahony & complementary filters) demonstrate a similar overall error
presence in their forklift heading estimations, with the slightly lower error presence in
the case of the standalone magnetometer. Magnetometer-based fusion algorithms, such
as complementary and Madgwick filters, primarily demonstrate a presence of an error
pattern, similar to the standalone magnetometer, which also indicates a primary reliance
of these algorithms on the magnetometer data. These methods also demonstrate the
presence of significant, up to 1770-degree momentary errors in the estimated heading. For
the Mahony filter, the highest errors in the estimated heading only slightly exceed 40
degrees, which is a significant improvement over the other magnetometer-based meth-
ods. The overall slow initial increase of CDF functions in the case of magnetometer and
magnetometer-based Mahony, Madgwick, and complementary filters, confirms the pres-
ence of significant systematic errors in their heading estimations.

In comparison with other methods, both proposed DCA and ATKF algorithms demon-
strate a significantly improved cumulative error distribution. In the case of both algo-
rithms, over 60% of errors in their heading estimations do not exceed 3 degrees. The
Drift correction algorithm (blue) demonstrates a higher presence of outlier errors, which
do not exceed 75 degrees. Only 7% of errors in the resulting heading exceed 20 degrees,
and only 1% exceed the 40-degree level. ATKF heading estimation algorithms demonstrate
outstanding performance, where 98% of errors do not exceed 15 degrees with minor out-
liers reaching sub-29 degrees level.

4.5 Discussion

Section 4 covered the main subtopic of this research on the accurate real-time heading es-
timation of industrial vehicles. With a total of 3 publications, it has answered the research
questions RQ2 & RQ3. This section addressed the applicability limitations of the existing
state-of-the-art magnetometer-based methods, as well as investigated the effectiveness
of positioning and inertial data fusion in reliable and accurate vehicle heading tracking.
The first section of this research has contributed with an algorithmic method for IMU
heading drift correction, designed for the conceptual validation of positioning and iner-
tial data-based heading tracking. Experimental testing of the DCA algorithm has verified
the applicability and performance of the positioning data-based approach, which has en-
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abled further advancements in this subtopic. As a side contribution, further research on
the state-of-the-art methods and algorithms in this field has resulted in the development
of the Adaptive Extended Kalman filter algorithm for the UWB positioning system perfor-
mance optimization. The last part of this research section contributes with the develop-
ment of the Adaptive Kalman filter-based algorithmic method for the road vehicle heading
estimation. The designed algorithm represents an adaptive Kalman filter with a custom
tandem structure, which enhances its real-time performance. The developed ATKF algo-
rithm performs a competitive weighted fusion of the inertial and positioning data-based
heading estimations to ensure reliable and accurate vehicle heading tracking, robust to
possible erroneous input data.

A comprehensive simulated testing and comparison of both developed DCA and ATKF
algorithms has defined their expected performance capabilities and limitations in differ-
ent scenarios and in cases of poor input data. Both algorithms have demonstrated high
performance capabilities in vehicle heading estimation, especially in cases of realistic in-
put data quality and movement scenarios. Experimental testing of both algorithms has
verified the simulations’ outcomes, demonstrating a high performance of the DCA algo-
rithm and remarkable performance of the ATKF algorithm in the case of real-life data. In
comparison with tested state-of-the-art magnetometer-based methods, both of the pro-
posed algorithms have shown over 95% improvement in median absolute error of the
estimated heading. The ATKF algorithm has also demonstrated a significant, over 83% im-
provement in heading estimation RMSE in comparison with magnetometer-based meth-
ods and over 58% improvement in comparison with the proposed DCA algorithm. These
results have validated high performance expectations of the ATKF algorithm and indicate
its remarkable reliability and stability in vehicle heading estimation.

These performance results of the proposed ATKF algorithm are also highly comparable
with one of the most recent advancements in this field, presented by Oursland et al. in
[134] in parallel with this research. In their work, they have also proposed an Invariant
Extended Kalman Filter for the inertial and positioning data-based drone heading estima-
tion. According to the available information, the proposed ATKF and the referred InEKF
algorithms have demonstrated highly similar results of 4.9 deg and 4.6 deg in terms of
heading estimation RMSE. However, in case of the ATKF algorithm, these results were
achieved in a significantly longer and complex test campaign, conducted in a real and
highly obstructed industrial environment. The referred method, on the other hand, was
tested by using the available UTIL dataset, collected in the controlled test environment
[228]. Additionally, in comparison with the referred InEKF algorithm, the proposed ATKF
algorithm provides a noticeably reduced complexity, as well as additional features, such
as adaptivity or compensation for the reverse movement.
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5 Indirect Tracking

This section resumes the description of the developed indirect tracking method by taking
into account the methodology, previously introduced in Section 3, results of the sensors’
and technology selection, performed in Section 3.2, as well as the outcomes of the vehi-
cle heading estimation subtopic, described in Section 4. Thus, this section provides the
resulting structure of the developed markerless indirect tracking method, introduces the
developed algorithm for automatic payload pick-up and drop-down detection, as well as
discusses the results of conducted preliminary and full-scale experimental tests.

5.1 Resulting Structure & Description of the Developed Method

The flowchart, shown in Fig. 17 reflects the resulting structure of the proposed markerless
indirect tracking method. It takes into account the main selected technologies and sen-
sors, proposed fusion algorithms, as well as demonstrates the overall data flow, key steps,
and main processing units, such as the forklift onboard MCU (Microcontroller Unit), relay
unit, and the main server. The onboard setup includes the data forwarding (relay) unit,
used to collect the input data stream of the onboard sensors and immediately forward it
to the server by using the established wireless connection (e.g., cellular link).

An additional purpose of the data forwarding unit is to ensure a complete synchroniza-
tion of the collected & transmitted data. As the relay unit represents a junction point for
the collected sensors’ data, synchronization is achieved by assigning the corresponding
UNIX timestamp to every forwarded data input. Since timestamps are assigned to every
sensor’s data input by the single relay unit, it ensures complete data synchronization on
the server side. Due to the UWB positioning system architecture, its positioning informa-
tion is initially calculated on the server side and not provided by the onboard UWB tag. To
ensure the data synchronization, upon the completion of the ranging process, the UWB
tag provides the unique identifier of the performed positioning cycle to the relay unit,
which is then similarly assigned with the timestamp. On the server side, this synchro-
nized identifier allows to immediately locate the corresponding positioning results, thus
synchronizing the UWB positioning system with other sensors.

Selected sensors are divided into two fusion groups, processed by two separate de-
veloped fusion algorithms. Competitive fusion of the positioning and inertial units (first
fusion group) is performed on the server side by the proposed ATKF algorithm for vehi-
cle heading estimation, previously discussed in Section 4 and Publication Ill. The resulting
forklift heading information is then used to convert the initial positioning data into the ac-
curate 2D location of the forklift tynes, later combined with the measured tynes’ elevation
for the resulting 3D coordinates of the fork.

Information from both ultrasonic and wire encoder sensors is collected on demand
by the onboard MCU unit and transmitted to the server as a single data output. Com-
plementary fusion of the tynes’ elevation and occupancy sensors (second fusion group) is
performed by using the A-PDD algorithm, proposed as part of this research and described
in Section 5.2 and Publication IV. This algorithm detects the occurrence of a payload
pick-up or drop-down event and provides its corresponding status information for further
use. Due to the incomplexity of the A-PDD algorithm, this fusion may be immediately per-
formed by the onboard MCU unit and followed by the results transmission to the server
along with the sensors’ data.

These fusion results reflect the exact moment and stage of the detected pick-up or
drop-down event, thus allowing to determine the exact 3D location of the occurred event.
It is performed on the server side by using the available forklift positioning and heading
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Figure 17: Flowchart of the designed markerless indirect tracking method with sections’ separation,
based on the components’ deployment & processing.
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information, as well as tynes’ elevation. The newly picked-up payload is identified by the
comparison of the detected pick-up coordinates with known locations of stored payloads,
while the detected payload drop-down coordinates determine its further storage loca-
tion. Location and status information on the interacted payload is also simultaneously
updated in the database. Therefore, in accordance with the definition given by Haag et
al. in [229], it can be alternatively stated that the designed markerless indirect tracking
method performs the real-time payload localization by creating and monitoring its digital
twin.

5.2 Automatic Pick-up & Drop-Down Detection Algorithm

This section covers the Automatic Pick-up and Drop-down Detection (A-PDD) algorithm,
designed to fuse the tynes’ elevation and occupancy sensors, and enable the recognition
of the occurring payload pick-up or drop-down events, performed by the forklift. The in-
clusion of the elevation tracking unit into the fork occupancy detection process is aimed
at increasing reliability and providing additional information on the stage of the occurred
event. This algorithm was developed as part of this research and was presented in Publi-
cation IV.
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d),- distance to ig >0
the payload in front
False True
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|
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Drop-down alert
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Pick-up alert _ Alrt = False Drop-down alert
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Pick-up Alrt = False Alrt — False Drop-down
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Figure 18: Flowchart of the proposed A-PDD algorithm for automatic payload pick-up and drop-down
detection.

The proposed A-PDD algorithm performs a complementary fusion of selected wire
encoder and ultrasonic distance sensors to automatically recognize the occurring payload
loading or unloading event, each separated into two main stages. The first stage of both
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pick-up and drop-down events triggers the corresponding alert, while the second stage
confirms the event occurrence. At each stage, the relevant portion of the data is stored
and combined into the resulting exact location of the detected event. The flowchart of
the A-PDD algorithm is shown in Fig. 18.

The A-PDD algorithm begins with the general filtering of the distance input data sam-
ple di, measured by the ultrasonic distance sensor (fork occupancy detection unit). It is
done in order to mitigate occasional outliers in the measured distance, caused by minor
obstacles and inconsistent ultrasonic signal reflections. Filtering is performed by the in-
troduced hysteresis and is used to distinguish the detected vacancy of the fork area from
possible erroneous readings. It is represented with the counter loop, which computes the
number of distance measurements i; below the distance threshold d,j,, counted within
the user-defined range. In this research, the number of distance measurements below
the given threshold was counted in the range of O to 10. Reaching the maximum or mini-
mum value in the defined range, respectively, indicates consistently and reliably detected
presence or absence of the transported payload, while values within the range indicate in-
consistent distance measurements. Continuously measured distance below the selected
threshold d,;,, indicates the object presence within the fork area, thus reflecting tynes’
occupancy. Measured absolute tynes’ elevation 7 is used to track momentary elevation
changes A;, and detect significant fork movement, which may potentially indicate the par-
ticular stage of the payload pick-up or drop-down.

Distance to the object (d, ) Pick-up alert triggered
(Vertical coordinate of tynes stored &
Alrt fl bled
Threshold () »/ rt flag enabled)
t

Vertical velocity of the tynes (Ay)

Pick-up confirmed
(2D coordinates of tynes stored &
Threshold (hex) Stat flag enabled)
J \_ t

~Threshold (-hy,)

Figure 19: An illustrative example of the payload pick-up sequence, recognized by the A-PDD al-
gorithm, with a graphical representation of the used sensors’ data over time: (a) Distance to the
approached payload, measured by the ultrasonic sensor; (b) Payload lifting moment, measured by
the wire encoder unit.

Payload transportation status in the A-PDD algorithm is reflected by the Stat flag,
while the Alrt flag indicates the detection of the initial stage of the potential upcom-
ing pick-up or drop-down event. An illustrative example of the pick-up process is shown
in Fig. 19 along with the graphs of the corresponding expected inputs from the distance
sensor (blue) and elevation sensor (red).

During the pick-up event, the payload is first approached by the forklift with the tynes
elevated at the level of pick-up. This stage is detected by the ultrasonic distance sensor,
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thus activating the alert flag Alrt of the potential pick-up event and initiating the prelim-
inary storage of the ongoing tynes’ elevation. In the second stage of the pick-up process,
the payload is lifted by the stationary forklift. It is detected by the tynes’ elevation sensor,
which triggers the merging of the current 2D fork location with its previously measured el-
evation. This confirms the pick-up event at the resulting 3D coordinates and activates the
pick-up status flag Stat. Alternatively, instead of lifting the payload, the forklift may move
away from it, which is detected by the ultrasonic distance sensor. This cancels the pick-up
process, resets the Alrt flag, and omits the previously stored tynes’ elevation data.

The payload drop-down process is detected in the opposite order. At the first stage of
this process, the stationary forklift descends the payload to the storage elevation level,
which is detected by the elevation tracking unit. Then the Alrt flag is enabled, indicating
the potential drop-down event and triggering the 2D drop-down location storage. As the
second step of the drop-down process, the forklift moves away from the laid-down pay-
load while the tynes are elevated at the drop-down level, which is simultaneously saved.
This confirms the payload drop-down event, combines the previously saved 2D location
and elevation of the event for its resulting 3D coordinate, and resets both the Alrt and
Stat flags. The further storage location of the dropped-down payload is updated with
the resulting 3D coordinate. Alternatively, triggering the drop-down alert can be canceled
by lifting up the payload, whereas the tynes’ elevation sensor reports a positive change,
which will reset the Alrt flag. The continuously updated flags Alrt and Stat reflect the
real-time loading/unloading status of the forklift. These flags represent the output of
the proposed A-PDD algorithm and are used in the proposed indirect tracking method.
A comprehensive description and detailed truth table for the proposed A-PDD algorithm
are available in Publication IV.

5.3 Preliminary Testing

The proposed indirect tracking method was initially tested in a down-scaled format to
validate the proposed method, as well as to determine the expected performance and
possible limitations of this method, prior to its full-scale testing. This section covers the
conducted down-scaled preliminary testing and obtained results, which were eventually
excluded from Publication IV.

Down-scaled tests were conducted in the outdoor environment by using a moving
platform mimicking a forklift maneuvering and payload lifting/transportation functional-
ity, shown in Fig. 20a. The indirect tracking test setup, consisting of sensors previously
selected in the Section 3.2, was deployed on the aforementioned platform. The GNSS
RTK system with a declared positioning precision of 2 cm was used as a positioning unit
[151]. Proposed ATKF and A-PDD fusion algorithms, respectively described in sections 4.4
and 5.2 were used for the real-time heading tracking and automatic detection of pay-
load pick-up & drop-down events accordingly. Two iterations of the same test scenario
were performed in the outdoor environment, as shown in Fig. 20b and Fig. 20c. In the
test scenario, the down-scaled payload was transported between three predetermined
reference spots, marked with magenta roman numerals indicating the sequence of move-
ments, where it was picked up and dropped down. Reference key spots were preliminarily
measured by using the laser range finder unit. Results of the indirectly tracked payload
pick-up and drop-down locations are respectively shown with green and blue crosses in
Fig. 20b and Fig. 20c, while gray reflects the tracked setup itself.

The summarized numerical results of the absolute payload positioning performance
achieved during the down-scaled testing are provided in the upper part of Table 10. These
results cover the accuracy and precision metrics of the payload’s indirect positioning at
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Figure 20: (a) Indirect tracking test setup deployed on the down-scaled forklift platform; Visualized
results of the first (b) and second (c) test scenario iterations.

the moments of its pick-up & drop-down. Indirect tracking has demonstrated an average
absolute accuracy in the payload positioning of 11 cm with 5 cm of average precision. Ac-
cording to the obtained test results, absolute payload positioning errors of the indirect
tracking method have primarily occurred in the two-dimensional plane, with over 70% of
these errors caused by external factors. These external factors include the initial error of
the used positioning system, which directly impacts the accuracy of indirect tracking, as
well as human-related factors, such as the physical misplacement of the payload during
its drop-down at the pre-measured reference points. For instance, a noticeable position-
ing error, primarily caused by the human factor, occurred at reference point Il. This error
resulted from the absence of a suitable physical marker (reference) to guide accurate pay-
load drop-down, whereas such physical references were present at points | and lll. The im-
pact of the human factor at this reference point can be visually observed at the zoomed-in
segments on Fig. 20b and Fig. 20c, as well as numerically assessed by using the middle
part of the Table 10. At this reference point Il, the human factor has caused almost two
times higher positioning error in comparison with the results obtained at reference points
I &I

The bottom part of Table 10 shows the obtained repeatability results of the proposed
indirect tracking method. Repeatability results reflect the relative positioning error be-
tween two indirectly tracked events, which occurred at the same physical location (e.g.,
pick-up of the earlier dropped-down payload) and thus are not calculated using the true
location of the reference point. In the context of the presented preliminary test cam-
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Table 10: Averaged results on the absolute (top) and repeatability (bottom) accuracy and precision
of the indirect industrial product positioning, including errors caused by the heading estimation and
elevation measurement inaccuracy and external factors, as well as performance at each reference
spot separately (middle), achieved during the down-scaled testing.

Precision metrics (m)
MnAD | MdAD SD

Accuracy metrics (m)
MnAE

Max
error (m)

2D error caused by
heading inaccuracy

Elevation error 0.02 0.02 0.02 0.01 0.01 0.01 0.03

2D error caused by
external factors

3Doverallerror | 011 | 013 [ 043 [ 0.05 [ 0.03 | 007 | 0.25

0.02 0.01 0.03 0.02 0.01 0.02 0.07

0.11 0.12 0.12 0.04 0.04 0.05 0.18

Absolute
performance

at Reference spot | 0.09 0.09 0.1 0.05 0.05 0.05 0.14
at Reference spot Il 0.16 0.13 0.17 0.05 0 0.05 0.25
at Reference spot Ill | 0.05 0.05 0.06 0.02 0.02 0.02 0.08

Averaged
3D error

2Derror caused by | o0 | 505 | 006 | 003 | 003 | 0.03 0.08

£ § | heading inaccuracy

E 2 Elevation error 0.02 | 0.02 | 0.02 0.01 0.01 0.01 0.02
® S | 2D error caused by

o 'c 0.06 0.06 0.07 0.02 0.02 0.02 0.08
28 external factors

3Doverallerror | 01 | 01 [ 014 | 002 | 0.02 [ 002 | 0.2

paign, a pair of pick-up and drop-down events has only occurred at reference point Il,
and therefore, the repeatability performance was calculated exclusively for these events.
Provided results cover the method repeatability accuracy and precision in the overall 3D
payload positioning, errors caused by external factors, and inaccuracies in both tracked
setup heading and payload elevation. As the repeatability performance is not bound to
the ground truth (reference point coordinates), it reflects the expected permanence of the
proposed method in real-life applications while neglecting absolute human factor errors.

Since the repeatability performance of the proposed method is measured between
two indirectly tracked locations, the impact of positioning errors, caused by external fac-
tors, heading inaccuracy, and elevation errors, may be noticeably increased in comparison
with absolute performance. This effect can be observed in the case of the repeatability
performance results, obtained during the preliminary test campaign (bottom part of Ta-
ble 10), in comparison with the corresponding absolute performance results (upper part
of Table 10). A noticeable increase, approximately by a factor of two, can be observed in
the positioning error, caused by inaccuracies in heading estimation. The impact of the ex-
ternal factors on the indirect tracking repeatability performance, on the other hand, has
shown a noticeable decrease by a factor of two, which is explained by the exclusion of the
human factor. In the preliminary test campaign, the designed indirect tracking method
has demonstrated an overall average repeatability accuracy of 10 cm in payload localiza-
tion with a centimeter-level averaged precision. Nevertheless, the conducted preliminary
test campaign has successfully validated the performance of the proposed indirect track-
ing method, and demonstrated promising results on the indirect positioning accuracy of
completely unmarked payload. These results have enabled a further full-scale experimen-
tal testing of the proposed method, described in the Section 5.4.
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5.4 Full-Scale Experimental Testing

Once the performance of the designed markerless indirect tracking method was experi-
mentally validated and confirmed in the preliminary down-scaled testing, described in the
previous section, the full-scale experimental test campaign was conducted. A full-scale
test campaign was conducted in order to validate and evaluate the performance of the
designed method in a real industrial application scenario. This section briefly describes
the conducted test campaign and essential results from the corresponding Publication 1V
regarding the achieved absolute and repeatability performance of the designed method,
as well as performance comparison with a direct tracking approach. Sections 5.4.5 and
5.4.3 respectively, provide extra results on the positioning quality comparison of tested
direct and indirect tracking methods, and demonstrate the sample output of the designed
method on indirectly tracked products. These sections were initially excluded from the
original publication to meet the manuscript volume regulations of the chosen venue.

5.4.1 Full-scale Test Campaign Description

A full-scale experimental test campaign was conducted in the operating industrial wood
manufacturing production site, shown in Fig. 21a, by using the forklift as a material han-
dling equipment to transport the tracked industrial products. The forklift was equipped
with the necessary indirect tracking sensors’ setup, previously defined in Section 3.2. Pro-
posed ATKF and A-PDD algorithms were respectively used to fuse the available sensors
for accurate forklift heading estimation and automatic detection of payload pick-up and
drop-down events. The A-PDD algorithm was used with the following heuristically chosen
threshold parameters: d;, = 275 mm and h,;, = 62.5 mm/s. This test campaign was also
used to experimentally evaluate the performance of the proposed ATKF algorithm in fork-
lift heading estimation. Performance results of the experimentally tested ATKF algorithm,
along with the used tuning parameters, are covered in Section 4.4.4.

The experimental testing of the proposed indirect tracking method was performed in
an indoor industrial area by using the deployed Eliko UWB RTLS system as the positioning
unit for the tested indirect tracking method [150]. Figures 21b-d respectively demonstrate
the deployment of the wire encoder sensor (b), ultrasonic distance sensor (c), as well as
UWB tag and IMU unit (d) on the forklift. During the conducted test campaign, the forklift
was operating in the industrial environment, performing the necessary maneuvering to
transport a total of two industrial products with the size of 2m x 1m x 0.5 m, shown in
Fig. 21e, within the test area. Products were transported between a total of four reference
points, used for their storage. Reference points were manually measured during the test
campaign by using a separate UWB tag. The laser range finder unit was used for the pre-
liminary calibration of the UWB positioning system to ensure unbiased results. Figure 21e
also demonstrates the independent UWB tag, attached directly to one of the tracked pay-
loads for additional assessment of the performance of the direct tracking approach and
its comparison against the designed indirect tracking method. The test campaign covers
various scenarios, including both separate and stacked transportation and storage of the
tracked products. The resulting forklift route during the test campaign is shown in gray in
Fig. 21f, while the aforementioned reference points are highlighted with magenta. Prod-
uct pick-up & drop-down events that occurred at each reference point are respectively
marked in Fig. 21f, and include:

I Payload A picked up from the top of payload B at the reference point REF1
Il Payload A dropped down at the reference point REF2
Il Payload B picked up at the reference point REF1
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Figure 21: (a) Industrial production site environment; Deployment of the indirect tracking sensors’
setup on the forklift: (b) Wire encoder elevation sensor attached to the forklift mast, (c) Ultrasonic
distance sensor attached to the base of the forklift tynes (behind the fork area), (d) Positioning unit
(UWB tag) and IMU attached to the forklift roof; (e) Sample industrial products, indirectly tracked
during the experimental campaign, and the attached UWB tag to the upper product for its inde-
pendent direct tracking; (f) Visualized forklift route during conducted test campaign (gray) & four
reference points (magenta), used for products’ storage.

IV Payload B dropped down at the reference point REF3

V Payload A picked up at the reference point REF2

VI Payload A dropped down on top of payload B at the reference point REF3
VIl Payloads A & B picked up at the reference point REF3
VIII Payloads A & B dropped down at the reference point REF4

The comprehensive dataset of multi-sensor information collected during the described
test campaign is available on the Taltech database repository [230].

5.4.2 Absolute and Repeatability Performance Results

The absolute positioning performance of the proposed indirect tracking method was eval-
uated at the moments of detected product pick-up & drop-down events, listed in the pre-
vious section. Visualized results on the indirect tracking of both industrial products A & B
during the full-scale experimental campaign are shown in Fig. 22. Yellow and green dots
respectively depict the measured storage points of payload A & B, while transportation
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routes of both products are shown with orange and green lines. The dashed yellow-green
line represents the simultaneous transportation route of both stacked payloads A & B.
Magenta markers represent the pre-measured reference points of payload storage.
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Figure 22: Visualized results on indirectly tracked industrial products A & B during their separate

transportation (yellow & green lines), combined (stacked) transportation (dashed yellow-green line),
and storage (orange & green dots) at the pre-defined reference points (magenta).

The summarized absolute positioning accuracy and precision results are provided in
the upper part of Table 11 along with the corresponding error components, caused by inac-
curacies in the heading estimation, elevation measurements, and external factors, such as
human factor or the precision errors of the used positioning system. According to the pro-
vided numerical results, the designed indirect tracking method was able to localize both
industrial products with an average absolute accuracy of 15 cm and an average precision
of 8 cm. This method has achieved the absolute positioning RMSE and standard devia-
tion of 18 cm and 9 cm, respectively, resulting in a maximum product positioning error
of 30 cm. These achieved errors are primarily caused by external factors, which validates
the performance results achieved in the preliminary down-scaled testing and described
in Section 5.3. Relatively minor payload positioning errors were caused by inaccuracies in
the forklift heading estimations and product elevation measurements. A more detailed
evaluation of the forklift heading estimation accuracy during the full-scale test campaign
was previously provided in Section 4.4.4.

The bottom part of Table 11 shows the achieved results on the repeatability perfor-
mance of the proposed indirect tracking method. As it was described for the preliminary
tests, the repeatability of the indirect tracking method demonstrates the positioning per-
formance of multiple payload pick-up or drop-down events, which physically occurred in
the same location (e.g., pick-up of the earlier dropped-down payload). Since in the pre-
sented full-scale test campaign, certain events have occurred at the same location and
at different elevations (e.g., in case of stacking the payloads), the overall repeatability re-
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Table 11: Averaged results on the experimentally achieved absolute (top) and repeatability (bottom)
accuracy and precision of the indirect industrial product positioning, including errors caused by the
heading estimation and elevation measurement inaccuracy and external factors, as well as perfor-
mance at each reference point separately (middle).

Accuracy metrics (m) Precision metrics (m) \VENS
MnAE | MdAE | RMSE | MnAD | MdAD | SD error (m)

2D error caused by
heading inaccuracy

Elevation error 0.02 0.02 0.02 0.01 0.01 0.01 0.04

2D error caused by
external factors

3Doverallerror | 015 | 043 | 048 | 0.08 | 0.07 [ 0.09 [ 0.30

0.04 0.03 0.06 0.03 0.02 0.04 0.14

0.12 0.08 0.16 0.09 0.07 0.10 0.30

Absolute
performance

2Derror caused by | 5 o | 540 | 011 | 005 | 006 | 0.06 0.20

EEC;’ heading inaccuracy

g g Elevation error 0.04 0.04 0.04 0.02 0.02 0.02 0.06
$ S | 2D error caused by

o T 0.13 0.10 0.15 0.06 0.02 0.08 0.29
28 external factors

2D overallerror | 020 | 048 | 0.22 | 0.07 | 0.08 [ 0.08 | 0.32

sults are provided for the 2D domain. The proposed indirect tracking method has demon-
strated a mean absolute positioning repeatability error of 20 cm with 7 cm of mean ab-
solute deviation and 32 cm of maximal observed positioning error. Similar to the prelim-
inary test campaign, the results of the full-scale testing have shown an expected growth
in the repeatability errors in relation to the absolute performance caused by the eleva-
tion and heading measurement inaccuracies. This decrease in positioning performance
is expected, as instead of the ground truth reference point, the positioning evaluation is
performed in relation to coordinates previously measured by the same indirect tracking
system. Unlike the results of the preliminary testing, the repeatability and absolute per-
formance comparison did not demonstrate a noticeable decrease in the external factors’
impact in the case of the full-scale test campaign.

As the repeatability evaluation primarily neglects the possible human factor, this in-
dicates an impact of different sources of external error, such as the initial precision of
the used positioning system. In the case of the conducted full-scale test campaign, the
positioning information was provided by the Eliko UWB indoor positioning system with
a declared accuracy in the range of 10 cm to 30 cm, which correlates with the obtained
absolute external error results [150]. Publication IV provides a more comprehensive eval-
uation of the absolute and relative performance of the proposed indirect tracking method
separately at each pick-up & drop-down event. It also investigates the expected impact of
the sole IMU heading drift errors on the indirect tracking performance, thus demonstrat-
ing the importance of accurate heading information for the proposed method.

In the optimal/favorable outcome/case scenario, the positioning accuracy results of
the proposed indirect tracking method are expected to correspond to the accuracy of the
used underlying positioning system. From the perspective of the used positioning system,
this will indicate the presence of negligible positioning errors introduced by the proposed
method. In the case of the conducted test campaign and the used UWB positioning sys-
tem, these results were successfully achieved.

From the industrial perspective, the achieved results highly depend on the particular
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application and the size of the tracked payload. To theoretically eliminate the possibility of
the false product pick-up (i.e., pick-up of the neighboring product), the targeted absolute
positioning accuracy is expected to remain below a quarter of the payload width (smaller
horizontal dimension). In the worst outcome, when the drop-down and later pick-up po-
sitioning errors of maximal magnitude align and combine, this corresponds to the highest
expected repeatability error below half of the payload width.

Thus, from the perspective of the conducted test campaign, the targeted absolute po-
sitioning accuracy results can be estimated from the size of tracked products (2 m x 1m
x 0.5 m) as 0.25 m for horizontal and 0.125 m for vertical positioning. The corresponding
theoretically targeted and achieved positioning results are separately provided in Table 12
for vertical and horizontal positioning. These results also include achieved heading esti-
mation accuracy along with the targeted outcome. The targeted heading estimation accu-
racy corresponds to the targeted horizontal positioning outcome, calculated according to
(2) and by using the offset parameter S;Lyrk =1.52 m. During the conducted test campaign,
the targeted accuracy level was experimentally achieved for the overall horizontal posi-
tioning, while the achieved vertical positioning and heading estimation accuracy results
have multiple times exceeded the corresponding targeted levels.

Table 12: Theoretically targeted and experimentally achieved absolute and repeatability accuracy
results in indirect payload positioning.

Absolute accuracy Repeatability accuracy
Targeted Achieved Targeted Achieved
Avg =15 Avg =20
2D positioning 25cm Ve om 50 cm Ve om
Max =30 cm Max =32 cm
Avg=2 Avg=4
Vertical positioning 12.5cm VB =< cm 25cm Ve =4 cm
Max =4 cm Max =6 cm
Heading estimation 9.4 deg Avg =1.5 deg 18.9 deg Avg = 4.4 deg
Max = 5.4 deg Max = 6.1 deg

5.4.3 Example of Positioning Information Flow in Indirect Tracking Method

This subsection provides extra information on the output of the proposed indirect tracking
method, excluded from Publication 1V, and illustrates the updating positioning informa-
tion of both indirectly tracked payloads during the conducted full-scale test campaign.
The key information provided on the indirectly tracked payload is its location at the mo-
ment of the detected pick-up or drop-down event, which respectively allows to identify
the picked-up product or define the storage location of the dropped-down payload. To
cover this side of indirect tracking, location updates for both transported payloads were
observed for the sequence of events described in Section 5.4. Three-dimensional loca-
tions of each payload were estimated by using their latest available status and location,
as well as the location and type of the newly occurred event. Table 13 shows the flow of
the payload recognition and location updates by the indirect tracking system during the
test campaign. In this example, only the starting coordinates of each payload are initially
known, while the further location and status updates of both payloads are fully performed
by the indirect tracking method.

Initially, payload A was stacked on top of payload B at the known reference location
REF1, as it was previously shown in Fig. 21e. The first detected pick-up event occurred at
the initial storage location of stacked payloads with slightly below 30 cm horizontal accu-
racy in relation to the previously saved payload coordinates. In this event, the measured
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Table 13: Over time location update flow of industrial products, indirectly tracked by the designed method during the experimental testing.

Indirect tracking event location & type Payload A Payload B
Event . .
No. & type x(m) | y(m) | z(m) Description x(m) y(m) z(m) Description x(m) y(m) z(m)
0 - - - Starting location: 51.55 -14.73 0.76 Starting location: 51.55 -14.73 0.00
| Distance to event: 0.30 m -0.01m Distance to event: 0.30m -0.77 m
. 51.48 -15.02 0.77 ick- i
pick-up | %y &z match 5148 | -15.02 0.77 zbelow pickup point | 5y 55 | 4 73 0.00
Pick-up confirmed at: Payload remains at:
I 50.05 | -32.67 | 1.00 Drop-down 50.05 | -32.67 1.00 - No change
drop-down confirmed at:
i Distance to event: 17.81m 1.02m Distance to event: 0.20m 0.02m
. 51.5 -14.93 | -0.02
pick-up No match 50.05 | -32.67 1.00 _ %y &z match 5150 | -14.93 -0.02
Payload remains at: Pick-up confirmed at:
v 2111 | 279 | -0.02 - No change Drop-down 21 | -279 -0.02
drop-down confirmed at:
v Distance to event: 0.32m -0.02m Distance to event: 41.89m -1.04m
. 5017 | -32.97 1.03 ick- i
pick-up _ %y &zmatch 5017 | -32.97 1.03 zbelow pickuppoint |44 | 579 -0.02
Pick-up confirmed at: Payload remains at:
Vi 2085 | -273 | 075 Drop-down 2085 | -273 075 - No change
drop-down confirmed at:
VI Distance to event: 018 m 0.71m Distance to event: 0.16 m -0.06 m
. 21.01 -2.66 0.04 ick- i
pick-up zabove pickeuppoint | oy o | 566 | 004+A, _ %y &zmatch 2101 | -2.66 0.04
Pick-up in a stack at: Pick-up confirmed at:
vin 4476 | -37.41 | -0.02 DB 4476 | -37.41 | -0.02+A, DUEIFHE G 4476 | -37.41 -0.02
drop-down confirmed at: confirmed at:




elevation of the corresponding event has matched the elevation of the stored payload
A, confirming its pick-up. Even though payload B was also stored at the same 2D coordi-
nate of the detected event, its stored elevation level was significantly below the pick-up
location, which has prevented the simultaneous pick-up of the payload B. Payload A was
then transported to another storage point REF2, where it was eventually dropped down
in event I, which automatically updated its status and location with new storage coordi-
nates.

Coordinates of the detected pick-up and drop-down events lll and 1V have confirmed
the transportation of payload B from the initial location REF1 to another storage point
REF3. Similarly, the detected events V and VI have further confirmed the pick-up of the
previously dropped-down payload A at reference point REF2, its consequent transporta-
tion, and placement on top of payload B at storage location REF3. The coordinates of
the detected pick-up event VII have matched the latest storage location of payload B, thus
indicating its pick-up. In this case, the location of payload A also matched the pick-up coor-
dinates while its storage elevation was significantly above the pick-up elevation. This indi-
cated the pick-up of payload A as part of the stack for the transportation, and thus, its sta-
tus and location were correspondingly updated by taking into consideration the elevation
difference A, between the last known storage locations of stacked payloads. In case of the
given example, the elevation difference is A, = |2/°“/F — P 10adh| — . 75 1.0.02 % 0.77.
The stack of two payloads was then transported and eventually dropped down during
event VIl at reference point REF4. Both payloads were assigned with the same drop-
down coordinates with consideration of the aforementioned elevation difference in the
stack.

5.4.4 Comparison With the Direct Tracking Approach

The conducted test campaign also covers the comparison of the designed indirect track-
ing method to the direct positioning approach, performed by an independent UWB tag,
attached to payload B, as shown in Fig. 21e. Results on a single industrial product posi-
tioning by both direct and the proposed indirect tracking methods are shown in Fig. 23.
Blue and green lines respectively demonstrate the payload, tracked by direct and indirect
methods during its transportation, while blue & green dots reflect the direct and indirect
positioning of the payload, stored at reference points (magenta).

Numerical results on the payload positioning accuracy and precision, achieved by both
tested methods, are provided in Table 14. The direct tracking method has demonstrated
the presence of a significant 50 cm mean error in absolute payload positioning accuracy
at a standard deviation of 11 cm. Zoomed-in sections of Fig. 23 visually demonstrate the
corresponding positioning performance of the direct tracking approach near reference
points REF1 & REF3. The highest observed absolute error of the direct tracking approach
at these points reaches 94 cm. During the payload transportation to reference point REF4,
the positioning quality of the directly attached tag unit has significantly decreased to an
insufficient level for reliable tag localization. For this reason, the positioning of the directly
attached tag by UWB positioning system has entirely stopped at the approximate coordi-
nate of (44;-11), and was unable to recover until the end of test campaign. Therefore,
the positioning performance of the direct tracking method is only evaluated at reference
points REF1 & REF3.

Compared to the direct tracking approach, the proposed indirect tracking method has
demonstrated over four times superior absolute payload positioning accuracy. In the case
of tracked payload B, this method has achieved the mean absolute positioning accuracy
of 12 cm along with a 7 cm error standard deviation. The highest observed absolute posi-
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Figure 23: Visualized results on the industrial product B tracking respectively by direct and indirect
methods during its transportation (light blue & green lines), and during its storage (blue & green
dots) at the pre-defined reference points (magenta).

tioning error in the case of the indirect tracking method was 21 cm. A detailed comparison
of both methods at each reference point is provided in Publication IV.

Table 14: Results of the industrial product B absolute positioning performance, experimentally
achieved by the direct and proposed indirect tracking methods.

Precision metrics (m)
MnAD | MdAD

Max
error (m)

Accuracy metrics (m)
MnAE

Indirect tracking 0.12

Direct tracking

(at REF1 & REF3) 0.50

5.4.5 Positioning Quality of Direct and Indirect Tracking Methods

This section provides extensive results on both tested indirect and direct tracking meth-
ods’ positioning quality evaluation, excluded from Publication V. This analysis was aimed
at further investigation of significant performance differences between these methods ob-
served in the previous section. In the UWB indoor positioning system used for both direct
and indirect tracking methods, successful tag localization depends on accurate ranging by
a sufficient number of infrastructural UWB units—anchors. The multilateration technique
is then used to calculate the resulting coordinate of the tracked tag unit from the obtained
ranging information (distances from the tag unit to the available anchors).

In the case of the direct tracking approach, the successful 3D localization of the tag
unit requires ranging data from at least four anchor units [231, 232]. It represents the
minimal sufficient number of available rangings needed to successfully calculate the re-
sulting payload location. In the proposed indirect tracking method, on the other hand,
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the underlying UWB positioning system is only used for two-dimensional forklift location
tracking, while the elevation of the mounted UWB tag remains effectively constant due
to its fixed position on the vehicle’s roof. In this case, the successful forklift positioning in
a two-dimensional plane only requires the ranging information from a minimum of three
anchor units [231]. These lowered requirements for the available ranging information in
case of the indirect tracking method provide increased stability and reliability during pos-
sible positioning quality drops, thus representing a significant advantage of the indirect
tracking method.

Table 15: Successful positioning rate and availability of UWB anchor units in direct and indirect track-
ing methods during the entire test campaign and separately at the covered reference points

REFI REF3 REF4  Total |

@ | Successful positioning rate | 100% | 100% | 100% | 99.93%

£

Q

g Average number of anchors 53 8 59 6.7

b used in ranging

(0]

§ Minimal sufficient number of 974% | 100% | 99.8% | 99 2%

= anchors (3) use rate

) Successful positioning rate 3.2% | 31.3% ‘ 0% 20.8%

£

§ Average number of anchors 25 3 17 25

= used in ranging

(9]

Q . o . o

s Minimal sufficient number of 20% | 5.6% | 1.3% 8.5%
anchors (4) use rate

Numerical results on the UWB system positioning quality in the case of both direct and
indirect tracking methods are provided in the top and the bottom parts of Table 15, accord-
ingly. The table includes the successful UWB system positioning rates, average number of
anchor units in line-of-sight (LoS) with UWB tag, as well as the presence rates of a suf-
ficient number of anchors in LoS with the UWB tag throughout the overall experimental
test campaign, as well as at each reference point separately.

The indirect tracking method demonstrates the remarkable results of 100% of the suc-
cessful positioning rate at each covered reference point and 99.93% throughout the entire
test campaign. The remaining 0.07% of the unsuccessful positioning rate represents the
short-term positioning quality drop which occurred during the payload transportation to
reference point REF4 and was visually demonstrated with the dashed green line in Fig. 23
at the approximate coordinates (49;-22). UWB tag, used as part of the indirect tracking
method, was successfully positioned by a sufficient number of at least three anchors dur-
ing 99.2% of the entire test campaign time. On average, this UWB tag was positioned by
6.7 anchor units during the test campaign, which corresponds to 233% of the minimal re-
quirement for the indirect tracking method. Depending on the particular reference point,
this UWB tag was successfully positioned by an average number of 5.3 to 8 anchors, which
corresponds to beyond 177% of the minimal requirement for this method. Between 97.4%
and 100% of the time at the reference points, this tag was positioned by a sufficient num-
ber of at least three anchors. Minor occasions of insufficient anchor ranging data were
successfully compensated by internal filters and algorithms of the used UWB system. This
explains the observed 100% of successful positioning rate at reference points REF1 and
REF4, even though the presence of a sufficient number of anchors in line of sight was not
observed in 100% of the campaign time. The heatmap representation of the achieved
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ranging coverage of the UWB positioning system infrastructure in case of the proposed
indirect tracking method is shown in Fig. 30a in Appendix 9.

The direct tracking method, on the other hand, has demonstrated a successful posi-
tioning rate of 20.8% throughout the test campaign. According to the obtained results,
in only 8.5% of the test campaign time, the UWB positioning infrastructure was able to
successfully obtain sufficient ranging information on the UWB tag used for direct product
tracking. During the test campaign, the UWB tag, used for direct tracking, was positioned
by an average of 2.5 anchors, or 62.5% of the minimal requirement for this method. De-
pending on the reference point, the UWB tag of the direct tracking method was positioned
by 1.7 to 3 anchor units, which represents 42.5% to 75% of the minimal requirement for
successful positioning. At reference points REF1 & REF3, the directly attached UWB tag
was successfully positioned by a sufficient number of four anchors for only 2.9% and 5.6%
of the time, respectively. This has resulted in the respective successful positioning rates
of 3.2% and 31.3%. At the reference spot REF4, this UWB tag was occasionally ranged by a
sufficient number of anchors for a total of 1.3% of the time, which, however, was insuffi-
cient to reestablish the positioning of this tag, and therefore, resulted in 0% of a successful
positioning rate. The heatmap of the achieved UWB positioning system ranging coverage
in case of the direct tracking method is shown in Fig. 30b in Appendix 9.

Figure 24: Visualized line of sight limitation of the directly attached UWB tag in the corresponding
tracking method, caused by the tracked product.

The poor positioning quality of the direct tracking approach is generally caused by
numerous LoS blocking obstacles present in the vicinity of the directly attached tracking
unit. Among others, these obstacles also include the used industrial machinery (i.e., fork-
lift) and primarily, the tracked product itself as illustrated in Fig. 24. Additionally, these
surrounding obstacles also cause a notable factor of the UWB signal reflections, poten-
tially causing significant distortions and errors even in the successfully measured ranging
data and affecting the positioning precision [233]. This causes a major decrease in the
successful positioning rate of the direct tracking method, which, along with the increased
minimum number of required UWB anchor units in the line of sight with the tracked tag,
significantly affects the reliability and performance of the direct tracking method, espe-
cially in obstructed industrial areas.

The indirect tracking method, on the other hand, has demonstrated an advantage in
the overall positioning performance and quality, explained by the physical deployment of
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the UWB tag. In this method, the UWB tag is installed on top of the ~2 m high forklift,
above the majority of the potential line of sight obstacles for the UWB anchor infrastruc-
ture. An additional advantage of this method is the reduced requirement for the minimum
number of anchor units for successful positioning, as the elevation of the forklift-deployed
tag remains constant and only requires 2D localization. This ensures a more stable and ro-
bust UWB positioning quality for the indirect tracking method.

5.5 Discussion

The research described in this section addresses the industrial need for the indirect track-
ing method, allowing the real-time localization of fully markerless products, payloads &
equipment. This work answers the research question RQ1 and has resulted in the devel-
opment of a novel method for an accurate real-time 3D localization of industrial prod-
ucts, which takes into consideration different aspects of its real-life application. The de-
veloped indirect tracking method is based on widely available and reliable technologies
& techniques while avoiding the use of auxiliary, high-data-volume, or computationally
complex methods. Since in the proposed method all of the tracked products remain fully
unmarked and require no additional hardware or equipment for their localization, this
method provides high, theoretically unlimited scalability and minimizes the maintenance
requirements with only the equipment deployed on the used industrial machinery. The
flexibility of this method also allows for its possible modifications and use with a variety of
different industrial machinery, including different lifters, cranes, or other loading & trans-
portation equipment. Additionally, this research also demonstrates the development of
the working prototype of the designed indirect tracking setup, as well as its experimental
testing in a real application environment, which has demonstrated exceptional perfor-
mance results. This research has also contributed with the sensor fusion A-PDD algorithm
for automatic detection of the payload pick-up and drop-down by the forklift, which may
see possible applications in the industry.
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6 Conclusions & Future Work

This research has addressed the industry need for an accurate real-time indirect localiza-
tion of fully markerless industrial products, materials & equipment by significantly advanc-
ing state-of-the-art in indirect tracking approaches. Based on the research questions, this
work has assessed the available indirect tracking techniques to define their existing limi-
tations and gaps, as well as proposed a novel, practically applicable, and fully markerless
indirect tracking approach. This work has resulted in the development of a novel method
for fully markerless indirect localization of industrial products, materials, and equipment
in modern intelligent warehousing and industry. In this method, tracked products do not
require the direct attachment of any tracking or identification tags, thus remaining fully
unmarked. This provides significant advantages in cost efficiency, energy efficiency, and
theoretically unlimited scalability, along with significantly reduced maintenance and com-
putational requirements. Additionally, this research has further contributed to the afore-
mentioned advantages of the developed method by focusing on the use of a minimal set
of cost-efficient, computationally incomplex, and reliable sensors and techniques.

In order to fully automate the proposed indirect tracking method, this research has
also contributed with the algorithmic sensor fusion method for the automatic detection
of payload pick-up & drop-down events, which was effectively used throughout a series
of experimental tests. This work has also covered a prototype implementation for the
proposed markerless indirect tracking method, its experimental testing and assessment
in a real industrial application environment, as well as its comparison with a direct posi-
tioning approach. In a series of down-scaled and full-scale experimental tests, the pro-
posed method has demonstrated remarkable results in industrial product positioning ac-
curacy, comparable to the declared performance of the underlying positioning system.
Comparison of the proposed indirect tracking method with an equivalent direct position-
ing approach has also revealed additional advantages of the developed method in overall
positioning quality, reliability, and stability. The achieved results have fully validated the
performance capabilities of the proposed method, as well as its high potential for practical
applicability.

The research on the indirect tracking topic has also demonstrated the necessity of a
reliable and accurate vehicle heading estimation, suitable for use in the industrial envi-
ronment, which has introduced the main subtopic for this research. The primary subtopic
of this work has addressed the essential limitation of gyroscope sensors, represented by
a significant over time accumulated drift error. This work has also addressed the main
limitations of the available and widely used (e.g., magnetometer-based) drift mitigation
techniques, preventing their use in certain scenarios and applications, such as industrial
land machinery. This research has investigated the possible use of positioning and iner-
tial data fusion for robust vehicle heading estimation. It has resulted in the development
of multiple algorithms, including the positioning data-based IMU heading drift correc-
tion algorithm (DCA) and the Adaptive Tandem Kalman Filter (ATKF) algorithm for vehicle
heading estimation.

The performance of both algorithms was verified and evaluated in a series of sim-
ulated and experimental tests, conducted to reflect realistic and challenging movement
scenarios of highly maneuverable industrial machinery. Both of the proposed algorithms
have experimentally shown a high performance and reliability in real-life data-based head-
ing estimation with over 95% improvement in median absolute heading error over the
state-of-the-art magnetometer-based algorithms. The tested magnetometer-based state-
of-the-art orientation tracking algorithms, on the other hand, have additionally confirmed
their inapplicability in industrial vehicle heading tracking applications. ATKF algorithm has
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additionally shown over 83% improvement in the heading estimation RMSE in comparison
with tested state-of-the-art algorithms, and beyond 58% improvement over the proposed
DCA algorithm. ATKF algorithm has confirmed its overall high stability and robustness in
case of poor input data quality, and was eventually used as part of the designed marker-
less indirect product tracking method.

6.1 Research Questions

From the perspective of this research, the defined research questions can be addressed
and answered as follows:

e RQI:

The real-time and accurate localization of fully markerless industrial products is pos-
sible during their transportation by the industrial material handling equipment (e.g.,
forklifts). The real-time location of any transported payload is directly reflected by
the real-time location of the product handling unit (i.e., forklift tynes), thus requir-
ing no direct tagging of the transported payload. The real-time tynes’ location can
be accurately estimated by using the forklift position and heading information, re-
spectively provided by the positioning unit (e.g., indoor or outdoor positioning sys-
tem) and heading tracking unit (e.g., gyroscope sensor). An algorithmic method
is required for the accurate heading estimation and mitigation of the drift errors
accumulated by the inertial sensor.

To enable a reliable and precise three-dimensional payload localization, the de-
ployed setup also requires an additional sensor for a continuous measurement of
the tynes’ elevation. A real-time monitoring of the fork occupancy status also en-
ables the automatic payload loading and unloading detection, thus leading to the
entire indirect tracking method automation. An algorithmic sensor fusion method is
required to combine the tynes’ elevation and occupancy status information for a re-
liable and real-time recognition of the exact payload pick-up & drop-down moment.
The exactly detected location of the pick-up event allows to identify the picked up
markerless product by using its latest known storage coordinates, while the exactly
detected location of the payload drop-down event represents its further storage
location.

Markerless indirect product tracking should be primarily based on widely avail-
able and cost-efficient sensors, and does not require the use of high-end hard-
ware (e.g., military grade inertial sensors, specialized image processing equip-
ment, etc). Although the cost can still vary depending on the chosen position-
ing system (e.g., UWB, BLE, GNSS, GNSS-RTK, etc).

Markerless indirect product tracking can rely entirely on techniques and sen-
sors that generate low data volumes and require minimal processing complex-
ity—unlike vision- and ML/Al-based methods or computationally intensive al-
gorithms such as Particle Filters.

Markerless indirect product tracking can be based on sensors requiring min-
imal integration and adjustments to the used machinery. Sensors and units,
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requiring invasive integration into the industrial machinery mechanisms, such
as wheel and steering encoders, should be avoided.

Markerless indirect product tracking requires no adjustments in the industrial
environment, such as dedicated storage points and transportation routes, or
additional interfering infrastructure (e.g., scanning gates). Indirectly tracked
payloads must only be transported by the industrial machinery, equipped with
the indirect tracking setup, which represents a potential minor limitation to
the natural workflow.

¢ RQ2:

Generally, the positioning information can be used for the vehicle heading estima-
tion. However, similarly to other heading tracking methods, the sole positioning in-
formation cannot be effectively used for accurate heading tracking due to method-
specific limitations. In the case of positioning information, this limitation is repre-
sented by its high sensitivity to the movement speed of the tracked vehicle, which
prevents a reliable heading estimation at lower movement speeds and especially
in stationary cases. Nevertheless, unlike other heading tracking methods, such as
drift error accumulating inertial sensors, magnetic interference-sensitive magne-
tometers, or computationally complex and environmentally sensitive vision & laser-
based methods, the positioning data-based approach may be used in any environ-
ment and does not accumulate errors over time. This represents a significant ad-
vantage of the positioning data-based heading estimation approach in the industrial
environment, as well as in the context of the proposed indirect tracking method.

e RQ3:

A fusion of the positioning data with a sup-
porting inertial (gyroscope) information allows to compensate the disadvantages
and limitations of each separate method and achieve a reliable performance in the
heading tracking. In this case, the accumulated errors of the inertial sensor are mit-
igated by the positioning information, while the gyroscope’s immunity to the vary-
ing movement speed provides an effective support during intense maneuvering or
stationary periods. Minimal environmental sensitivity of this method provides a
reliable heading estimation in real-life industrial applications, and requires no addi-
tional auxiliary sensors for a reliable heading estimation of industrial machinery.

The required inertial and positioning sensor fusion algorithm must provide a real-
time heading estimation with possibly minimal delays to back up scenarios of in-
tense maneuvering, which leads to the required computational incomplexity and
immediate use of the newly arriving information. Thus, the positioning and iner-
tial information samples must be processed and applied within a single algorithm
iteration. Another key requirement for the fusion algorithm is its possible real-time
adaptivity to the ongoing movement speed to effectively mitigate the disadvantages
of the positioning information at the lower speeds. Due to the gradually changing
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nature of the vehicle heading, the developed fusion method may be based on the
estimator algorithms, such as the Kalman filter, additionally enabling the estima-
tion of upcoming heading changes, based on the previous information. Thus, the
resulting fusion algorithm may be based on the adaptive variation of the widely
used Kalman filter algorithm, or its non-linear extended Kalman filter version. An
additional key functionality of the developed vehicle heading estimation algorithm
is the capability to reliably recognize the possible reverse movement.

6.2 Future Perspectives

This research has proposed and developed a sensor fusion method for the indirect local-
ization of fully markerless industrial products, focused on the use with industrial forklifts.
Although the proposed method has achieved remarkable results during the experimen-
tal performance validation, its further development may start with thorough and long-
term testing of this approach to define possible improvement requirements. As the scope
of this research was exclusively focused on the use of industrial forklifts, further work
may investigate the extended area of applications for the indirect tracking method and
propose necessary sensor & algorithm presets, suitable for different industrial machinery
and material handling equipment, such as cranes, lifters, excavators, or other loading &
transportation equipment. This may also include the development of a simplified indi-
rect tracking setup version to effectively integrate smaller industrial equipment, such as
manual pallet jacks, into the indirect tracking process.

As different passive identification technologies remain widely used in the industry, the
further development of the proposed method may include the support for the optional
integration of various case-specific or auxiliary sensors, such as cameras or passive identi-
fication scanners (e.g., RFID or QR codes). This will allow a seamless integration of the pro-
posed indirect tracking method in production and warehousing processes, where product
identification markers remain widely used. This may also utilize the benefits of these tech-
nologies to further enhance the performance of the proposed indirect tracking method.
Additional features may also include the possible compatibility of the proposed method
with pre-deployed sensor setups. These include the available setups, from forklift CAN
bus (Controller Area Network) and up to numerous high-performance sensor networks of
different industrial robots, unmanned vehicles and platforms. The field of unmanned ve-
hicles and robots may reciprocally benefit from the integration of the presented methods
to potentially improve the effective use of sensors, thus reducing the number of required
sensors and increasing overall efficiency. Future research may also cover the enhance-
ment and optimization of the proposed automatic pick-up & drop-down detection (A-PDD)
algorithm.

Future research perspectives in the field of industrial vehicle heading estimation may
also cover the further enhancement of the proposed positioning data-based method on
both the algorithmic and the hardware side. Future work may focus on the additional
integration of the accelerometer unit - a second inertial sensor, widely available in IMU
units. This unit may potentially provide extended information on the real-time vehicle
movement, thus enhancing the performance of proposed positioning and gyroscope data-
based heading estimation methods. Further development may also be focused on the
improvement of the proposed ATKF algorithm by its optimization and tuning for different
scenarios and machinery, as well as the possible integration of auxiliary sensors or algo-
rithmic solutions. Further improvement of the ATKF algorithm may include the integration
of different machine learning techniques into its adaptivity or estimation mechanisms for
the automatic fine-tuning of the algorithm.
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Additionally, the future work may also include the data collection and composition of
the comprehensive dataset, containing positioning information of multiple sources, such
as UWB and GNSS, inertial information of multiple gyroscope and accelerometer sensors,
as well as magnetometer information. This synchronized data, accompanied by highly
accurate ground truth data on the real-time position and orientation, and collected in
different environments and various movement scenarios, may then be used as an easily
accessible benchmark dataset for further research advancements. This may gradually lead
to more controlled and standardized validation of various algorithms and techniques in
the field of navigation and orientation tracking.
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Abstract
Advancements in Sensor Fusion Enabled Indirect Positioning
Methods

This thesis addresses the industrial need and investigates a method to enable accurate
and real-time localization of completely markerless industrial products. The key motiva-
tion behind the investigated method is to enable the identification and accurate tracking
of various industrial products in a cost-effective manner without the direct attachment
of any tracking or identification units. Thus, the key criterion for the targeted method
is to fully avoid the direct attachment of any positioning or identification tags, including
QR codes, barcodes, or other markers to localized payloads, leaving them fully unmarked.
This dissertation starts by investigating the available indirect tracking methods to evaluate
their key features, performance capabilities, and assess their applicability for markerless
product localization. Afterward, this thesis introduces a proposed fully markerless indi-
rect tracking method along with its key components, including proposed vehicle heading
estimation methods.

As a first contribution, this research assesses the applicability of the available inertial
data-based heading estimation methods in the context of an industrial environment. It
also investigates the applicability of the positioning and inertial data-based approach in
industrial vehicle heading estimation and proposes a corresponding gyroscope heading
drift correction algorithm (DCA). This algorithm is focused on the use of the positioning
data as supplementary information to occasionally mitigate the accumulated drift errors.
One of the main goals of this algorithm is to verify the reliability of positioning information
in accurate vehicle heading estimation, as well as define its primary advantages and limi-
tations. In the full-scale experimental test campaign, the proposed DCA algorithm is used
for the heading tracking of a highly maneuverable forklift in the industrial area, where
it demonstrates a significant reduction of the gyroscope median absolute heading error
from 44.1 degrees down to a sub-6 degree level. This confirms the effectiveness of the
positioning and inertial data fusion for the reliable industrial vehicle heading estimation
and enables further research in this field.

The second contribution focuses on the implementation of the Adaptive Extended
Kalman Filter (A-EKF) algorithm for the UWB AP-TWR (Active-Passive Two-Way Ranging)
protocol-based positioning. In the context of this research, this contribution assesses the
performance of a non-linear state-of-the-art Kalman filter algorithm in real-life applica-
tions, as well as investigates the implementation methods and advantages of the adap-
tive Kalman filter algorithm for its further use in the field of vehicle heading estimation.
In experimental testing, the implemented A-EKF algorithm has demonstrated a significant
improvement of the AP-TWR-based UWB positioning over sole SS-TWR (Single-Sided Two-
Way Ranging) and AP-TWR based positioning in obstructed industrial areas. The A-EKF
algorithm has shown a reduction of the peak positioning errors RMS by a factor of three
in stationary 3D testing, and a ninefold RMSE reduction in the movement test scenario.
These results highlight the significance of the Kalman filter adaptivity feature, especially
in real-life applications, which is eventually used in later contributions.

As a third contribution, this research proposes an Adaptive Tandem Kalman Filter (ATKF)
algorithmic method for an accurate and reliable vehicle heading estimation. This algo-
rithm represents an adaptive version of the Kalman filter algorithm with a non-conventional
tandem structure. It performs a competitive fusion of inertial and positioning information
for the real-time vehicle heading estimation in different scenarios, including intense ma-
neuvering and reverse movement. The proposed DCA and ATKF algorithms are tested in
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a series of simulations to define their expected performance capabilities and reliability
limits. Simulated tests confirm a significant robustness of the DCA algorithm against high
inertial data drift rates, along with high sensitivity to the positioning data quality and cases
of intense maneuvering. ATKF algorithm demonstrates a balanced reliability and stability
in case of both poor positioning data quality and high inertial drift rates, even in cases of
intense maneuvering.

This contribution also covers an experimental validation of the obtained simulations’
results in a live industrial environment by using a highly maneuverable forklift. The DCA
algorithm demonstrates the median absolute error reduction in IMU tracked forklift head-
ing down to 1 degree level with moderate to high stability. The proposed ATKF algorithm,
on the other hand, experimentally achieves a sub-1 degree accuracy in forklift heading
estimation with exceptional stability and high robustness even in cases of poor input
data quality. In the same test campaign, both of the proposed algorithms outperform
the tested state-of-the-art magnetometer-based heading estimation algorithms, such as
Mahony, Madgwick, and complementary filters.

A fourth contribution of this research proposes a novel method for a sensor fusion-
based automatic and three-dimensional tracking of fully unmarked industrial products.
The proposed method prioritizes the positioning accuracy, cost- and energy efficiency, re-
duced computational complexity and processing requirements, while achieving high scal-
ability. Additionally, the proposed method focuses on the seamless integration into the in-
dustrial environment and machinery to minimize its interference in the natural workflow.
To fully automate the proposed indirect tracking method, this contribution also proposes
a sensor fusion algorithm for automatic payload pick-up & drop-down detection (A-PDD).
This algorithm performs a complementary fusion of multi-sensor information to detect
the exact moment of the payload loading or unloading. This enables an indirect identifi-
cation of the picked up product and allows to determine the exact storage location of the
dropped down payload.

Conducted down-scaled and full-scale experimental tests of the proposed indirect
tracking method demonstrate its high absolute and repeatability accuracy in product po-
sitioning, closely comparable to the performance of the underlying positioning system.
Thus, in the full-scale test campaign, the industrial product was positioned by the UWB-
based indirect tracking method with sub-30 cm accuracy, which closely corresponds to
the initial declared 10-30 cm accuracy of the underlying UWB positioning system.

Due to its high scalability, cost- and energy efficiency, as well as reduced maintenance
requirements and high potential for modifications, the proposed markerless indirect track-
ing method is expected to be widely applicable in industry and warehousing, utilizing dif-
ferent industrial machinery and material handling equipment, such as forklifts, lifters, or
cranes. The developed A-PDD algorithm for automatic pick-up & drop-down detection
may also find its use in the industry and warehousing automation. Presented contribu-
tions in the field of vehicle heading tracking, including a developed positioning data-based
DCA algorithm for IMU drift correction and ATKF algorithm for vehicle heading estimation,
may find their use in a wide variety of fields, such as robotics, autonomous vehicles, as
well as industry and logistics automation.
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Kokkuvote
Andurisulandusel pohinevate kaudsete positsioneerimismee-
todite edasiarendused

Kaesolev doktorit6o kasitleb toostuslikku vajadust ja uurib meetodit, mis véimaldaks taie-
likult markeriteta té6stustoodete tapset ja reaalajalist positsioneerimist. Uuritava meeto-
di peamine motivatsioon on véimaldada erinevate to6stustoodete tuvastamist ja tapset
jalgimist kuluefektiivsel viisil ilma jalgimis- voi identifitseerimisiiksuste otsese kinnitamise-
ta. Antud meetodi disainikriteerium tagab positsioneerimis- voi identifitseerimisseadme-
te valtimist, sealhulgas QR-koodide, triipkoodide v6i muude markerite otsest kinnitamist
tootele, jattes need taielikult margistamata. Kaesolev t66 algab olemasolevate kaudse jal-
gimise meetodite uurimisega, et hinnata nende péhiomadusi, jéudlust ning hinnata nende
rakendatavust markeriteta toodete positsioneerimiseks. Seejarel tutvustatakse kiesole-
vas doktoritoo raames valjapakutud taielikku markeriteta kaudset jalgimismeetodit koos
selle pohikomponentidega, sealhulgas kavandatud séiduki suuna hindamise meetodeid.

Esmalt pakub doktorit66 hinnangut olemasolevate ja laialt kasutatavate meetodite ra-
kendatavust inertsiaalandurite pohinevate suuna jalgimiseks té6stuskeskkonna kontekstis
ja kaudse jalgimise meetodi osana. Samuti uuritakse positsioneerimis- ja inertsiaalandme-
tel pohineva lahenemisviisi rakendatavust t6ostussoidukite suuna jalgimisel ning pakutak-
se vilja vastav gliroskoobi suuna triivi korrigeerimise algoritm (DCA). See algoritm kes-
kendub positsioneerimisandmete kasutamisele lisateabena, aja jooksul kogunenud triivi-
vigade aegajaliseks leevendamiseks. Selle algoritmi peamine eesmark on kontrollida po-
sitsioneerimisteabe usaldusvaarsust séiduki suuna tapsel jalgimisel, samuti maaratleda
rakendatud algoritmi peamised eelised ja piirangud. Mdo6tekatsetes kasutatakse pakutud
DCA-algoritmi mandédéverdatava tostuki suuna jalgimiseks toostuspiirkonnas, kus raken-
datud algoritm naitas giiroskoobi absoluutse mediaani suunavea olulist vahenemist 44,1
kraadilt alla 6 kraadini. See kinnitab positsioneerimise- ja inertsiaal andmete liitmise tohu-
sust toostussoidukite usaldusvaarse suuna hindamiseks ning véimaldab selles valdkonnas
edasisi uuringuid.

Teine doktorit6d péhipanus keskendub adaptiivse laiendatud Kalmani filtri (A-EKF) algo-
ritmi rakendamisele UWB AP-TWR (Active-Passive Two-Way Ranging) protokollipdhise asu-
koha arvutamise ja filtreerimise jaoks. Selle uurimistoo kontekstis hinnatakse selles panu-
ses mittelineaarse tipptasemel Kalmani filtrialgoritmi toimivust reaalsetes rakendustes,
samuti uuritakse adaptiivse Kalmani filtrialgoritmi rakendusmeetodeid ja eeliseid selle
edasiseks kasutamiseks soiduki suuna jalgimise valdkonnas. Eksperimentaalsetes katse-
tes on rakendatud A-EKF algoritm naidanud AP-TWR-p6hise UWB positsioneerimise olu-
list paranemist vorreldes ainsuse SS-TWR-i (Single-Sided Two-Way Ranging) ja AP-TWR-
pohise positsioneerimisega takistatud toostuspiirkondades. A-EKF-i algoritm on naidanud
tipppositsioneerimisvigade RMS-i kolmekordset vahenemist statsionaarses 3D-testimises
ning Gheksakordset RMSE vahenemist lilkkumistesti stsenaariumis. Need tulemused réhu-
tavad Kalmani filtri adaptiivsuse funktsiooni olulisust reaalsetes rakendustes, mille 16puks
kasutatakse hilisemates kaastdodes.

Jargmisena pakub k3esolev doktorit66 valja Adaptiivse Tandem Kalmani Filtri (ATKF)
algoritmilise meetodi tapseks usaldusvaarseks ja reaalajaliseks séiduki suuna jalgimiseks.
Viljapakutud algoritm pohineb Kalmani filtril, vottes ebakonventsionaalse adaptiivse ten-
demstruktuuriga vormi. ATKF algoritm teostab inertsiaalse ja positsioneerimisteabe andu-
rite liitmist tapse , usaldusvaarse, ja reaalajalise sdiduki suuna jalgimiseks erinevate stse-
naariumides, nagu naiteks intensiivse manddverdamise ja tagurdamise korral. Kavanda-
tud DCA- ja ATKF-algoritme testitakse arvutikatsete seerias, et maaratleda nende eelda-
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tavad joudlusvéimalused ja tookindluse piirid. Arvutikatsete abil kinnitati DCA algoritmi
markimisvaarset vastupidavust andmete inertsiaalse triivimise vastu kannatades samas
postisioneerimisandmete miradest tingitud tundlikkuse all, eriti intensiivse manddver-
damise korral. Valjapakutud ATKF algoritm seevastu naitab tasakaalustatud téokindlust ja
stabiilsust nii halva positsioneerimisteabe kui ka suure inertsiaalse triivikiiruse korral, isegi
intensiivse manooverdamise korral.

See panus holmab ka saadud arvutitestide tulemuste katselist valideerimist reaalses
to6stuskeskkonnas rohkelt manédverdatavat tostuki kasutades. DCA algoritm naitab IMU
suuna jalgimise absoluutse vea mediaanvaartust 1 kraadi tasemele ning méddukat kuni
korget stabiilsust. Valjapakutud ATKF algoritm seevastu saavutab kahveltostuki suuna jal-
gimisel alla 1-kraadise tapsuse, korge stabiilsuse ja vastupidavusega isegi halva sisendand-
mete kvaliteedi korral. Samas katsekampaanias Uletavad mélemad pakutud algoritmid
testitud tipptasemelisi magnetomeetril pohinevaid suuna jalgimise algoritme, seal hulgas
Mahony, Madgwick ja Complementary filter.

Viimasena pakub antud doktorit66 vilja uudse andurisulandusel péhineva meetodi
taielikult margistamata toostustoodete, varade ja seadmete automaatseks reaalaja kol-
memodtmeliseks jalgimiseks. Pakutud meetod seab esikohale positsioneerimise tapsuse,
kulu- ja energiatdhususe, téokindluse, vaiksema arvutusliku keerukuse ja to66tlemisndu-
ded, ning seekaudu tagab korge laiendatavuse. Lisaks keskendub kavandatud meetod selle
sujuvale integreerimisele toostuskeskkonda ja kasutatud masinatesse, et minimeerida sel-
le moju téostusprotsessidele ja loomulikule té6voogudele. Pakutud kaudse jalgimismee-
todi taielikuks automatiseerimiseks on pakutud ka andurisulandusel pohinev algoritmiline
meetod toote automaatse Ullesvotmise ja mahapaneku tuvastamiseks (A-PDD). See algo-
ritm teostab mitme anduriga teabe tiaiendava liitmise, et tuvastada tostuki kditumise jargi
toostustoote peale- voi mahalaadimise tapne hetk. See voimaldab véimaldab kaudsel jal-
gimismeetodil maaratleda té6stustoote tapse asukoha.

Pakutud kaudse positsioneerimismeetodi praktilised katsed naitavad selle suurt ab-
soluutset ja korratavuse tapsust toote positsioneerimisel, vordluse aluseks oleva posit-
sioneerimisstisteemi joudlusega. Seega pakutud UWB-pohinev kaudne positsioneerimis-
meetod sooritatud katsekampaanias naitas todstustoote jalgimist alla 30 cm tapsusega,
mis |ahidalt vastab aluseks oleva UWB positsioneerimisslisteemi deklareeritud 10-30 cm
tapsusele.

Tanu suurele laiendatavusele, kulu- ja energiatdhususele, samuti viiksematele hool-
dusvajadustele ning suurele muudatavusele pakutud markeriteta kaudne positsioneeri-
mismeetod on laialdaselt rakendatav to6stuses ja laonduses kasutatavate erinevate t66s-
tusmasinatel ja materjalikaitlusseadmetel, naiteks kahveltostukite, tostukite voi kraanade
puhul. Doktorit66 raames viljatodtatud automaatse pealevotmise ja mahapaneku tuvas-
tamis algorithm (A-PDD) voib leida oma kasutust ka t6ostuses ja laoautomaatikas. Aval-
datud teadusartiklid séiduki suuna jalgimise valdkonnas, sealhulgas valjatéotatud posit-
sioneerimisandmetel péhinevad DCA ja ATKF algoritmid séiduki suuna jalgimiseks voivad
leida oma kasutust paljudes valdkondades, nagu robootika, autonoomsed séidukid, ning
to0stus ja logistika automatiseerimine.
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Abstract—This paper proposes a heading drift correction
algorithm for inertial and positioning sensor fusion for indirect
localization of industrial products in warehouse management.
The tracking of objects is performed indirectly during their
transportation by constantly tracked industrial machinery (e.g.,
forklift). The fusion of inertial and positioning units provide
real-time information on position and heading of industrial
machinery, which is transformed into real-time position of the
carried payload. Within this work, a test setup was assembled
and based on the proposed inertial measurement unit (IMU)
heading correction algorithm. The performance of the solution
was assessed in an industrial production environment. Results
show that the proposed algorithm was able to reduce the heading
median error from 44.1 degrees to 5.9 degrees, which is 86.5%
improvement in measured heading accuracy. This results in an
improvement of the positioning accuracy from 1.91 m median
error to 0.26 m median error for the indirectly tracked object.

Index Terms—Tagless, indirect, tracking, IMU, GNSS, UWB
RTLS, forklift, warehousing

I. INTRODUCTION

In recent years, all aspects of industries become more
efficient through integration of various complex and smart
solutions aimed to improve its performance and assist the
working personnel in all possible ways. For instance, as part of
integrating Industry 4.0. Intelligent warehousing for instance,
is aimed to simplify, automatize and increase the awareness of
various aspects of management processes at warehouses and
production sites, especially where the manual, reliable and real
time product tracking can be challenging [1].

Variety of different publications propose different smart
solutions for products tracking in warehouses, production and
other industrial areas. Majority of them describe localization
solutions with the use of portable tracking units — tags. Direct
industrial products marking with active (e.g., UWB (Ultra
Wide-band) [2], [3]), or passive (RFID (Radio-Frequency
Identification) [4]) positioning tags, allows them to be tracked
in real-time by the corresponding infrastructure [5]. These
technologies are also often assisted with different identification
technologies used for asset recognition. It is often done with
directly attached passive RFID tags [6], barcodes or QR codes

[7]. As these technologies were originally designed for iden-
tification, they are often used to assist a primary positioning
system (e.g, UWB [8], [9]). Their use as primary technologies
for objects’ localization would require significantly more com-
plicated and expensive infrastructure to provide a base level
of objects’ localization [10].

Some sources also propose assets’ identification via recog-
nition of reference objects (e.g., forklift pallets) by using
LiDARs (Light Detection and Ranging) [11] or visual (camera
based) sensing [12], or RGB-D (Red Green Blue-Depth)
cameras [13]. Unfortunately, fragile parts of optical sensors are
naturally sensitive to minor environmental pollution (e.g., dust
or moisture), typically encountered in industrial environments.

Unfortunately, certain products cannot be directly marked
with tags, due to different environmental or physical processes
these products go through, where any attached positioning tags
have a high possibility to be physically damaged or destroyed.
For instance, in metal production sites material goes through
high temperature and physical formation processes during its
life cycle, which will instantly destroy any attached tag [14].

Industrial products can be indirectly tracked during their
transportation together with constantly tracked industrial ma-
chinery. In this case, location of the carried object measured
during its drop down event represents its storage location until
it is picked up for a further transportation. In this approach,
a real-time position of transported payload corresponds to
the position of payload carrying unit (e.g., forklift tynes).
The exact position of load carrying unit in its turn can be
determined from continuously measured position and heading
of the used carrier machinery. Tracking of this carrier ma-
chinery heading can be performed in several different ways.
For example, positioning the industrial vehicle with several
positioning units and calculating the heading vector from
measured coordinates. However, this will double the number
or increase the complexity of the required positioning units and
increase the cost of the solution. This cost is further increased
when the tracked vehicle is tracked both indoors and outdoors
[15].

This paper proposes a novel approach for indirect products
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localization within warehousing, production and industrial
areas without their direct tagging. Focus is on using an in-
ertial measurement unit (IMU) to obtain a real-time industrial
machinery heading information. Using IMU data for heading
information requires compensating for drift which is typical
for inertial measurement units [16]. IMU drift correction is
usually compensated with assistance of magnetometer sensors
[17], [18]. However, magnetometer data becomes unreliable to
use for drift compensation in industrial environments due to
its high sensitivity to magnetic interference [19]. This paper
proposes a novel coordinates-based heading correction algo-
rithm to compensate for the heading drift without requiring
magnetometer data. The paper is divided into 4 sections. The
first section defines main the problem addressed in this work
with proposed methodology. The second section describes the
proposed algorithm for heading data drift compensation. The
third section specifies the experimental setup, describes the
performed live experiments and demonstrates the results. The
last section concludes the paper.

II. PROBLEM

The main problem to be solved within this work is the fusion
of positioning data with IMU data for reliable real-time indus-
trial vehicle tracking in terms of its location and orientation.
The location and orientation of the vehicle are used for indirect
localization of completely tagless assets in an industrial area
(e.g. warehouse). During payload pick-up, transportation and
drop-down events the payload location directly corresponds
to the location of the payload carrying location (e.g., on the
forklift tynes). The positioning units in most cases cannot be
attached directly to the location of the payload on the vehicle
due to risk of damaging the unit or obstructing the unit with
the payload or environment. Therefore, the location of the
positioning unit needs to be transformed to the location of the
payload carrying location. The heading information and known
offset is utilized to define the exact location of the payload
carrying location, and consequently, a transported payload in
relation to the deployed positioning unit.

A direct use of IMU measured heading information has poor
reliability due to a presence of drift, which is the continuous
accumulation of angular errors over time. The drift of the
measurements is caused by gyroscope bias instabilities and
internal noise [16]. Several methods are often used to minimize
IMU drift including gyroscope and accelerometer output data
filtering with the use of complementary filter [20] and its
improved variations of Mahony and Madgwick filters [21].
Different variations of linear and non-linear Kalman filters are
also widely used for IMU fusion with and its drift elimination
[22]-[24].

Particularly the heading rotation (yaw Euler angle), which
corresponds to a machinery heading, is represented/described
with integrated angular velocity readings of gyroscope in two-
dimensional plane around vertical Z-axis. While the angular
drift present in IMU measured roll and pitch Euler angles
can be relatively effectively compensated with assistance of

_ Center of
tynes area
A _ Positioning
unit

(Kiynes ) Yipnes)

# Yiac

X

Fig. 1. Schematic illustration of the forklift tynes’ area center relation to
the deployed setup components within forklift local (xoc,y;,.) and main
coordinate systems (X, Y).

accelerometer data, a similarly effective yaw angle drift com-
pensation requires a use of magnetometer [17], [18]. Magne-
tometers in their turn are naturally sensitive to environmental
magnetic interference [19]. It makes this sensor unreliable
for a proper yaw angle correction in industrial environmental
conditions and attached to the heavy industrial machinery [19].
For this reason, the use of magnetometer is avoided in this
work.

A. Methodology

In the case of a forklift, during the payload transportation
process, the exact location of the transported payload directly
corresponds to the position of the forklift tynes’ center. Geo-
metrically, the position of the forklift tynes’ center in relation
to the deployed positioning unit has a known constant offset
and depends on a placement of measurement units on the
forklift (i.e. their location in the local coordinate system of
the forklift body frame). As it is shown on Fig. 1, the exact
location of the tynes’ area center X ynes and Y yypnes in the
main coordinate system (X,Y) can be calculated with the use
of measured heading and positioning data as follows:

Kiynes = Xo +sin(V,) - h )
Yiynes = Yo +cos(¥y) - h

where X, and Y, are the measured coordinates of the
positioning unit in the main coordinate system; h is the known
constant offset between the positioning unit and the center
of the forklift tynes area. W is the tynes’ direction from
the perspective of the positioning unit in the main coordinate
system. ¥, represents the IMU measured heading of the setup
W combined with the constant angular offset ¢ within forklift
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body frame (local) coordinate system (x;oc.Y;,.) between
the direction of the tynes’ center from the positioning unit
perspective, and the positive y;,. axis of local coordinates
system. These parameters are calculated in the following way:

h=+Vw?+1[2 2)
Y, ="+, where ¢ = atan2(w, ), 3)

where w and ! are tynes’ location offsets from the (o, Y;,.)
coordinate system origin respectively in x;,. and y,,. axes.
The forklift local coordinate system (x;oc, ¥,,.) describes the
relation of the forklift to the deployed sensors and location of
payload carrying unit (i.e. tynes). The origin of the local co-
ordinate system corresponds to the location of the positioning
unit (X,,Y,) in the main coordinate system.

The tynes’ position error depends on the heading error,
which can be calculated as follows:

Ev

Etynes = 2. Sln(g) . h/, (4)

where €y, 18 the tynes’ position error calculated from the
heading error ey. Therefore, with this approach, a 1 degree
setup heading error will cause 1.75 cm error per 1 m of offset
in h.

III. PROPOSED IMU HEADING CORRECTION ALGORITHM

This section describes the proposed IMU heading correction
algorithm. The algorithm performs corrections to the over-time
accumulative errors present in the IMU measured heading.

The proposed algorithm iteratively compensates for the
angular drift present in the measured IMU heading based
on the positioning data. Within the algorithm, the measured
IMU heading (yaw Euler angle) is combined with a condi-
tionally updated correction value, which is only calculated
from the positioning data when the requirements are met for
a certain type of movement behaviour. Recent positioning
data samples are stored in limited size FIFO (first in, first
out) buffer. To calculate an updated correction value for
the IMU heading, the stored positioning data is required to
indicate a relatively straight movement above the defined
minimal speed. Actual parameters of the required movement
are preliminarily defined depending on the specific use case.
These movement requirements separate an actual movement
in clearly determined direction from possible noise present
in data and directional readings during manoeuvring. Once
these movement requirements are met the coordinates based
calculated heading is considered as valid. The change in dy-
namics in valid heading data is also tracked to detect a possible
reverse movement event. In this case the coordinates based
heading is expected to show a rapid change to the opposite
direction with a minor change in IMU measured heading.
The difference between valid movement direction calculated
from the positioning data and the raw heading provided by
IMU module is then considered as the approximately accurate
correction for the IMU measured heading. The described IMU
heading correction algorithm is demonstrated in Algorithm 1.

Algorithm 1: Horizontal plane coordinates based IMU
heading correction

Parameters: Minimal movement speed: V,,;, [m/s]
Maximal heading range: o, [deg]
FIFO buffer fixed length: p
Reverse movement threshold: 3 [deg]
Previous or initial correction value: &g
[deg]
Previous or initial valid coordinates
based heading: 0¢ [deg]
Previous or initial IMU heading: 1
[deg], measured together with 6 [deg]
Input Data: Measured setup coordinates: (Xo, Yo)
(m]
IMU measured heading: 1 [deg]
: Corrected heading: ¥ [deg]
Heading correction value: § [deg]
1 Apply previously calculated correction to the received
IMU heading ¥ = %) + do
2 Save the new coordinate reading (X,,Y,) in the
FIFO buffer W with length po
3 foreach consecutive coordinates pair k € W do
4 | Calculate the set of movement velocities v(k)
5 Calculate the set of heading angles a(k)
6 end
7 Calculate the range R, of heading angles’ set (k)
s ifVvevk)>vmnn && Ry < apmge then
9 Calculate the mean heading 6, from heading
angles set a(k)
0 | if|6a-00]>28 && |-, | <3 then
11 Apply the detected reverse movement
correction: 0;, = 0;, + 180

Outputs

12 end

13 Update the previous valid coordinates based
heading: ¢ = 6;

14 Update the last corresponding IMU measured
heading: 1, = v

15 Calculate the new correction value for IMU
heading: & = 6, — ¥

16 else
17 ‘ 4 =dp
18 end

IV. DESCRIPTION OF THE SETUP

In order to experimentally test the proposed heading drift
compensation algorithm with the proposed sensor combination
approach for industrial vehicle position and heading tracking
a test setup was assembled and deployed on the forklift. The
9-DOF 32-bit cortex M0+ microcontroller assisted Inertial
Measurement Unit BNOO55 was used as the inertial mea-
surement unit for the real-time heading tracking setup [25].
As a source of positioning information on the tracked setup
it was individually used one of two separate high accuracy
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Imaginary tynes’
middle point

Fig. 2. Tllustrative (a) and practical (b) test setup deployment on a forklift
for testing in real warehouse environment. The deployment includes an IMU
unit, a GNSS positioning unit for outdoor positioning and an UWB tag for
indoor localization.

positioning systems depending on indoor or outdoor environ-
ment. These systems are respectively UWB indoor positioning
system [26] represented with Eliko UWB RTLS system [27],
and GNSS-RTK (Global Navigation Satellite System - Real
Time Kinematic) [28], represented with and Fieldbee RTK
GNSS system [29].

An illustrative setup deployment topology for performed ex-
periments is shown on a Fig. 2 (a) with corresponding offsets
explained earlier on Fig. 1, as well as its deployment on the
actual forklift shown on Fig. 2 (b). All the gathered positioning
and heading data was then transmitted to the main server for
necessary calculations as heading corrections and resulting
tynes’ position, and further data storage. Approximate setup
heading error and corresponding correction were calculated
from collected data with the use of proposed algorithm.

A. Tests

The practical experiments were conducted using a forklift
operating in an industrial production and warehousing environ-
ment. The tests were intended to evaluate the overall capability
of proposed approach to track a position and heading of

Fig. 3. Sample images of the forklift used for practical testing (a), and sample
of payload, meant to be tracked with proposed indirect tracking approach (b).

the forklift in real-time, and more particularly, evaluate a
capability of the proposed algorithm to define and apply
valid positioning data based corrections to the IMU measured
heading. Fig. 3 (a) demonstrates the forklift with the deployed
setup of sensor units during the live tests. Fig. 3 (b) shows an
example payload from the production site, which cannot be
localized with directly attached tag and is meant to be tracked
indirectly with the proposed approach.

While constantly being tracked the forklift was moving
around the industrial production facility performing its usual
payload transportation procedures followed by corresponding
manoeuvring between different obstacles in both indoor and
outdoor areas. The real-time position and the heading of the
forklift were simultaneously tracked using the IMU unit and
one of the two deployed positioning units depending on the
operating environment. In order to properly test the perfor-
mance of the proposed approach and the IMU drift correction
algorithm the experimental movement path was altered by
different manoeuvring patterns of the forklift including a three-
point turn, short term reverse movements, an approximate 720
degrees turnaround, straight movements at different speeds and
stops.

B. Results

Fig. 4 shows the corresponding data collected during the
aforementioned test. The tracked coordinates with both raw
and the corrected forklift heading information are represented
with blue dots, red and blue arrows, respectively. The results
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Fig. 4. Visualized sample data of the position and orientation of the forklift
collected during the live test. The tracked forklift coordinates are represented
with blue dots; red and blue arrows indicate the setup heading simultaneously
measured by the onboard IMU respectively before and after applying the
proposed correction algorithm.

demonstrate the significant and visually observable improve-
ment of the IMU measured heading after the proposed al-
gorithm was applied. Result show that the performance of
the proposed algorithm is able to define and apply a proper
correction to IMU heading drift in real-time and in practical
experiments.

In order to evaluate the performance of the proposed
heading correction algorithm, the IMU heading errors were
compared to the corresponding heading data from the ground
truth before and after the proposed algorithm was applied. Fig.
5 shows graphs of averaged errors of IMU provided forklift
heading directly (colour coded with red) and the processed
heading with correction algorithm (colour coded with green).
The dashed lines demonstrate the overall median errors for
both cases. Results show that during this test the IMU has
provided the forklift orientation data with accumulated median
error of 44.1 degrees. According to (4) this heading error
would translate to potential 1.914 m error in the payload
pick up or drop down location. Nearly 2 meters error in
payload interaction location could be critical for the indirect
tracking problem. Depending on the asset size, this error can
cause a critical position error and can be misinterpreted as
potential pick up of neighbour package or error in identifying
the location of the asset.

The proposed heading correction algorithm, in its turn, has

Before correction:
Mdn err: 44.1 deg
Mn err: 50.6 deg
Std: 37.1

After correction:
Mdn err: 5.8 deg
Mn err: 12.7 deg
Std: 23.8

heading error [deg]

0 50 100 150

Time [s]

Fig. 5. Graphs of averaged errors in IMU provided setup heading with the
corresponding error mean, median and standard deviation results before (red)
and after (green) the IMU heading correction algorithm was applied.

20

== Before correction:
Mdnerr:1.91 m
Mn err: 2.04m

Std: 1.3

== After correction:
Mdn err: 0.26 m
Mnerr:0.51m

Std: 0.73

15

Appearance in experiment [%)]
10

Pasition error [m]

Fig. 6. Histogram of the tynes position errors percentage distribution obtained
during the performed test with (green) and without (red) the use of the
proposed correction algorithm. Median errors for both cases are marked with
dashed lines of respective colors.
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reduced the median error of IMU heading to 5.9 degrees,
which is approximately 86.8 % of IMU heading accuracy
improvement. The 5.9 degrees error corresponds to 0.262 m
error in package pick up location in accordance with (4) for
this particular forklift sensor deployment. This improvement
of error in package pick up & drop down location allows
a relatively precise tracking of interacted payloads. The 26
cm positioning error can be neglected in the case of payload
sizes, which are expected to be carried by forklifts. The
corresponding histogram of the percentage distribution of
tynes position errors obtained during the performed test is
shown on Fig. 6. The tynes positioning errors before and after
the correction algorithm was applied are color-coded with red
and green respectively. The median errors, the mean errors
and the standard deviations of the errors are provided for both
cases. The median errors are marked on the histogram with
the dashed lines of the corresponding colors.

V. CONCLUSIONS

In this paper, a correction algorithm was proposed to provide
heading drift compensation based on the positioning data and
IMU data for indirect localization of industrial products in
warehouse management. In this approach, the objects are
localized during their transportation by precise tracking of
position and heading of corresponding industrial machinery.
The position and heading of the industrial machine is trans-
formed into the location of the object being transported.
The capability of the sensor combination alongside with the
proposed algorithm to track the orientation of a forklift during
its routine movement and manoeuvring was practically tested
in an industrial environment. Experimental results show that
the proposed algorithm was able to estimate and apply valid
positioning data based corrections to the IMU measured head-
ing reducing accumulative IMU heading error by 86.5 % from
44.1 degrees to 5.9 degrees. This improvement corresponds to
reduction of the tracked object’s position median error from
1.9 m down to 0.26 m. Experimental results have demostrated
that the proposed method with IMU & positioning fusion is
able to be used in real industrial conditions to perform product
indirect tracking.
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ABSTRACT This paper first presents a comprehensive analysis of Non-Line-of-Sight (NLoS) error cases in
the Ultra-Wideband (UWB) Active-Passive Two-Way Ranging (AP-TWR) protocol. Based on this analysis,
we then propose the Adaptive Extended Kalman Filter (A-EKF) positioning method, utilizing variances
calculated from AP-TWR range estimates, which are adapted based on the distance and intermittency of
the range estimates. The proposed method needs no training data, nor any additional information about the
environment the system is deployed in and does not yield any additional time delays. Based on experiments
conducted in an industrial environment, the results show that the proposed method outperforms standard non-
adaptive AP-TWR and active-only Single-Sided Two-Way Ranging (SS-TWR) methods in both stationary
and movement tests. The stationary tests show that on average the proposed A-EKF method provides
more than three times lower Root-Mean-Square-Error (RMSE) than the next best method (AP-TWR) in
3D positioning, while SS-TWR consistently performs worse by about 0.4 m in the z-axis. Additionally,
the movement tests confirm the findings of the stationary tests and show that the challenging propagation
conditions of the testing environment cause maximum errors at about 4.5 m for AP-TWR and SS-TWR,
whereas the proposed A-EKF managed to mitigate these effects and reduce the error by 9 times, resulting in
a maximum error of 0.5 m.

INDEX TERMS A-EKF, AP-TWR, EKEF, position estimation, SS-TWR, UWB.

I. INTRODUCTION
Ultra-Wideband (UWB) is a term used for radio communi-
cation that covers a bandwidth of over 500 MHz or 20% of
the carrier center frequency. With the IEEE 802.15.4a-2007
amendment to the original IEEE 802.15.4-2006 standard,
additional physical layers were introduced, which enabled
precise ranging for UWB devices [1].

Utilizing UWB technology provides several benefits. The
first one is the reduced interference with other narrowband
wireless technologies thanks to the low transmission power

The associate editor coordinating the review of this manuscript and

approving it for publication was Mohamed Kheir
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of the wideband signal [2]. Another benefit of UWB is
the nanosecond-range duration of the signal pulses, which
reduces the effect of multipath as the signals from multi-
ple propagation paths can be determined and filtered out
accordingly [3]. Additionally, the high temporal resolu-
tion allows for centimeter-level ranging by utilizing Time
of Flight (ToF) estimation by various Two-Way Ranging
methods or using the Time Difference of Arrival (TDoA)
method [4].

Like Bluetooth or WiFi, UWB also relies on the propa-
gation of Radio Frequency (RF) waves, allowing it to func-
tion effectively even in Non-Line-of-Sight (NLoS) situations,
although with diminished performance [2], [5]. In contrast,
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indoor positioning systems based on light, vision, or infrared
technologies are unable to operate in these conditions [6].

To reduce the accuracy/precision penalties induced by
NLoS propagation conditions, numerous NLoS detection
and/or mitigation methods have been proposed [7]. In the
literature, these strategies typically fall into three distinct but
not mutually exclusive categories which are briefly discussed
in the following paragraphs.

Firstly, channel statistics-based methods exploit the addi-
tional information about the propagation channel itself.
These methods may use the various channel state parame-
ters directly supplied by UWB transceiver chips (i.e. Qorvo
DW1000 [8]) or the raw Channel Impulse Response (CIR)
values. The former provides quickly accessible values, while
the latter entails more time-consuming processes to extract
the CIR [9].

Krishnan et al. employed machine learning (ML) meth-
ods (Multi-Layer Perceptron and Boosted Decision Trees)
with the DW1000 supplied parameters of first path power
and total received power to achieve a classification accuracy
of up to 87% [10]. Similarly, [11] utilized readily avail-
able signal parameters reported by the DW1000 transceiver
chip and proposed classifiers based on Gaussian Distribution
and Generalized Gaussian Distribution models, outperform-
ing multiple state-of-the-art ML techniques. The authors
of [12] put forward a Neural Network model, which was
trained on distance measurements, the running standard
deviation of these measurements, and several received sig-
nal parameters. The purpose was to derive weights for a
weighted least squares position estimator, aiming to min-
imize the impact of NLoS. In addition to ML, various
other methods have been researched, such as fuzzy infer-
ence of NLoS parameters combined with adaptive Kalman
filtering [13], utilizing logistic regression for NLoS detec-
tion [14], and devising a power-performance metric based
on the estimated first path power and the total received
power [15].

A sizable amount of research has been conducted by
using the raw CIR: NLoS detection via Capsule Networks
[16], proposing an NLoS-induced outlier-aware position-
ing method based on multilayer perception [17], signal
decomposition by One-Dimensional Wavelet Packet Anal-
ysis in conjunction with Convolutional Neural Networks
(CNN) [18], Transformer deep learning model [19], combin-
ing the Multilayer Perceptron with CNN to reduce calculation
complexity [20], overcoming the problem of site-specific
models by conducting Long Short-Term Memory training
to predict NLoS error magnitude and variance of measure-
ments [21], to name a few of the latest. In addition to
ML and deep learning, other methods utilizing the raw CIR
are explored: NLoS detection using fuzzy comprehensive
evaluation [22], a weighted particle filter based on probabil-
ity density functions of Line-of-Sight (LoS)/NLoS correla-
tion coefficients [23], and adaptively selecting the optimal
anchors based on the channel quality indicators [24].

92576

Although the methods based on raw CIR typically offer
higher accuracy than methods based on the readily available
channel parameters, they propose a drawback on the scalabil-
ity of a positioning system as the extraction of the raw CIR
values from the transceiver is a time-consuming process [9].
Moreover, employing ML models requires large amounts of
high-quality training data, which makes the data-gathering
process tedious, while the training and implementation of
models could turn out computationally expensive [20], [25].

Secondly, the position estimate-based category is with the
broadest reach, covering methods that use position estima-
tion residuals, redundancy of ranging estimates, environment
(geometrical and propagation) data, or time series of position
estimates.

In [26], Chen proposed the seminal Residual Weight-
ing (Rwgh) algorithm, in which the position estimates and
their residuals are calculated with every possible range esti-
mate combination. The final position estimate is found as
a residual-weighted linear combination of the intermediate
position estimates. Jiao et al. improved on the work of Chen,
lowering the computational cost by introducing an iterative
approach to residual weighting [27]. Given N range esti-
mates, this method calculates position estimates and residuals
with N — 1 combinations, choosing the one with the lowest
average residual. It then selects the subsets until possible and
calculates the final weighted position estimate based. Even
though the computational complexity is reduced compared
to Chen’s algorithm, the method still requires in the order of
tens of intermediate position estimate calculations to provide
a final estimate.

Similar to the previous methods, [28] utilized the rang-
ing residuals to propose an iterative residual test to identify
and use only the detected LoS distances for positioning.
Excluding NLoS distances, particularly in situations where
multiple anchors are affected by the NLoS conditions, may
lead to the inadvertent dismissal of crucial data for accurate
positioning. In [29], the authors detected the presence of
NLoS from statistical parameters calculated from the ranging
residuals. While the general detection of Non-Line-of-Sight
(NLoS) presence in positioning demonstrated high accuracy,
discerning individual NLoS range estimates became more
challenging as the accuracy decreased.

In [30] the authors addressed NLoS-corrupted mea-
surements by detecting points of intersection with known
obstacles present in a room. Subsequently, they computed
correction terms based on these intersections to rectify the
inaccuracies caused by NLoS effects. Similarly, Silva et al.
utilized the geometric floor plan of the positioning environ-
ment, alongside information about the surrounding walls’
composition, to propose a through-the-wall ranging model
for positioning [31]. As this information is highly specific to
the positioning environment, the setup of such a positioning
system needs extra steps, such as acquiring floor plans or site
surveying and matching them to the specific refractive indices
of the walls of the positioning environment.
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Thirdly, range-based methods utilize the time series of
ranging values to detect and mitigate NLoS-induced posi-
tion errors, for example by using the running variance of
range estimates or a known probability density function for
LoS/NLoS detection [32]. Applying such methods requires
a priori error distributions or introduces time latency to the
detection [22]. Furthermore, without additional constraints,
the running variance method could lead to false classifica-
tion if the tag is moving during the estimation process [33].
Momtaz et al. proposed a statistical method of detecting and
eliminating the NLOS errors with lower computational com-
plexity and increased accuracy [34], allowing for a more scal-
able solution than the previously mentioned Rwgh algorithm.
As a downside, this method requires a specific online training
phase, in which the noise term has to be measured. In order
to circumvent some of the restrictions caused by extracting
the CIR samples from the transceiver chip, Barral et al. opted
to use the received signal value in conjunction with ranging
data as features for multiple ML techniques for LoS/NLoS
classification [9].

A. CONTRIBUTIONS

The advent of the UWB Active-Passive Two-Way Ranging
(AP-TWR) protocol researched in [35] and [36] opens up
a new way of providing robust positioning in the presence
of NLoS conditions. The following paragraphs outline the
contributions of this paper.

While previous studies have focused on the performance
of AP-TWR ranging, this paper goes further to examine how
AP-TWR range estimates affect positioning accuracy. The
proposed AP-TWR-based positioning method is validated
and benchmarked in a real industrial environment to assess
its performance.

The formulation of the proposed positioning method
involves a thorough analysis of different NLoS error cases of
AP-TWR, a novel contribution that has not been explored in
the existing literature. Utilizing the redundant range estimates
of AP-TWR allows for the calculation of range estimate noise
variances, which is based on the previous analysis represen-
tative of NLoS propagation conditions. The noise variance is
coupled with the proposed distance and intermittency penal-
ties and used as input parameters to an Extended Kalman
Filter (EKF) to provide a novel NLoS-robust and accurate
positioning method.

The uniqueness of the proposed method lies in its avoid-
ance of computationally expensive iterative NLoS detection
techniques, lack of reliance on channel statistics or CIR
information, independence from acquiring large datasets and
labeling for model training, retention of all ranging data by
not discarding any information, absence of latency issues
typically found in methods computing running parameters,
and the ability to operate without any knowledge about
the environment, such as the composition and placement
of walls or obstructions in a room. The proposed method
stands out as a scalable, relatively easy-to-implement, and
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FIGURE 1. The Active-Passive Two-Way Ranging protocol. Tag T starts the
ranging process by transmitting a packet, to which the active anchor Ai
responds, after which T finishes the ranging seq e with a final
transmitted packet. The passive anchor Aj listens to the active
transmission in the air and calculates its passive range estimate.

accurate NLoS-robust positioning solution, capable of effi-
ciently adapting to various environments and ensuring reli-
able performance even in challenging propagation conditions.
The rest of the paper is organized as follows: Section II
gives the theoretical background of the AP-TWR protocol,
Section III presents the effects of NLoS on the AP-TWR
range estimates and formulates the proposed method based
on it, Section IV describes the environment and the param-
eter values used in the experiments, Section V provides the
analysis of the results, and Section VI concludes this paper.

Il. ACTIVE-PASSIVE TWO-WAY RANGING
The AP-TWR protocol packet exchange diagram is pictured
in Fig. 1, where the mobile device (tag T) starts the ranging
sequence by transmitting a ranging request packet. Upon
receiving that packet, the current active anchor Ai responds
after its processing time #4; 7, which T promptly receives and
records the round trip time interval ¢r 4;. The final ranging
report packet sent by T is irrelevant from the standpoint of
producing time interval values; rather it is used to commu-
nicate the 77 4; values back to the anchors for final range
calculation. Meanwhile, the passive anchor Aj listens to the
packet exchange of T and Ai and records the time interval
between receiving T’s first packet and Ai’s response, 24j 4;-
The resulting values are used in calculating the AP-TWR
Time of Flight (ToF) estimates via:

IT,Ai — TALT fori=j
-
IT s AjlAI =
1T Ai + 1AiT L.
B + taioAj — tajai, Tori #j,
()

where the first part corresponds to the active ranging by
Single-Sided Two-Way Ranging (SS-TWR), and the sec-
ond part is used to calculate the passive range estimates,
hence the name AP-TWR. The resulting term f7.4jj4; iS
the estimated ToF between T and Aj, calculated with the
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information acquired from listening to Ai’s active rang-
ing. The ToF between Ai and Aj, fa;j4j, is considered
known as the anchors are part of a fixed infrastruc-
ture, with known coordinates. Therefore #4;.4; can be
measured by ranging between the anchors or calculated
theoretically.

The values of the active anchor index are in the range of
1 < i < m and the index for passive anchors is 1 < j < n,
where the total number of additional passive-only anchors
is I = n — m, such that n > m, meaning that the active
anchors act as passive anchors while they are not actively
transmitting.

The resulting ToF estimates are converted to range esti-
mates via the expression dj; = ¢ - treajai, Where c is
the wave velocity in the propagation medium. In this case,
we assume the velocity to be the speed of light in vacuum
¢ ~ 3. 10% m/s, as UWB is based on radio-frequency elec-
tromagnetic waves. Designating &k as the temporal measure
i.e. the ranging sequence number, we get the AP-TWR range
estimate measurement matrix at time step k as Ty x:

ditk .- dimk
Tai = o . )

dn\l,k e dnlm,k
Previous studies [35], [36] have solely focused on evaluat-
ing the performance of the AP-TWR, based on the ranging
Root-Mean-Square Error (RMSE). However, in this paper,
we extend the evaluation to include the precision of position
estimates as the primary consideration. Additionally, a novel
position estimation algorithm based on the EKF is proposed,
aiming to further enhance the performance. The specific
contributions of this paper were explained in more detail in

Section I.

Ill. PROPOSED METHOD

This section provides the theoretical background and formu-
lation of the proposed AP-TWR-based Adaptive Extended
Kalman Filter (A-EKF) positioning system. The following
subsections present the essential information about the effects
of NLoS on AP-TWR range estimates, the mechanisms for
penalizing the inputs based on the distance and the intermit-
tency of the range estimates, and finally the theory and the
algorithm formulation of the proposed method.

A. EFFECT OF NLoS TO AP-TWR ESTIMATES

In order to quantify the effect of NLoS on AP-TWR esti-
mates, (1) is analytically observed when arbitrary NLoS
one-way bias factors B are introduced into the equations,
depending on the severity of the NLoS case. Noting that
for the formulation of this specific AP-TWR NLoS analysis,
all other sources of errors are omitted. Table 1 presents the
seven cases of errors possible for the trio of T, Ai, and Aj.
The different NLoS propagation paths are viewed as separate
cases between the tag and active anchor (T <> Ai), the tag and
the passive anchor (T <> Aj), the active and passive anchors
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(Ai <> Aj), and all possible combinations thereof. Each case
introduces a specific set of bias factors 8 to the propagation
times 17 Ai» 17 4j, and 4o 4

In the context of Table 1, the variables with the hat (%) are
affected by the NLoS bias, whereas the equivalent variables
without the hat (-) are the true values, unaffected by the bias.
The fourth column presents the NLoS-affected term(s) of
Eq. (1), referenced to Fig. 1. The final two columns present
the net effect of NLoS on the active and passive range esti-
mates of AP-TWR, respectively.

The results of Table 1 show that in Cases 1, 4, 6,
and 7, the active range estimate is additively impaired by
a factor froa; due to the existing NLoS path between
T and Ai. Interestingly, the passive range estimates are
unaffected by the NLoS between T and Ai, as its bias
term cancels out in the calculation of the passive range
estimates.

On the other hand, the passive range estimates are similarly
affected by NLoS in pairwise Cases 2 & 4,3 & 6, and 5 &
7. Noting that an obstruction between Ai and Aj (Cases 3,
5, 6, 7) causes a negative Ba;.4; NLoS term to emerge,
which could translate to an altogether negative NLoS bias in
the passive range estimates, as opposed to a strictly positive
NLoS bias for standard active ranging protocols [37], [38].

The effects of NLoS presented in Table 1 align with the
observed error cases for TDoA defined by Zandian and
Witkowski in [39], while also expanding on it by adding the
NLoS link between the active and passive anchor.

The presence of variable NLoS biases in the AP-TWR
estimates can be used to one’s advantage, as the rows of
(2) may contain estimates from many anchors with vari-
ous propagation conditions between them and the tag. This
translates into fluctuating range estimates in the rows of the
measurement matrix, the measure of which can be expressed
by the row variances aﬁl .m.k corresponding to each time step
k, expressed in matrix form:

T
_ 2 2 2
Sk = [Ul\lzm,k UZ\l:m,k c Un\l:m,k] . (3)

Previous research [36] has shown that taking the medians
of the AP-TWR measurement matrix rows provides robust
range estimates for positioning, therefore we denote the final
range estimates of each time step k in matrix form as:

- - - T
Ni = [dijimk doprimk - - dujtom]” - 4)

where the tilde markers denote the mathematical operation of
median across each row di|1.mk - - - dn|1:m,k Of (2). The values
of (4) act as the input to the EKF position estimation.

B. DISTANCE PENALTY

Research has shown that the accuracy of position estimation
may be impaired because the ranging error magnitude has
a distance-dependent component [7], [21]. However, some
results show that this relationship is not exactly linear [5].
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TABLE 1. The AP-TWR errors in various NLoS cases between the devices.

Case | NLoS path | Bias factor(s) | Affected term in equations Calculation of t7., 44 4; | Calculation of ¢, 4544
. i =t + 24 i
1 TerAi Bres ai s = AT Proa: tr s AijAi T Breai -
tajai =tajai+Broai
2 ToAj Breaj tajAi =tajai — Broaj - troajlai + Broa;
3 Al Aj BaicAj tajai =taj,ai + Baioaj - troajlai — Baicaj
T+ Al Bre Ais tr,ai = tr,ai + 2B1r Ais
4 ; ol ’ t ijAi + Brea t +Brea
ToA) Breraj taj,Ai =tajai — Broaj + Breai To Al Ai o T AjlAi < Aj
TeAj, BT ajs ;
3 AicsAj ﬁA;;) taj,4i = tajai = Breaj + Baica; - troajlai — Baioaj + Brea;
6 TeAi, Bre Ais tr,ai = tr,ai + 2876 Ads . + Broa . e Baon
AiAj Baiec A tajAi =tajAi + Baicsaj + Breai ToAiAi oa TorAjlAi oA
T+ Al Breai ;
: ’ b a0 = tr, a0 + 2 i
7 TeAj, B A4 gT’vsz _ ?'41 ) fgf"“  Broai— B | treaiai tBrea tresajiai — BaicAj + Broaj
AiAj Baioas Aj,Ai = tajai + Baicaj + Broai — Broaj

As a way to give higher weights to shorter distances,
we propose a parametric exponential scaling coefficient
escdiitmk  where the scaling constant is defined as s, =
h}S’". It is calculated via user-set parameters s,, and s; such
that the exponential scaler provides a multiplier of s, at
distance s,.

The resulting values corresponding to each distance are
then expressed as the exponential scaling vector:

. - ; T
B, = [esr'dm:m,k eSedimk e~Y(»~dn|1:m.k:| , (5)
which is used to modify the measurement noise vector in
the AP-TWR A-EKF positioning scheme. The usage of the
scaling vector is further explained in Section III-D.

C. INTERMITTENCY PENALTY

The UWB range estimates can be impaired by intermittent
noise, multipath, and obstacles in the environment the system
is operating in [40]. As a result of some or many of the
aforementioned effects, the range estimates supplied by the
UWRB system might arrive intermittently.

To establish the intermittency penalty method, we hypoth-
esize that the intermittent values are inherently less accurate,
as the intermittent values show that the system works on the
edge of its detection limit in the ranging process. We set for-
ward two parameters, a positive integer /; and a non-negative
real number /,,,, i.e., the time history length, and the intermit-
tency multiplier, respectively.

Representing all the historical ranging values as sets on
numbers with a cardinality of /s, corresponding to all anchors
in the system A, Ay, ..., Ay at time step k, we get:

Arg ={da k. da k-1, .-
Az = {day ks dag k-1, - - -

L day k—t425 dAy k—i41)
s dpy k—1g+25 dAy k—ig+1}

ANk = {day ks day k=15 - - > Ay k—1+25 dAy k—I+1}-

The elements of the sets of time history values assume
the value of 0 in the case where a specific anchor does not
produce a range estimate at that time instance. So, at each
time instance, we get the number of missing range estimates
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in the history window for each anchor:

TAk = X1 €A1 i x1 = 0|
TAyk = X2 € Aot x2 = 0|

TAn .k = |)CN GAN’k XN = 0|.

The resulting numbers of missing values are in turn used
to calculate the total set of intermittency penalty multipliers
for each anchor in the system, for each time step value k:

lm lm
Ly=y14+— -rak,..., 1+ —-rayki. (6
Ic N

Similar to (5), the intermittency penalty multiplier vector

at time instance k is then formulated as:

Cr = [lis bk - k] )

such that the values I, x, li, k, . .., li, x are elements of the
subset of L and iy, i, ..., i, are the indices of the subset
elements, marking the specific anchors providing their corre-
sponding range estimates at time instance k.

Since only the intermittency penalty magnitude and not
the input positioning data is dependent on time series history,
no extra time-domain latency is introduced to the positioning
process.

D. EXTENDED KALMAN FILTER
The literature encompasses a wide range of position esti-
mation algorithms, spanning various Linear Least Squares
(LLS), Nonlinear Least Squares (NLS), and multiple
Bayesian Filter approaches, to name a few [41]. Among these
methods, the EKF has demonstrated excellent performance in
LoS scenarios while outperforming other methods in NLoS
conditions, on par with the performance of the Unscented
Kalman Filter (UKF) [42]. Furthermore, the EKF exhibits
lower complexity, resulting in calculation times that are more
than three times shorter than those of the UKF [39]. Consid-
ering these factors, the EKF was selected as the foundation
for the method proposed in this paper.

Furthermore, in the scope of this paper, a single-model
approach is utilized due to the absence of information
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regarding whether the tag is moving or stationary. However,
incorporating sensors that provide additional information
on the tag’s movement/stationary state could enable adopt-
ing a multi-model approach. For instance, the switch to a
zero-velocity model could be considered for cases where the
tag is detected to be stationary [43].

Following previous works [21], [44], we expand the posi-
tion, velocity, and acceleration model of EKF to three dimen-
sions (3D). We do so by expressing the corresponding values
at each time step as X, and tying them with information from
the previous time step k — 1 using the appropriate kinematics
equations:

I X Ts2 X T:3
X—1+Ts-vi_ 1+ 3 “k1+ w"1
Yk kal*”Ts”il"‘ ak1+ Wkl
Yk T, . 3
% Gt +Ts Vi + 3 “k1+6wk1
X "% Vi T g+ TWi—l
k= Vk = y y TZ y s
v Vet T Ts - + 5wy
2
X z z Ty =
4 Vit T Ts - ag_y + 5w
a,
4 ak 1+ Ty
L% ak 1—i—T Wy
L @y +Ts- Wk—l i

®)

where at time step k the coordinates, velocities, and accel-
eration values for each of the three axes are defined as
{xk Vk zk}, {V]’i vyk vi}, and {aﬁ a';; ai}, respectively. The
kinematics equations and sampling time 7 are used to
express the dependency of values at time step k from val-
ues at k — 1. The last terms of each row represent the
position (Ts3 /6)wi_1, velocity (TS2 /2)wk—1, and acceleration
(Ts - wr—1) noise of the model, respectively.

The process noise can be rewritten as a vector wy_| =
wi_ lw“,v( lwk 17 with a covariance matrix Qi_; =
dzag(ajx,a 02) Therefore, the state vector (8) can be
expressed as a serles of matrix calculations, such that:

Xy = AXg—1 + Gwi—1, ©))

where matrix A is the state transition matrix and is written
as:

1007,
010

001
000
000
000
000
000

000

N o
o O

10

co~ocodo oung

coococo~,o O
cocoocor~roO
cocoo~o o
o—~ocoNoconio
—ocoNoonio o
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and G represents the noise transition matrix as:

— 3 -
Koo
3
0 %X o
T3
00 %
12
G=|2 " (11)
= 2
0% o
T2
00k
7, 0 0
07T 0
LO 0 T,

The AP-TWR range estimates z; x are placed in the obser-
vation/measurement vector Zj, which consists of the sum
of the true distance vector Dy = [dix dok ... dn,k]T and
the observation noise vector Vy = [vl,k ok .- vn’k]T.
The latter of which has a covariance matrix of Ry =

diag(afl,k, crék, A crjmk):
21k dik +Vvik
2.k drk + Vo k
7, = . = . =Dy + Vi = Hi X + Vi
Zn,k dn,k + Vnk
(12)

The vector Dy can be rewritten in the form of circle equa-
tions, where the centers are defined by the anchor coordinates

{6y 5}

VO —x)2 + ok — y1)2 + (ak — 21)?

WY — o2 Y]
D, — Vi x2)+(yk. y2)* + (2 — 22) a3

\/(xk - xn)2 + Ok — yn)2 + (2 — Zn)2

Because the resulting equations are nonlinear, the
first-order Taylor expansion is utilized for linearization,
to produce the Jacobian matrix Hg:

odyx 0dy g 0dik
proal Tl 000000

ddy i ddo . Oda i 000000
H; = oxg  dyr 0z , (14)

Odn k. 0dn . Odn 0 00000

oxx vk 0Zk

such that the partial derivatives are calculated at each time
step k as:

ik _ L) (15a)
X \/ Gk — )% + Ok — ¥)? + (@ — z)?
Ay _ Yk (15b)
Wi Jo =2+ Ok = P+ @ - P
Ve _ * . aso)

B Jow =2+ Gk — P + G —
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E. PROPOSED ADAPTIVE EKF METHOD

The proposed positioning method is described in the
algorithm’s pseudocode in Alg. 1, which consists of three
distinct phases: AP-TWR ranging, EKF prediction, and EKF
correction. The algorithm is also visualized as a flowchart in
Fig. 2.

As a first step, the EKF initial state and state covari-
ance matrices need to be initialized; this part is described
in more detail in Section IV. After initialization, the first
phase is launched, where the AP-TWR measurement matrix
is acquired. Since the coordinate is calculated for three axes,
a minimum of four input range estimates is needed. Other-
wise, the position estimation process is skipped for this time
step.

When the number of columns of the measurement matrix
is larger than one i.e., m > 1, the row medians (4) and
variances (3) are calculated. In the other case, the measure-
ment matrix is directly taken as the observation vector and an
appropriately-sized row variance vector Sy, is constructed by
repeating a default observation noise variance, aj Then the
distance and intermittency penalty vectors are calculated, and
the observation covariance matrix Ry is formed as a diagonal
matrix composed of the Hadamard product of vectors Sy, By,
and Cy.

In the following phase, the state and its covariance matrices
are predicted, noting that the predicted values are marked with
a “minus” superscript. Finally, the Kalman gain is computed
and used to correct the state estimate and covariance provid-
ing a position estimate for that time step.

We adopt the naming convention used in previous stud-
ies [45], [46] that refer to the Kalman Filter as adaptive
when the covariance matrices Q and R are dynamically mod-
ified. Accordingly, we introduce our approach as the Active-
Passive Two-Way Ranging Adaptive Extended Kalman Filter
(AP-TWR A-EKF) positioning method.

IV. EXPERIMENTAL SETUP
This section provides an overview of the experiments to
validate the proposed AP-TWR A-EKF positioning method.

The experiments were conducted using the AP-TWR pro-
tocol implemented in the Eliko UWB RTLS system [47],
which is based on the Qorvo DW1000 UWB transceiver
chip [8]. The true coordinates of the anchors’ and tag’s
locations were surveyed using the Leica DISTO S910
laser distance meter, which provides three-dimensional
coordinates [48].

The Eliko UWB RTLS was deployed in an industrial
environment, at the premises of Krah Pipes OU [49] which
specializes in producing large thermoplastic pipes. The fac-
tory premises were selected for conducting the experiments
as they provide challenging conditions for the positioning
system and the proposed method. These conditions include
1) restrictions on the placement of the anchors: most of the
anchors have to be mounted near the ceiling, thus the tag
is almost always positioned outside the 3D convex hull of
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Algorithm 1 EKF Positioning for AP-TWR Protocol

2
%

Input: Ty x € R™™, {s4, 07,07,
Ran Iy € Zso
Output: Xk
Initialize: X, Py
I: fork=1,2,...,00do
AP-TWR ranging

Uj%} € Ruo, {sm» Im} €

2 if n < 4 then > Less than 4 distances in input

3: skip

4 end if

5: if m > 1 then

6: Z; = Ni > Observation vector

7: Calculate Sy > Row variances

8: else

9: Z, =T,

10: St =02 R ] > Assign default variance

11: end if

12: Calculate By > Distance penalty

13: Calculate Cy > Intermittency penalty

14: R; = diag(Sx © B © Cx) > Hadamard product
EKF Prediction

15: X, = AXk_l

16: P; = APk71AT + GQk,lGT
EKF Correction

17. Ky =P HI (H{PH] +R;)™" > Kalman gain

18: Xk = f(,: + Ki(Zy — D)) > Correct state estimate

19: P =P, — K Hi P, > Correct state cov.

> Predict state
> Predict state cov.

20: return X, P;
Start
v |
-
Initialize state X, and
siato covariance P, > FIStUmestep k=1 >  AP-TWR ranging Incrementk
>
A
v
E
ry ry
Number of
m>1 active-passive <—else B2 A0 n<4
S estimates n
anchors m
else
v 2
Observation vector, Observation vectorz, Retum state
- estimate X,_and
as rowmedians of Ty s Tk state covarianceP,
4
v v
Calculate row variances Assign default row
s vanances oS, EKF Correction
A
v v

v
Calculate distance EKF Prediction

A
v

Calculate intermittency Calculate observation

noise covariance Ry,

FIGURE 2. The flowchart of the proposed AP-TWR A-EKF method.

the anchors; and 2) the presence of large metal and concrete
objects obstructing the propagation path, etc.
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TABLE 2. The coordinates of the anchors used in the experiments.

Anchor | x(m) | y(m) | z(m)
A1 0.17 -0.05 | 4.50
As 4752 | -6.67 | 10.5
As 29.63 | 0.10 4.50
Ay 23.62 | 1037 | 10.05
As 41.59 | 4.28 9.98
Ag 17.65 | 0.51 7.50
A7 47.52 | 14.66 | 10.68
Ag 11.32 | 446 9.99

The factory environment of the experiments can be seen
in Fig. 3 where the Leica Disto S910 is marked in cyan, the
two visible anchors in red, and the tag in dark blue color.
Additionally, an industrial crane is mounted on rails on the
ceiling, but it cannot be seen clearly: only the hook block of
the crane is visible in the upper center part of the photo. The
Leica DISTO S910 was installed on a concrete mezzanine
floor, with a height of about 4.5 meters from the ground floor,
such that it could provide the tag and anchor’s true location
across the whole area. The locations of the anchors, measured
with the Leica DISTO S910, are given in Table 2.

The first set of tests was conducted with a stationary tag,
mounted on a tripod, at 30 separate test points across the
factory. The locations of the test points (TP), anchors (A),
and the Leica DISTO S910 can be seen in Fig. 4. At each of
the 30 test points the AP-TWR range estimates were captured
for 30 seconds, using a tag with an update rate of 10 Hz,
providing data from approximately 300 ranging sequences.

The second set of experiments was conducted to validate
the results of the stationary tests. The experiment was per-
formed with a moving tag which was mounted on a tripod,
attached to a shelf trolley. The tag was moved throughout
the factory with reference to the printed lines on the floor,
where the critical points, i.e. turning points, are previously
surveyed to provide a reference true track. The shelf trolley
and the reference lines are also visible in Fig. 3. The data was
captured throughout the movement process for 99 seconds,
resulting in data of 990 separate ranging sequences.

The parameter values of the AP-TWR A-EKF used in the
experiments are given in Table 3. The Eliko UWB RTLS was
configured such that the maximum number of active anchors
Mmax of AP-TWR protocol is 6. Although the intermittency
and distance penalty parameters were chosen heuristically,
it is likely that the chosen values are sub-optimal, not provid-
ing the best achievable positioning performance for the pro-
posed method. Finding the optimal parameter values could be
considered in future work.

The default observation noise variance (rj and the process
noise covariance values of Qi—_ are inferred from [21]. The
sampling time 7 was extracted from the tag’s internal clock
during each ranging sequence.

The very first step of the EKF process requires initial-
izing the values of the initial state vector X¢ and the state
covariance matrix Py. The initial coordinates {xo Yo z()} of
the state vector are given as the true coordinate measured by
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TABLE 3. The par ters for the prop
method used in the experiments.

d AP-TWR A-EKF positioning

Parameter Value

Mmax 6

Sd 100 m

lS 6

lm 100

o2 0.01 m?
Uj-x,af-y,a'jz 0.01 m2/s®
T from tag clock
20, Y0, 20 from true position
Vg, vg, v§ 0 m/s

ag, ag , 4G 0 m/s?

PU Ig

the DISTO S910 for all of the tested EKF variants, which are
discussed in the following paragraphs. This is done to give
all the methods the same initial conditions and to eliminate
the additional errors from converging to the correct location
when the initial position is set to the coordinate origin, for
example. The initial speed and acceleration values for each
axis are set to zero. The initial state covariance matrix Py is
set as a 9-by-9 identity matrix, corresponding to the size of
the state vector.

The proposed A-EKF positioning method is compared
to the baseline EKF methods, accordingly using standard
AP-TWR range estimates (4) and SS-TWR active-only range
estimates as input. The same exact dataset is utilized for all
of the compared methods, as both the SS-TWR and AP-TWR
range estimates are inherently present in it, making the results
of different methods directly comparable. The initial state,
initial covariance, and Qj_| matrix values are the same as
stated in Table 3, whereas the diagonal of the appropriately-
sized Ry matrix is filled with the default variance 03 values.

The data acquisition was performed via a custom Python
script that interfaces with the Eliko UWB RTLS server,
extracts the required UWB range estimate packets, and saves
them to a text file. Then a custom script written in R was
used to parse and process the data, as well as to calculate
the range estimates and the metrics for all three methods.
Although this specific implementation provides the results by
post-processing the range estimates, the proposed system is
able to work in real-time applications.

The comprehensive dataset with supplemental materials
and detailed explanations is uploaded to the IEEE Dataport
repository and can be found in [50].

V. RESULTS
This section provides the results of the stationary and moving
experiments and the analysis thereof.

A. STATIONARY TESTS

The results of the stationary experiments are given in Fig. 5,
where the 2D and 3D Root-Mean-Square-Error (RMSE) of
the SS-TWR, standard AP-TWR EKEF, and the proposed
A-EKF positioning methods are given across all of the 30 test
points.
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FIGURE 3. Setup for the movement tests in the industrial environment. Visible anchors A; and Ag are circled in red,
the Leica DISTO S910 in cyan, and the tripod-mounted tag on the shelf trolley in dark blue. The tag is moved in
reference to the lines on the factory floor.
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FIGURE 4. The test setup plan. Test point locations are marked with numbered “TP” markers in dark
blue, anchor locations with numbered “A” markers in red, and the location of the Leica DISTO S910 laser

distance meter is marked with a cyan circle.

Firstly, focusing on the 2D results, it can be seen that
for most cases all of the tested methods provide comparable
performance at approximately 0.15 m RMSE. The SS-TWR
EKF shows a more uniform performance across the test
points, with an exception at TP; and TPg, where the 2D
RMSE is significantly higher than usual, obtaining values of
0.49 m and 1.97 m, respectively. The higher RMSE of TPy is
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aresult of the blocking of the LoS of the tag and A, Ag due to
large pipe mandrels made of metal, visible in the upper-left
side of Fig. 3, while in TPy, the direct propagation path to
anchor A7 is obstructed by the mezzanine floor.

The differences for the standard AP-TWR EKF are more
diverse, as in test points 1, 3, 5, 8, 9, and 29 the 2D RMSE
obtains significantly higher values than normal, ranging from

92583



IEEE Access

T. Laadung et al.: A-EKF Position Estimation Based on UWB Active-Passive Ranging Protocol

0.0

(IJ é 1‘1 é I0 1‘2 1 I4

554
5.0+ /
45- |
. 4.0- [
E 35
w
Wap-
= 25-
T
o 2.0-
 15-
104 a
or NI DD e~
8 1

€35+

o~ 1.5

1.0
0.5+ [ \
0.0- N b s P — e g _N/\

0 2 4 6 8 10 12 14

16 18 20 22 24 26 28 30

Test Point

FIGURE 5. The 2D and 3D RMSE results across all the stationary test points.

0.53 m (TP;) up to 4.98 m (TP3). Although the reasons
are not as evident as for SS-TWR EKF, the analysis pre-
sented in Table 1 suggests that AP-TWR range estimates
are impaired because of the compound NLoS effects of dif-
ferent propagation paths encountered during each ranging
sequence. The effects could be a result of a combination of the
aforementioned pipe mandrels, the overhead crane blocking
propagation paths between anchors, all of the assets in the
factory, etc.

As both, the standard AP-TWR and SS-TWR, methods do
not provide the EKF with any additional information on the
measurement noise that may be present, the input distances
are treated as equal and the distances with larger error con-
tribute to an increase in the positioning error.

The proposed AP-TWR A-EKF positioning method, on the
other hand, is robust against the adverse propagation con-
ditions present in the industrial environment. The proposed
method typically performs at a similar or lower error level
than the baseline methods, whereas the largest differences
come into play at the previously mentioned high error test
points of the baselines. The following analysis gives an
overview of the behavior of A-EKF compared to other meth-
ods in the most significant test points.

At the high-error test points 1, 3, 5, 8, 9, and 29 of
AP-TWR, the proposed A-EKF method reduces the RMSE
respectively by 0.387, 4.902, 2.370, 1.617, 0.904, and
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AP-TWR A-EKF — AP-TWR EKF SS-TWR EKF

0.501 m, providing a large reduction in the absolute values
of errors in every one of the high error test points. One
minor drawback can be identified at test point 25, where the
proposed method provides slightly lower performance than
the baseline AP-TWR, with according RMSE of 0.445 m
and 0.220 m. In terms of 2D RMSE, the proposed method
performs better than AP-TWR in 18 of the 30 test points.

Comparing the proposed method to the SS-TWR in terms
of 2D RMSE, it can be observed that the errors at TP; and
TPy are reduced by 0.343 m and 1.863 m, correspondingly.
Even though the proposed method provides slightly higher
2D errors at TP5 and TP,s, the opposite is true for the 3D
case where the A-EKF provides slightly better RMSE per-
formance than SS-TWR. In conclusion, the proposed method
provides a lower RMSE than SS-TWR at 17 of the 30 test
points.

Although the test points show rather similar trends in the
3D RMSE, we see that in typical cases not involving the large
error test points, the proposed method alongside the AP-TWR
consistently provides about 0.4 m lower RMSE.

All of the high error test points 1, 3, 5, 8, 9, and 29 of
AP-TWR are again subsequently reduced by 0.597, 4.890,
2.378,5.117, 1.565, and 0.340 m using the proposed method.
Comparing the 3D results, it is evident that the proposed
A-EKF method provides a reduction in RMSE at half of
the test points when compared to AP-TWR, including the
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sequence number, as the shelf trolley needed to be stopped and its direction adjusted for the next

previously mentioned points where the error magnitude was
reduced significantly.

Similarly, the high error points 8 and 14 of SS-TWR are
also mitigated by the proposed method, which reduces 3D
RMSE by 5.074 and 0.763 m, correspondingly. Moreover,
the A-EKF outperformed the SS-TWR positioning in 29 out
of the 30 test points, providing moderately higher RMSE at
only TPg.

On average, the tested methods achieved the following
RMSE in 2D positioning: AP-TWR 0.492 m, SS-TWR
0.238 m, and A-EKF 0.149 m, meaning that the proposed
method achieved almost 1.6 times better performance in 2D
as the next best method, the SS-TWR. The 3D results showed
the average RMSE of the methods to be AP-TWR 0.693 m,
SS-TWR 0.765 m, and A-EKF 0.224 m, showing that the
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t path critical points are marked approxmately in regards to the
t of the

proposed method achieved over 3 times lower RMSE than
the next best method i.e, AP-TWR.

B. MOVEMENT TESTS

The experiments with a moving tag were conducted to vali-
date the results achieved by the stationary tests to show that
the initialization of the methods does not affect the position
estimates. Due to the inherent requirement of knowing the
true coordinate of the tag at each time step, the calculation
of objective error metrics becomes infeasible as the nec-
essary devices to acquire an accurate time series reference
track were unfortunately unavailable to the authors. As a
consequence, the resulting analysis should be approached
with caution as it solely presents the visual movement
paths of the tested methods without calculating objective
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performance parameters in regards to the true movement
track.

Fig. 6 presents the results of the movement tests, which
were described in detail in Section IV. Noting that although
the x-y coordinate plot is zoomed in for clarity such that
Aj is not visible, the anchor still took part in the experiments.
To facilitate the presentation of the 3D data, it was partitioned
into two distinct graphs: a two-dimensional representation
depicting the x-y plane of the factory floor, and a depiction
of the z-coordinate variation corresponding to the ranging
sequence number.

The previously surveyed critical movement points are
marked with numbered purple dots (MP), connected by pur-
ple lines to indicate the true track of the movement. The
approximate locations of arrival at the critical points are
marked with corresponding purple dots in the z-coordinate
graph. The locations on the z-coordinate figure are approx-
imate because at each critical point, the shelf trolley was
stopped to re-position it for the next section of the move-
ment, so parts of the plots also correspond to brief stationary
moments during the movement.

The movement traces in Fig. 6 support the results achieved
in the stationary test, where the proposed A-EKF and the stan-
dard AP-TWR method consistently provide more accurate
results in the z-axis, as was evident in the 3D RMSE graphs
in Fig. 5.

In the first segment of the movement, all of the methods
show slightly higher deviation from the true track, especially
in the z-axis. This increased noise can be explained by the
presence of the mezzanine floor on the right side, since in the
first segment the tag is moved in parallel and almost under
the mezzanine floor, obstructing the LoS paths to anchors 2,
5,and 7.

The next 3 movement segments show rather similar per-
formance for all of the methods, keeping in mind that the
SS-TWR method consistently shows about 0.5 m lower
z-coordinate value compared to the true track, than other
methods.

The final movement segment is impaired by the same pipe
mandrels discussed in the previous section, as can be seen by
the large deviations from the true track of the SS-TWR and
AP-TWR methods. These fluctuations achieve a maximum
of about 4.5 m in the x-y plane and about 1 m in the z-axis,
whereas the proposed A-EKF positioning method deviates by
a maximum of 0.5 m in both the x-y plane and the z-axis,
reducing the maximum errors by about 9 times.

VI. CONCLUSION

This paper presented a comprehensive overview and analysis
of the possible NLoS error cases that may be encountered
with the usage of the UWB AP-TWR protocol. This analysis
was the basis for the proposed A-EKF method, which was
experimentally tested in an industrial environment and bench-
marked against EKF position estimators based on active-only
SS-TWR and standard AP-TWR range estimates. The pro-
posed method can be used in real-time applications and does
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not require any additional information on the environment,
signal properties, error models, statistics, or training data,
or cause any additional time delays in the position estimation
process.

Although in 2D the tested methods typically operated with
the same performance, a part of the test points provided
unfavorable propagation conditions for the UWB system,
inducing large errors for standard AP-TWR (maximum about
5 m error) and SS-TWR (maximum about 2 m error), which
the proposed A-EKF method mitigated, reducing errors with
a maximal of less than 0.5 m. On average, the A-EKF pro-
vided almost 1.6 times lower RMSE that the next best i.e.,
the SS-TWR positioning method.

Similar trends were apparent in the 3D RMSE results as
well, with the exception that the SS-TWR method provided
consistently about 0.4 m inferior results than the other meth-
ods. The large errors of some test points are also present in
the 3D results, with a maximum of about 5.4 m for both the
SS-TWR and AP-TWR methods, while the A-EKF provided
a maximum error of only 0.9 m. Across all of the test points,
the average RMSE of the proposed method was more than
3 times lower than the next method, AP-TWR.

The movement tests confirmed the validity of A-EKF sta-
tionary tests by showing that the largest errors of AP-TWR
and SS-TWR, caused by the presence of various assets in
the factory, are reduced ninefold. Both sets of experiments
showed the robustness of the proposed A-EKF positioning
method with its ability to drastically reduce large errors
caused by the propagation conditions.

While the current study has demonstrated the effectiveness
of the A-EKF method, further investigation is warranted
to identify and determine the optimal parameters for this
approach. In-depth analyses and experimentations should
be conducted to explore the impact of different parameter
configurations on the method’s performance, accuracy, and
robustness. This exploration will contribute to refining the
A-EKEF algorithm.

The current paper has presented an overview of AP-TWR
NLoS error cases. However, a more comprehensive and
detailed analysis is required to identify and characterize spe-
cific NLoS error scenarios. In-depth investigations should be
conducted to explore the possibilities of developing strategies
to detect and mitigate these specific NLoS cases effectively.
This analysis should encompass a broader range of envi-
ronmental conditions, and diverse deployment scenarios to
enhance the understanding and mitigation of AP-TWR NLoS
erTors.
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Abstract—This paper proposes an Adaptive Tandem Kalman
Filter (ATKF) algorithmic method for accurate, robust, and
magnetometer-free heading estimation through the competitive
fusion of inertial and positioning data. It aims to mitigate the
angular heading drift, typically present in MEMS IMU (Micro-
Electromechanical Systems Inertial Measurement Unit) sensors,
without the use of environmentally sensitive magnetometers.
Due to its adaptive nature, the ATKF algorithm is capable
of iterative estimation of the input data significance, based on
the tracked vehicle behavior, and performing a corresponding
weighted fusion. A novel tandem structure allows to perform a
series of consecutive data processing steps within a single Kalman
filter iteration, thus minimizing the delay in algorithmic response
to the input data. Series of simulated comparison tests with one
of the state-of-the-art algorithms have demonstrated the high
stability and robustness of the proposed algorithm. It has shown
a consistent 40% to 90% improvement in the estimated heading
accuracy and precision, depending on the maneuvering intensity
and the data quality. Simulation results were experimentally
validated during the full-scale test campaign, conducted in the
industrial environment using a highly maneuverable forklift.
Real-time forklift heading was tracked by the proposed ATKF
algorithm with a 1° overall median error and 2.3° median error
during the active movement periods. The proposed method has
respectively shown 95% and 93% improvement in initial IMU
heading accuracy and precision. Experimental performance eval-
uation of the magnetometer-based heading estimation methods
has practically confirmed their unreliability and inconsistency in
industrial applications. The proposed ATKF heading estimation
algorithm may find a variety of possible applications in the field
of robotics and intelligent vehicles. It is expected to be especially
useful in magnetometer-denied environments.

Index Terms—Gyroscope, Heading estimation, IMU, Kalman
filter, Magnetometer-free, Positi , Sensor fusion, Vehicle
application.

I. INTRODUCTION

EADING information is one of the key aspects of

vehicle navigation, along with its position and speed
information [1]. Accurate heading information plays an im-
portant role in various fields of vehicle control and is essential
for self-navigation and collision avoidance in the field of
autonomous vehicles [2]-[4].

A variety of different real-time vehicle heading tracking
methods exist. Relatively straightforward methods are based
on the measurement of the Earth’s magnetic field by using
magnetometers (i.e., a compass) [5]. Magnetometers, however,
are also naturally sensitive to random distortions in the Earth’s
magnetic field and the interference caused by the surrounding
ferromagnetic objects in the vicinity [6], [7]. Even though a

variety of calibration techniques are often used to improve
the magnetometer performance in a given environment, they
are only capable of compensating for the constant surround-
ing magnetic distortions [8], [9]. Compensation for dynamic
magnetic interference, on the other hand, represents a major
challenge in this field. For this reason, magnetometers be-
come highly unreliable in a variety of land applications and
especially in industrial environments [10]-[14]. More complex
solutions, such as optical flow or LiDAR (Light Detection and
Ranging) based methods, provide the real-time mapping of the
surrounding environment for self-navigation [15], [16].
Inertial data-based methods (i.e., gyroscopes) allow real-
time measurements of the rotational motion and are widely
used in real-time orientation tracking applications [17]. Among
other gyroscope types, MEMS (Micro-Electro-Mechanical
Systems) gyroscopes provide unique benefits of high portabil-
ity, efficiency, and availability. MEMS gyroscopes are often
encountered as part of 6-DOF (Degrees of Freedom) inertial
measurement units (IMUs) along with accelerometer sensors
[18]. 9-DOF IMU units, sometimes also referred to as MARG
(Magnetic, Angular Rate, and Gravity) or AHRS (Attitude
and Heading Reference System), additionally include a mag-
netometer sensor [19], [20]. Bias instabilities and internal
noise of MEMS gyroscopes, however, naturally cause overtime
accumulated error in the tracked heading, also known as a
drift or angular random walk (ARW) [21]. Gyroscope drift
mitigation is essential for successful real-time orientation
tracking, especially in different vehicle tracking applications.

A. Related Works

A variety of different gyroscope fusion techniques, aimed
for its drift mitigation and further heading estimation, exist
in the literature. Some of them use complementary filtering
of the initial gyroscope and accelerometer data of the IMU,
as, for example, proposed by Wang et al. [22]. This approach
provides processing simplicity and does not require additional
auxiliary sensors. Inertial data noise filtering, however, also
inevitably impacts the data itself, which becomes the limitation
of this method. This mainly affects the inertial data on the
minor movement and rotation, due to its low, close to the
noise level magnitude.

Certain case-specific methods, such as NMNI (No Motion,
No Integration), used by Hoang et al. offer an even simpler
approach for gyroscope drift elimination without assisting
sensors [10], [23]. In this method, any sensor input below the
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noise magnitude is disregarded. This consequently eliminates
a significant part of the drift component along with minor
heading adjustments, thus limiting the applicability of this
method, especially in vehicle heading tracking. A similar
ZUPT (Zero Velocity Update) method is frequently used in
human motion tracking [24]. The inability of these methods
to spot minor adjustments in vehicle heading makes them
unsuitable for vehicle heading tracking.

State-of-the-art heading drift elimination techniques propose
a gyroscope fusion with assisting sensors, by using state-
of-the-art fusion algorithms, such as Madgwick, Mahony,
or Kalman filters, as, for instance, described by Ludwig er
al. and Hoang et al. [10], [12], [13], [25]. Depending on
the application, these methods often provide state-of-the-art
performance in angular drift elimination. Specifically for the
heading drift elimination, these methods rely on the environ-
mentally sensitive magnetometer units [10], [12], [13], [25].

Vehicle heading tracking is also covered in the field of
vehicle state estimation, which covers a detailed tracking of
different vehicle dynamic parameters for its stability control
applications [26]-[29]. In this field, inertial units are mainly
assisted by various field-specific sensors, such as steering or
wheel speed sensors. Even though the diversity of sensors
allows an accurate vehicle heading estimation, it also leads
to increased computational complexity, cost, and energy con-
sumption.

An algorithmic method for IMU heading drift mitigation
was proposed in the author’s earlier studies [30]. This method
performs the IMU heading error correction, based on the vehi-
cle positioning information, and avoids the use of environmen-
tally sensitive magnetometers. Even though this algorithm has
experimentally demonstrated a good performance in IMU drift
mitigation, it also contains certain performance limitations.
These include high sensitivity to the positioning data quality
and the requirement for episodic movement in a straight line.

B. Contributions

This work offers an algorithmic method for accurate vehicle
heading estimation, based on the adaptive version of the state-
of-the-art Kalman filter algorithm with the tandem structure.
It performs a competitive fusion of inertial and positioning
data for heading estimation. Competitive configuration of the
sensor fusion combines multiple data sources of the same
property to provide an increased robustness and fault tolerance
[31].

The proposed algorithm adapts to real-time vehicle move-
ment behavior by iteratively estimating the input data signif-
icance and performing a corresponding weighted fusion of
heading data. The designed tandem structure of the algorithm
allows to perform a series of consecutive data processing steps
within a single algorithm iteration. In comparison with the
traditional Kalman filter structure, this minimizes the delay
of the algorithm’s response to the input data. This algorithm
avoids the use of environmentally sensitive magnetometers or
other auxiliary sensors. This allows the proposed method to
be used on ground vehicles without the need for extra sup-
porting sensors for heading estimation. This article provides

a performance comparison of the proposed algorithm with
the algorithm from the state-of-the-art literature in a series of
simulations. Simulations cover different data quality levels and
vehicle movement scenarios. This work also covers full-scale
experimental testing and evaluation of the proposed algorithm
by using a highly maneuverable forklift, naturally operating
in the industrial environment.

The remaining paper is organized as follows: Section II
describes the structure and key aspects of the proposed head-
ing estimation algorithm. Section III demonstrates the direct
performance comparison of the proposed algorithm with one
of the state-of-the-art algorithms in a series of simulated
tests. Section IV describes the conducted experimental test
campaign and the used sensors. Section V describes the results
of the experimental testing. Section VI concludes this paper.

II. ADAPTIVE TANDEM KALMAN FILTER FOR HEADING
ESTIMATION

The proposed algorithmic method represents an adaptive
version of the state-of-the-art Kalman filter fusion algorithm
with the custom tandem structure. It performs a competitive
fusion of the inertial and positioning data for a vehicle heading
estimation. The Adaptive Tandem Kalman Filter (ATKF) al-
gorithm, proposed in this work, represents an adaptive version
of the state-of-the-art Kalman filter fusion algorithm with
the proposed tandem structure. In this algorithm, vehicle
heading information is separately obtained from the inertial
and positioning data and further fused by using the compet-
itive configuration. This configuration provides an increased
robustness of the resulting heading and allows to avoid critical
flaws of the initial data sources (e.g., gyroscope drift).

The proposed ATKF algorithm is based on the features of
the Adaptive Kalman filter version. These features are essential
in real-life applications, as they allow the algorithm to flexibly
adapt its response to any external changes. In this work,
the adaptivity features are used for a real-time choice of a
more trusted source of heading information, depending on the
current vehicle movement behavior. Adaptivity of the ATKF
algorithm is represented with iteratively recalculated noise
covariance parameters by using a proposed weight function.

In the proposed ATKF algorithm, the standard Kalman filter
correction part is separated into three consecutive correction
steps. With this structure, the algorithm is capable of perform-
ing three consecutive processing steps of the input positioning
data within a single algorithm iteration, where the results of
the earlier correction step are immediately used in the next
correction step. In this work, this structure is referred to as a
tandem structure. It allows the ATKF algorithm to perform
multiple consecutive data correction steps within a single
Kalman filter iteration. This structure ensures a complete and
real-time use of the newly arrived data, thus possibly reducing
its relevance loss.

A flowchart of the proposed Adaptive Tandem Kalman
filter algorithm for the heading estimation is shown in Fig.
1, reflecting the main processing steps and changes to the
key parameters. Algorithm 1 demonstrates the corresponding
pseudo-code of the proposed ATKF algorithm. In this work,
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Algorithm 1: Positioning and inertial data-based
Adaptive Tandem Kalman Filter (ATKF) algorithm for
vehicle heading estimation

. -0 P "
Parameters: Movement speed thresholds : v}, ., Uiprs Yihr
‘Weight function coefficients : a“’, a

Estimation model noise covariance parameters :
pos v v &
>4 9 Dynins 9mins> Imaz

Measurement noise covariance parameters :
pos v 53
T T T Toin® Tmine Tmazx

: Initial state vector : X

Initial state covariance matrix : Po = Iy

PP B (e oy meas

Pnsmopmg data input : (7 ) -

Delta time of the positioning data : dt ¥

Yaw angular velocity input : wg

Delta time of the gyroscope input data (wy) : dt}

Initialize

Input Data:

Outputs  : Resulting heading : W,
1 for k < 1 to inf do /I Estimation
2 if vp_1 > 'U;];”, then
3 ‘ X =Ak - Xp-1 +Bg-u
4 else
5 | Xip=Ap - Xp_1
6 end
w
7 = W (vk-1,v, ',a 5 qy, 7nv(I1nul)
8 q’ = ok 1y v ¥ G dmas)
9 Compose Qj, matrix, Vi : (Qg)ii € {¢7°°,q", q"“,qffyqf'}
10 Pr.=A Pi_1 Al +Qu
11 if New (z,y)}*““® input available then /I Correction 1
12 'Ky =P, - 'HT . ('H- P, - 'HT + 'R)!
13 X =Xy + 'Ky, - (Yz, — TH-Xy)
14 P = (I — 'K - 'H) - Py,
/I Correction 2
15 O = /(D) + (v)?
16 b = atan2(—vy, —vy) - 182 4 180
v = { Br 360, =y < —180
* ¢k — 360, ¢k — Pr—1 > 180
18 Compose 2z, vector, 2zj = [frk &k}l
19 g = YV (ko1 00,0 0?10 Tas)
20 Compose 2Ry, matrix, 2Ry = daig(r“,rf)
” 2K, = 1Py, - 2HT . (°H - 'Py, - °H7 4 Ry) "
2 2Xp = "X + 2Kp - (Pzx — 2H - 'Xy,)
2 2Py = (I7 — 2Ky, - ?H) - 'Py,
24 ¢r = ¢ mod 360
/I Correction 3
2 rng = {¢k, (¢r + 180) mod 360}
26 bk 7argmm(\a7\ll;.|)
o€
_ J ok +360, ¢ — dr—1 < —180
27 oK =
ér — 360, ¢ér — dr—1 > 180
28 Compose ®zj, vector, 3z, = [¢r]
» ¥ = Y et vl a1 s
30 Compose >Ry, matrix, >Ry = diag(rk\l')
3 3Ky, = 2P, - °HT . (°H . 2P, - °HT 4 °Ry) "}
2 Xy = Xy = 2Xy, + Ky, - (Pzp — sH 2X )
33 P, =Py = (Ir — °K,, - °H) - 2Py,
34 ¥, = ¥, mod 360
35 else
o T
36 X = [(Xk—1)1:6  (Xi—1)7]
37 end
38 Output heading ¥,
39 end

Gyroscope input
angular velocity wy,

KF estimation step

Positioning data input
forklift coordinates (z, ) ;***
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v Calculate)(,C N
Predict (Z,§)r and ¥, L Movement
using previous state X1 no<_speed Vg1
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~
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Compose Q ;, matrix
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Filter coordinates and estimate axial velocities
fusexr((@,¥)i"s (& k) = (@, )k (v, "))
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fusexr(pr, pr-1) = dr

Apply reverse movement
compensation to ¢y,
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to calculate ¢ and U >

s Py Next iteration
Compose input vector “z,
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KF correction step Il

Calculate adaptive parameter 7‘2’
Compose” R ;, matrix

Calculate K j,

Compose input
vector3z,

Fig. 1.  Flowchart of the proposed ATKF algorithm for vehicle heading
estimation.

the angular data is measured in degrees (°) for improved
comprehensibility.

The algorithm starts with the estimation step, aimed to
extrapolate the state estimation vector X, for the current
iteration k:

Tk Tp— 1+dt£y Vf 1
Tk k—1+dfk Vk 1
. Vi1 Vi
Xp=|Vi1| = Vioy (1)
Vk—1 Uk—1
Or—1 Or—1
\ifk U 1+ dtll’: - W

It contains algorithm estimations for the new positioning data
coordinates (Z, )y and resulting heading Wy, along with the
results of the previous iteration k — 1, including positioning
data (z,y)k—1, its axial velocities (v*,v¥);_1, overall move-
ment speed vj_1, direction ¢_;, and the resulting heading
Wy, 1. Heading angular velocity measurement is represented
as wy, while dt;” and dt$ respectively are delta-time values
of the positioning and inertial data measurements.
The state estimation vector is calculated as follows:
X Ay -Xpo1+Broup vpq > 0Y

= 2)
g Ap - Xy

0 ?
Vg1 < Uthr
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by using the state vector of the previous iteration X;_; and
the estimation model Aj:

10 dY 0 000

01 0 4t 000

00 1 0 000
Ay,=100 0 1 0 0 0f, 3)

00 0 0 100

00 0 0 010

00 0 0 001

as well as the control input model B, and control vector uy:
B,=[0 00 0 0 0 dg]", @
u, = [wi] - ®)

In this step, the algorithm extrapolates the expected coordi-
nates (&, §)x and resulting heading W, for the current iteration.
The gyroscope input wy, is conditionally introduced, depending
on the latest movement speed estimation vj_; by using the
control input By -uy. In case of the negligible movement speed
(i.e., below the user-defined threshold v, ), the gyroscope
input is ignored. This allows to avoid a potential impact of
the gyroscope noise in completely stationary cases.

Adaptivity of the proposed algorithm to the input data
is achieved with a real-time tuning of the model and mea-
surement noise covariance parameters. In this work, these
covariance parameters are respectively notated as ¢ and r for
model and measurement noise covariance matrices Q & R.
These parameters are calculated for every iteration using the
exponential weighting function f":

fW(Uk~, Uthr, &y Omin, Umaz) = ea-('uk+b7'ut;“~) + Omin, (6)

where the weight function exists in the range between defined
upper (0yqz) and lower (,,,,) noise covariance parameters
f W e (Gmins Tmaz)- The exponential weight function is based
on the input value of the ongoing movement speed vy, which
is an accessible and incomplex parameter, essential in the
positioning data-based heading estimation. It determines the
distinguishability of the actual movement from the positioning
data noise, and thus, defines the reliability of positioning data-
based movement direction, which is generally labeled as ¢
later in this work. Within the proposed ATKF algorithm, it
justifies the reliability of both positioning and inertial data
inputs, thus preventing the fusion of expectedly unreliable
sensors. Tuning coefficients of the weight function include
the input coefficient a and internal coefficient b. The posi-
tive or negative sign of the tuning coefficient a respectively
defines the descending or ascending weight function, while its
scalar value determines the function ascent/descent rate. The
movement speed threshold parameter vy, defines the moment
of the function descent. The internal tuning coefficient b is
calculated as follows:

ln(amaz Umm,) ) (7)
a

The tuning coefficient a of the opposite sign is used to

achieve synchronized and counterbalanced adaptive weighting

in model (¢) and measurement () noise covariance param-

eters. This enables a rapid transition between heading data

b=

sources, thus minimizing the use of a momentarily unreli-
able sensor. The adaptivity of the ATKF algorithm at lower
movement speeds may be further fine-tuned by integration of
positioning quality analysis methods. This, however, may po-
tentially bind the proposed method to the particular positioning
system. Additionally, the use of reliable positioning quality
estimation methods, such as channel impulse response (CIR),
significantly increases the algorithm complexity, thus making
it potentially unsuitable for real-life applications [32].

As demonstrated in the Algorithm 1 lines 7-8, adaptive
estimation noise covariance weights q;: and q,‘f are calculated
respectively for the positioning data-based movement direction
and the resulting heading. These weights are used to compose
the estimation model noise covariance matrix Qg:

@ 0 0 0 0 0 0
0 ¢° 0 0 0 0 0
0 0 ¢ 0 0 0 0
Q=0 0 0 ¢ 0 0 0 ®)
0 0 0 0 ¢ 0 0
0 0 0 0 0 ¢ 0
0 0 0 0 0 0 ¢

State estimation covariance matrix 15k is then calculated as
follows:

Pr.=A; P, - AT +Qy, 9

by using the previous state covariance matrix P _1, estimation
model, and estimation noise covariance matrix. The initial state
covariance matrix represents the identity matrix I;.

This algorithm does not require the positioning and inertial
data synchronization, thus allowing the inertial unit to have a
naturally higher update rate. It is achieved by the capability of
the proposed ATKF algorithm to entirely skip the Kalman cor-
rection step and operate only with the inertial information until
the new positioning data arrives. In this case, the proposed
algorithm only updates the resulting heading parameter ¥ in
the state vector. In case of the missing positioning data, the
positioning data delta-time dt;¥ remains naturally unknown
and can be replaced with a placeholder value (e.g., dt;¥ = 0),
as it is not used until the actual positioning data is available.

Once the positioning data is received, the ATKF algorithm
proceeds with the correction part. It performs a total of three
consecutive correction steps by calculating the Kalman gain
matrix, state vector, and state covariance matrix for each step.
The calculated matrices can be generally expressed as follows:

nKk — nflPk i nHT . (nH . nflpk . nHT + 71’Rk)71, (10)

nXk- — 7171Xk + nKk . (nzk _"H. 7L71Xk), (11)

nPk; — (17 _ nK}c . nH) . nilPk, (12)
where n is the sequence number of the correction step, while
n = 0 represents the Kalman estimation step. Measurement
vector "z;,, measurement model "H and measurement noise
covariance matrix "Ry are unique for each step and are
prepared prior their use in the algorithm.
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In the first correction step, the ATKF algorithm performs
the positioning data filtering by using the newly measured po-
sitioning data (z, y);*°**, introduced in the first measurement

vector 'z
meas
lzk g
- meas |
Yk

and updates the positioning data-based axial velocities Vi,
and v} in parallel. The first step Kalman gain matrix 'K,
is calculated as shown in (10) by using the state estimation
covariance matrix f’k, measurement model 'H:

g [1 000000
H*{0100000}’

(13)

(14)

and measurement noise covariance matrix 1Rk:

wly 2]

0 gos (15)

The preliminary state vector of the first step X}, and the cor-
responding state covariance matrix P}, are then respectively
calculated in accordance with (11) and (12).

The second correction step of the ATKF algorithm is aimed
at calculating the current movement direction ¢y, and speed vy.
The process starts with the estimation of both parameters (0,
and qak) by using the earlier updated positioning data-based
axial velocities vi, and v%, as demonstrated in the Algorithm
1 lines 15-16. In order to provide a smooth possible transition
between 0° and 360°, the corresponding range limitation is
temporarily removed for the estimated movement direction ¢y,
as it is demonstrated in the Algorithm 1 line 17. The second
measurement vector 2z is then composed as follows:

2, = H _ { VD + (V)2
o atan2(—v§, —vy) - 180 4 180

The adaptive weight for positioning data-based movement
direction filtering 7 is calculated and used in the second-step
measurement noise covariance matrix 2Rk:

} - (16

Py rY 0
L = . 17
R, {0 wﬁ} a7
It is then used together with the measurement model H:
0000100
297 —
H= {0 0 00 01 0} ’ as

and the previous step state covariance matrix 1P, to calculate
Kalman gain for the second correction step 2Kj,. The state
vector ZXk and state covariance matrix 2Pk of the corre-
sponding step are also respectively calculated according to (11)
and (12). This results with updated and filtered parameters of
movement speed vy and direction ¢y, respectively available
as 5" and 6" elements in the state vector ZXk. Movement
direction ¢y, is then normalized back to the default 0° to 360°
angular range as shown in the Algorithm 1 line 24.

The third correction step fuses the gyroscope input contain-
ing heading estimation U, and the movement direction bk,
calculated from the positioning data. Correction for a possible
case of reverse movement is then applied to the calculated
movement direction ¢ as shown in the Algorithm 1 lines 25
& 26. This correction prevents a possible sudden 180° flip in

positioning data-based heading, in case of occasional reverse
movement. In this algorithm implementation, this correction is
done by forming a temporary vector rng, which contains the
updated movement direction ¢, and its counterpart heading
with 180° offset ¢, + 180°, normalized to the range of
0° to 360°. The nearest value from the vector rng to the
current heading estimation U}, is then selected as shown in
the Algorithm 1 line 26. This calculated movement direction
¢y is used as input for the third measurement vector 3zy:

Sz = [on] (19)

The third measurement noise covariance matrix >Ry, is formed
as follows:

Ry = [1Y], 20)

and contains the adaptive weight for the resulting heading
r¥. This adaptive weight is calculated as demonstrated in
Algorithm 1 line 29. Kalman gain matrix 3K, state vector
3Xk and state covariance matrix SPk are then calculated
for the third correction step. These matrices are calculated
using third step measurement vector 3z, measurement noise
covariance matrix 3Rk, and measurement model H:

SH=[0 0 0 0 0 0 1]. 1)

The result of this correction step represents an output heading
W, for the current iteration and requires a final normalization
back to the default 0° to 360° angular range as shown in the
Algorithm 1 lines 34.

In case of the missing positioning data, the entire correction
section of the algorithm, described in Algorithm 1 lines 11
to 35, is skipped. Instead, the algorithm proceeds with the
sole gyroscope data-based heading update, performed in the
estimation section. The resulting state vector Xy, is formed as
follows:

Tk—1
Yk—1
Vi—1
Vi1
Vk—1
k-1
by

. (22)

by using the resulting state vector of the previous iteration
X—1 and the gyroscope data-based heading estimation Uy,
calculated by the algorithm in the estimation step. In the
Algorithm 1, this part is demonstrated in line 36.

III. SIMULATIONS

In a series of simulated tests, the performance of the
proposed heading estimation ATKF algorithm was compared
to the state-of-the-art IMU drift correction algorithm, further
referred to as the benchmark algorithm [30]. The simulated
vehicle was moving at varying speeds between 0.1 and 1
m/s, following one of two different movement paths, while
performing maneuvering of different intensity and occasional
reverse movement. Simulated movement paths I and II are
respectively shown in Fig. 2a and Fig. 2b, where black and
red arrows respectively indicate forward and reverse movement
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directions. To push both tested algorithms to their limits,
the positioning data for both simulated paths was generated
with internal Gaussian noise of heuristically chosen standard
deviation of ¢2°® = 0.5 m and ¢%°° = 0.75 m, thus resulting
in four test scenarios. Gyroscope data was generated with
a significant drift error of 0.05 °/s, resulting in a 60° error
by the end of each simulation. A set of 10 simulations was
done for each of the four test scenarios. Both of the tested
algorithms were heuristically tuned for each simulated path.
ATKEF algorithm parameters, used in simulations, are provided
in Table III in the Appendix section.

Positioning data
Forward
"\ movement direction
Reverse
" movement direction

§
]
g
Wkt
/

Positioning data
Forward

" movement direction
Reverse

" movement direction

) 50 100 150 200 250 300 -100 0 100 200 300 400
X (m) X (m)

() (b)

Fig. 2. Generated movement paths I (a) and II (b), used in a series of
simulated tests with marked periods of forward and reverse movement.

Simulation results evaluate the heading estimation accuracy
and precision of the compared algorithms. Used accuracy
metrics include the Median Absolute Error (MdAE):

MdAE = Median(|X; — X™|), (23)
Mean Absolute Error (MnAE):
N
! Xi _ X"tru
MnAE = iz [ = X , (24)
N
and Root Mean Squared Error (RMSE):
RMSE = (25)

where X; represents i‘" observed value, X} is correspond-

ing expected value, and N is the total number of samples.
Used precision evaluation metrics include Median Absolute
Deviation (MdAD):

MdAD.,, = Median(|e; — MdnAE)|) (26)
Mean Absolute Deviation (MnAD):
N
. i— MAE
MnAD,,, = 2= ZMAE) @7
N
and Standard Deviation (o):
N
(e, — MAE)?
0oy = || 2=t E_MAER (28)

N

“th

where the error value ¢; of the :*" sample is calculated as:

ei = |Xi — X;™|. (29)

TABLE 1
AVERAGED HEADING ESTIMATION ACCURACY AND PRECISION RESULTS
OF BOTH COMPARED ALGORITHMS FOR EVERY SET OF 10 SIMULATIONS.

Benchmark ATKF Improvement over
alg. (°) alg. (°) benchmark alg.

MdJAE 3.1 2.1 34.1%

Z | MnAE 4.1 25 40.3%

S | RMSE 53 3.1 41.4%

2| MdAD,., 2.0 13 38.1%

ﬁbm MnAD,- 2.8 1.6 44.0%

= Cerr 34 1.9 42.9%
g o | MIAE 42 26 39.4%
o | MnAE 53 3.1 41.8%

S | RMSE 6.7 39 41.2%

| MdAD,pr 27 15 43.8%

€, | MnAD.,» 34 19 43.5%

° | e 4.1 2.4 41.1%
MdAE 156 53 66.2%

Z | MnAE 527 6.6 87.4%

S | RMSE 87.9 8.6 90.2%

S| MdAD.. 10.0 3.1 69.3%

2 | MnADgyr 60.5 42 93.1%

= Gerr 70.3 54 92.3%
Z[ o | MaAE 149 6.2 58.8%
| MnAE 52.0 9.0 82.7%

S | RMSE 86.6 12.8 85.2%

| MdAD., 10.5 4.0 61.7%

S, | MnAD¢rr 59.3 6.7 88.7%

° | gerr 69.3 9.0 87.0%

A. Simulated Path 1

Generated movement path I covers a movement scenario
with average maneuvering intensity and reverse movement
cases. Averaged simulations’ results for the movement path
I are provided in the upper half of Table I, and demonstrate a
good performance of both tested algorithms at both positioning
data error levels. Depending on the positioning data quality,
the proposed ATKF algorithm has demonstrated 2.1° to 2.6°
of a median absolute error, which corresponds to a 34-40%
improvement over the benchmark algorithm. Since the median
absolute error metric excludes possible short-term error peaks,
it depicts the overall accuracy of the evaluated algorithms.
Outliers’ sensitive RMSE metric has demonstrated a 3.1° to
3.9° error in the case of the ATKF algorithm, which represents
a 41% improvement in comparison with the benchmark algo-
rithm. These results indicate the minor presence of significant
heading error outliers and confirm the overall stability of
the proposed algorithm. Additionally, the ATKF algorithm
demonstrates 1.75 times lower dispersion in RMSE results
between different positioning data error rates, which indicates
its higher robustness to positioning data errors.

The precision evaluation results have demonstrated 1.3° to
1.5° of median absolute deviation in the case of the ATKF
algorithm. This represents a 38—43% improvement over the
benchmark algorithm and indicates a minor presence of noise
errors in the estimated heading. ATKF heading estimation
results demonstrate a 1.9° to 2.4° error standard deviation,
depending on the positioning data error rate. Both algorithms
have shown a relatively negligible impact of the positioning
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Fig. 3. Visualized vehicle heading, tracked in the sample simulation for the
movement path II at 0.5 m positioning data error standard deviation. Graphs
exceed the natural 0° to 360° range for clear visualization purposes.

data error on the heading estimation precision.

B. Simulated Path 11

The second generated movement path covers an intense
maneuvering scenario, including varying movement speed and
reverse movement cases. Averaged results of the second path
simulations are shown in the bottom half of Table I. These
results demonstrate a dramatic performance improvement in
the case of the ATKF algorithm over the benchmark algorithm.
The benchmark algorithm has demonstrated the median head-
ing absolute error results between 14.9° and 15.6°, depending
on the positioning data quality. The proposed algorithm, on the
other hand, was able to keep the median heading absolute error
at 5.3° to 6.2°, which corresponds to a 59-66% improvement.
RMSE results of the ATKF algorithm, on the other hand,
have demonstrated a dramatic 85-90% improvement over
the benchmark algorithm. Depending on the positioning data
quality, the ATKF algorithm has shown 8.6° to 12.8° RMSE,
whereas the benchmark algorithm has demonstrated 87.9° to
86.6° of the same metric. This dramatic difference in RMSE
results indicates the presence of major error outliers in the
heading, estimated by the benchmark algorithm.

Precision evaluation of both algorithms has shown similar
improvement. Depending on the simulated positioning data er-
ror scale, the proposed ATKF algorithm has demonstrated 61—
69% improvement in heading error median absolute deviation.
This corresponds to the reduction from 10° down to the 3° to
4° range in this metric. Heading error standard deviation has
shown a dramatic reduction from the 69-70° range down to
the 5-9° range in the case of the ATKF algorithm. Depending
on the positioning data error rate, this represents an 87-92%
improvement over the benchmark algorithm.

These results are explained by the nature and structure
of both algorithms. The benchmark algorithm is naturally
dependent on the occasional movement in a straight line. Thus,
the combination of intense maneuvering and poor positioning
data of the second simulated path leads to eventual data
misinterpretation and false triggering of reverse movement
compensation, causing a 180° shift. This effect can be clearly
observed on the blue graph in Fig. 3, which demonstrates the
heading results of a sample path II simulation. The structure
of the proposed ATKF algorithm adapts to the data quality and
allows its initial filtering, thus providing higher robustness to
intense maneuvering and poor positioning data.
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Fig. 4. Visualized forklift movement path within the industrial area during
the experimental test campaign, along with marked momentary key spots.

IV. EXPERIMENTAL TESTING

An experimental test campaign was conducted in order to
evaluate the performance of the proposed ATKF algorithm
with real data and validate the simulations’ results, described
in Section III. A test setup of positioning and inertial sensors
was deployed on the full-scale forklift, naturally operating in
the industrial environment.

The real-time forklift localization was performed by the
Eliko UWB indoor positioning system, operating at a 5 Hz
update rate [33]. This localization system is expected to
provide positioning accuracy from 50 cm and up to 5-10 cm in
the best environmental and deployment conditions, with a 1 cm
resolution. Since the proposed ATKF algorithm is not bound to
any specific localization system, the UWB positioning system
can be substituted with any source of positioning information
from GNSS (Global Navigation Satellite System) to cellular
(e.g., 5G), WiFi, Bluetooth, or other technologies.

The 16-bit gyroscope sensor, available in a 9-DOF Bosh
BNOO0S55 inertial measurement unit (IMU), was used as a
source of inertial heading data (angular velocity of yaw
Euler rotation) [34]. With the declared sensor resolution, it
is expected to detect angular velocity down to 0.03 °/s. Data
from the onboard 13-bit magnetometer unit was also collected
to evaluate its performance in a real industrial application. In
suitable environmental conditions, the used magnetometer is
expected to allow the heading estimation with the declared
accuracy of #2.5°. Both gyroscope and magnetometer data
were collected at a 100 Hz update rate.

Forklift positioning and inertial data were collected during a
sim14-minute-long test campaign. The forklift was naturally
operating in an industrial area, transporting payloads and
maneuvering at different speeds, including rapid turns, reverse
movements, and occasional stops. Momentary locations, fur-
ther referred to as key spots, where the forklift was directly



IEEE TRANSACTIONS ON INTELLIGENT VEHICLES, VOL. XX, NO. XX, XXXX

—— True heading

— IMU (gyroscope)
— Magnetometer
Mahony filter
—— ATKF algorithm
0 100 200 300 400 500 600 700 800
Time (s)

Heading (deg)

Fig. 5. Visualized forklift heading, tracked in experimental test campaign by
the evaluated methods. Graphs exceed the natural 0° to 360° range for clear
visualization purposes.

interacting with payloads, were used to investigate the momen-
tary performance of the ATKF algorithm. Figure 4 shows the
forklift movement track (grey), its starting and final locations,
as well as marked key spots (magenta). The use of a highly
maneuverable forklift operating in the magnetometer-denied
industrial environment was chosen for proper testing of the
ATKEF algorithm in realistic conditions, where magnetometer-
based state-of-the-art methods are expected to fail.

In order to demonstrate the unreliability of the
magnetometer-based heading estimation methods, one of
the state-of-the-art algorithms, the Mahony filter, was
implemented in this work [35], [36]. The gain parameters
kp = 0.05 and k; = 0 of this filter were heuristically tuned to
achieve better performance with the experimentally collected
data. Used tuning parameters for the tested ATKF algorithm
are provided in Table III in the Appendix section. The
comprehensive dataset of experimentally collected forklift
positioning and IMU data is available at the Taltech database
repository [37].

V. EXPERIMENTAL RESULTS

This section covers the experimentally obtained results
of the ATKF algorithm performance in the forklift heading
estimation. This section also investigates the experimental
performance of the initial IMU and the sole magnetometer in
the industrial environment. It is done for comparison purposes,
to demonstrate and justify the need for an alternative IMU drift
mitigation solution. The performance of the initial IMU, sole
magnetometer, and ATKF algorithm in heading estimation was
evaluated for the overall test campaign, periods of the active
forklift movement, and at the momentary key spots.

Figure 5 demonstrates heading graphs of the forklift, ini-
tially provided by the IMU unit (red), separate magnetometer
unit (blue), heading estimations by the Mahony filter (orange),
and the proposed ATKF algorithm (green), as well as the
expected true forklift heading (grey).

The graph of the IMU provided heading demonstrates a
significant drift error, accumulated during the test campaign,
which can be clearly observed after 200t second of the
experiment. Heading error rapidly exceeds 50° and reaches
over 100° by the end of the experimental campaign. At the
time periods of 420-530 s and 580-830 s, when the forklift
remained stationary for longer periods of time, the IMU also
demonstrates a visually stable heading. This leads to the
conclusion that the drift error is primarily accumulated during

the active maneuvering, which indicates the inconsistency of
IMU drift errors and makes their mitigation a more complex
task.

The magnetometer provided heading, visualized in Fig. 5,
demonstrates major inconsistency and poor reliability in the
first half of the experimental campaign. The first significant
maneuvering events (e.g., rapid 90° turns) occurred at the
test campaign time periods of 80-100 s and 120-180 s, and
were almost completely disregarded by the magnetometer. The
observed significant, over 20°, bias in the magnetometer pro-
vided heading is possibly caused by the magnetic interference
of the forklift itself, which may be initially compensated.
Additionally, the magnetometer-based heading also demon-
strates a significant noise with an approximate 10° magnitude.
These performance results were expectedly caused by the
surrounding magnetic interference in the industrial area.

Heading estimations, performed by the Mahony filter,
demonstrate improved consistency and reliability compared to
the initial magnetometer-based heading. Throughout the test
campaign, the Mahony filter heading estimation demonstrates
a proper response to the actual forklift maneuvering, due to
the proper fusion of inertial (IMU) data. However, due to
significant inconsistency of the magnetometer data, a Ma-
hony filter is unable to properly compensate for the initially
present IMU drift effect, which can be clearly observed in
Fig. 5. Dynamically varying environmental distortions in the
magnetometer data are expressed with a significant drift over-
compensation by the Mahony filter at the test campaign time
period of 0-250 s, and major drift under-compensation at the
period of 400-850 s. These results additionally confirm the
unreliability of the magnetometer-based heading estimation
methods in a variety of land applications.

Visually, the ATKF algorithm estimated forklift heading
almost fully matches the expected heading during the entire
period of the test campaign. The highest heading error peaks of
approximately 10° can be observed at the test campaign time
periods of 140-150 s and 190-210 s. This positively depicts
the overall performance of the proposed ATKF algorithm
throughout the test campaign.

TABLE II
FORKLIFT HEADING TRACKING ACCURACY AND PRECISION RESULTS OF
THE ENTIRE TEST CAMPAIGN, PERIODS OF ACTIVE MOVEMENT, AND AT
THE KEY SPOTS

Accuracy metrics (°) Precision metrics (°)

MJAE | MnAE | RMSE | MdAD| MnAD o
MU erall 783 65.5 76.0 26.2 334 38.6
IMU0ving 60.4 51.6 62.5 28.6 30.7 353
IMUyey spot 42.0 44.6 58.9 36.4 36.8 38.6
MAG,yerail 20.8 235 324 13.2 16.5 224
MAG0ving 25.3 314 39.9 13.9 18.7 24.6
MAGy ey spot 25.7 355 45.6 54 223 28.7
Mahony pyerall 29.2 27.6 30 9.1 10.1 11.7
Mahony,noving 24.6 233 25.9 9.5 9.3 11.2
Mahonyey spot 26.4 274 28.6 53 6.5 84
ATKF,perall 0.9 2.8 49 0.8 2.8 4.0
ATKF 0ving 2.3 3.8 58 1.8 33 44
ATKFjey spot 1.0 1.5 23 0.9 1.3 1.7
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Numerical results of the IMU-measured forklift heading
are provided in the upper quarter of Table II. These results
demonstrate a major, above 60° error presence in accuracy
metrics, observed throughout the entire test campaign and
during the periods of active forklift movement. These cases are
respectively indexed as IMU,perau and IMUpoping. Slightly
better accuracy results of above 40° were achieved at the
momentary key spots (IMUgey spot)- Approximately 30° error
in precision metrics was also observed in the mentioned cases.
These results clearly demonstrate the significance of the IMU
drift problem and the need for its mitigation.

The second quarter of Table II shows the accuracy and
precision results of the magnetometer-tracked forklift heading.
A sole magnetometer has demonstrated relatively mediocre
overall accuracy with above 20° mean and median heading
errors. Above 25° error was observed in accuracy metrics
during the active forklift movement and at the key spots,
respectively indexed as MAG,,oving and MAGyey spor in the
Table II. Above 13° errors were observed in precision metrics
during the overall test campaign and periods of active forklift
movement. Relatively better results in a median absolute
deviation of 5° were achieved at the momentary key spots.
These results confirm the presence of a significant heading
bias and sensor noise.

The third quarter of Table II demonstrates the accuracy and
precision results of the Mahony filter heading estimation. Re-
sults demonstrate above 27° mean and median heading errors,
which represent a noticeable decrease in overall heading accu-
racy, in comparison with the sole magnetometer performance.
Approximately 25° error in accuracy metrics was observed
during the active forklift movement and at the key spots,
respectively indexed as Mahony,,,oping and Mahonyyey spot
in Table II. Slightly above 9° errors can be observed in the
mean and median absolute deviation metrics during the overall
test campaign and active forklift movement periods. Slightly
above 5° errors were observed in the precision metrics at the
momentary key spots. This precision improvement over the
sole magnetometer-based heading can be explained by a major
filtering of the magnetometer data noise, performed by the
Mahony filter.

Outstanding results of below 1° median heading error
and median error deviation were demonstrated by the ATKF
algorithm during the conducted test campaign. Corresponding
results are provided in the bottom quarter of the Table II. These
metrics demonstrate the overall accuracy and precision in
heading estimation and exclude momentary error outliers. The
achieved sub-5° heading RMSE and error standard deviation
results also indicate a minor presence of significant error
outliers in the estimated heading accuracy and precision. A
minor expected increase in the heading error results can
be expectedly observed in the case of the moving forklift
(ATKF,10ping), Which indicates the stability of the ATKF
algorithm during the active maneuvering. Slightly above 1°
accuracy and precision results were achieved at the momentary
key spots (ATKFjey spot), Which additionally confirms the
robustness of the proposed algorithm.

Fig. 6 demonstrates the Cumulative error Distribution Func-
tions (CDF) for the forklift heading, estimated by initial IMU
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Fig. 6. Cumulative error distribution functions of the experimentally tracked
forklift heading during the entire test campaign, during periods of active
movement, and at the momentary key spots.

(red), magnetometer (blue), Mahony filter (orange), and the
ATKF algorithm (green). These functions are provided for
the three above-mentioned cases of the overall test campaign
(line), exclusively for the moving forklift (dashed line), and
at the key spots (dotted line). According to these results, the
ATKEF estimated heading did not exceed 30° error throughout
the entire test campaign, while above 90% of the time the
heading error was kept below 10°. Exceptional performance
was demonstrated at the stationary key spots, where errors
in the ATKF-provided heading never exceeded 5°. These
results additionally confirm the reliability and stability of
the proposed ATKF algorithm in accurate vehicle heading
tracking. Overall results indicate an approximate 95% im-
provement in the IMU heading accuracy metrics, and 93%
in the precision metrics, provided by the proposed ATKF
algorithm. Mahony filter, on the other hand, has demonstrated
a nearly linear heading error distribution, slightly exceeding
40° in the maximum observed error. Even though the Mahony
filter algorithm was able to mitigate most of the above 40°
heading errors, initially present in both fused data sources, it
was unable to improve the general performance of the fused
data sources.

VI. CONCLUSIONS

This paper addressed major limitations of the
magnetometer-based vehicle heading estimation methods,
which prevent their effective use in a variety of applications.
This work proposed a robust, accurate, and magnetometer-free
algorithmic method for vehicle heading estimation, based
on inertial and positioning data. This method represents
a custom version of the adaptive Kalman filter algorithm
(ATKF) with a novel tandem structure. Its adaptivity features
allow an iterative relevance re-estimation of each data source
for its weighted fusion, while the tandem structure enables
multiple consecutive data processing steps within a single
iteration, ensuring immediate use of input data and preventing
relevance loss.

The ATKF was compared against a state-of-the-art algo-
rithm in a series of simulated tests, covering diverse movement
scenarios and input data quality levels. Depending on the
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simulated scenario, the ATKF has shown 40% to 90% im-
provement over the compared algorithm in real-time heading
estimation accuracy. Additionally, it has also demonstrated
high stability during intense maneuvering, robustness to noisy
positioning data, and resilience to reverse movement. These
results were also experimentally validated during the full-
scale test campaign by using a highly maneuverable forklift
in an industrial environment. The ATKF has respectively
demonstrated 95% and 93% improvement in the tracking head-
ing accuracy and precision over the sole gyroscope (IMU),
maintaining a median error below 2.3° even in periods of ac-
tive movement. In contrast, the evaluated magnetometer-based
methods, including the sole magnetometer and the Mahony
filter algorithm, have confirmed their significant unreliability
and inconsistency under industrial conditions.

Future work is focused on long-term testing of the proposed
algorithm to identify its practical limitations, as well as its
possible improvement by refining the adaptivity process or
integration of additional auxiliary sensors, such as an ac-
celerometer. The ATKF has potential applications in robotics,
intelligent vehicles, industry automation, and advanced control
systems, particularly covering different environments with
significant magnetic interference.

APPENDIX

TABLE III
ATKF TUNING PARAMETERS, USED IN TEST SIMULATIONS AND DURING
THE EXPERIMENTAL TEST CAMPAIGN

Value

Parameter Simulations Experimental

Path T Path 11 tests
qPos 1 m? 1 m? 1 m?
rPos 30 m? 40 m? 3 m?
q* 0.1 m?/s2 5 m?/s? 10 m?/s2
q° 1 m?/s? 1 m?/s? 1 m?/s?
v 0 m?/s? 1 m?/s? 0 m?/s?
Bipin 1(°)? )2 02
" rmin 100 (°)? 10 (°)2 0(°)?
D Toin || 0 ) 0y 07
Gmaz> Tmaz || 100 (°)? 100 (°)? 10000 (°)?
B 0.07 m/s 0.07 m/s 0.1 m/s
vl 0.3 m/s 0.4 m/s 0.5 m/s
vh 0.55 m/s 0.75 m/s 1.18 m/s
a® 190 230 300
a¥ 33 445 710

ACKNOWLEDGMENTS

This project has received funding from the European
Union’s Horizon Europe Research Program under grant agree-
ment No. 101058505 - 5G-TIMBER, and from the Estonian
Education and Youth Board OUF11 ”AIoT*5G - Artificial
intelligence, edge computing and IoT solutions in distributed
systems”. Development of an industrial digital control system
based on precise positioning technology ELIKO TAK and
Atemix Automatika nr. 2014-2020.4.02.21-0311.

(1

(2]

131

[4

[5]
(6]

[7

[8]

[9

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

[23]

REFERENCES

“Best Autonomous Vehicle Navigation Data Products,” https://www.tech
salerator.com/sub-data-categories/autonomous- vehicle-navigation-data,
accessed: 2024-04-04.

L. Nastro, “Position and orientation data requirements for precise
autonomous vehicle navigation,” in Proceedings of the XXI st ISPRS
Congress, vol. 37, no. 1. Citeseer, 2008, pp. 1237-1242.

X. Li, L. Guvenc, and B. Aksun-Guvenc, “Vehicle state estimation
and prediction for autonomous driving in a round intersection,”
Vehicles, vol. 5, no. 4, pp. 1328-1352, 2023. [Online]. Available:
https://www.mdpi.com/2624-8921/5/4/73

Z. Huang, “Application of interval state estimation in vehicle control,”
Alexandria Engineering Journal, vol. 61, no. 1, pp. 911-916, 2022.

P. Ripka, Magnetic sensors and magnetometers. Artech house, 2021.
J. Haverinen and A. Kemppainen, “A global self-localization technique
utilizing local anomalies of the ambient magnetic field,” in 2009 IEEE
International Conference on Robotics and Automation. 1EEE, 2009,
pp. 3142-3147.

K. Yamazaki, K. Kato, K. Ono, H. Saegusa, K. Tokunaga, Y. Iida,
S. Yamamoto, K. Ashiho, K. Fujiwara, and N. Takahashi, “Analysis
of magnetic disturbance due to buildings,” IEEE Transactions on Mag-
netics, vol. 39, no. 5, pp. 3226-3228, 2003.

S. Bonnet, C. Bassompierre, C. Godin, S. Lesecq, and A. Barraud,
“Calibration methods for inertial and magnetic sensors,” Sensors and
Actuators A: Physical, vol. 156, no. 2, pp. 302-311, 2009.

V. Renaudin, M. H. Afzal, and G. Lachapelle, “Complete triaxis
magnetometer calibration in the magnetic domain,” Journal of
Sensors, vol. 2010, no. 1, p. 967245, 2010. [Online]. Available:
https://onlinelibrary.wiley.com/doi/abs/10.1155/2010/967245

M. L. Hoang and A. Pietrosanto, “Yaw/Heading optimization by drift
elimination on MEMS gyroscope,” Sensors and Actuators A: Physical,
vol. 325, p. 112691, 2021.

E. M. Diaz, F. de Ponte Miiller, A. R. Jiménez, and F. Zampella,
“Evaluation of AHRS algorithms for inertial personal localization in
industrial environments,” in 2015 IEEE International Conference on
Industrial Technology (ICIT). 1EEE, 2015, pp. 3412-3417.

M. L. Hoang, A. Pietrosanto, S. D. Iacono, and V. Paciello, “Pre-
processing technique for compass-less madgwick in heading estimation
for industry 4.0, in 2020 IEEE International Instrumentation and
Measurement Technology Conference (I2MTC). 1EEE, 2020, pp. 1-
6.

S. A. Ludwig and K. D. Burnham, “Comparison of euler estimate using
extended kalman filter, madgwick and mahony on quadcopter flight
data,” in 2018 International Conference on Unmanned Aircraft Systems
(ICUAS). IEEE, 2018, pp. 1236-1241.

H. Ahmed and M. Tahir, “Accurate attitude estimation of a moving
land vehicle using low-cost mems imu sensors,” [EEE Transactions on
Intelligent Transportation Systems, vol. 18, no. 7, pp. 1723-1739, 2016.
N. Maus and O. W. Layton, “Estimating heading from optic flow:
Comparing deep learning network and human performance,” Neural
Networks, vol. 154, pp. 383-396, 2022.

M. J. Gallant and J. A. Marshall, “The lidar compass: Extremely
lightweight heading estimation with axis maps,” Robotics and Au-
tonomous Systems, vol. 82, pp. 35-45, 2016.

V. M. Passaro, A. Cuccovillo, L. Vaiani, M. De Carlo, and C. E.
Campanella, “Gyroscope technology and applications: A review in the
industrial perspective,” Sensors, vol. 17, no. 10, p. 2284, 2017.
“Getting Started With Inertial Measurement Units — Exploring Degrees
Of Freedom,” https://core-electronics.com.au/guides/getting- started- wit
h-inertial-measurement-units-exploring-degrees-of-freedom/, accessed:
2024-04-05.

“What is the definition of AHRS?” https://www.advancednavigation.c
om/glossary/ahrs, accessed: 2024-05-27.

L. Wohle and M. Gebhard, “Steadeye-head—improving marg-sensor
based head orientation measurements through eye tracking data,” Sen-
sors, vol. 20, no. 10, p. 2759, 2020.

J. H. Wall, D. M. Bevly et al., “Characterization of various IMU error
sources and the effect on navigation performance,” in Proceedings of
the 18th international technical meeting of the satellite division of the
institute of navigation (ION GNSS 2005), 2005, pp. 967-978.

T. Wang, “Heading attitude drifts controlled by the angular accelerations
instead of using magnetometers,” in 2018 IEEE International Conference
on Mechatronics and Automation (ICMA). 1EEE, 2018, pp. 563-567.
M. L. Hoang, M. Carrati, V. Paciello, and A. Pietrosanto, “Fusion filters
between the no motion no integration technique and kalman filter in



IEEE TRANSACTIONS ON INTELLIGENT VEHICLES, VOL. XX, NO. XX, XXXX

noise optimization on a 6dof drone for orientation tracking,” Sensors,
vol. 23, no. 12, p. 5603, 2023.

R. P. Suresh, V. Sridhar, J. Pramod, and V. Talasila, “Zero velocity
potential update (zupt) as a correction technique,” in 2018 3rd Interna-
tional Conference On Internet of Things: Smart Innovation and Usages
(IoT-SIU). ' IEEE, 2018, pp. 1-8.

S. A. Ludwig, K. D. Burnham, A. R. Jiménez, and P. A. Touma,
“Comparison of attitude and heading reference systems using foot
mounted MIMU sensor data: Basic, Madgwick, and Mahony,” in Sensors
and Smart Structures Technologies for Civil, Mechanical, and Aerospace
Systems 2018, vol. 10598. SPIE, 2018, pp. 644-650.

R. Song and Y. Fang, “Vehicle state estimation for ins/gps aided by
sensors fusion and sckf-based algorithm,” Mechanical Systems and
Signal Processing, vol. 150, p. 107315, 2021.

L. Xiong, X. Xia, Y. Lu, W. Liu, L. Gao, S. Song, and Z. Yu, “Imu-
based automated vehicle body sideslip angle and attitude estimation
aided by gnss using parallel adaptive kalman filters,” IEEE Transactions
on Vehicular Technology, vol. 69, no. 10, pp. 10668-10 680, 2020.

M. Bersani, M. Vignati, S. Mentasti, S. Arrigoni, and F. Cheli, “Vehicle
state estimation based on kalman filters,” in 2019 AEIT International
Conference of Electrical and Electronic Technologies for Automotive
(AEIT AUTOMOTIVE). IEEE, 2019, pp. 1-6.

G. Park, S. B. Choi, D. Hyun, and J. Lee, “Integrated observer approach
using in-vehicle sensors and gps for vehicle state estimation,” Mecha-
tronics, vol. 50, pp. 134-147, 2018.

A. Fjodorov, S. Ulp, M. M. Alam, and A. Kuusik, “Inertial and
positioning sensors fusion for indirect location tracking in warehouse
inventory management,” in 2023 International Conference on Control,
Automation and Diagnosis (ICCAD). 1EEE, 2023, pp. 1-7.

'W. Elmenreich, “An introduction to sensor fusion,” Vienna University of
Technology, Austria, vol. 502, pp. 1-28, 2002.

M. Tommingas, M. M. Alam, I. Miiiirsepp, and S. Ulp, “Uwb positioning
integrity estimation using ranging residuals and ml augmented filtering,”
1EEE Journal of Indoor and Seamless Positioning and Navigation, vol. 2,
pp. 205-218, 2024.

“Eliko UWB RTLS,” https://eliko.tech/uwb-rtls-ultra- wideband-real-t
ime-location-system/, accessed: 2024-02-18.

“BNOOS55 Intelligent 9-axis absolute orientation sensor datasheet,” https:
//cdn-shop.adafruit.com/datasheets/BST_BNOO055_DS000_12.pdf,
accessed: 2024-02-18.

R. Mahony, T. Hamel, and J.-M. Pflimlin, “Nonlinear complementary
filters on the special orthogonal group,” IEEE Transactions on automatic
control, vol. 53, no. 5, pp. 1203-1218, 2008.

“Open source IMU and AHRS algorithms,” https://x-i0.co.uk/open-sou
rce-imu-and-ahrs-algorithms/, accessed: 2024-09-03.

A. Fjodorov, T. Laadung, M. Tommingas, and S. Ulp, “Forklift
Positioning and Inertial Data Collected in the Industrial Environment,”
TalTech Data Repository, 2024. [Online]. Available: https://doi.org/10
48726/xwy13-efd98

[24]

[25]

[26]

[27]

[28]

[29]

[30]

[31]

[32]

[33]

[34]

[35]

[36]

[371

Aleksei Fjodorov was born in Tallinn, Estonia in
1995. He received his B.Sc. and M.Sc. degrees in
telecommunication and electronics from the Tallinn
University of Technology (TUT), Estonia in 2017
and 2021, respectively. Currently, he is pursuing
a Ph.D. degree in information and communication
technology from Tallinn University of Technology.
Since 2021, he has been working as a Researcher at
Eliko Tehnoloogia Arenduskeskus OU, Tallinn. His
current research covers sensor fusion methods and
algorithms, sensor fusion-enabled indoor positioning
and tracking, IoT, electronics, and communication technologies.

Sander Ulp received the M.Sc. degree in telecom-
munication and the Ph.D. degree in information and
communication technology from Tallinn University
of Technology, in 2013 and 2019, respectively. In
2018 he started working as a researcher at Eliko
Tehnoloogia Arenduskeskus OU. Since 2019 he is
the CTO of the competence center which develops
\ novel indoor positioning research and technologies.

His research interests are in distributed estimation,
learning and adaptation over networks, digital signal
processing, localization technologies, and indoor po-
sitioning.

Taavi Laadung was born in Tallinn, Estonia, in
1990. He received his M.Sc. and Ph.D. degrees in
telecommunication from the Tallinn University of
Technology in 2016 and 2023, respectively. From
2015 to 2016, he served as a Practical Coursework
Supervisor at the Tallinn University of Technology.
From 2017 to 2019, he worked as a Communication
Systems Research and Development Specialist with
the Estonian Defence Forces. Since 2019, he has
been a Researcher at OU Eliko Tehnoloogia Aren-
duskeskus in Tallinn, focusing on research regarding
Ultra-Wideband (UWB) ranging protocols and improving the robustness of
the Eliko UWB RTLS positioning system. His current research interests
include the enhancement of algorithms and methodologies for wireless indoor

tracking, positioning, and object-locating systems.
! has published more than 50 peer-reviewed articles
and is the author of five patent families. He is the
Vice-Coordinator of the GAC of IEEE Computer Society in Region 8.
"
ciate Professor with the Thomas Johann Seebeck
Department of Electronics, Tallinn University of
Technology, where he was elected as a Professor in 2018 and Tenured Full
Professor in 2021. Since 2019, he has been the Communication Systems
Research Group Leader. His research focuses on the fields of wireless commu-
nications—connectivity, mobile positioning, 5G/6G services and applications.
He has over 15 years of combined academic and industrial multinational
experiences while working in Denmark, Belgium, France, Qatar, and Esto-
nia. He has several leading roles as PI in multimillion Euros international
projects funded by European Commission (Horizon Europe LATEST-5GS,
5G-TIMBER, H2020 5G-ROUTES, NATOSPS (G5482), Estonian Research
Council (PRG424), Telia Industrial Grant etc. He is an author and co-author
of more than 100 research publications. He is actively supervising a number of
Ph.D. and Postdoc Researchers. He is also a contributor in two standardization

bodies (ETSI SmartBAN, IEEE-GeeenICT-EECH), including “Rapporteur” of
work item: DTR/ SmartBAN-0014".

Alar Kuusik (Member, IEEE) received the Ph.D.
degree in IT from the Tallinn University of Tech-
nology (TalTech), Estonia, in 2001. He is currently
a Senior Research Scientist with the T. J. Seebeck
Institute of Electronics, TalTech, focusing on the IoT,
data acquisition, and networking technologies. He
has been involved with several international research
and innovation projects related to smart environ-
ments, smart cities, and wearable technologies. He

Muhammad Mahtab Alam (Senior Member, IEEE)
received the M.Sc. degree in electrical engineering
from Aalborg University, Denmark, in 2007, and
the Ph.D. degree in signal processing and telecom-
munication from the University of Rennesl France
(INRIA Research Center), in 2013. He did his post-
doctoral research (2014-2016) at the Qatar Mobility
Innovation Center, Qatar. In 2016, he joined as the
European Research Area Chair and as an Asso-






Appendix 4

v
A. Fjodorov, S. Ulp, T. Laadung, M. M. Alam, and A. Kuusik, “Accurate Indi-

rect 3D Localization of Markerless Industrial Products,” IEEE Sensors Jour-
nal, Accepted: 18.09, 2025

169






.. [EEE _
\W Sensors Council

IEEE SENSORS JOURNAL, VOL. XX, NO. XX, XXXX 2025
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Industrial Products
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Abstract—This paper proposes a novel method
for the indirect, automatic, real-time, and three-
dimensional tracking of industrial products. The
motivation behind the proposed method is to fully
avoid the direct product marking with active or
passive tags. This method combines the tracked
forklift position and heading data with the real-time
fork elevation to obtain a complete 3D location of
the transported product. This work also proposes
a fusion algorithm for automatic product pick-up
and drop-down event detection (A-PDD). It is based
on the fusion of the fork elevation and occupancy
sensors, used for the automatic recognition of the
forklift behavior patterns during the payload pick-
up or drop-down events. This work experimentally
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validates the performance of the proposed markerless indirect tracking method in an operating industrial production site.
The proposed method was able to indirectly track two industrial products with below 30 cm absolute and repeatability
errors. The experimental comparison of the proposed indirect tracking method with the traditional direct product
localization approach has shown a major advantage of the proposed method in terms of product positioning stability,
reliability, and quality, along with approximately four times higher product positioning accuracy. The proposed indirect
tracking method offers high scalability, significantly increased cost- and energy efficiency, and reduced maintenance
requirements in comparison with the direct tracking methods. It is expected to be widely applicable to different industrial
machinery and material handling equipment, from forklifts and various lifters to cranes.

Index Terms— Indirect tracking, industrial product positioning, sensor fusion, UWB, IMU, ultrasonic distance sensor, wire

encoder, intelligent warehousing

I. INTRODUCTION

UTOMATION is one of the key aspects of industry

advancement, especially in the field of warehousing and
manufacturing. It improves the quality, efficiency, and prof-
itability of manufacturing, increases process transparency and
scalability, as well as improves workplace safety, and reduces
the risk of human error [1]. Different intelligent warehouse
management solutions are demanded in the industry nowadays,
including direct and indirect tracking methods as part of
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warehousing and Industry 4.0 [2], [3].

A wide variety of different solutions for product localization
are presented in the literature. One of the most straightforward
methods is direct product tracking using active positioning
systems, such as an Ultra-Wideband (UWB) indoor posi-
tioning system [4]. Even though this approach allows direct
and real-time product localization, it offers limited scalability
and remains an inefficient method in cost, computational
complexity, and maintenance requirements. The widely used
method of direct product marking with passive identification
units, such as RFID (Radio-Frequency Identification) tags [5],
on the other hand, offers a relative cost-efficiency and high
scalability. However, the real-time passive tag-based product
positioning requires a complex infrastructure, such as massive
scanning grids, deployed around the localization area [6].

Unfortunately, certain industrial products (e.g., wood, metal,
or stone materials) face frequent physical processing or ex-
treme environmental conditions (e.g., high temperatures or
accelerations), which completely prohibit their direct marking
with any type of tags. Thus, the real-time localization of these
products requires indirect methods, which fully avoid their
direct marking.



Certain quasi-indirect methods in this field offer product
identification and localization through reference objects, such
as industrial pallets. Pallets can be either marked directly (e.g.,
with UWB tags [7]) or recognized by using intelligent vision
[8]. In this approach, however, products remain bound to their
objects of reference. On the other hand, visual recognition of
the product directly may be considered an indirect identifi-
cation method, which, however, is limited by the variety of
supported object shapes [9]. Nontraditional use of common
technologies may also be utilized for tagless object local-
ization, such as radar principle-based UWB positioning [10],
RFID-based proximity detection [11], or capacitive sensing-
based positioning [12].

A. Related Works

In the literature, the “indirect tracking” term presumes that
the tracked object is not marked with active positioning units,
while accepting the use of passive units, such as RFID tags,
QR-, or barcodes [13]-[16]. This subsection covers the latest
available state-of-the-art works in the field of indirect asset
localization to the author’s best knowledge.

Motroni et al. have proposed a solution for indirect asset
tracking, based on UWB positioning, inertial measurement
unit (IMU), and Optical Flow (OFS) sensor, aided with laser
distance sensors [17]. Sensor fusion is performed by using
a reliable and computationally expensive variation of the
Kalman filter algorithm - the Unscented Kalman Filter (UKF)
[18]. Their method, however, relies on the direct asset marking
with passive RFID tags for its identification purposes. Asset
loading & unloading detection is performed by using an
ultrasonic sensor.

Franké et al. [13] and Zhao et al. [14] have proposed
relatively similar approaches for indirect asset tracking. In
their approaches, direct asset marking with passive RFID tags
becomes essential, as it is used for both asset identification
and pick-up detection. A continuous detection of a particular
RFID tag within the fork area is considered as a pick-up of the
corresponding product. The location of a transported asset is
then associated with the real-time forklift coordinates, tracked
by the indoor UWB RTLS (Real-Time Locating System). In
the forklift body frame, the positioning unit is physically
deployed with a certain offset from the transported product,
which, in this case, becomes a constant, beyond-meter error in
the asset location. Franké ez al. in their work additionally use
the geofencing technique, in which assets are only transported
between predetermined storage areas. The RFID scanning
routine in their method is only triggered by the accelerometer
unit during the moments of the forklift movement.

The pallet tracking approach, proposed by Kovavisaruch et
al., is only based on the forklift-deployed UWB positioning
unit [19]. Similarly, the transported pallet location is directly
associated with the forklift position, while the pick-up & drop-
down detection routine is performed manually. Pallets are
identified by manual scanning of the directly attached barcodes
and tracked with the claimed average precision of 47 cm. The
tracked forklift location is also used to identify one of the
possible predefined forklift routes.
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Barral et al. in their work have proposed a simulated multi-
sensor accurate forklift tracking method, based on the UWB
positioning system, IMU, and computationally heavy PX4
smart optical flow camera [20]. Even though their work does
not contribute to the product localization or indirect tracking
topics directly, the theoretical possibility of pallet localization
by using the forklift-deployed sensors is mentioned. However,
possible methods for the product localization, as well as their
loading and unloading detection, are not addressed in their
work.

Borstell et al. have proposed a pallet monitoring system
using vehicle and asset localization, based on a passive planar
Markers-based Local Positioning System (MarLO) [15]. This
approach is assisted by specialized gates with integrated RFID
and depth sensors, installed between sections of the industrial
area, for pallet identification and dimension measurement. In
their method, the detection of the payload pick-up & drop-
down is performed manually.

Zealabs and Sewio have developed a tagless method for in-
dustrial coils localization in Prokab cabling factory [21], [22].
By using the pressure sensor, their method offers automatic
product pick-up detection, while for identification purposes, it
still relies on direct product marking with QR codes. Similar
to methods proposed by Franké et al., Zhao et al., and
Kovavisaruch et al., the transported product location is directly
associated with the UWB positioning system provided forklift
coordinates. This is expected to cause an earlier-mentioned
beyond-meter offset error in the product location. Unlike
other methods, this method also allows for three-dimensional
product positioning through its real-time elevation tracking.

The majority of available state-of-the-art works mainly
propose indirect asset localization methods without providing
experimental evaluation and qualitative performance results.
Available methods still fully or partially rely on direct prod-
uct marking with passive identification tags, primarily cover
only two-dimensional product positioning, and in some cases,
require more complex data processing [20]. Additionally, the
majority of the available methods associate the product loca-
tion with the forklift coordinate, which leads to a potentially
significant error in product positioning.

B. Contributions

This paper addresses the field of indirect methods for
industrial product localization in advancing areas of automated
industry and warehousing. It proposes the following contribu-
tions:

e« A novel indirect tracking method for automatic and
real-time 3D localization of fully markerless industrial
products. In comparison to the available indirect tracking
approaches, the proposed method does not require the
direct marking of tracked products with either active
or passive tags. Thus, the required sensor setup does
not depend on the growing number of tracked products,
which leads to a potentially unlimited scalability, and high
cost- and energy efficiency of the proposed method. It
offers a highly accurate and three-dimensional positioning
of any product, as well as covers possible product shelv-
ing and stacking scenarios. This method avoids the use
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of computationally heavy or additional auxiliary sensors
to reduce its complexity and minimize the number of
required sensors.

A sensor fusion algorithm for automatic payload pick-up
& drop-down detection (A-PDD), based on the elevation
and distance sensors. This algorithm recognizes the fork-
lift behavior patterns during the payload pick-up & drop-
down events to define their exact moment and location.

Experimental testing, validation, and performance eval-
uation of the proposed indirect tracking method in an
operating industrial environment. The evaluation covers
different performance aspects of the proposed method, in-
cluding the absolute accuracy and repeatability of indirect
product positioning, as well as its quality and reliability
in the industrial area. Additionally, this paper provides
a performance comparison of the proposed method with
the UWB-based direct product localization approach.

Il. PROPOSED MARKERLESS INDIRECT TRACKING
METHOD

The key hypothesis behind the proposed markerless method
for indirect tracking is that a completely unmarked industrial
object can be localized in real-time during its transportation
by any material handling equipment, such as a regular forklift.
During the product transportation process, its real-time loca-
tion can be naturally associated with the location of the forklift
tynes (i.e., the center of the fork area). Therefore, by tracking
the real-time position, elevation, and occupancy of the forklift
tynes, a fully unmarked product can be indirectly tracked in
the industrial area with the following key assumptions:

« Indirectly tracked products are only transported by spe-
cialized transportation machinery (e.g., forklift), which is
equipped with the necessary sensors for indirect tracking.

o When stored, the indirectly tracked products remain sta-
tionary until their pick-up by transportation machinery.

The proposed method is primarily focused on the larger
industrial products, which transportation naturally requires the
use of material handling equipment (MHE), such as forklifts.
These assumptions are aimed at minimizing the unauthorized
transportation of markerless products by MHE without the
deployed indirect tracking setup. Nevertheless, in the case of
occasional unregistered product displacement (e.g., by widely
used manual pallet jacks), their location may be manually up-
dated. Further planned advancements in the proposed method
also include the development of a simplified indirect tracking
setup to cover manual transportation options, such as manual
pallet jacks.

The proposed indirect tracking approach is illustrated in Fig.
1. The tynes area of the forklift, however, cannot be directly
marked with the positioning unit, as it may be damaged by
any heavy payload. For this reason, the positioning unit should
be installed in the safer areas of the forklift’s body frame.
This, however, leads to the physical offset 0, between the
positioning unit provided coordinates (z,y)o and the actual
location of the tynes area (z,y) fork, and thus, the location of
the indirectly tracked payload. To eliminate this offset and
estimate the exact real-time location of the forklift tynes,

i

Heading tracking unit [l Elevation tracking unit

@ Positioning unit

(), (real-time forklift 2D coordinates) s (real-time forklift heading)  (z)/*™" (real-time forklift tynes' elevation)

¢, , Constant offset - p\‘ Real-time estimated
fork (Positioning-unit-to-fork-area-midpoint)  {(zz,y/)/™*  fork 2D coordinates

3D coordinates of the
detected pick-up event

3D coordinates of the

(z,y,2)*? (z,y,2)™"  detected drop-down event

Fig. 1. lllustrative conceptual example of the proposed indirect tracking
method from the 2D perspective

the accurate forklift heading information W is required. This
information, together with the known offset dy,.; between
the installed positioning unit and fork area, can then be
geometrically translated to the exact desired coordinates of
the fork area as follows:

afork = g0 + sin(¥) - dfork )

y?ok = yo + cos(¥) - Grork

Accurate tracking of the forklift heading is essential, as it
directly impacts the calculated location of the fork and, thus,
the location of the tracked payload. The forklift heading error
can be translated into the error in the tracked payload position
by using the following equation:

. €
=2 sm(?‘y) 8 forks )

where %%, is the positioning error of the forklift tynes’, and
hence, of the tracked payload, and €y is the heading error. The
context of this approach was briefly described in the author’s
preliminary research [23].

Accurate forklift heading estimation can be performed by
widely available, highly portable, and cost-efficient MEMS
(Micro-Electromechanical Systems) gyroscope units. MEMS
gyroscopes, however, are prone to the drift effect, represented
by over-time accumulated heading errors [24]. In the majority
of the state-of-the-art IMU drift mitigation methods, inertial
units are fused with environmentally sensitive magnetometers,
particularly unreliable in industrial areas [25]. In this work,
the accurate forklift heading estimation is performed by an
alternative magnetometer-free algorithmic method, developed
in one of the author’s preliminary works [26]. This algorithm,
further referred to as the ATKF (Adaptive Tandem Kalman
Filter), represents an adaptive Kalman filter algorithm for
vehicle heading estimation, which is based on the inertial and
positioning data. It avoids the use of environmentally sensitive
magnetometers, thus making it suitable for industrial areas.



The time- and space complexity of this algorithm corresponds
to a regular linear Kalman filter.

The corresponding article covers the simulated testing of the
ATKEF algorithm, which includes different vehicle movement
scenarios with moderate and high maneuvering intensities,
occasional reverse movement, and various input data error
rates. The ATKF algorithm has demonstrated high heading
estimation accuracy and stability results, even in the case of
highly intense maneuvering scenario. Used techniques and
reliance on the absolute positioning information are expected
to enable the long-term performance of this algorithm and
prevent unwanted error accumulation during the stationary
periods.

Positioning unit placement outside of the fork area also
prohibits its use for fork elevation tracking, thus requiring
a separate sensor to fulfill this task. Real-time tracking of
the fork elevation (z)sor extends the product positioning
capabilities of the proposed method into complete 3D. Three-
dimensional positioning capability additionally allows to cover
a variety of product stacking and shelving scenarios. With
automatic detection of the payload pick-up and drop-down
events, this method allows a complete, real-time, and auto-
matic three-dimensional localization of any object in the area
without its direct tagging with any positioning or identification
unit. In this work, the automatic payload pick-up and drop-
down detection is performed by an additionally developed A-
PDD fusion algorithm. This algorithm is further described in
section III and combines the aforementioned fork elevation and
occupancy sensors to recognize the forklift behavior during
payload pick-up or drop-down routine.

The following set of sensors is needed to provide the nec-
essary information for the proposed indirect tracking method:

o Underlying positioning unit: Provides the real-time lo-
cation of the industrial transportation machinery (i.e.,
forklift). The secondary purpose of this unit is the role of
the supporting sensor for the forklift heading estimation
by the ATKF algorithm. Even though in this work,
the proposed indirect tracking method implementation is
based on the UWB indoor positioning system, it may
also be replaced with any suitable alternative positioning
system, such as GNSS, 5G-, WiFi-, and Bluetooth-based
localization methods, as well as their combinations.

o Heading tracking unit: Provides the real-time heading
tracking of the industrial machinery (e.g., forklift). This
work focuses on the use of the MEMS gyroscope unit
due to its wide availability, portability, and low processing
complexity.

o Fork elevation tracking unit: Provides the real-time and
accurate absolute elevation of the forklift tynes, and there-
fore, the elevation of the transported product. As the fork
elevation change also reflects the forklift behavior during
payload interaction events, the assistance in the payload
pick-up and drop-down detection is the secondary role
of this unit. In this work, the absolute fork elevation is
tracked by using the industrial wire encoder sensor due
to its reliability in industrial applications.

o Fork occupancy sensor: Provides the real-time fork occu-
pancy status and detects the payload emergence within the
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forklift tynes area. This unit is fused with the aforemen-
tioned elevation sensor by using the A-PDD algorithm,
proposed in section III. This work focuses on the use of
the ultrasonic distance sensor primarily for its reliability
in industrial applications.

The sensors setup for the proposed indirect tracking method
was chosen to minimize the required number of sensors, while
effectively using their combination. The use of extra sup-
porting, cost-inefficient, or computationally complex sensors,
such as cameras, LiDARs, or military-grade inertial sensors,
is avoided in this work. It is done to reduce the computational
complexity, data processing time, and maintenance require-
ments of the proposed method while keeping a possibly high
cost-efficiency, product positioning accuracy, and setup robust-
ness in the industrial environment. These attributes allow for
a potential future modification and upscaling of the proposed
method for different applications and scenarios.

In the proposed indirect tracking method, the payload posi-
tioning is directly determined by the performance of the un-
derlying positioning system. Therefore, the proposed method
expects a satisfactory performance of the underlying posi-
tioning system (e.g., ensured by the appropriate deployment
of UWB infrastructure). Nevertheless, to address this aspect,
the proposed method supports the use of any positioning
system suitable for a particular application, such as GNSS
or cellular positioning, and is not bound to a specific option.
This also includes combined methods, such as GNSS & UWB
system for multi-environmental coverage, as well as a variety
of available state-of-the-art approaches for the positioning
performance enhancement, such as (machine learning) ML-
enhanced, vision & inertial data-supported sensor fusion meth-
ods. The expected horizontal (¢},%, ) and vertical (¢,4;,.)
positioning errors of the proposed indirect tracking method
can be expressed as functions, containing the following error
components:

Ty Ty ~TY E BTN

Eindir — f(gposv E‘:forlc'/ & Eczternal)
¥ — 3 ¥ z
Eindir = f(sforlw £f)

where ;2% is the horizontal error of the used underlying
positioning system, 5‘;’5% is the payload horizontal positioning
error, caused by error in the forklift heading estimation and
determined in (2), and a?mk is the absolute error in the tynes’
elevation measurement. Horizontal and vertical errors, caused
by a potential timing error in the payload pick-up or drop-
down event detection are respectively denoted as ;Y and
ef, while €279 is the horizontal error, caused by external
factors, such as human error. Functional representation is used
as the included error components are not linearly additive, and

may occasionally compensate for each other.

) 3

Figure 2 shows the flow chart of the proposed indirect
tracking method process. Data processing performed by the
deployed sensor setup is highlighted in green, and processing
performed on the server side is highlighted in blue. The
data, collected and processed on the forklift setup side, is
transmitted to the server using a wireless (e.g., cellular) link,
highlighted in gray. The used sensors are divided into two
fusion pairs. Competitive fusion of positioning and inertial in-
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Fig. 2. Flowchart of proposed indirect tracking method, separated into
sections, depending on the components’ deployment/processing side.

formation is performed by using the ATKF heading estimation
algorithm. The accurate forklift heading information is then
combined with the forklift positioning data to calculate the
exact horizontal location of the forklift tynes, thus minimizing
the error component sﬁf’r 1 in (3). Complementary fusion of the
fork occupancy and elevation sensors is performed to detect
the exact moment of the payload pick-up or drop-down event.
This fusion is performed by the proposed pick-up detection
algorithm, described in Section III. Detection of one of the
mentioned events triggers the saving of the current tynes’
position and elevation, which represents the current three-
dimensional payload location.

In the case of the pick-up, the current tynes’ position is
compared to the locations of available products, previously
stored in the database. The matching payload is then labeled
as ”in transportation”, while its coordinates are bound to the
forklift tynes’ coordinates. Products, which are stacked on top
of the picked-up payload, will also be labeled as in transporta-
tion” with their respective elevation offsets. Automatic pick-

up of the above-located products can be disabled in predefined
shelving areas. In the case of the detected drop-down event,
the payload is labeled as “stored” at the latest 3D tynes’
coordinates.

In the proposed indirect tracking method, the product
identification information is bound to its current coordinates,
updated in the database, and does not require any identification
markers. Thus, this method suffices for the starting coordinates
assignment to the newly arrived product during its initial
registration routine. This, for instance, may be seamlessly and
automatically performed by geofencing the specific unloading
zones with exactly defined coordinates, where the product
is eventually unloaded from the transportation vehicle (e.g.,
truck) upon arrival. Depending on the particular industrial
site preferences, a wide variety of different methods may be
used for the digital product registration routine, from manual
input or logistics tag scanning up to the Al-enhanced vision.
Assigning the obtained product information to the particular
unloading zone finalizes the initial registration and enables the
markerless tracking for the newly arrived product.

Depending on the various factors, such as the used po-
sitioning system, its configurations and specific limitations,
used server and/or onboard processing units, the proposed
indirect tracking method is expected to support dozens of
simultaneously operating material handling equipment units
(e.g., forklifts). In case of the tested indirect tracking setup,
the number of simultaneously supported forklifts may reach
15-20 units, theoretically limited by the processing capacity
of the used server unit. A distributed data processing (e.g., by
forklift onboard processing units) or the use of a server unit
with higher computational power may significantly increase
the number of simultaneously supported forklifts.

I1l. ALGORITHM FOR AUTOMATIC PICK-UP &
DROP-DOWN DETECTION (A-PDD)

This section describes a proposed algorithm for the auto-
matic detection of the payload pick-up & drop-down events,
in this work referred to as the A-PDD algorithm. Automatic
real-time detection of the payload interaction event is essential,
as it fundamentally determines the positioning accuracy of the
proposed indirect tracking approach. Mistimed recognition of
payload pick-up or drop-down may cause an additional, up
to a meter-level error in its resulting horizontal or vertical
positioning, respectively notated as €;"¥ and €7 in (3).

The proposed A-PDD algorithm performs a complementary
fusion of the fork elevation and distance to the payload data,
respectively provided by the wire encoder and ultrasonic dis-
tance sensors. This algorithm recognizes the specific patterns
in the forklift behavior to verify the occurrence of the payload
pick-up or drop-down event. The graph representation of the
Extended Finite State Machine (EFSM) model of the proposed
A-PDD algorithm is visualized in Fig. 3. It reflects the key
states (nodes) and state transitions (edges) of the algorithm,
as well as their dependence on the input variables [27]-[29].
This model can also be mathematically formulated as follows:

MA?PDD: (S7SO71707X7T7>\77])7 (4)
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Alrt =True
Stat = True

ig =10 A Ap < —hgpy

Y

Save (z,y

0<ig <10V ~hyy < Ay < by 0<ig <10V Ap > ~hy,

Fig. 3.  Extended finite state machine model of the proposed A-PDD
algorithm.

which includes set of algorithm states S with the initial state
Sp, data input from the sensors X, sets of algorithm input
I and output O parameters, as well as input 7, output A,
and state transition 7 functions. Algorithm iteration begins by
calculating the set of necessary input parameters I from the
available sensors’ data X. These sets are defined as follows:

X = {(dk,hk) | dk S R>0, hk (S R}, (5)
I = {(id,Ah) ‘ id S {0, ey 10}, Ah S R}, (6)

where dj, is the absolute distance to the object, measured by
an ultrasonic sensor, Ay is the absolute tynes’ elevation, Ay, is
the tynes’ elevation difference between measurement samples,
and i4 is a counter of the latest distance measurements below
the minimal threshold.

The counter variable i; in the user-defined range (iq €
{0,...,10} in the case of this work) is used to mitigate
the impact of possibly inconsistent distance measurements of
the ultrasonic sensor in the fork occupancy detection process.
Input parameters are calculated from the sensors’ data by using
the input function n : X — I, which can be expressed as
follows:

ig+ 1, dip <dip Nig <10
tg=n(di) = qia—1, dp>dpr Nig>0 ,  (7)
iq otherwise
Ap =n(hk) = hi — hi-1, (®)

where dyp, is the minimal distance threshold. Previous tynes’
elevation measurement h;_1 = hg and initial counter variable
(ia)o at the first algorithm iteration are defined as follows:
ho = hy and (7:,1)0 =0.

Available states of the algorithm are defined by boolean
pick-up/drop-down status flags Alrt and Stat, and can be
expressed as the following set:

(©)]

while the initial state Sy of the algorithm is translated from

S = S(Alrt,Stat) = {300781075017811}7
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the previous use session or defined as the default starting state
so0 = (Alrt = False, Stat = False). Transitions between
available algorithm states are based on the input variables I
and the current state, and are described by the corresponding
transition function 7 : S x I — S, expressed as follows:

S00, tq <10
T(So0) = (10)
(o) {slo, ig=10"
S00, ta =10
T(510) = 4 510, (0 <iq <10)V (Ap < hyny) (11)
So1, (g =10) A (Ap > hinr)
T(s01) = So1,  (0<iqg <10)V (Ap > —hinr) (12)
01) =
s11, (a=10)A(Ap < —hypp)
So01,  (ia = 10) A (Ap > hinr)
s 0<ig <10)V (—hgpr < Ap < hypr
T(sn) = 105 (. iq )V (=hipr < Ap < hipy) RGE)
5105 (ia =10) A (Ap < —henr)
500, 1da=0

where hyp, is the minimal threshold for the momentary tynes’
elevation change Ay,

Outputs set of the A-PDD algorithm contains the afore-
mentioned Alrt and Stat status flags, and is expressed as
follows:

O = {(Alrt, Stat) | {Alrt, Stat} € {False, True}}. (14)

The expected output of the algorithm depends on the current
state and can be defined by the output function A : SxI — O
as follows:

(Alrt = False, Stat = False), s = sqp

A(s) = (Alrt = False, Stat = True), s = so1 . as)
(Alrt = True, Stat = False), s=s19
(Alrt = True, Stat = True), s=s11

The selected state transitions in the A-PDD algorithm also
initiate specific actions and stages in the payload pick-up and
drop-down process of the proposed indirect tracking method.
Thus, the presented algorithm model may be further extended
with the set of external data Y and external response function
1. The external data Y represents the set of current payload
pick-up & drop-down coordinates and can be expressed as
follows:

Y= {(T-Z/, Z)up;(%% Z)dwn}. (16)

These coordinates are separately saved in the proposed indirect
tracking method at different state transitions of the A-PDD
algorithm, which is described by the external repose function
S x1IxY — Y. This function is defined as follows:

(GRS ig <10
< = : 17
u(s00) {(" L aforkyup, ig=10" an
(s 2) P, ig =0
p(s10) = q (-, 2)"P, 0<ig <10V Ap < hypr, (18)

(@foF ylomR 2w, g =10 A Ay > hyny
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() dom, 0<ig<10VApL > —hy,
u(so1) = {(z’}:orkﬁy’{ork’ YR i 210 A Ap < —hene (19)
(2,2, )dwn, ig =10 A Ap > hgpr
(z,y,-)%wm, 0<ig<10V
(s1) = —hiny S Ap S hepe o, (20)
@,y )P, g =10 A A < —hunr
(@,y, 20T F)den, g =0

where (fork yfork o forkyup/dwn ronrecent the current fork
location, newly assigned as payload pick-up or drop-down
coordinates, (z,y, z)“p/ dwn represent previously assigned co-
ordinates, while @ and - respectively denote the coordinates,
which were discarded or were not yet assigned.

The forklift initiates the pick-up process by approaching the
payload while keeping the tynes elevated on the payload level.
This step is detected by the ultrasonic distance sensor, which
measures the distance dj, to the approached product. Once
the forklift reaches the minimal distance threshold d;,., the
A-PDD algorithm triggers the pick-up alert (Alrt = True)
and reaches the sp( state. This further initiates the saving of
the current absolute tynes’ elevation hj as a vertical pick-up
coordinate (z)“? in the proposed indirect tracking method. At
this stage, the pick-up process may be canceled by the forklift
moving away from the payload without its lifting, which is
detected by consistently increased distance measurements dy,
beyond the threshold dyp-.

To confirm the pick-up event, the forklift is expected to lift
the payload off the ground, which is detected by the momen-
tary fork elevation change Aj above the positive threshold
hinr. This confirms the payload pick-up event and enables
the pick-up status flag (Stat = True), thus reaching the
so1 state of the algorithm. In the proposed indirect tracking
method, this further initiates the saving of externally tracked
fork location as 2D coordinates of the detected pick-up event
(z,y)"P. The reliability of these 2D pick-up coordinates is
explained, as to avoid a physical collision, the forklift ought to
remain stationary at the moment of the payload lifting off the
ground. This moment, however, is sufficient for the onboard
sensors to detect the exact moment of the pick-up and define
the corresponding event coordinates. Saved 2D and vertical
coordinates are then immediately combined into the resulting
pick-up location (x,y,2)“? and used further by the indirect
tracking method to identify and track the picked-up product.

The payload drop-down process is performed in the opposite
order and is triggered by the forklift lowering the payload to
the drop-down level. Similarly, the forklift ought to remain
stationary at the moment when the payload touches the ground,
which corresponds to the final moment of the payload-lifting-
down process. Detected payload lifting down event triggers the
drop-down alert flag, resulting in the algorithm s;; state. This
initiates the saving of the tynes’ 2D coordinates (z,y)%"",
which are then continuously updated during the entire down-
lifting process. It covers a possible case, when the payload
down-lifting was initiated prior to the full stop of the forklift.
Moving away from the laid-down payload, on the other hand,
concludes the drop-down process, returns the A-PDD algo-
rithm to the state sgp, and initiates the saving of the vertical

drop-down coordinate (z)%“" within the indirect tracking
method. The resulting drop-down location (, y, z)¥*™ is then
used by the indirect tracking method as a storage location for
the dropped-down product. Alternatively, lifting up the payload
without moving away from it will cancel the drop-down
process, thus discarding the drop-down (2, )%™ coordinates.

Algorithm 1: Ultrasonic & wire encoder sensors-based
algorithm for automatic payload pick-up & drop-down
detection (A-PDD).

Initialize

: Distance sensor counter: iy = 0
Initial payload interaction alert flag: Alrt = False
Initial payload onboard state flag: Stat = False
Parameters: Distance to payload threshold: dy,,. [m]
Elevation change threshold: hyp,. [m]
Input Data: Measured tynes’ elevation: hy, [m]
Measured distance to payload in front: dj, [m]
: Payload interaction alert flag: Alrt
Payload onboard state flag: Stat

Outputs

for k < 1 to inf do

1
2 if dj, < dyp, Nig < 10 then
3 ig =1iq + 1
4 else if dj, > dyp,. A ig > O then
5 ig=ig—1
6 end
7 Ap =hp —hg_q
s if Stat is True then
9 if Alrt is True then
10 if iy = O then
1 Alrt = False
12 Stat = False 1/ save ()dwn = fork
// Drop-d firmed at (z,y, z)dWn
13 else if 75 = 10 then
14 if Ay, > hyp,. then
15 Alrt = False // Discard (z,y)dwn
// Drop-down process canceled
16 else if A;, < —hyp, then
17 Alrt = True // vpdate (z, )47 = (2. 9)[°"F
// Drop-down alert re-initiated
18 end
19 end
20 else if iy = 10 A Ay, < —hyp, then
21 Alrt = True [/ save (z,y)dWn = (x, y)ﬁ"”"
// Drop-down r
2 end
23 else
24 if Alrt is True then
25 if iy = 0 then
26 Alrt = False // Discard (z)%P
// Pick-up process canceled
27 else if iy = 10 A Ay > hyp, then
28 Alrt = False
29 Stat = True /) save (z. )P = (x, )] °"F
/1 ~ug ifirmed at (z, y, z)%P
30 end
31 else if 75 = 10 then
32 Alrt = True /) save (2)UP = zioTk
7/ k-up alert triggered
33 end
34 end
35 return Alrt, Stat
36 end

The pseudo-code of the proposed A-PDD algorithm is pro-
vided in Algorithm 1, while Table I represents a detailed state
transition table of this algorithm. Arrows 1T & | respectively
denote the flag change from False to True & from True
to False. The overall complexity of this algorithm can be
represented in the (Big O) O-notation as O(1) (constant) in
terms of both execution time and used space [30]. The constant
time complexity is explained, as the algorithm represents the
defined number of conditional statements without loops or



recursions. The strictly defined number of used variables also
determines the constant space complexity of this algorithm.

TABLE |
STATE TRANSITION TABLE OF PROPOSED A-PDD ALGORITHM ALONG
WITH THE DESCRIBED RESPONSE OF THE PROPOSED INDIRECT
TRACKING METHOD ON THE ALGORITHM OUTPUTS.

Aﬂld;t Sﬂt;t Action triggered
False False Idle mode; Await the pick-up alert
1 False Potenti;il pick—u;') alerti Save current tynes el;vation reading
as (z)"P coordinate for potential further pick-up event
True False Idle mode; Await the pick-up confirmation
1 False Pick.—up aborted; Discard a recently saved tynes elevation
reading
Pick-up event confirmation; Combine current tynes 2D co-
i + ordinates (z, y)"P with recently stored (z)"“? coordinate
and save as new 3D pick-up location; Reset the Alert flag
to False
False True Idle mode; Await the drop-down alert
T True Potential drop-down alert; Save current tynes 2D coordi-
nates (x, y)“"™™ of potential drop-down event
Wait for the drop-down confirmation or cancellation; Up-
True True date the stored 2D coordinates (z, y)dw" at every drop-
down alert reiteration
Drop-down aborted; Discard a recently saved tynes 2D
1 True .
coordinates
Drop-down event confirmation; Combine current tynes ele-
1 1 vation reading (2)*""™ with recently stored 2D coordinates
(x, y)dw" and save as new 3D drop-down location; Reset
the Alert flag to False
False tor | Unused: Can be enabled to detect emergency events
(e.g., payload fell off the fork)

In comparison with payload loading/unloading detection
approaches, used in the available state-of-the-art indirect track-
ing methods, described in Section I-A, the proposed A-PDD
algorithm enables an automatic and accurate two-step pick-up
& drop-down detection of completely markerless products.

For instance, Frankd et al. [13] and Zhao et al. [14] have
used an automatic payload pick-up detection approach, based
on the continuously tracked presence of payload-attached
RFID tags in front of the forklift, which indicates its trans-
portation. Compared to the proposed A-PDD algorithm, this
approach yields lower detection accuracy due to delayed event
recognition and possible simultaneous detections of multiple
products. Additionally, the requirement for the direct product
marking with RFID tags further limits the applicability of this
approach in markerless product tracking.

Unlike the sole ultrasonic sensor-based payload pick-up
detection approach used by Motroni et al. [17], the proposed
sensor fusion-enabled method provides the necessary data
filtering and includes a supporting sensor. This reduces pos-
sible false object detections and measurement inconsistency,
preventing delayed or false payload pick-up & drop-down
detection in the context of indirect tracking. The load cell-
based pick-up detection approach, used by Zealabs & Sewio
in their work [21], [22], is expected to offer a pick-up detection
accuracy and reliability similar to the proposed sensor fusion-
based method. The proposed method, however, provides sig-
nificantly reduced requirements for the sensors’ integration
into the forklift mechanisms. It extends the applicability of the
proposed method in cases when any modifications to industrial
machinery are prohibited. In the indirect tracking methods
proposed by Bostrell et al. [15] and Kovavisaruch et al. [19],
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Fig. 4.
testing of the proposed indirect tracking method: a) wire encoder sensor
attached to the forklift mast; b) positioning unit (UWB tag) and IMU are
deployed on top of the forklift; ¢) ultrasonic distance sensor deployed
behind the fork area. d) Industrial products, tracked indirectly (using the
proposed method) and directly (using the highlighted independent UWB
tag) during the experimental campaign.

Deployment of the sensors setup, used in the experimental

the payload loading/unloading detection is not automated and
is performed manually.

IV. EXPERIMENTAL PROOF OF CONCEPT

In order to assess the working capability of the proposed
indirect tracking method and demonstrate its performance, the
experimental test campaign was conducted in an industrial
environment. The following sensors’ setup was deployed on
the full-scale forklift for testing:

o As the underlying positioning unit, it was used Eliko

UWRB indoor positioning system with the update rate of
5 Hz (sampling delta time dt*Y = 200 ms) [31]. The
declared accuracy of 10 - 30 cm reflects the underlying
positioning system error, notated as €% in (3).

o The gyroscope, available in the 9-DOF IMU model Bosch
BNOOS55, was used at the update rate of 100 Hz (sampling
delta time dt* = 10 ms) as the primary inertial heading
tracking unit [32].

e Miran MPS-M series draw wire encoder was used for
the absolute fork elevation tracking at the sampling rate
of 12.5 Hz (sampling delta time dt" = 80 ms) [33]. The
declared 1 cm accuracy of this sensor reflects the expected
vertical tynes’ positioning error, notated as €7, in (3).
It was also used as a supporting sensor in the payload
pickup detection.

Ultrasonic distance sensor SEN0208 was used at the
update rate of 12.5 Hz (sampling delta time dt¢ = 80
ms) for the tynes’ occupancy status tracking as part of
the automatic payload pick-up detection process [34].
The high update rates of the used sensors ensure reliable
forklift monitoring and in-time detection of the occurring pick-
up & drop-down events, even at high forklift operating speeds
and intense maneuvering.

Physical sensors’ deployment on the used forklift is shown
in Fig. 4. UWB positioning unit and IMU were deployed on
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top of the forklift as shown in Fig. 4b. For the accurate forklift
heading estimation, these sensors were fused by the ATKF
algorithm, using the default tuning parameters, provided in the
appendix of the source article [26]. Figures 4a and 4c respec-
tively demonstrate the deployment of the used wire encoder
and ultrasonic distance sensors in the fork area of the forklift.
These sensors were fused by the proposed A-PDD algorithm,
earlier described in Section III, for automatic payload pick-
up & drop-down detection. This algorithm was used with the
following heuristically chosen threshold parameters, suitable
for the tynes’ length and average lifting speed of the used full-
scale forklift: distance to the payload threshold d;p,, = 275 mm
and momentary fork elevation change threshold Ay, = 5 mm,
which corresponds to the fork elevation speed of 5 mm/dt"
= 62.5 mm/s. The implemented indirect tracking prototype
setup also included a data forwarding unit, represented by
a mini-PC with an attached 4G LTE modem. This unit was
used for parallel sensors’ data reception, synchronization, and
immediate transmission to the server side by using the 4G LTE
cellular connection. For a synchronized use on the server side,
each data input was assigned with the corresponding UNIX
timestamp by the forwarding unit before transmission.

Figure 4d shows the 2 m x 1 m x 0.5 m sized industrial
payloads, used during the conducted test campaign. For later
comparison of direct and indirect tracking methods, one of the
products was also directly marked with a fully independent
UWB tag, highlighted in Fig. 4d. The chosen deployment
layout of used sensors serves conceptual testing purposes and
requires further enhancement for long-term use. This includes
a robust fixation of elevation and distance sensors, as well as
integration with the forklift power supply. The deployment
of the tynes’ elevation measurement unit may be further
optimized to cover extensive (multi-level) forklift masts. Even
though the proposed indirect tracking setup was designed for
independent use, a possible integration with the forklift CAN
bus may also be beneficial.

During the test campaign, two industrial payloads were
transported by the forklift between reference key spots for
their temporal storage, stacking, or shelving. A total of four
reference key spots (REF1-REF4) around the industrial area
were manually measured with centimeter precision during the
conducted test campaign by using an independent UWB tag of
the same UWB positioning system. To ensure unbiased results,
the UWB positioning system was also preliminarily calibrated
with the laser range finder unit. The testing scenario includes
a total of eight consecutive events of the forklift interactions
with the test payloads. These events are:

I Two test payloads (A and B) are stacked at the initial
reference location REF1; the forklift picks up the upper
payload A for transportation
Forklift places the transported payload A on a 1 m high
shelf at the reference spot REF2
Forklift picks up the second payload B for transportation
at the location REF1
Forklift drops down the transported payload B on the
ground at the reference spot REF3
V Forklift picks up payload A at the reference spot REF2

for transportation
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Fig. 5. Manually acquired reference spots (magenta), marked on

the industrial environment map together with mapped UWB anchors’
locations (green), and the forklift route (grey), tracked during the test
campaign.

VI Forklift stacks payloads by placing payload A on top of
payload B at the reference spot REF3
VII Forklift picks up the stack of payloads A & B at the
reference spot REF3 for transportation
VIII Forklift drops down the stack of both transported pay-
loads at the reference location REF4

The exact locations of the aforementioned reference spots
are shown in Fig. 5 (magenta markers) along with the enumer-
ated payload interaction events that occurred at the respective
spots. The gray-colored track reflects the forklift movement
between the reference key spots during the test campaign.
Mapped locations of a total of 11 UWB anchors, deployed
in the test campaign area, are shown with green diamonds.
The comprehensive dataset of experimentally collected multi-
sensor data during the conducted test campaign is available at
the database repository [35].

V. RESULTS AND DISCUSSION

This section covers the experimental performance evaluation
of the proposed indirect tracking method in terms of absolute
(subsection V-A) and repeatability accuracy (subsection V-B)
in product localization. These subsections also demonstrate
the importance of accurate forklift heading estimation in the
proposed method. Subsection V-C provides the performance
comparison of the proposed indirect tracking method with the
traditional direct product tracking approach.

A. Absolute accuracy of the proposed indirect tracking
method

The absolute positioning accuracy of the proposed indirect
tracking method was evaluated for eight consecutive product
pick-up and drop-down events, described in Section IV. The
accuracy of the proposed method was evaluated in relation to
the reference key spots REF1-REF4, demonstrated in Fig. 5.



TABLE Il
ABSOLUTE 3D POSITIONING ACCURACY D OF THE PROPOSED
INDIRECT TRACKING METHOD BASED ON INACCURATE (INITIAL IMU)
AND ACCURATE (ATKF ESTIMATED) HEADING DATA TOGETHER WITH
PRODUCT POSITIONING ERROR CAUSED BY INACCURACY IN: HEADING
ESTIMATION (2D ERROR) A, ELEVATION MEASUREMENT (VERTICAL
ERROR) B, AND EXTERNAL FACTORS (2D ERROR) C.

Payload interaction event:
1 11 111 v \4 VI VII VI

w @S A (m) 0.01 0 0 0.06 0.04 0.14 0.04 0.01

£35 ¢

_xg ;‘-’ E B (m) 0.01 0 0.02 0.02 0.03 0.01 0.04 0.02

=

Z2%

§ % l; C (m) 0.3 0.06 0.2 0.06 0.25 0.02 0.1 0.01

T LE

- < D (m) 0.3 0.06 0.2 0.12 0.28 0.15 0.11 0.02

0 E“ A (m) 0 0.22 0.07 0.51 1.59 1.9 1.89 237

R

€T3

gL B (m) 0.01 0 002 | 002 | 003 | 001 | 004 | 002

Egpo

p g

§55 | cm 03 | 006 | 02 | 006 | 025 | 002 | 0.1 0.01

282

= g = D (m) 0.3 0.24 0.22 0.46 1.35 1.91 1.81 2.38

The obtained absolute accuracy results of indirect product
positioning are provided in the upper half of Table II. It reflects
resulting, three-dimensional absolute errors of the tracked
product (D) together with its components, including 2D po-
sitioning error caused exclusively by errors in the estimated
heading (A), vertical error of the measured fork elevation
(B), and 2D positioning errors caused by external factors (C).
External errors include a human factor error (i.e., inconsistency
of the human-operated forklift) and internal accuracy of the
underlying UWB positioning system, respectively notated in
(3) as g% and €.)},,,.,;- Payload positioning errors caused
by errors in heading estimation were calculated according to
(2). The bottom half of Table II reflects these accuracy aspects
in the case when the ATKF heading estimation algorithm is
replaced with initial, inaccurate IMU heading data. It is done
in order to demonstrate the importance of accurate heading
estimation in the proposed indirect tracking method.

The proposed indirect tracking method has demonstrated
under 30 cm payload positioning accuracy in events I, III,
and V, primarily caused by external factors, and under 15 cm
accuracy in events II, IV, VI, VII, and VIII. These results
are in the range of the expected initial accuracy of the used
UWRB positioning system, which indicates an overall minor po-
sitioning accuracy loss in the proposed method and positively
reflects its performance. Minor, primarily under 5 cm, errors
in product positioning were caused by inaccuracies in forklift
heading, which indicates an outstanding performance of the
used ATKF heading estimation algorithm. Below 4 cm errors
in product positioning were introduced by the fork elevation
sensor, which confirms its stability and robustness. The corre-
sponding indirect tracking performance results at the reference
spots are visualized in Fig. 6 with green color. The expected
indirect tracking results, recreated without the use of the ATKF
heading estimation algorithm, are demonstrated with red color
in Fig. 6. In this case, the forklift heading was provided by
the onboard IMU unit. Corresponding indirect tracking results
indicate an intensive growth of product positioning error up
to 2.38 m throughout the test campaign. This demonstrates
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Fig. 6.  Visualized 2D Indirect tracking performance at the reference
key spots (magenta), based on the initial IMU provided heading (red)
and on the ATKF estimated heading (green). Roman numbers indicate
locations of the respective payload pick-up/drop-down events. The gray
line indicates the collected forklift tracking data.

the major impact of the over-time accumulated IMU heading
errors on the resulting indirect product positioning. Product
positioning errors, caused by deviations in the measured fork
elevation and other external factors, remain unchanged.

During the described test campaign, as well as in multiple
preliminary down-scaled tests, the proposed A-PDD algorithm
has demonstrated a remarkable performance, providing 100%
pick-up and drop-down event recognition accuracy. The false
alert cancellation mechanism of this algorithm has also demon-
strated the same performance in spotting the false pick-up &
drop-down events. Nevertheless, this algorithm may require
separate long-term testing in order to further validate its
reliability and assess its performance in a variety of different
scenarios.

B. Repeatability error evaluation of the proposed method

This subsection evaluates the repeatability performance of
the proposed indirect tracking method. The repeatability re-
sults are calculated for the pair of indirectly tracked payload
interaction events (i.e., pick-up or drop-down), occurred in the
same physical location. For the event pairs related to payload
stacking, the results are provided on a two-dimensional plane,
while in the case of the pick-up of the earlier dropped-down
payload, the results also include elevation error. It reflects
the expected performance of the proposed method in real-life
applications, where the ground truth (reference spot) of the
stored product is not available.

Repeatability errors of the proposed method were evaluated
in a total of 5 product pick-up/drop-down event pairs, which
have physically occurred at the same reference spots during
the experimental test campaign. Numerical results of the re-
peatability errors in the proposed indirect product localization
method are demonstrated in Table III. Results are provided
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separately for 2D (x, y coordinates) and vertical (z coordinate)
components of the tracked product locations. Two-dimensional
repeatability results are provided for both accurate (ATKF-
estimated) and inaccurate (sole IMU-provided) forklift heading
estimations. Results for the elevation repeatability error are not
provided for the event pairs I & III, IV & VI, and VI & VII,
as in these events, two products were physically stacked at the
same 2D locations and different elevations.

TABLE IlI
REPEATABILITY ERRORS IN THE INDIRECTLY TRACKED PRODUCTS’
ELEVATION AND 2D LOCATIONS, BASED ON THE ACCURATE (ATKF
ESTIMATED) AND INACCURATE (SOLE IMU PROVIDED) HEADING DATA.

Events 2D error (z, y coordinates) Elevation error
pair ATKEF heading IMU heading (z coordinate)
(Accurate) (Inaccurate)

@ ‘g I &1 0.1 0.11 NA
zs nm&v 0.32 1.11 0.02
ERPN
CEE IV & VI 0.27 1.52 NA
g
| g IV & VII 0.16 1.41 0.06
R
=& VI & VII 0.18 0.12 NA

The proposed indirect tracking method has demonstrated
two-dimensional repeatability errors in the range of 10 cm to
32 cm, similar to the observed absolute positioning perfor-
mance. The obtained repeatability error results in the prod-
uct elevation tracking demonstrate the presence of a minor
error in the range between 2 cm and 6 cm. Similar to the
obtained absolute positioning accuracy results, the provided
repeatability errors are primarily caused by external factors.
These include the human factor of the man-operated forklift
and the initial precision of the used UWB positioning system.
The proposed indirect product tracking method, based on
the inaccurate initial IMU provided heading, on the other
hand, has demonstrated a major repeatability error increase
reaching up to 1.52 m. These results additionally confirm a
determining contribution of the accurate heading estimation
towards minimizing the repeatability error of the proposed
indirect tracking method. These results reflect the general
stability and accuracy of the proposed indirect tracking method
in cases when the proposed method may only rely on the
earlier self-collected product positioning data. It presumes that
no additional assisting or reference data is available on the
server side as predefined reference storage spots and shelves,
or other dedicated areas.

C. Comparison of indirect and direct tracking methods

This subsection covers the performance comparison of the
proposed indirect tracking method with a direct product lo-
calization approach. The direct tracking method was used for
this comparison as it is expected to be the default approach if
real-time object localization is required. For this comparison,
one of the used industrial products was equipped with an
independent UWB positioning unit, highlighted in Fig. 4d, and
further referred to as a benchmark tag. Positioning data from
the benchmark UWB tag was collected independently during
the test campaign. The benchmarked product was picked up at
the reference spot REF1 (event III), transported, and dropped

=25

Indirect tracking:
—30 —— Payload B transported
® Payload B stored

51 51.5. 52 52.5

Direct tracking:

-35 Payload B transported
@ Payload B stored
X Reference spot REF4
-40
20 25 30 35 40 45 50 55
X (m)

Fig. 7. Visualized 2D results of the industrial product tracking by
indirect (green) and direct (blue) methods. Lines of the corresponding
color indicate the path of the transported product, tracked by the
aforementioned methods. Dots of the corresponding color reflect the
positioning results of the stored product, tracked by the aforementioned
methods. Magenta markers represent the reference (true) spots for
product storage.

down at the reference spot REF3 (event IV). Later, the product
was picked up at the reference spot REF3 (event VI) and
dropped down at the reference spot REF4 (event VIII). Mean
Absolute Error (MAE)

N
Z \/(Itruc - Ii)Q + (ytruc - yi)2

MAE,p = =L v , @D
Root Mean Squared Error (RMSE)
N 2
> (\/(mtruefzi)2+(ytrue7y'i)2)
RMSE,p = \| = - , (22)
error Standard Deviation (SD or o)
N 2
Z} (\/(mtrue_zi)2+<ytrue_yz)2—]\/1AE2D)
oop = |\ =L i , (23)

and maximum error metrics were used to evaluate the accuracy
and precision of both addressed payload localization methods.

Visualized performance of both direct and indirect tracking
methods in a real-time industrial product localization is shown
in Fig. 7, respectively, with blue and green colors. Light blue
and dark green colors, respectively, show the active product
transportation route, tracked by the aforementioned methods.
Dark blue and light green colors indicate the stored (stationary)
product, tracked by corresponding methods. Corresponding
reference (true) spots are colored with magenta. Numerical
accuracy and precision results of the compared indirect and



direct product tracking methods are respectively provided in
the left and right halves of Table IV. Results are separately
provided in 2D, vertical, and 3D dimensions for each of the
three covered reference spots.

TABLE IV
VERTICAL, 2D, AND 3D ACCURACY AND PRECISION RESULTS OF THE
PRODUCT POSITIONING BY DIRECT AND INDIRECT TRACKING METHODS,
PROVIDED SEPARATELY FOR EACH COVERED REFERENCE SPOT

Error Indirect tracking Direct tracking
metrics (m) 2D Vertical 3D 2D Vertical 3D
MAE 0.2 0.06 0.21 0.53 0.09 0.54
= | RMSE 0.2 0.06 0.21 0.56 0.11 0.57
Z | sp @ 0 0 0 005 | 006 | 006
g_ Errormaz 0.2 0.06 0.21 0.79 0.2 0.79
g MAE 0.11 0.04 0.12 0.45 0.21 0.5
% © | RMSE 0.11 0.05 0.12 0.46 0.22 0.51
2 2| spw 001 | 002 0 0.1 005 | 0.1
:é Errormazx 0.11 0.04 0.12 0.94 0.38 0.94
E MAE 0.01 0.02 0.02 NA NA NA
¥ | RMSE 0.01 0.02 0.02 NA NA NA
Z | sp @ 0 0 0 NA NA NA
Errormaz 0.01 0.02 0.02 26.16 1.1 26.18

The proposed indirect tracking method has achieved a 3D
localization accuracy of the benchmarked product between 2
cm and 21 cm. Since in the proposed method, the location
of the payload pick-up or drop-down is measured only once
and represents a single data point, the accuracy metrics (MAE,
RMSE, and maximal error) are identical, while the precision
metric (standard deviation) equals zero. For this reason, both
direct and indirect methods are compared in terms of the
positioning accuracy, while the precision is only evaluated
for the direct tracking approach. Achieved vertical accuracy
results of the proposed method do not exceed 6 cm, which
is essential in covering the product stacking and shelving
scenarios. During the conducted test campaign, the indirect
tracking method experienced an insignificant ~1 s gap in the
positioning data, clearly observed in Fig. 7 at the coordinates
(49; -22).

The direct tracking approach, on the other hand, has demon-
strated the mean absolute error and RMSE of the three-
dimensional positioning in the range of 50-57 cm at the
reference spots REF1 and REF3, with the maximal outliers of
79 cm and 94 cm, respectively, observed at these key spots.
The respective positioning error standard deviations at these
key spots were 6 cm and 10 cm. The vertical accuracy of
the direct tracking method at the reference spots REF1 and
REF3 does not exceed 11 cm and 22 cm, respectively. The
corresponding peak outliers in vertical product positioning
at these reference spots were 20 cm and 38 cm, with the
achieved error standard deviation in the range of 5-6 cm. These
results indicate the presence of a significant systematic error,
caused by numerous environmental obstacles. A relatively
reliable mitigation of this error may require the use of complex
techniques, such as channel impulse response (CIR) analysis
or ML-based methods. During the product transportation to the
reference spot REF4, however, the UWB positioning quality
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for the benchmark tag has decreased to an insufficient level,
entirely preventing its further tracking at the REF4 spot. At
the moment of the product drop-down at the REF4 spot, its
latest directly tracked location was at a distance of 26.18 m,
which includes a 1.1 m vertical error. This location can be
visually observed in Fig. 7 at the approximate coordinates of
(44; -11).

In comparison with the direct tracking approach, the pro-
posed indirect tracking method has demonstrated major re-
liability, positioning stability, and approximately four times
higher overall product positioning accuracy. The achieved per-
formance results of both direct and indirect tracking methods
are explained by the physical deployment of their correspond-
ing UWB tags. In the proposed indirect tracking method, the
positioning unit is deployed on top of the ~2 m high forklift,
above the majority of signal-blocking obstacles. The bench-
mark tag, attached directly to the product, on the other hand,
constantly remains in significantly challenging line-of-sight
(LoS) conditions with the UWB positioning infrastructure. In
these conditions, the directly localized product itself represents
the most significant LoS-blocking obstacle. The positioning
quality evaluation of the used UWB RTLS system for both
methods has confirmed this conclusion. The UWB positioning
system has demonstrated a 99.93% successful positioning rate
of the forklift deployed tag throughout the entire test campaign
and a 100% successful positioning rate at each of the covered
reference spots. The benchmark tag, however, has experienced
only 20.8% of a successful positioning rate throughout the
entire test campaign. At the reference spots REF1 and REF3,
the UWB positioning system has respectively demonstrated
only 3.2% and 31.3% of successful positioning rates, and 0%
at the reference spot REF4.

VI. CONCLUSION

This paper proposed a novel method for accurate three-
dimensional and real-time tracking of fully markerless in-
dustrial products, normally transported by industrial material
handling equipment such as forklifts, lifters, or cranes. In this
approach, the required indirect tracking setup components are
deployed on the used industrial machinery, while the tracked
products remain fully unmarked. As part of the proposed
indirect tracking method, this work also presented the sensor
fusion algorithm for automatic payload pick-up & drop-down
detection (A-PDD). Based on the distance and fork elevation
sensors, this algorithm monitors the forklift behavior and
recognizes the occurrence of a payload pick-up or drop-
down event. A capability of recognizing false event alerts
additionally ensures the reliability of the A-PDD algorithm.

The experimental testing of the proposed indirect tracking
method has demonstrated its capability to track an unmarked
industrial product with both absolute and repeatability ac-
curacy of below 30 cm. Experimental comparison with the
direct localization method has also demonstrated a significant
advantage of the proposed method in product positioning accu-
racy, reliability, and consistency. Since the proposed method
does not require the direct product marking, it enables the
localization of a theoretically unlimited number of products,
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while providing a significantly increased cost- and energy effi-
ciency. The overall energy consumption, cost, and maintenance
requirements in this method are significantly reduced and are
only limited by the number of operating material handling
equipment units (e.g., forklifts).

With minor adjustments, the proposed method has a signif-
icant applicability potential with different types of industrial
machinery, including tractors, forklifts, various loaders, and
cranes. Future advancements in the proposed method also
include the development of a simplified indirect tracking setup
version to cover various manual transportation units, such as
manual pallet jacks. Future perspectives also include the over-
all method optimization and further expansion of the potential
applications range. The proposed A-PDD algorithm may also
find its possible use in the field of robotics, automation, and
industry.
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Appendix 5

This appendix provides the enhanced pseudocode of the developed positioning data-
based algorithm for the drift error correction in the IMU provided heading information,
presented in Publication I. A minor post-publication improvement for the algorithm, rep-
resented with the additional filtering (averaging) of the measured movement direction is
marked in the pseudocode with the corresponding comment "// New".
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Algorithm 1: Coordinates-based IMU heading drift correction algorithm

Parameters: Minimal movement speed threshold: v,,;,, [m/s]
Maximal heading range threshold: o, [deg]
Length of the primary FIFO buffer: u
Length of the secondary FIFO buffer: n
Reverse movement threshold: 3 [deg]
Initial correction value: 8% [deg]
Initial heading: ¥ [deg]

Input Data : Tracked 2D coordinates: (x,y); [m]
IMU measured heading: v [deg]

Outputs : Corrected heading: ¥ [deg]
Heading correction value: kd [deg]

1 Initialize primary FIFO buffer W of size u
2 Initialize secondary FIFO buffer V of size n // New
3 ="

4 for k=1to do

5| W= +8Y

6 if New positioning data (x,y); available then

7 Add new positioning data to buffer W: W = {(x,y)x, (x,¥)k—1,---» (X, )k }

8 V(k) = (V1,..., Vny.eo,0p), Up= \/(x,, —x1)2+ (yn —y1)?

9 a(k) = (a,....0,...,0), Oy =atan2(—(x, —x1),—(ys— 1)) 50+ 180

10 if Jvev(k) st V> Uy, then

1 I={i|viev(k)> vy, ic(l,....,n)}

12 Circular mean of i'" elements in @(k):  6q = a(k);, i€l

- if |6a—60|>B && |r—1po|< B then

14 ‘ ea = ea + 180

15 end

16 Add movement direction 64 to buffer V: V= {6q,6,,...,6,} // New
17 Circular range of buffer V: Ry = RE7¢(V) // New
18 if Ry < Qugx then

19 Circular mean of buffer V: 6=V // New
20 §Y =0—qy

21 end

22 o =Py

23 6=16

24 end

25 end
26 end
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Appendix 6

This Appendix provides the key matrices used by the proposed Adaptive Tandem Kalman

Filter, described in Section 4.4.2:

Lk X X X
Vk Yk Yk Yk
Vi Vi Vi Vi
Xk: ";é—lvxll: V{ le%: VZvXk_";év
Vk—1 Ur—1 Uk Vg
Or—1 Pr—1 O Ok
Wy ¥y | k73 Wy
[1 0 dg 0 0 0 0]

01 0 dg’ 0 0 0
00 1 0 000
A=|00 0 1 0 0 of,
00 0 0 100
00 0 0 010
00 0 0 00 1
B=[0 00 0 0 0 a&f]", w=/[wl,
1 0 0 0 0 0 0]
0100000
0010000
I=P,={0 0 0 1 0 0 0},
0000100
0000O0T1O0
00000 0 1
g’ 0 0 0 0 0 0]
0 ¢ 0 0 0 0 0
0 0 ¢ 0 0 0 0
Q=0 0 0 ¢ 0 0 0,
0 0 0 0 ¢° 0 0
0 0 0 0 0 ¢ o0
L0 0 0 0 0 0 g
1H_{loooooo}
010000 0]
2H_[0000100}
000001 0
*H=[0 0 0 0 0 0 1],

1 70 2 0] 7
R:|:O rpos | Rk: 0 r]‘? ’ Rk:[rk:l7

1 xmeds 2
Z; = ﬁzeas ; 7, =
Yk

?k] - e
%) |atan2(—vf,—v))- 182 4180
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Appendix 7

Table 16 provides the tuning parameters for both proposed IMU heading drift correction
and ATKF heading estimation algorithms, used in both test simulations and in the experi-
mental test campaign, respectively described in sections 4.4.3 and 4.4.4.

Table 16: Tuning parameters for both proposed ATKF heading estimation and IMU heading drift
correction (DCA) algorithms, used in test simulations and during the experimental test campaign

Value
Parameter Simulations Experimental
Scenario | Scenario Il tests
qP% 1m? 1m? 1m?
q’ 0.1m?/s? 5m?/s? 10 m?/s?
q° 1m?/s? 1m?/s? 1m?/s?
quin 1deg? 1deg? 0 deg?
qr., 0 deg? 0 deg? 0 deg?
Gmax 100 deg? 100 deg? 10000 deg?
rPos 30 m? 40 m? 3m?
w|r 0 m?/s? 1 m?/s? 0 m?/s?
g rfim 100 deg? 10 deg? 0 deg?
r 0 deg? 0 deg? 0 deg?
Fimax 100 deg? 100 deg? 10000 deg?
vl 0.07 m/s 0.07 m/s 0.1m/s
v 0.3m/s 0.4m/s 0.5m/s
v, 0.55 m/s 0.75m/s 118 m/s
a® 190 230 300
a® 33 445 710
u 10 5 6
n 4 2 5
§ Onin 5m 4m 0.3m
Oypax 10 deg 10 deg 10 deg
B 120 deg 120 deg 120 deg
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Appendix 8

This Appendix covers the additional results of the performed simulated tests of the ATKF
heading estimation algorithm and gyroscope drift mitigation algorithm. While the results
on the median absolute heading error are provided and discussed in Section 4.4.3, this
appendix covers the additional results, which include the accuracy metrics of mean ab-
solute heading error (Fig. 25) and root mean squared heading error (Fig. 26), as well as
precision metrics of median absolute heading error deviation (Fig. 27), mean absolute
heading error deviation (Fig. 28), and heading error standard deviation (Fig. 29).
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Simulated Scenario I: DCA algorithm Simulated Scenario I: ATKF algorithm
(Average of 50 iterations) (Average of 50 iterations)

(a) (b)
Simulated Scenario II: DCA algorithm Simulated Scenario II: ATKF algorithm
(Average of 50 iterations) (Average of 50 iterations)

(c) (d)

Figure 25: Averaged results on the Mean Absolute Error in the simulated vehicle heading, estimated
by both DCA (left) and ATKF (right) algorithms in two different movement scenarios I (top) and II
(bottom), at different combinations of PNDR and gyroscope drift ratios.
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Simulated Scenario I: DCA algorithm Simulated Scenario I: ATKF algorithm
(Average of 50 iterations) (Average of 50 iterations)

(a) (b)

Simulated Scenario II: ATKF algorithm
(Average of 50 iterations)

(c) (d)

Figure 26: Averaged results on the Root Mean Squared Error in the simulated vehicle heading,
estimated by both DCA (left) and ATKF (right) algorithms in two different movement scenarios | (top)
and Il (bottom), at different combinations of PNDR and gyroscope drift ratios.
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Simulated Scenario I: DCA algorithm Simulated Scenario I: ATKF algorithm
(Average of 50 iterations) (Average of 50 iterations)

(a) (b)
Simulated Scenario II: DCA algorithm Simulated Scenario II: ATKF algorithm

(Average of 50 iterations) (Average of 50 iterations)

(c) (d)

Figure 27: Averaged results on the median absolute error deviation in the simulated vehicle heading,
estimated by both DCA (left) and ATKF (right) algorithms in two different movement scenarios I (top)
and Il (bottom), at different combinations of PNDR and gyroscope drift ratios.
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Simulated Scenario I: DCA algorithm Simulated Scenario I: ATKF algorithm
(Average of 50 iterations) (Average of 50 iterations)

(a) (b)
Simulated Scenario II: DCA algorithm Simulated Scenario II: ATKF algorithm
(Average of 50 iterations) (Average of 50 iterations)

(c) (d)

Figure 28: Averaged results on the mean absolute error deviation in the simulated vehicle heading,
estimated by both DCA (left) and ATKF (right) algorithms in two different movement scenarios I (top)
and Il (bottom), at different combinations of PNDR and gyroscope drift ratios.
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Simulated Scenario I: DCA algorithm Simulated Scenario I: ATKF algorithm
(Average of 50 iterations) (Average of 50 iterations)

(a) (b)
Simulated Scenario II: DCA algorithm Simulated Scenario II: ATKF algorithm
(Average of 50 iterations) (Average of 50 iterations)

(c) (d)

Figure 29: Averaged results on the error standard deviation in the simulated vehicle heading, es-
timated by both DCA (left) and ATKF (right) algorithms in two different movement scenarios | (top)
and Il (bottom), at different combinations of PNDR and gyroscope drift ratios.
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Appendix 9

This Appendix provides heatmaps of the UWB anchors’ infrastructure ranging coverage in
case of the proposed indirect tracking method (30a) and direct tracking approach (30b).
Multicolored line represents the positioning data of the tracked payload (B) by the corre-
sponding method, whereas the color reflects the number of UWB anchors used for ranging
in the particular area. UWB anchors’ deployment is shown with green diamonds, while
the used reference points, described in Section 5.4 are shown with magenta.
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Figure 30: Heatmaps of the UWB anchors’ infrastructure coverage in ranging of UWB tag in case
of proposed indirect tracking method (a) and direct tracking method (b), with mapped anchors in-
frastructure (green diamonds) and reference points (magenta).
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