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1 Introduction

Cyber-physical systems (CPSs) [1, 2] are conceptual frameworks that integrate
computation, networking, and physical operations. These systems comprise networked
embedded devices, including controllers, sensors, and actuators, which collectively
perceive, monitor, and regulate their physical environment. Recently, there has been an
increase in the deployment of the wireless networked control system (WNCS) paradigm
which is a type of CPS that specifically uses wireless communication to interconnect
sensors, actuators, and controllers in dynamic physical systems [3, 4, 5]. CPSs and
WNCSs are of growing interest for both academia and industry. This significant growth
can be mainly attributed to the essential role that CPSs and WNCSs play in various
applications under the umbrella of the Industrial Internet of Things (lloT), including
industrial automation, autonomous vehicles, predictive maintenance, aerospace,
healthcare, and others [6, 7].

In essence, WNCS systems are geographically distributed control systems consisting
of wirelessly networked sensors and actuators, and a central or decentralized controller
[3]. Unlike a communication system focused on reliable or efficient data delivery, a
WNCS is geared towards specific goals, emphasizing the need for optimal control
performance within the constraints of communication, computation, and control
resources [4]. Such systems typically operate in a closed-loop mode, where the
controller continuously monitors the system’s states and adjusts its operating
parameters according to the network and control constraints. WNCSs offer many
benefits as compared to wired systems, including higher flexibility, lower cost, etc.
Indeed, WNCSs are more flexible and easier to install and deploy, especially in locations
where space is limited or where a wired installation is not desirable or not even feasible;
WCNSs can be installed in almost any location, making them highly adaptable to a
variety of industrial and non-industrial environments. Another advantage of WCNSs is
their potential for cost savings, as they do not require as much expensive equipment and
extensive labor as wired systems usually do [3].

However, WNCSs also face many challenges, such as delays (including control,
computation, and communication), packet losses, interference, resource constraints,
and security issues, which require novel and efficient solutions that can jointly design
and optimize their communication and control mechanisms [8, 9]. In fact, WNCSs are
highly dependent on reliable, dynamic, and secure wireless communication between the
sensor, controller, and actuator. As communication and control are interdependent, a
co-design of both these aspects is essential in WNCSs to accomplish optimal control
performance. This presents new design challenges for control-performance driven
communications, as opposed to the more conventional rate-focused approaches.

To fulfill the requirements of both CPSs and WNCSs, one must address the system’s
attributes, i.e. topology, adaptability, functionality, reliability, and resource efficiency
during the design process. The design process includes modeling and analysis of the
system in such a way that it does fulfill the criteria to operate in the real world [10].

The modeling must address both the functional properties (i.e. what the system shall
do) and non-functional properties (how/under which conditions or constraints) of the
system, which can significantly impact the behavior and performance of systems
communicating with each other under time constraints [11, 12, 13]. How well such
properties can be captured and assessed depends highly on the method used i) to model
the system, i.e. model(s) of computation (Moc), language, tools®, and ii) to test that

3Examples of MoC, language, and tool used in this thesis are extended timed automata, Python,
and Uppaal, respectively.
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system with use cases. Modeling a system does require knowledge about its dynamics.
However, WNCSs and CPSs may have varied requirements depending on the use case.
This leads to the need to propose model-based and model-free reinforcement learning
(RL)* approaches for the subjected system, as discussed in the following.

Model-based wireless control of the system would require to formulate exact
dynamics of the system and then use those dynamics to incorporate during the design of
controller so that the control can perform optimally. However, the wireless network
itself comes with many uncertainties, so the controller faces more challenges in addition
to what it is expected the system would exhibit. This means that the design of the
controller must include the network uncertainties as well, in order to reach optimal
performance, which requires not only model-based approaches but also model-free
approaches.

The wireless network models, i.e. Markov chains, generative flow Markov chains, or
hidden Markov chains, use statistical distribution to handle different network states.
However, in reality, wireless networks are far too complex [14] to be simplified with
some probability distribution or some static number. Moreover, different wireless
technologies handle the scheduling, delay distribution, and resource allocation
differently depending upon the priority of the user (in QoS management). Factors such
as interference, user mobility, and network load add more complexity to the model, thus
simplified models or distribution dependent models are not enough. The use of ML
based models allow to simulate complex network model where the system could handle
unpredicted states well.

1.1 Overview of the Main Use Case

The majority of the work in this Ph.D. thesis considers a use case example that falls under
the healthcare domain, as introduced below. On the other hand, Contribution IV
(Chapter 5) considers a use case example that falls under the industrial robot domain,
which is introduced separately in Chapter 5.

For the past few years, CPSs and WNCSs have played a significant role in the healthcare
sector, leading to both centralized and decentralized flows of information in the Point-of-
Care (PoC) paradigm. The use of these concepts is expanding towards POC diagnostics
([15]) and research efforts are ongoing towards implementing POC diagnostic processes
using Lab-on-chip (LoC) principles and devices.

Bioanalytics and diagnostics can now be performed at the time and place of patient
care thanks to POC devices [16, 17, 18]. By 2028, the market size for point-of-care testing
(POCT) is projected to reach 81.37 billion US dollars [19]. Such a number clearly illustrates
the growing demand and potential of POC and POCT for improving healthcare delivery
and outcomes; however, achieving such promises still requires research and development
efforts in terms of new or improved technologies.

POC devices based on microfluidics are low-cost, easy-to-use, and fast
sample-to-answer outcomes for non-technical operators, and are growing in relevance
in the clinical diagnostic industry [20]. Complex analyzes, such as multiplexed DNA
testing, are made possible by technological progress, which opens the door to
innovation but also comes with many challenges [21].

Microfluidics [22, 23, 24] is a key enabler of POC and POCT; microfluidics refers to
both the science and technology of manipulating small amounts of fluids, typically in the

4RL is a type of Machine Learning (ML) algorithms.
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range of UL to pL, that circulate in micro-channels with sizes ranging from ten to
hundreds of um. This is a multidisciplinary field that combines different disciplines, such
as molecular analysis and molecular biology, biodefence, microelectronics, and the
design and fabrication of miniaturized devices comprising of micro-channels and
chambers.

Microfluidics has contributed significantly to the technological advancement of POC
devices, hereby enabling automation in the pharmaceutical and diagnostic fields thanks
to the use of small reagent volume, increased particle monodispersity with uniform drug
composition, and efficient evaluation methods for drug testing [25, 26, 27]. Indeed,

¢ the use of a small volume of reagent (a few pL) reduces the cost, waste, and sample
consumption of the tests, as well as the risk of contamination and cross-reaction;

e increased particle monodispersity with a uniform drug composition improves the
quality, stability, and efficacy of drug delivery systems. A microfluidic POC device can
produce nanoparticles with precise size, shape, and surface properties for targeted
drug delivery;

o efficient drug testing evaluation methods allow for rapid and accurate detection
of biomarkers, pathogens, and drug resistance. Some microfluidic POC devices can
perform nucleic acid amplification and detection with high sensitivity and specificity
in less than an hour.

While the above leads us to the motivation of taking POC diagnostic as a use case of
CPS/WNCS, it should be kept in mind that the work is also applicable to other types of use
cases; indeed, the proposed modeling and analysis techniques are based on both general
requirements and use case requirements.

The motivation to choose POC diagnostics not only depends upon the value that
WNCSs or CPSs based diagnostics system (i.e. reliable, cost-effective and robust
diagnostics) will bring to the health care sector, but it also is based on various
components of the diagnostic system which are used in various other applications. For
example, fluidic pumps are also used in the food industry, water quality analysis, mixing,
packaging, and many more applications other than biotech. Using a pump as a use case
helps check performance under the constraints of a specific system, i.e. fluidic pumps,
but the work proposed in this thesis can be applied to other systems too.

1.2 Design and Implementation of WNCSs Devices

As mentioned earlier, the design of WNCSs must meet several requirements, i.e.
reliability, resource efficiency, and robustness before the system is set in use for real-life
scenarios. Thus, the process of designing must follow the required steps as below, which
helps analyze the system in detail.

e |dentify Critical Interacting Variables: This includes delay (control, communication),
packet loss, energy consumption, and scheduling. Defining a communication and
control architecture helps recognizing the flow of information between different
field and essential components of the system.

The bounds on delay, control errors, synchronization errors, and packet loss help
achieving a specific QoS and QoC by the system.

15



e Analyze and Design the Control System: Defining reliability®, scalability®, robust
control’, and communication® requirements by taking into account effect of
interacting variables (factors that influence the behavior and performance of the
system, e.g. inputs, outputs, processes, parameters, and environment). They can
be complex, non-linear, time-varying, and interdependent, making it difficult to
model and predict their impact on control system performance.

e Adjust Control and Communication Parameters: A trade-off between reliability,
scalability and resource allocation is needed because these objectives are often
conflicting, meaning that improving one objective may degrade another. Defining
efficient communication and control resource allocation to deal with the number
and type of devices, the data rate and latency, the power consumption and
battery life, and the environmental conditions and interference In addition to
achieving specific QoS and QoC, the resource allocation under a defined reliability
bound helps system achieve a specific performance with minimum resources.

e Review the Wireless Network Control System design requirements and
specifications.

Modeling plays a key role in all of the above mentioned steps. It helps testing the
proposed framework under the system requirements.

In relation to the use cases and the publications, there are no predefined quantified
(performance) requirements based on existing standards; thus, the work is exploratory
and the goal is to find the minimum or maximum performance indicators values. As a
baseline, some bounds on delay, power, bit rate, channel capacity, velocity, flow rate,
angle and transmission and reception time were introduced (see Table 1° and Table 2 for
Publications I, II, and Publications IlI, Future IV, and VI, respectively.)

The bounds (Table 1, Table 2) introduced were helpful in identifying if the designed
algorithms supported the system achieve performance within the design requirements.

5 Ability to function correctly, consistently under normal and abnormal conditions.

6 Ability to handle increasing or decreasing demands without compromising quality of service.

7 Ability to maintain stability and performance in the presence of uncertainties and disturbances.

8 Ability to exchange information and coordinate actions with other systems or components.

9tx1_min7tx2_min,tx3_min corresponds to lower bounds on transmission time for network unit,
tx1_max,tx2_max,tx3_max corresponds to upper bounds on transmission time for network unit,
tcl_max,tc2_max,tc3_max corresponds to upper bounds on transmission time for control unit,
tcl_min,tc2_min,tc3_min corresponds to lower bounds on transmission time for network unit,e
corresponds to exponential rate for each state, tp1_min,tp2_min,tp3_min corresponds to guard
for communication of device 1, device 2, and device 3, t p1_max,t p2_max,t p3_max corresponds to
synchronization for communication of device 1, device 2, and device 3.
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tpl_min tp2_min tp3_min tcl_min tc2_min tc3_min Delay

Parameter tp1_maX tp2_maX tp3_maX tC1_maX tC2_maX tC3_maX (Stringent Delay Strategy) (e)
20 50 100 24 54 104
value 40 100 300 50 10 310 100 ms @)
(bounds)
txI_min rxI_min tx2_min rx2_min tx3_min rx3_min Delay
Parameter .
txI_max rx1_min tx2_max rx2_max tx3_max rx3_maXx (ienient Delay strategy)
5 45 5.00 105 5 305
Value 29 5 59 5 302 200 ms
(bounds)
Table 1: Bounds on different variables for Publications I, Il. See footnote® on previous page for

definitions of tp’s and tx’s.

Parameters Values (bounds)
E2E Delay

(for Control Applications) 200 ms

Bit Rate (Control Application) 800 Kbps

Bit Rate (Background Application)  33.3 Mbps
Channel Capacity (Max) 54 Mbps

Flow Rate 8—10 uL

Power (min) 95mW

Velocity (max) 0.5cm/s

Angle 85—9 degrees
E2E Delay (for receiving) 100 ms (Publication VI)

Table 2: Bounds on different variables for Publication Ill, IV, VI
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1.3 Problem Statement, Research Hypothesis and Research Questions

The analysis of existing design approaches reveals that they are not able to cope with all
the critical interacting variables (e.g. delay, packet less, synchronization errors, etc.) in
the co-design approach for WNCSs, or do not even follow a co-design approach but
rather an interactive design. In line with this, several critical research gaps should be
addressed, including providing better support to analyze the system at early design
stages, i.e. improving the existing architectures, integrating model-free and model-based
frameworks for analyzing and verifying that the system meets its requirements,
reliability, scalability and robustness requirements of the devices at both model level,
design level, as well as on the benchmarking level.

To ensure that system meets the optimal control and communication requirements,
1) it is needed to improve existing architectures so that they can well align with system
requirements, 2) Additionally, in order for a system to satisfy specific QoS and QoC
requirements, algorithms that aid in increasing the level of wireless automation of
devices must be developed and evaluated.

One of the key issues with the previously proposed architectures in the scientific
literature is their inefficiency for defining the non-functional properties of the devices. In
addition, the problem could become more complex if one lacks the model of the device
itself.

The research hypothesis of this Ph.D. is defined as: "The integration of model-based
and model-free design methodologies to implement a high-level of automation in WNCS
for complex analytical workflow (exemplified on a point-of-care diagnostic application)
can help meet the reliability, scalability, and robustness requirements."

This lead to the formulation of the following research questions:

e RQ1: For the purpose of automating complex processes involving bio-analytical
instruments, how can the principles of WNCSs (as a type of CPS) and the principles
of biological processes be integrated and applied together?

¢ RQ2: What is the impact of decentralized versus centralized system communication
architectures on the device’s overall performance in terms of scalability, Quality of
Service (QoS) and Quality of Control (QoC)?

e RQ3: How can Quality of Control (QoC) and Quality of Service (QoS) be improved in
WNCSs?

- How to achieve reliability by compensating network delay, control delays,
packet loss, high traffic?

- How can robustness of overall system be achieved in terms of bandwidth,
power, and self-adaptive configuration?

To address the aforementioned research questions, a comprehensive analysis of the
existing architecture for communication and control of devices was conducted (see
Section 2). Model-based versus model-free approaches for WNCSs involve a delicate
balance.  Using conventional optimization techniques for resource allocation in
model-free system design may be challenging, as the physical dynamics of the system
are unknown and the nature of the wireless communication network may be
non-deterministic. The use of appropriate wireless communication technology is
determined by the device’s time constraints, power constraints, computation
constraints, and range constraints. These constraints ensure that the system meets both
functional and non-functional properties during the early design phases. The next
section summarizes the contributions provided in this Ph.D. work.
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1.4 Thesis Contributions

In Publication I, "Model-based System Architecture for Event-triggered Wireless Control
of Bio-analytical Devices," 2021 24th Euromicro Conference on Digital System Design
(DSD) (ETIS 3.1), the main contributions are:

e The novel model-based system architecture concept for event-triggered wireless
control of bio-analytical CPSs using extended timed automata.

¢ The specification and verification of the proposed system concept using extended
timed-automata in UPPAAL, for a droplet flow cytometer for antibiotic susceptibility
testing of the bacteria use case.

In Publication Il, "Design of Cyber Bio-Analytical Physical Systems: Formal Methods,
Architectures, and Multi-System Interaction Strategies", Microprocessors and
Microsystems, Vol. 97, Issue C, pp. 104780, 2023 (extended version of Publication 1), the
main contribution, in addition to the one mentioned for the DSD2021 conference paper,
is:

¢ To analyze the interaction of several devices, we evaluated the system'’s trade-off by
means of UPPAAL to choose between centralized and decentralized communication
architectures under known and unknown traffic patterns.

Centralized CPS control [28] may become inefficient when dealing with multi-system
interaction [29, 30] because the systems are distributed across a large area and the
overall computational complexity may increase significantly. Therefore, a decentralized
and distributed approach to network control is preferable. UPPAAL Stratego is used to
analyze strategies for achieving specific delays and bandwidth consumption while
preventing packet loss during network congestion. The results indicate that under strict
delay constraints and high traffic, the use case system chooses the decentralized strategy
over the centralized strategy, whereas in scenarios with low traffic, the centralized
strategy is more effective at ensuring the reliable operation of systems.

In Publication Ill, "Joint Optimization via Deep Reinforcement Learning in Wireless
Networked Controlled Systems," IEEE Access, Vol. 10, pp. 67152 - 67167, 2022, the
contributions are:

e The proposed joint optimization of WNCSs using a co-design approach. The aim is
to analyze the benefit of using a model-free RL in stochastic systems as compared
to classical and modern control methods.

e To analyze the problem in depth, classical optimization theory is used to formulate
the problem. The objective of the problem is defined as the minimization of
control errors under network constraints, as well as errors introduced via the used
reinforcement Q-learning technique.

e The problem is extended for the application of droplet generation using a stepper
motor where the flow rate is controlled by motor operation. To estimate the control
delays as close as possible to reality, we performed the benchmarking of Raspberry
Pi which is used as a central control unit of fluidic pumps in our laboratory setups.
The wireless control of the pump is obtained via WiFi and network uncertainties
were mimicked using the OMNet++ simulation tool.
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The control performance of the system without network effect in the reward function
(Scenario 1) was good with the C51 algorithm; when including OMNet++-based network
effect in the reward function (Scenario 2), all three algorithms (C51, DQN, DDQN)
achieved the best performance with an exponential reward function, and only C51 with a
linear reward function. C51 and DDQN performed well in Scenario 3, but DQN did not
converge.

In Future Publication 1V, Co-Design of a Wireless Networked Control System for
Reliability and Resource-Efficiency”, to be re-submitted to Baltic Electronics
Conference 2024 (BEC2024), the main contributions are:

e This work aims to maximize control-communication reliability and resource
efficiency across the control and communication layers by using RL techniques.
Resource optimization in both control and communication layer is achieved by
controlling Inter—Packet Gap (IPG).

¢ The main contribution of this study is in its holistic optimization approach, which
addresses the challenges pertaining to the reliability of control communication
and the efficiency of resource utilization concurrently. Indeed, by integrating RL
techniques, the suggested methodology offers a holistic approach that considers
the interplay between both levels.

¢ In contrast to traditional techniques, this work uses simulation-based scenarios to
validate the suggested method. The validation method used in this study offers a
more thorough and practical assessment of the suggested optimization procedure,
as opposed to the prevailing mostly analytical methodologies seen in previous
research.

In Publication V, "Decentralized Distributed Data Structure for Bioanalytical
Laboratory Setups," 8th ACM WomENcourage Conference, 2021, (extended
abstract+poster, ETIS 5.1), the main contributions are:

e The main structure for data communication. The communication-based data flow
structure is decentralized and supports different devices in a bioanalytical
laboratory unit.

e The conceptual, logical, and physical data flow models for bio-analytical laboratory
setup.

This system model worked as expected when subjected to the specified constraints. In
addition to this, the case study demonstrates the implications of formal techniques for
the design and verification of wireless automation of high-throughput laboratory setups
in Model-Based System Engineering (MBSE).

The results showed that the system favours the decentralised technique when there are
strong latency limitations and heavy traffic, but it is more reliable in low-traffic
conditions when the centralised strategy is used. The minimal delay between two
systems is 125 ms to prevent excessive traffic, 129 ms (centralised), and 87 ms
(decentralised).

In Publication VI "CogniFlow-Drop: Integrated Modular System for Automated
Generation of Droplets in Microfluidic Applications,” in IEEE Access, vol. 11, pp.
104905-104929, 2023, doi: 10.1109/ACCESS.2023.3316726, as part of the overall
CogniFlow-Drop system, an additional contribution is:
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e The suggested development of a wireless communication-based automation
system that operates in an event-triggered way, utilizing pre-defined data
structures in a publisher-subscriber configuration.

e The same is also included in Future Publication VII (patent application) "Integrated
modular system for automated generation of droplets in microfluidic
applications and method thereto"; Priority number: EE P202300024; Priority
date: 20.09.2023.

Table 3 shows the mapping between the contributions, chapters, publications, and
RQs of this thesis.

RQ1 (Integration RQ2 . RQ3.
. . (decentralized (Improving
Chapter and of bioanalytical .
.. vs. centralized QoC and
Publication(s) system and .
WNCSs) system QoSin
communication) WNCSs)
Contribution 1
(Model-based Chapter 3,
system architecture Publications | v v
for event-triggered and Il
wireless control)
Contribution 2
(Joint optimization Chapter 4, v
of WNCSs using Publication Il
co-design)
Contribution
3 (Method Chapter 5,
for control-
communication Future v
L Publication IV
reliability and
resource efficiency)
Contribution 4
(Decentralized Chapter 6,
communication- Publications V, v
based data flow VI
structure)
Contrlbutlon. Chapter 6,
5 (Wireless L
L Publications V
communication- v v
. and VI, Future
based automation -
Publication VII
system)

Table 3: Mapping between the contributions, chapters, publications and RQs of this thesis
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1.5 Thesis Organization

This thesis is organized as follows:

e Chapter 1 (this chapter) provides fundamental principles of wireless networked
controlled systems, which are crucial for comprehending their functionality and
applications. This chapter additionally presents the problem statement, research
hypothesis, and research question that will be examined and discussed
throughout the thesis. Furthermore, it emphasizes the thesis’s contributions in
terms of improving knowledge in the domain of wireless networked controlled
systems. Ultimately, the chapter offers a well-defined structure of the thesis,
offering the reader a concise outline of what to anticipate in the next chapters.

e Chapter 2 begins with a brief summary of control systems and then provides an
overview of the existing research in several areas encompassing wireless control
system design, design of CPSs, wireless communication and its use in point-of-care
devices, RL, the comparison between model-based and model-free RL, and MBSE.
Note: the more specific state of the art related to the individual contributions are
presented in the following respective chapters.

e Chapter 3 discusses the utilization of MBSE methods in designing Cyber-Physical
Systems (CPSs). The work specifically focuses on the definition of a model-based
system architecture and on the deployment of POC devices to demonstrate the
significance of formal approaches in modeling, verifying, and validating these
systems. The proposed strategies aim to achieve particular delays and bandwidth
usage while reducing packet loss under network congestion, and are then
compared. The results demonstrated that the system prefers the decentralised
strategy when strict latency constraints and high traffic are present, whereas it is
more reliable in low-traffic scenarios when the centralised strategy is
implemented. The minimum delay between two systems is 125 ms (avoiding
excessive traffic), 129 ms (centralised), and 87 ms (decentralised).

e Chapter 4 introduces the design of an optimal control system that addresses
uncertainties in network conditions. It also provides an algorithm that enables the
control system to function effectively even in poor network conditions. The
method considers multiple parameters, including delay, packet loss, and
bandwidth limitations. The chapter also assesses the effectiveness of the
proposed algorithm, showcasing its ability to improve the performance of control
systems even in the presence of variable levels of network unpredictability.

e Chapter 5 introduces resource allocation techniques and explores the importance
of reliable control performance in WNCSs. The chapter focuses on the challenges
encountered in achieving reliable control performance in WNCSs, specifically
addressing problems associated with packet losses and latency. The chapter
explores the utilization of reinforcement learning (RL) strategies to guarantee
reliable control performance in these systems. The chapter illustrates the
application of inverted pendulum simulation to showcase the effectiveness of the
suggested methodology.

¢ In Chapter 6, the distribution and flow of data for WNCSs are discussed, along with
guidelines for the development of user interfaces for software that interacts with
these systems in the context of point-of-care applications.

22



e Chapter 7 provides a summary of the main contributions, presents the conclusion

of the thesis, and emphasizes future work.

The framework for the Ph.D. thesis (including contributions denoted by Cx with

green font) is shown in Fig. 1.
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Figure 1: Framework for the Ph.D. thesis. The contributions are denoted by Cx with green font.
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2 Some Background on Co-design and Models for Wireless
Network Controlled Systems

To gain insights into WNCSs and achieve the goals of this Ph.D., a study of the scientific
literature was carried out on WNCSs, CPSs, MBSE, wireless communication and modeling
for POC devices, as well as on ML in WNCSs and their comparison with classical control.

While the following sections present an general overview of the above-listed topics, it
is important to highlight that the specific state of the art for each contribution of this
thesis is summarized later in its own chapter. The current chapter provides the essential
background required to develop an understanding towards achieving the Ph.D. objective.
The contributions of the cited works are summarized individually in the next sections; on
the other hand, their limitations and the research gaps are summarized collectively at
the end of the chapter.

2.1 Brief Summary of Control Systems

Control systems are used in a wide range of applications, including transportation,
production, manufacturing, and many more, such as WNCSs introduced in the previous
chapter. As mentioned earlier, controlled systems usually comprise of sensors, actuators,
and of the actual controller(s), where the goal of control is to maintain a stable behavior
of the actuators, possibly based on sensor inputs [31]. Control systems can be divided
into several categories depending upon i) the absence or presence of feedback, i.e.
open-loop and closed-loop control, ii) upon the behavior of the system, i.e. linear or
non-linear, and iii) upon the type of time-domain representation and analysis, i.e.
continuous time or discrete time [32, 33]. These three aspects are briefly discussed in
what follows.

Fig. 2 illustrates the difference between open-loop and closed-loop control. An open-
loop control system requires no feedback from the system’s response to the controller’s
input, i.e. the control action does not depend on the process output (also known as the
controlled process variable). Open-loop control is utilized in a variety of applications, e.g.
a stepper motor that moves a specific distance with each pulse received. To position it, the
necessary pulse count is simply applied to the motor input. While creating such control
systems is simple, the operation is not effective for systems with a low tolerance for error.

In order to achieve e.g. higher accuracy or when dealing with systems that have a
restricted range of output, it is crucial for the controller to consider the system’s response
in relation to its input. Such a closed-loop (feedback) mechanism allows the system to
adjust its controller output (input for the system/actuator) in response to e.g. changes in
external variables, such as temperature fluctuations, that may cause abnormal operation.
As a counter-part to the stepper motor example mentioned above, a servo motor is an
example of a closed-loop controlled system, i.e. it operates by receiving the initial and
target positions and calculates the error or difference between the two and operates the
motor until the error is minimized.

Moreover, the categorization of control systems can also be based on the system
behavior, i.e. either linear or non-linear. The behavior of a linear system is deterministic
and can be modeled using simple equations [34]. In contrast, a non-linear control system
exhibits complex behavior, and the output patterns of the system are often
unpredictable, or sometimes even extremely unpredictable. In the context of linear
systems, the system is typically expressed using state-space equations, and the process
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Figure 2: lllustration of control systems in the absence of feedback (top: open-loop control) or in the
presence of feedback (bottom: closed-loop control)

of analyzing stability is rather straightforward [35]. The controller design is not highly
complex, and a straightforward implementation of e.g. Proportional-Integral-Derivative
(PID), Internal Model Control (IMC), or Smith Predictor is sufficient to achieve a stable
response [36].

Conversely, in the case of non-linear systems, their behavior is too complex to be
described by simple state-space equations. To analyze stability, it is necessary to
linearize the system [37]. In the case of non-linear systems, it is nowadays common to
design a controller using RL or other methods of machine learning in order to achieve a
stable operation of the system [38].

Finally, the control can also be categorized as continuous time or discrete time (Fig.
3) based on how the evolution of variables over time is modeled. The primary distinction
between these two is the time-sampling of the input and output. Continuous time
systems work continuously without intervals (or infinitesimally small intervals), while
discrete time systems function at fixed intervals [39] (e.g. by acquiring values of an
analog signal at constant or variable rate via sampling, or if the process is inherently
discrete time). continuous time control often utilizes proportional or integral or
derivative based control, or in combination as in PID. On the other hand, discrete time
control often operates based on sequences or difference equations [40]. It is possible to
design a discrete time controller for a continuous time system [39] and vice versa.

25



x(t) y(t)

Continuous Time

— % System

x[n] Discrete Time y[n]
= System _—

Figure 3: lllustration of continuous time control and discrete time control. Top: control input (x(t))
and response (y(t)) for a continuous time control system. Bottom: control input (x[n]) and response
(y[t]) for a discrete time control system.

In the rest of this thesis, control is characterized as i) closed-loop control, ii) non-linear,
and iii) discrete time.

It should also be noted that in control theory, "optimal control" refers to the process
of finding a control law that minimizes a certain cost function for a dynamic system.
However, the term "optimal" in "optimal control" does not guarantee that the control
strategy is always the best because in practical applications there are trade-offs between
achieving optimality and other aspects such as real-time implementation constraints.
This thesis focuses on the optimal control of a system by addressing a joint-optimization
problem (control and wireless communication) which is in nature a non-convex problem.
The objective is to achieve a certain level of performance, described as the system
requirements, by minimising several factors such as steady state control error,
bandwidth consumption, power consumption, packet loss, and latency etc., while
ensuring quality of control (QoC) and quality of service (QoS).
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2.2 Co-design in Wireless Networked Control Systems

As previously stated, WNCSs are decentralized systems comprising controllers, actuators,
and sensors that can communicate wirelessly. This enables WNCSs to be used in a
variety of fields, including automotive, smart buildings, industrial automation, and
robotics, among others. Several co-design frameworks have been developed to address
the challenges experienced by WNCSs. These frameworks have focused on either
optimizing i) control parameters (such as sampling time, stability, or routing), ii) network
parameters (including delays, packet loss, and jitter), or both i) and ii).

The optimization of either control parameters based on networked conditions, or vice
versa, falls under the category of cross-layer design [41, 42] (Left-hand side of Fig. 4),
whereas co-design aims to optimize both control and network parameters together for
the system to reach optimal performance (Right-hand side of Fig. 4).

v | v
Control Layer

Control Layer _l

i i
] Cross-layer . Estimator/ ] Joint-layer f
Decision Maker ! Optimization Decision Maker

] Optimization
] ]
Communication | Communication

Layer | Layer |

t t

Figure 4: The two main categories of design frameworks for WNCSs. Left: cross-layer design
(optimizes either control parameters based on networked conditions or vice versa; the optimizer
does not make joint optimization of different parameters). Right: Co-design (optimizes both control
and network parameters together).

Co-design strategies falling under the right-hand side of Fig. 4 and developed
specifically for WNCS are also helpful for the design of CPS in general because nowadays
the physical, network, and application layers of WNCSs are also core components of
many CPSs. The main challenge in designing CPSs and thus WNCSs is the limitations of
modeling frameworks in their representation and simulation of unpredictability,
continuum, and determinism [43]. There is a strong need to focus on modeling and
analyzing the system so that it can integrate interaction between the control and
communication domains in a unified way. The designed system should be able to
address the complexity added to the system as a result of interaction between the
domains e.g. delays, losses, computation, resource allocation and scalability. Reliability
and the trade-off between control and communication objectives must be properly
addressed to achieve optimal performance [3].

2.2.1 Cross-Layer and co-design of Wireless Network Controlled Systems
In [42], a cross-layer design framework is proposed for systems with energy limitations,
where control system optimization is performed by imposing constraints on wireless
networks. This helped achieve control level optimization for an inverted pendulum
application; results show how the stability, performance, computation time, energy
consumption, and transmission delay are affected by different control and
communication strategies, and that there is a trade-off between stability and
performance, and between energy efficiency and performance.

In [44], a cross-layer design methodology is proposed to address periodic traffic
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timeliness and optimize channel utilization by adjusting the sampling rate between the
controller and sensor in a WNCS. Their proposed method can adjust the sampling period
to achieve the best control performance and meet the time constraint in WNCSs and it
can use the channel more efficiently and reduce the useless data as compared to non
cross-layer methods.

The work [41] optimizes control performance as a function of controller design and
network parameters using cross-layer design framework where multiple control loops
are present in the system. The paper explores controller design with dropped packets,
demonstrating the separation of estimation and control under network assumptions and
also discusses wireless network design, highlighting implicit tradeoffs between network
throughput, time delay, and packet loss probability. A cross-layer design framework for
networked control applications is proposed and validated on a double inverted
pendulum system.

[45] also uses a cross-layer design strategy where control architecture optimizes
communication cost while maintaining control performance. The paper introduces a
control architecture integrating Low-power wireless bus and rate adaptation and
self-triggered control strategies. It presents optimal rate selection algorithms, novel
network adaptation mechanisms and explores the tradeoff between communication
cost and control performance. Results show that rate adaptation and self-triggered
control offer advantages in control performance and energy efficiency (e.g. up-to 47%
energy savings for comparable control mean average error as compared to traditional
control systems at fixed sampling rates).

Work [46] focuses on security in WNCS and investigates the resilient control problem
for a class of WNCS under a denial-of-service (DoS) attack, adopting a cross-layer view and
obtaining Nash power strategies and optimal control strategy in the the delta-domain ' in
the cyber- and physical-layer, respectively, to bring the control performance to the desired
security level by dynamically manipulating the cyber-layer pricing parameters.

At the time of writing this thesis, work [47] recently (February 2024) proposed a
Deep Reinforcement Learning (DRL)-based algorithm for estimating-controlling-
scheduling co-design of a model-unknown non-linear Wireless-networked control
system (WNCS) over wireless fading channels with model-free and model-based data, as
well as with the awareness of the sensor’s Age-of-Information (Aol) states and dynamic
channel states. Experiments show significant performance gains, e.g. up-to 72% - 99%
performance improvement over the baseline Scheduler-Reward.

The work [48] presents a methodology for the joint design of control and
communication for WNCSs using a combination of simulation and optimization
approaches. In addition, the same work analyzed how the choice of control algorithms
and communication protocols affects the stability and performance of the WNCS.

[49] proposes a co-design framework for wireless system identification in WNCSs,
which optimizes the wireless resource allocation while ensuring the identification
accuracy under confidence level. Two design problems are solved for maximizing the
throughput or minimizing the power consumption and deriving the minimum number of
data samples for identification, by using Lagrangian method, Hungarian algorithm, and
finite-time identification theory for exploiting the relationship between the power
consumption and channel allocation given the finite-time wireless system identification

"Opelta-domain: mathematical domain used to model and analyze discrete time systems, such
as CPSs, based on the delta operator (difference operator that relates the current and the next
values of a signal). Advantages over the traditional z-domain include better numerical stability,
easier implementation, and closer resemblance to the continuous time domain
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performance requirement, leading to up-to 26.4% energy savings.

[50] reviews the communication-control co-design methods for wireless networked
automation systems and analyzes the correlations between control and communication
systems, in particular i) control optimization problems with communication constraints
and ii) communication optimization problem with control constraints, and highlights that
the scientific literature lacks in works that combine the control and communication
requirements as objectives. The paper also proposes a co-design model for cloud control
of AGVs in future factories; results show that communication-control co-design can
lower the coding rate requirements and wireless resources consumption, and improve
the probability of system instability and the number of admissible AGVs. The results also
highlight that the control system is more stable when sampling time increases (from 1 to
5 ms in the use case), but becomes more unstable past a certain point (from 6 ms in the
use case).

A review was also conducted around model-based and model-free design
approaches, different control and co-design methodologies [51, 52] and the integration
of CPSs concepts in the devices, which are presented later in the respective chapters of
the thesis.

2.2.2 Wireless Communication Technologies for Point of Care Devices

In the initial phase of this Ph.D. thesis, a literature review was conducted to analyze the
state-of-the-art in the field of wireless communication for POC devices. A systematic
literature review (Appendix 5, not published) helped to identify the dominant
communication methods and technologies used in POC devices. A period of 6 years
(2015-2020)’s research documents (i.e. papers, books, tutorials, etc.) were analyzed; the
documents were narrowed down to 39 items for comparative analysis. The final
selection of documents included 16 items for long-range and 23 for short-range wireless
communication technologies.

The research [53] shows the use of Zigbee for portable surface stress biosensor test
system due to its low-cost and low-power. NFC is found to be useful for several health
sector applications especially in health management systems for medical data
acquisition, disease diagnostics, and patient care [54, 55]. Recently, several research
efforts have been carried out to use NFC in self-diagnostics devices. Due to higher data
rates, the Bluetooth has been shown to be beneficial in the transfer of medical data and
records in many present health care devices. The paper [56] deliberates the use of
Bluetooth as a wireless communication tool for paper-based Point-of-Care testing
(POCT) device for the detection of neuron-specific enolase.

Several research efforts [57, 58] show the use of Wi-Fi as a powerful connectivity tool
for e-health applications. The major focus of these researches is to use Wi-Fi as a
connectivity tool; however, performance evaluation of Wi-Fi itself is not performed. The
research [59] gave a state-of-the-art overview of UWB use for Wireless Body Area
Networks (WBANSs) and challenges associated with its implementation in health care
devices. ANT+ [60] is an ultra-low-power, short-range and scalable wireless network
protocol used mainly for wearable devices. Other short-range wireless technologies
6LowPAN [60], Z-wave [60], WirelessHART [61, 60], DASH7 [62, 63, 60] and IrDa [60] can
also be used in health care devices for patient monitoring applications [64, 65].
However, the research does not show the use of these technologies in POC medical
devices.

The research [66] show the use of LoRaWAN for e-health applications and evaluate
the performance of the communication protocol for different indoor scenarios. The
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research [67] show the use of NB-loT for drug infusion control, the introduction of an
edge computing layer was proposed to reduce the major challenge of NB-loT which is
latency. The studies [68, 69, 70] propose the use of SigFox for personalized health-care
devices. LTE-CAT-M1 [69] and Wi-SUN [71] are other low-power long-range
communication methods considered as a viable wireless communication tool for health
care applications. Although for POC monitoring devices the use of wireless
communication technology is identified as broad whereas for POC diagnostic devices, its
use is only restricted to few well-known wireless communication technologies, i.e.
Bluetooth and RFID due to limited research in the field.

In addition to the above review, some selected works illustrating the current
advances in the field of health care regarding the use of wireless communication were
also analyzed. [72] emphasizes the significant impact of 5G technology on healthcare
and wearable devices, highlighting its potential to improve patient monitoring, illness
prevention, and specialist care accessibility. Furthermore, [73] examines the wireless
technologies used in Wireless Body Area Networks (WBANs), explores their medical
uses, and addresses the obstacles and potential advancements in the sector. Another
article [74] outlines current and upcoming trends in POC technology, including
technologies that have been approved or cleared by the Food and Drug Administration
or are in the research phase. The paper discusses the potential clinical applications of
developing technologies such as wearables, noninvasive testing, mass spectrometry, and
digital microfluidics, focusing on strategies beyond technical proof of concept for clinical
implementation and impact.

2.3 Model-based and ML based Design in Wireless Network Controlled
Systems

The work presented in [75] presents several structures and control methods developed
to enhance the efficiency of Networked Control Systems (NCS) using Model-Based
Networked Control Systems (MB-NCS) methodologies, emphasizing the significance of
model-based system engineering in NCSs, to achieve lower data transmission rates and
generate appropriate control inputs.

A discrete Markov switching system model [76] is developed for WNCSs by integrating
the 802.11 protocol and a novel scheduling method. This model represents packet drop
sequences as states of a Markov chain to enable the creation of a variable controller using
linear matrix inequalities (LMIs) in Matlab. It considers both known and unknown dropout
probabilities and is validated through simulation.

The research presented in [77] integrates gain scheduling and time-delay system
modeling to reduce communication consumption while maintaining control
performance by employing a less conservative self-triggered method for scheduling and
operating a WNCS on an IEEE 802.15.4 network.

In [78], a novel model-dependent scheduling (MDS) approach is presented for
networked control systems that accommodate disturbances, time-delays, and medium
access constraints. In order to improve system stability, the approach considers both
constant and random time-delays while choosing states. Additionally, in order to handle
system disturbance and uncertainty, it integrates a co-design technique based on
switched systems and a robust H-infinity. Their proposed MDS has better stability
compared to maximum error first and try once discard (MEF-TOD). MDS needs less
switches as it uses the error between the ideal dynamic and the real system; the states
scheduled in each sampling period are the optimal ones making MDS more stable.

The research presented in [79] proposes a new method for allocating radio resources
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in proactive vehicular networks, utilizing a "generalized closed-loop" model and DRL,
where data transmission success rate is the reliability indicator. The method uses radio
resource utilization information from the vehicle's past uplink; vehicles use local or
global data transmission experience to select the best quality radio resource; DRL is
based on the latest resource utilization information (RRUI) of vehicle and resource
occupancy information. The simulations demonstrate that the method attains a data
transmission success rate of over 98% when the resource load rate approaches 40%.

2.4 Model-based Design methods for Point of Care Devices

This section encompasses topics of model-based design for POC devices.

The review [80] emphasizes the importance of wearable sensors in POCT, discussing
their design, types, and recent advancements in non-invasive biomarker measurements.
It also covers challenges and future possibilities, such as integrating with the loT for self-
healthcare.

The research presented in[81] explores the application of MBSE, and customized
object-oriented systems engineering method modeling, focusing on problem, context,
technical requirements, logical, and physical levels, for constructing bioanalytical
devices, facilitating interdisciplinary cooperation among biochemical processes,
software, hardware, and mechanics. The paper also stresses that the transformation of
product lifecycle processes from document-centric to MBSE will provide a competitive
advantage.

In order to enable automation in the healthcare industry, numerous architectures
and models integrating CPSs concepts with medical devices have been proposed in
recent years [82, 83]. However, such integration with bio-analytical devices is still new,
under-researched, and there are very few works proposing an architecture and model
for the design of these devices. The works [84, 85] inspired model-based system design
methodology in bio-analytical and diagnostic devices and SysML modeling of the system.
Using SysML, it is possible to model system behavior; however, non-functional
properties, which are essential for the synchronized operation of the system under
constraints, cannot be fully accounted for using this method.

Increasingly, bioanalytical devices integrate the concepts and features of
wireless-enabled CPS, which can help improve efficient laboratory control. In this
context, a Cyber Bioanalytical Physical System (CBPS)" integrates physical and biological
processes with computation and communication domains, enabling efficient remote
operation of the processes. Synchronization between devices in a CBPS ensures stability
and reliability [90]. Fault tolerance and delay requirements [91, 92] limit system
performance (as in URLLC) [93]. Delays introduced by control systems, such as
computation and prediction delays, and wireless network uncertainties, such as
gueuing, transmission, and backhaul delays, affect these factors [91, 92]. It is important
to consider the design of WNCS (as a sub-domain of CPS) as a co-design problem rather
than an interactive design in which one design lies on top of the other. Co-designing
WNCSs can improve application control and information distribution.

"Related but not necessarily identical concepts are also referred to as e.g. medical cyber physical
systems (MCPS) [86], cyber physical microfluidic chip (CPMC) [87], cyber physical microfluidic system
(CPMS) [88], cyber biological and physical system (CBPS) [89], or cyber physical biochemical system
(CPBS) [84]
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2.5 Model-free and Model-based Machine Learning

Model-based ML methods [94] predict outcomes by constructing a model of the
environment, while model-free ML algorithms [95] learn from experience without
relying on an environment model. Linear Regression and Decision Trees are examples of
model-based ML methods, while Q-Learning, Deep Q-Network (DQN), and PPO are
examples of model-free ML techniques. Model-based procedures are less accurate but
require fewer samples, whereas model-free methods are more reliable and consistent,
but require more data samples. Table 4 summarizes the key differences between
model-free and model-based ML techniques, extracted from the scientific literature.

Property

Model-free

Model-based

Complexity [96]

Simple as it learns from
experience

More complex due to need of
building and maintaining the

environment model

Computation [97] As no model is used, As it  requires building
its computationally less and maintaining model
expensive of environment, its

computationally expensive

Accuracy [98] depends upon experiences depends upon model updates

Adaptibility [96] Adapts by learning through Requires model updates

new experience

Sample efficiency Less sample efficient more simple efficient

[96]

Table 4: Comparison of essential properties of model-free ML and model-based ML

In addition to the above, different applications of ML require a thorough examination
of ML techniques to determine whether a model-based or model-free approach is
appropriate.

Several works incorporating ML in the design of WNCSs or CPSs can be found in the
scientific literature. A concise selection thereof is highlighted in what follows. The
editorial presented in [99] highlights the potential of Deep Learning (DL) to enhance the
utilization of limited spectrum resources in wireless communications for CPS, how it can
also be used to understand normal and abnormal behavior in CPS components and
devices, and how DL methods are crucial in predicting new attacks, often mutations of
previous ones, by learning from existing examples.

The research presented in [100] proposes employing RL to determine when smart
sensors in a wireless network should analyze measurements, considering the balance
between latency and accuracy as well as resource limitations, with a focus on optimizing
the latency-accuracy trade-off. Numerical simulations on smart sensing for the Internet
of Drones show that the proposed Q-learning-based learned policy can outperform
conventional design choices but also static policies.

The work [101] discusses the potential of unsupervised explainable ML in CPSs. It
reviews existing work in ML, presents initial requirements for explainable unsupervised
ML for CPS, and proposes a Self-Organizing Maps-based explainable clustering method
that generates global and local explanations using feature perturbation techniques. The
results show that the proposed method identifies key features for decision-making in
Self-organizing Maps and that it is a strong candidate for explainable unsupervised
machine learning, compared to current methods.
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2.6 Summary of the Background on the Co-design and modeling of WNCS

The above general background overview, as well as the specific state of the art
presented in the next chapters, show that significant progress has been achieved in the
design methods of WNCSs. However, there still exist limitations and research gaps. The
research on the novel model-based system architecture for event-triggered wireless
control lacks an understanding of its dynamic adaptability in response to fluctuating
network conditions; it is needed to explore how the system can autonomously switch
between centralized and decentralized strategies in scenarios including varying levels of
network congestion and traffic. Adaptability and robustness of joint optimization of
WNCSs using a co-design approach in dynamic and uncertain network environments is
also under-researched; further exploration is needed to understand performance in such
scenarios. Adaptability and scalability for maximizing control-communication reliability
and resource efficiency lacks an understanding of its evaluation by e.g. simulations,
beyond purely analytical studies. Moreover, practical implementation and optimization
of decentralized communication-based data flow structures on use cases of bioanalytical
systems are scarce, particularly in terms of accommodating various devices and
establishing conceptual, logical, and physical data flow models, as well as in the
implications of formal techniques for designing and verifying such use cases with
Model-Based System Engineering (MBSE).

This chapter has presented an overview of some essential background related to the
Ph.D. sub-topics and highlighted general limitations and research gaps.

As mentioned at the beginning of this chapter, the specific state of the art for each
contribution of this thesis is presented in its own chapter. The next chapters present the
individual contributions of the Ph.D. thesis, including their respective overviews of the
corresponding state of the art.
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3 Model-based System Architecture for Wireless Networked
Control Systems

This chapter discusses the need for model-based system design in WNCSs and suitable
approaches for achieving optimal control at early design stages. The chapter is based on
the following publications:

Publication 1: K. Ashraf, Y. Le Moullec, T. Pardy and T. Rang, "Model-based System
Architecture for Event-triggered Wireless Control of Bio-analytical Devices," 2021 24th
Euromicro Conference on Digital System Design (DSD), 2021, pp. 465-471,
https://doi.org/10.1109/DSD53832.2021.00076

Publication 2: K. Ashraf, Y. Le Moullec, T. Pardy and T. Rang, Design of Cyber
Bio-Analytical Physical Systems: Formal Methods, Architectures, and Multi-System
Interaction Strategies, Microprocessors and Microsystems, Vol. 97, Issue C, pp. 104780,
2023,DOl: https://doi.org/10.1016/j.micpro.2023.104780

The reader is encouraged to look at the above papers (provided in appendix) for
additional details and results.

The integration of CPS concepts into bio-analytical devices aims to enhance device
automation and diagnostic capabilities. This contribution explores:

¢ A model-based system architecture that builds upon an extended timed automata-
based formal technique. In contrast to prior research that utilizes models focused
in SysML or UML, the proposed strategy allows the wireless control of bio-analytical
devices through the utilization of a formal methodology.

¢ Model-Based System Engineering (MBSE) implications of formal techniques for the
design and verification of wireless automation of high-throughput laboratory setup.
A case study named "A droplet flow cytometer for testing bacteria’s susceptibility
to antibiotics" was modeled and analyzed using the formal method.

e A trade-off between centralized and decentralized information flow strategies to
improve system performance in the context of delay and bandwidth constraints.
UPPAAL Stratego is used to analyze strategies for achieving specific delays and
bandwidth consumption while minimizing packet loss during network congestion.

Fig. 5 provides a graphical abstract of the contribution on model-based system
architecture for WNCs. The key elements of the figure are discussed below and in
Publications | and II.

Integration of the principles of WNCSs (as a type of CPS) and the principles of
biological processes into bio-analytical devices is highly desirable to enable device
automation as well as to improve diagnostic and analytical capabilities. The results
indicate that when dealing with strict delay constraint and heavy congestion, the use
case system opts for the decentralized technique instead of the centralized option. In
situations with minimal traffic, the centralized solution demonstrates greater
effectiveness in maintaining the reliable functioning of systems.

The demand for automation in laboratory-based biochemical analysis and portable
fast diagnostic equipment has witnessed a substantial increase in recent years, owing to
the global spread of numerous diseases. The surge in demand may be attributed mostly
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Figure 5: Graphical abstract of the contribution on model-based system architecture for WNCs. The
key elements of the figure are discussed below and in Publications | and Il.

to the imperative to enhance medication research, analysis, testing, and rapid diagnostic
techniques [102, 103, 104]. Nevertheless, there exist multiple challenges linked to the
accomplishment of this automation, and the complexity of the problem has been well
defined in our prior research [105, 106], i.e. automation of chip design, sensor technology,
light source, and fabrication processes.

The integration of CPS concepts with microfluidic and biochemical domains is being
undertaken to facilitate automation in the field of bioanalytics. CPSs are designed to
combine physical and computational capabilities over a communication network. These
systems also incorporate user feedback by utilizing cloud-based technologies. In the
early phases of design, it is crucial to take into account both functional and
non-functional aspects in order to guarantee reliable and efficient automated
functioning within real-world limitations. Several architectures and models have been
proposed for incorporating CPS concepts with medical devices [107, 108], but research
on the integration of CPS concepts with bioanalytical devices remains limited. There also
exists the well-defined ISO/IEEE 11073 set of standards for health informatics, including
POC medical device service-oriented communication [109]. However, the same is not
true for CPBS or CBPS.
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Language Complexity Expressiveness Analyzability

Petri—nets Simple but does not good for modeling excellent for

[110] handle continuous concurrency, concurrent behavior
behavior and synchronization, and analysis and
complexity increases distributed systems deadlock detection.
with increasing  but less effective for  [111]

clocks [111]

continuous dynamics
[112]

TimedAutomata Less complex than

hybrid automata

Expressive for
systems with strict

well  suited for
verifying  temporal

[113] time requirements aspects in real-time
[114] systems [113]
HybridAutomata Complexity increases  Highly expressive  Challenging for
[115] with more clocks or for mixed behaviors systems with large
mixed behaviors (Continuous & number of clocks
Discrete) and mixed behavior
Pi-Calculus Complex good expressiveness Challenging for
[116] communication in modeling complex systems
mechanisms and concurrent and
high concurrency distributed systems
make scenarios  with complex
challenging communication
patterns

Table 5: Formal modeling Languages

Very few works [84, 117] using SysML or UML based modeling language proposed a
CPS based architecture for diagnostic devices. In [118], a comprehensive analysis of
modeling languages and techniques is presented, along with a list of their limitations. In
addition to emphasizing modeling requirements, this work discusses the significance of
addressing the functional and non-functional properties of CPS to ensure the device
operates correctly. It is possible to model system behavior using SysML; however, as
mentioned earlier in this paper, non-functional properties are required for the
synchronized operation of the system under constraints and cannot be thoroughly
addressed using this method. Moreover, as the number of interconnected systems
increases, so do the variables used to account for this interaction, necessitating a more
streamlined and trustworthy modeling strategy which leads to formal methods based
approaches. Table 5 shows a comparison different formal methods for modeling system
based on complexity, analyzability and expressiveness.

The selection of the timed-automata modeling language is based on a comparative
analysis of many elements of modeling languages and the stringent timing demands of
control systems. Timed automata are a sub-class of hybrid automata with a finite
number of resettable real-valued timers. Timed automata can be used to characterize
both functional and non-functional aspects of real-time systems, such as timing
behavior. Timed automata, unlike straightforward finite state machines, have time
constraints [114].
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3.1 Wireless Event-Triggered Control

Wireless event-triggered control [119] is an approach that aims to optimize network
traffic by selectively transmitting data solely when significant events occur. This strategy
effectively reduces the cost of communication and decreases energy consumption in
comparison with time-triggered control, which involves frequent data transfer. The
technology provides rapid control responses with minimal delay, enabling adaptable
control approaches in various fields such as robotics, autonomous systems, and
industrial automation. Furthermore, it enhances the longevity of battery life for sensors
and loT devices that rely on batteries for power.

Nevertheless, the system encounters various limits, including but not limited to the
detection of events that may not be accurately identified, issues related to the stability
of the network, challenges in scaling the system to handle increasing demands, concerns
regarding security measures, complexities associated with the system’s design and
implementation, as well as limitations imposed by available resources.

In systems where there are stringent resource requirements, wireless event-triggered
control is given priority over time-triggered control [3]. In the context of bio-analytical
systems, data transfer can be facilitated by event-based mechanisms. However, in order
to ensure that the developed system adheres to the maximum allowable delay, a modeling
language based on timed automata is used. This ensures the synchronization of several
systems and prevents the occurrence of deadlocks.

*¥min *max
*min rmax @ B T < T <t
LT, ST, @ - 4 t t

Physical System

Figure 6: Wireless control over a non-deterministic network, where rr*mi", r;‘mi”, T gAY gre

the minimum and maximum times for a sample to be transmitted and received, respectively.

It was supposed that every bio-analytical system functioned as a Linear Time
Invariant (LTI) system. In the scenario where the network is non-deterministic, meaning
that the time taken by each sample to reach its destination is unknown, there exists a
delay associated with the transmission of each sample, denoted as t;, as well as a delay
associated with the reception of each sample, denoted as t,. Furthermore, the
minimum times required for the sample to be transferred and received are denoted as
r,*”’i” and r,*’”"", respectively. Similarly, the maximum times required for the sample to be
transmitted and received are denoted as 7;""** and 7", respectively, as seen in Fig. 6.
When dealing with multiple systems interacting with each other over wireless network
the scabaility and reliability are major network design performance benchmarking tools.

The major network architecture to achieve scalabality are centralized, decentralized
and distributed. Fig. 7 shows an overview of generalized centralized, decentralized, and
distributed system architectures. The increasing number of devices poses a challenge to
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(c) Distributed

Figure 7: (a) Centralized, (b) Decentralized, (c) Distributed System Architecture for information
control and transmission.

the interaction among multiple systems [29, 30]. A centralized control approach for Cyber-
Physical Systems (CPS) [28] may become inefficient in such scenarios, as the systems are
often distributed across space and the overall computational complexity could experience
a significant increase. Moreover, a distributed or decentralized CPS architecture [120] is
preferable when network resources are scarce, such as when bandwidth is limited or time-
delay restrictions are stringent. When deciding between a centralized control strategy and
a decentralized or distributed control approach, there is always a trade-off.

If the number of systems interacting with each other is smaller than the upper bound
on network constraints like as bandwidth and power, a centralized control and
communication method would be preferable than a distributed one, where information
flow could experience significant delays. Consequently, there arises a necessity for
conducting a comprehensive examination of network designs in order to assess their
scalability and maintain their reliability while operating under the limitations of
bandwidth and latency requirements.

In order to evaluate the most appropriate strategy, a methodology based on
Stochastic Timed Automata (STA) was used. Uppaal Stratego [121], a tool for optimizing,
simulating, and exploring strategies in pricing strategic timed games, was used to
simulate the strategy. The results and further details of the approach are presented a bit
later under Section 3.3.
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3.2 Modeling Framework and Case Study

The preliminary definitions of hybrid and timed automata for the use case under study, as
well as their parallel construction, are provided in Table 6.

Both hybrid and timed automata derive their semantics from two rules: discrete rule
for discrete state transitions and continuous time rule for continuous time steps. In the
case of parallel compositions involving n systems, denoted as 71,73, ..., T,, the discrete
transitions between the edges of two consecutive systems, 7; and 7}, 1, can be categorized
into two types: "Rule Synchronization" and "Rule Non-Synchronization".

The process of bacterial antibiotic susceptibility analysis is facilitated by a
droplet-based flow cytometer, which operates by producing sizable droplets that
encompass bacteria, reagents, and antibiotics. The droplets are subjected to incubation,
and subsequently, images are acquired using a high-speed camera. These images are
then identified utilizing a Machine Learning algorithm. The susceptibility of bacteria to
various antibiotic concentrations is determined by the ratio between dead and living
cells. In a laboratory setting, it is possible for these devices to be situated at a
considerable distance from one another and establish communication over a wireless
network. The primary sub-blocks of the droplet flow cytometer under consideration for
the examination of bacterial antibiotic susceptibility are depicted in Fig. 8.
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Figure 8: Use case: flow cytometer for antibiotic susceptibility of bacteria, where the main building
blocks are the droplet generation unit (pump, fluidic chip), imaging unit/sensing unit (light source,
camera), and detection unit (ML algorithm, classification results). Here control is applied to the fluid
flow to create droplets of certain size while the output of the wireless camera provides a feedback to
the pump for optimizing the parameters of the flow mechanism. The pump control unit also sends
control instructions to the light source. The detection unit can be implemented on board with the
sensing unit, or it could be remote (wirelessly connected).

The droplet flow cytometer system comprises three primary components: the
Droplet Generation Unit, the Imaging Unit/Sensing Unit, and the Detection Unit. The
control unit of each sub-block is connected to the central controller by a wireless
communication network. The droplet production unit uses a pump for fluid volume
regulation and a microfluidic chip for the purpose of initialization. The imaging unit
usess a light source and a high-speed intelligent camera to acquire images at different
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Automata | Definition Rules
Hybrld Definition 1 A hybrid automaton is a tuple H= (L, Var, g, T, Edge, Act, Inv, Init) where: Discrete Rule
A The discrete rule governing transitions between states is written
i — . ions v, " I o ’
utomata L — Set of locations, States £ = L x V, V: set of all valuations v, where v : Var — R as (1,0) % (' v Yfor (1,0, (v ),/ ) € Edge and invariant v’ &
!
Var — Real-Valued Variables, L — 24" Inv(l' ) must hold. On the other hand, the time rule governing
the time can pass in the current location and the variable related
¢ — Conditional/Guard function to the location can evolve given that f € Act such that f(0) =
/
v,f(t)=v .
T — Set of Labels ()
continuous time Rule The continuous time rule is given by
Inv — Invariant function, Inv(l) CV,l € L ,
(RO (1,v ) for £1(0,1)] € Inv(I) and ¢ is strictly positive.
Act — functions consists of set of activities, f : R>( =V
Edge — Set of transitions, Edge C Lx T x g(Var) x oVar o,
Init — Initial Location, InitC L
T| med Definition 2 A timed automaton is a tuple 7 = (L,T", Edge, C, Inv,Init) where: The semantics for timed-automata are given for the discrete rule
and continuous rule:
Automata L — Set of locations, States = L x V, V: set of all valuations v, where v : Var — R Discrete Rule
C — Set of real-valued clocks
a 7 ’
I Set of Labels )= v)ila 0l ) € Edge
’ ’ ’
Inv — function that assigns set of invariants to locations based on Clock Constraints gy =reset(C) vy [EInv(l') U
(€c), L— cc(C) where g is the guard.
continuous time Rule
Edge — Set of transitions, Edge C L x CC(C)x T" x 2 xL
Init — Set of Initial States, Init C L ! ! !
' finit " )5 v) it eRagy Iy =vir (@)
Parallel Definition 3 Rule Synch :
e The parallel timed automata composition Ty || T || Tn of n
Composition | systems such  that T (Ly.Ty.Edge;.Cy, Invy,Init)).Ty = , ,
(Ly,Ty,Edgey,Cp,Invy, Inity), ... Tn = (Ln,T'n, Edgen. Cp, Invn, (lia,(8i-Ci) i ) €Edge; (liy 1:0:(8i4-1 Cip 1)y ) EEge 1 )
Initp) , and such that clocks and states are pairwise disjoint, is given by: 77
(Ui i 1),0(8iA8141 Ci%Cip 1)U i1 ) EEdge
(3)
o L=LyxLyx..xLp Rule Non — Synch; :
 C=C|xCy..xCy ,
(1;.4.(3.0).1;) € Edge;.a¢ Tjy .
e =Ty xI..xT 7 4
1282 xtn ((:1i41),a,(8:€), (I; \l1)) € Edge;
o Inv(ly, ) =Invi(I}) AInvy (), ...,
Inv(l, Y dn) = Invy, (L, ~ ) M (In) for all (11,1 ,..In) € L Rule Non —Synch
o Init={((l},ly,...In),v) € E|(Iy,v) € Init; A(ly,v) € Inity,... A (ln,v) € ’
Initn} (li1-a,(8:C) 1y 1) € Edgejy1,a g T; ®)
7
(U li41)-a,(2.0). (a1 ) € Edge
Extended Definition 4  Extended timed automata is a tuple T = Extended Timed Automata follow the same rules as Timed
Timed (L,T',Edge,C.,Var,Chan. Inv,Init, P) Where Automata’s discrete and continuous rules.
Automata L — Set of locations, States £ = Loc x V, V: set of all valuations v, where v : Var — R

C — Set of real-valued clocks

Var — Set of non-clock real-valued local variables

Chan — Set of non-clock shared variables

T — Set of Labels

Inv — function that assigns a set of invariants to locations based on Clock Constraints
(CC), local variables constraints ®(Var) and set of shared channel variables
@(Chan), L—CC(C)A ®(Var) A ¢(Chan)

Edge — Set of transitions, Edge C L x CC(C) x ®(Var) x @(Chan)x T
«2C woVar . oChan o |

Init — Set of Initial States, Init C L

P — Assigns user—defined exponential delay rate (e) to each location, L — e(P),
The exponential rate P defines an exponential distribution to leave each state under

unbounded delays.

Table 6: Definitions and Rules for Hybrid Automata, Timed Automata, Parallel Composition, and
Extended Timed Automata
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frame rates and resolutions. The detecting unit usess a microcontroller for the purpose
of image classification through the utilization of machine learning methods, namely
deep learning techniques including artificial neural networks. The central controller
initiates the activation of individual sub-units in a predetermined sequence using a
wireless communication network, and subsequently enters a state of sleep or low power
consumption, until a trigger command is received. The scheduling of networks is based
on priorities, where non-deterministic networks have a designated period for the
reception and transmission of commands. The wireless control of these devices is
represented using boolean variables, channels, and clock variables.

To ensure a system satisfies requirements like time restrictions, synchronization, and
deadlocks, model verification is essential. The UPPAAL tool is used to verify and check
systems under probabilistic, limited, and unbounded delay distributions. For simplicity
and major focus of our work we have only discussed network unit in detail here. For
network unit in droplet flow cytometer, the main states are:
DG _sending, Im_sending, DT _sending, wait_DG, wait_Im, wait_DT, and ACK_DG,
ACK_Im, ACK_DT. In addition to clocks, defined transmission variables (guards) like
tx1_max (DG_sending), tx2_max (Im_Sending), and tx3_max (DT _Sending) also impose
bounds on the state transition in network unit. Based on exponential delay model for
the network, Fig. 9 shows the UPPAAL based network model.
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Figure 9: Network unit for droplet flow cytometer, where the main states are:
DG_/Im_/DT _sending, wait_DG/_Im/_DT, and ACK_DG/_Im/_DT.

In any system, the discrete probability option for every path might help in estimating
the latency. For every path, a study of costs and reachability times could also be carried
out. The formal verification demonstrated that the device operated in the correct
sequence and at the appropriate time, and that the modeled use case did not violate
any time constraints. Fig. 10 shows an example of the network model with discrete
probabilities defined for delayed and non-delayed paths.
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State transitions, probability density distributions, and probability comparisons of
states at different intervals could all be validated with the query-based verification
method as in table 7.

z==rx1 min wait_lm1

Figure 10: Network unit with discrete probabilistic non-delayed and delayed paths (1/4, 4/5)

Table 7: Verification Queries

Queries Properties

E <> Communication.wait and z > tx1_max Delay
A[]!(Communication.Sending && Synchronization
Bio_Chip_control.Rate_Definition)

A[]Communication.wait imply z > tx1_min Reset
simulate[<= 300]Network. ACK_DG, Control. Simulation
Droplet_Generation,Imaging.Process_D?2

Pr[=<100](<> Network.DG_sending) >= Pr[<=100] | Probability
(<> Control .Imaging) Comparison

3.3 Scalability vs. Reliability and Key Results

By their very nature, CBPS are real-time distributed systems that rely on several devices
interacting with one another in cooperative and competitive ways to maximize
performance [122, 123]. This necessitates an analysis of the scalability and reliability of
the network of these devices. As mentioned earlier we used UPPAAL stratego to model
network architectures to make sure the system follows reliability requirements when
scaling the network. In the context of the use case, we developed a model to represent
the interaction between two systems.

This model considers three possible scenarios for information flow between the
systems: centralized, decentralized, and network traffic aware (state able to decided the
best information flow architecture under network load). Additionally, the model allows
the system to make a decision between the centralized and decentralized approaches.
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Expanding upon the concept of centralized and decentralized architecture, wherein a
coordinator assumes the responsibility of overseeing all or a subset of nodes, it becomes
possible to regulate the transmission of information across various nodes (see Fig. 7).

In both centralized and decentralized control, network traffic is an unmanageable
variable. By incorporating knowledge of the traffic load into the system, we may
effectively determine the most suitable approach for managing information flow in order
to optimize the utilization of network resources while adhering to specified delay
limitations.
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Figure 11: UPPAAL Strategies (a): Decentralized Information Flow
(System1—decntrx— Searching—found— System?2); (b): Traffic  Aware  Information
Flow (System1—Aware—sLowTraffic—cntrx— System2); (c): Centralized  Information
Flow (System1—cntrx— System2); (d): Traffic Aware Information Flow

(System1— Aware—sHighTraffic—decntrx— Searching—sfound— System?2).

This study examined the selection of architectural design for facilitating the
transmission of information between System 1 and System 2, considering both controlled
and uncontrollable stages. The probability of achieving a delay that is less than 150ms is
estimated to be 0.76, with a 95% confidence interval. The average bandwidth use is
around 1700 kilobits per second (kbps) with a 95% confidence interval. The study
examined four distinct approaches for selecting among decentralized, centralized, and
traffic-:aware communication methods.

The initial technique attempted to deal with delay constraints in order to mitigate
instances of heavy network congestion and facilitate the transmission of information.

The second technique prioritized the reduction of transmission latency to a minimum.
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The third technique successfully identified a compromise between minimizing latency
through either decentralized or centralized design, while also mitigating the occurrence
of heavy network traffic situations.

The fourth technique was designed to minimize the utilization of network resources,
specifically bandwidth, while also minimizing delay, irrespective of the underlying network
architecture.

The simulation findings indicate that the most appropriate approach for the utilized
use case is to choose for a centralized design, as it ensures reduced delay and reliable
communication. The average estimated bandwidth consumption is 960 kilobits per
second (kbps), while the average delay estimate is 109 milliseconds (ms), both with a
95% confidence interval. The multi-system interaction example showed how this model
can be utilized in Model-based System Engineering (MBSE).

3.4 Conclusion on Model-based System Architecture for Wireless
Networked Control Systems

This study introduced a novel model-based system architecture for modeling
bio-analytical cyber-physical systems (CPSs) with constraints, utilizing extended
timed-automation, and incorporating wireless network communication; the novelty is in
the utilization of a formal methodology (contrary to prior research that utilizes models
focused in SysML or UML). A timed strategic methodology was used to provide a
comprehensive assessment of the constraints related to latency and bandwidth. The
primary objective was to provide and demonstrate a formal model-based architecture
for bio-analytical devices, with the longer-term aim of promoting the adoption of formal
techniques in the field of bio-analytical devices in subsequent research efforts.

In order to illustrate the practical implementation of the suggested methodology, a
use case was studied, simulated, and validated using the UPPAAL tool. The scope of the
study was expanded to include multi-system interaction through the utilization of timed
stochastic automata, which were assessed using UPPAAL Stratego. The findings indicate
that the centralized communication architecture yielded a minimum delay of 129 ms
from system1 to system2. In contrast, the decentralized architecture resulted in a lower
delay of 87 ms. Additionally, when high-traffic circumstances were circumvented, the
delay was reduced to 125 ms.

This chapter focused on the performance of centralized and decentralized
communication architectures, and it was and found that the decentralized one had
lower delay under normal and high-traffic conditions. The next chapter deals with how
network uncertainties affect the control performance and the complexity of the
optimization problem stemming from the complex nature of the wireless network.
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4 Optimal Control under Network Uncertainties using
Machine Learning

This chapter discusses the network uncertainties affecting the control performance and
the complexity of the optimization problem due to the complex nature of the wireless
network. The chapter is based on the following publication:

Publication 3: K. Ashraf, Y. Le Moullec, T. Pardy and T. Rang, Joint Optimization via Deep
Reinforcement Learning in Wireless Networked Controlled Systems, IEEE ACCESS, 2022.

The reader is encouraged to look at the above paper (provided in appendix) for
additional details and results.

This chapter highlights the key elements from the above publication, namely:

e The comprehensive analysis of the current obstacles encountered in the design of
efficient WNCSs and explores the potential of DRL in mitigating these challenges.

¢ The novel co-design methodology that improves the system’s overall performance
by effectively resolving network uncertainties such as latency and fluctuating
throughput, thereby enabling the system to achieve optimal control performance.

e The in-depth examination of how DRL algorithms may effectively optimize the
trade-off between communication resources and control performance in WNCS.

The novelty of this contribution is in the DRL-based co-design approach for
joint-optimization of WNCS; unlike traditional control methods that requires a-prior
knowledge of the systems dynamics, the model-free approach can adapt to stochastic
behavior applications.

Fig. 12 provides a graphical abstract of the contribution on optimal control under
network uncertainties using machine learning. The key elements of the figure are
discussed below and/or in Publication III.

The objective of the work is to evaluate the advantages of employing model-free
reinforcement learning (RL) in stochastic systems, in comparison to both traditional and
contemporary control techniques. The problem is expanded to encompass the
application of droplet creation utilizing a stepper motor (inside each of the pumps, while
all four pumps are working at the same time), and the resolution is assessed within the
context of three distinct network scenarios (as shown in the left hand side of Fig. 12).

Simulation of network uncertainty is conducted, and a comparative analysis of
several RL techniques is performed. The utilization of a deep Q-learning algorithm is
used in order to address and minimize overestimation errors. The efficacy and
effectiveness of these approaches are then assessed and compared to alternative
model-free reinforcement learning algorithms.

The C51 reinforcement learning algorithm incorporates an experience replay buffer,
serving as an intermediary approach between offline and online algorithms. This inclusion
facilitates accelerated convergence in comparison to the DQN and DDQN algorithms. The
evaluation of RL algorithms entails the examination of several measures, including average
reward, convergence speed, and stability.

Furthermore, an examination is conducted to assess the influence of various network
characteristics and configurations on the performance of the algorithms, with the aim of
acquiring a more profound comprehension of their efficacy in practical situations.
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Figure 12: Graphical abstract of the contribution on optimal control under network uncertainties
using RL

Moreover, the C51 algorithm integrates a distributional methodology, enabling a
more precise depiction of the uncertainty associated with the estimation of values. This
phenomenon has the potential to enhance the investigation and use of the surrounding
environment, hence vyielding superior performance in comparison to conventional
Q-learning algorithms. Achieving the ideal equilibrium between observation size and
performance is crucial in order to effectively use the advantages offered by the C51
algorithm.

The application of predictive control to any given system is commonly perceived as
an optimization problem, wherein the objective is to solve for an optimal control
strategy over a specified control horizon, taking into account the dynamics of the
system. In contrast, RL is predicated upon the interaction between one or more agents
and an environment. The primary objective of RL is for the agent to learn the policy by
leveraging input from the environment. This knowledge acquisition process is achieved
through a combination of exploration and exploitation strategies, with the ultimate aim
of solving an optimization issue [124].
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Table 8 presents a concise comparison between RL (both model-based and
model-free), Model Predictive Control (MPC), and Linear Quadratic Regulator (LQR).
MPC has been shown to exhibit similar performance to RL algorithms in the context of
convex problems ([125]). However, in the case of WNCS, where the network problem
may possess non-deterministic or non-convex characteristics, MPC control is not capable
of efficiently solving the problem ([126]; also refer to Table 8).

Table 8: Comparison of RL vs. Contemporary Control Methods

Methods Complexity Adaptability Problem Model Robustness  Convergence High-

Convexity Requirement Time dimensional
data handling

Reinforcement Low (Online),  High[129,  Not Yes [130] Low [131,  Low-to- Good [132]
Learning High (Offline) 130] required 130] Medium’
(Model-based) [127,128] [130] [127]
Reinforcement Low (Online), High [129, Not No [130] Low [131, Low-to- Good [132]
Learning High (Offline) 130] required 130] Medium'
(Model-free) [127,128] [130] [127]
Model High (Online), Low [130] Required Yes [130] High [130] Medium- Moderate
Predictive Low (Offline) [130] to-High' [132]
Control (MPC) [127,128] [127]
Linear Low [133] Low [134] Required?  Yes Moderate  LowJ136] Moderate
Quadratic [135] [134]
Regulator
(LQR)

! Depends upon dimensional complexity
2 RL can help handling model-free cases
3 Linear Convergence

4.1 Model-free Value-based vs. Policy-based RL Algorithms

In the field of RL, an agent acquires knowledge of the policy or valuation function by
considering the dynamics of the system. This entails either being provided with a model
of the environment or learning the model via the use of available data or actual
implementation [137, 138, 139]. RL methods can be categorized as either model-based or
model-free. Model-free algorithms can play a significant role in real-world scenarios
when the system model is absent or where it is not feasible to provide a proof for a
particular action. The model-free RL algorithms may be further categorized into
policy-based or value-based learning strategies ([140],[141]).

For example, in the context of autonomous driving, the precise modeling of intricate
dynamics inherent in real-world traffic settings poses a significant challenge. In instances
of this nature, model-free reinforcement learning (RL) algorithms may be used to
acquire optimum policies by direct learning from trial and error experiences. This
enables the vehicle to travel in a secure and efficient manner, without dependence on a
pre-established system model.

Table 9 shows the major comparison between Policy-based, value-based and hybrid
RL algorithms in terms of function, key algorithms, strenghts, drawbacks and examples.

In this work, our main focus was to highlight the use of value-based model-free
algorithms in WNCSs. The algorithms chosen in this work are extensions of simple
Q-learning algorithms, specifically DQN, DDQN and C51 also known as categorical DQN.
The only difference between simple Q-learning and DQN [142] is that the agent in DQN is
based on neural networks rather than a simple Q-table. Although providing only the
bounds or rules for the environment should be sufficient for these algorithms, we
evaluated them to observe their responses when subjected to deterministic data.
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Characteristics

Policy-based RL

Value-based RL

Hybrid RL

Function Policy optimization Value-function hybrid (Policy based
[143] estimation [143] optimization using a
value function or vice
versa) [144, 145]
Key REINFORCE, DQN, DDQN, Hy-Q [147], TASAC
Algorithms PPO,TRPO,A2C, C51, Q-Learning, [148]
DDPG [146] Dueling DQN,
SARSA [146]
Strengths Continuous Discrete Improved  Stability,
Action Space, Actions, High- Sample Efficiency,
Stochastic and Dimensional handling both
Non-Differentiable State Spaces continuous and
Policies discrete space [149]
Drawbacks Frequently Difficulties with Complexity,
Require  Extensive Continuous Computational
Computation, Actions, High Resources, Local
Vulnerable to Local Learning Optima, limited
Optimally, and Variability, Interpret-ability
Sensitive to |Initial May Lead to
Policies Sub-optimal
Policies
Examples Autonomous Driving Chess, Clinics Robotics and
[150] [151] Autonomous Control
[149] Natural
Language Processing
(NLP)

Table 9: Policy vs. Value-based & Hybrid Model-free Algorithms (Iltems without references:
knowledge consolidated from multiple sources)

4.2 Proposed Co-Design Methodology for Control Performance under
Network Uncertainties

The system under consideration is a centralized, distributed event-triggered system that
operates across a shared communication network. This system is susceptible to many
uncertainties in the network, such as random delays, variable sampling time, packet
losses, and packet reordering. The primary aim of the designed learning algorithm is to
mitigate control errors and additional disturbances while taking into account network
disturbances, with the ultimate goal of achieving optimal control performance by closely
following the reference trajectory. The goal is to maximize Quality of Service (QoS) and
Quality of Control (QoC), which is achieved by minimizing synchronization and control
errors, and is expressed as follows:

max(QoS and QoC)

ith

Which is based on minimization of control errors ¢’. and noise w(t) for i'* system.

minf(ef;,w(t))
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The cost function for Mean-square control error is given by:

N

JE=EL Y, 0r(0) =3i() () = 3:(0)))] (6)

J=Li#j

where y,(t) is the reference output (or set point). Based on constraints and optimization
goal, the overall objective with the constraints is given as below:

min(E[ i (1) = i) (r(8) = 3i(2))]) 7)

Coa RN i1
st. dy+dp+dy; < Dpax (7a)

o P

;Bi loga(1+ WZ,) < Cinax (7b)
N < Nyax (7¢)
5(c;) > 0,8(c;) €10,1} (7d)
E[9)]+€" < &nar (7e)
E[9] S}/c;c:&‘z;i (7f)

N
¢ =E[ Y Kij(yj(t)—yi))] (7g)

Jj=Li#j

The overall delay reduction in a WNCS ensures stability by reducing the sum of
transmission, processing, and queuing delays, which are random and can be modeled as
Markov chains (constrained by Equation 7a). An inverse correlation may be observed
between the transmission delay and the effective bandwidth of a network, which
ultimately imposes a limitation on the queuing delay. However, in the context of
non-deterministic networks, it may not be necessary to utilize delay models that specify
an upper limit on the end-to-end delay and channel capacity through the independent
adjustment of various delay factors. To gain a more comprehensive understanding of the
correlation between latency and the number of devices, the use of the co-design
strategy provides optimum control performance within the limitations of wireless
networks when contrasted with the interactive design approach. The issue is defined
within the framework of traditional optimization theory and exhibits a significant degree
of non-determinism, characterized by an uncertain quantity of devices.

The proposed approach entails the computation of the upper limit of devices that
can be accommodated within the constraints of channel capacity, delays, and errors
(synchronization). A reward is assigned as a function of the output response in order to
attain optimal control performance. In order to guarantee dependability, it is imperative
to adhere to the channel capacity limitation, which imposes a restriction on the
maximum quantity of devices engaged in communication. The restrictions labeled as
Equations 7a, 7b, and 7c are presumed to adhere to an upper limit of reliability denoted
as K,p. This ensures that the system achieves the lowest possible latency and errors
while operating within the limitations imposed by the channel capacity.

The restriction denoted by Equation 7g is applicable in the context of multi-agent
interaction. In order to streamline the problem to a single agent scenario, we have
omitted the constraint from Equation 7g.
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4.2.1 Proposed Algorithm, Simulation and Results
In order to accurately assess the performance in a realistic setting, we acquired the
network and control settings for the pump utilized in our laboratory, shown in Fig. 13.

Figure 13: Our compact, portable, dual—channel piezoelectric pressure generator (i.e. pump) for
droplet microfluidics application. Note that this is a complete wireless control system unit integrating
sensing, actuation, and control.

The details of the setup are provided in Publication 3. The objective of the network
simulations was to ascertain the End-to-End (E2E) latency for control and background
traffic applications. The network was emulated utilizing the 802.11e standard ([152]),
with Quality of Service (QoS) service both enabled and deactivated. The Media Access
Control (MAC) uses a prioritized distributed channel access mechanism to minimize
delay in applications that are sensitive to delay. The network setup included several
components, including controllers, servers, configurators, access points, and radio
media. The proposed approach, see Algorithm 1, summarizes the method used to solve
the problem.

Three different scenarios were used to achieve the RL control of a pump in the
presence of network uncertainty. In Scenario 1, OMNet++ was used to simulate network
uncertainties, i.e. delay and bandwidth utilization. Binary search was used to estimate
the optimal number of devices to meet latency and bandwidth restrictions for reliable
performance. Scenario 2 utilized OMNET++ latency and network statistics as control
factors in the RL environment design and dynamic parameters in the reward function to
maximize algorithm performance during network uncertainty. In Scenario 3, network
uncertainties were random variables in the RL reward function. Finally, convergence was
used to compare the DQN, DDQN, C51, and Long Short-Term Memory (LSTM) RL
algorithms (Table 10).

To reduce complexity, it was assumed that the agents operate independently, and
the problem was solved for a single agent interacting with an environment containing
other agents. The reward function was modified to incorporate the impact of latency
and bandwidth usage by introducing a reliability component, denoted p that was
assigned a probability value ranging from O to 1. The agent was trained using three
algorithms: DQN, DDQN, and C51 and the results were compared. The C51 algorithm
demonstrated superior performance, exhibiting greater stability in average returns. The
results indicated that the C51 algorithm exhibited superior performance compared to
both DDQN and DQN with linear rewards. In the context of random network scenarios, it
was shown that both C51 and DDQN exhibited favorable performance; however, DQN
failed to converge. This implies that the DQN may not be ideal for situations with
significant network traffic, despite its good performance in terms of average reward
when applied to a single agent.
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Algorithms Covariance | Pearson’s Correlation Spearman’s
Correlation
Test Data |nput([mﬁmomnf./\ 10,6,6,6,10,6,6,6,6,6,6,6,5,6,6,6,8,6, /.1)
DQN (Scenario?) 0.39 0.05 0.076
DQN (Scenario2) -3.69 -0.19 -0.17
DQN (Scenario3) 0.12 0.008 -0.03
DDQN (Scenario1) 0.59 0.02 0.07
DDQN (Scenario2) -0.57 -0.03 0.43
DDQN (Scenario3) 1.80 0.1 0.04
C51 (Scenario2) 8.49 0.61 0.45
C51 (Scenario1) 173 0.26 -0.07
C51 (Scenario3) -0.4 -0.91 -0.09
Test Data Input ([10,6,6,10,6,10,6,6,8,6,‘\O,6,6,6,10,6,6.6,8,9,10,10,8,10,6,‘\0,8,6.‘\0,6])

DQN (Scenario?) -0.22 -0.02 0.19
DQN (Scenario2) -6.5 -0.29 0.03
DQN (Scenario3) 1.47 0.08 0.04
DDQN (Scenario1) 3.07 0N 0.20
DDQN (Scenario2) 1.32 0.06 0.20
DDQN (Scenario3) 4.38 0.21 0.20
C51 (Scenario?) -0.8 -0.61 -0.1
C51 (Scenario2) 6.04 0.36 0.39
C51 (Scenario3) 0.11 0.04 0.04

LSTM with RNN with OMNet++ Simulation D

ata

LSTM (Prediction on
Test Data)

0.031

0.22

-0.35

Table 10: Performance Evaluation of Reinforcement Learning Algorithms Results

Algorithm 1 Proposed Algorithm to solve the co-design problem

Require: End to End Delay,d?,d",d?,N, By,
bit-rate, power, sensitivity, Signal-to-Noise Ratio
(SNIR) threshold and trigger coefficient

Ensure: min(J¢)
N<n

Step1: Determine Channel capacity for each user
Step2: Determine Delay for each user
Step3: Determine maximum number of allowable Users

while N < N, and C < Cy0x do

if y,.r — yi is positive then

r<=r+1
yref<:yi

else if y,.r — y; is negative then

r<r—1

else if y,.; — y; is zero then

Yref <= Yi
end if
end while

> Dynamic Reference Change
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The flow rate variation achieved after 30000 iterations, using network simulations in
the reward function, is depicted in Fig. 14; the data presented in this figure clearly
demonstrates that the DQN algorithm (blue curve) requires more time to reach a stable
response in terms of flow rate (at approximately 14000 iterations). In contrast, both the
DDQN (green curve) and C51 (orange curve) algorithms exhibit relatively faster
attainments of a stable responses (at approximately 4500 and 7000 iterations,
respectively). However, C51 maintains the stability and DDQN shows some minor
unstable behavior at later iterations.
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Figure 14: Flow rate prediction under network constraints using OMNet++ network simulation data.
The yellow line highlights the convergence of the methods.

The goal was to optimize mean-square error over the time for the flow rate. The
settling time is observed for different algorithms where Process Variable (PV) reaches
the Setting Point (SP). An additional viewpoint to consider is to the analysis of the
function played by the experience replay buffer. The performance of the C51 method
was evaluated in Scenario 2, employing various batch sizes for the retention of past
observations. Increasing batch size increases early average rewards, whereas decreasing
batch size decreases cumulative rewards. The simulation findings indicate that C51 has
outstanding results even in the presence of random network circumstances, hence
confirming the reliability of employing model-free reinforcement learning (RL)
methodologies. The scalability of a system is limited by network restrictions, and the
inclusion of network effects in reward functions aids in the acquisition of knowledge
about dynamic network circumstances.

4.3 Conclusion on Optimal Control under Network Uncertainties using
Machine Learning

The study summarized in this chapter primarily focused on the novel co-design approach
for the joint-optimization of wireless networked controlled systems, employing
model-free RL. In contrast to traditional control methods that rely on a-priori knowledge
of the systems dynamics, model-free RL can adapt to stochastic behavior applications;
the emphasis was on the significance of wireless network restrictions, in conjunction
with control system constraints, in order to get an optimal level of system performance.
The study extensively examined several facets of the issue within the framework of
optimization theory and presented a compelling case for the adoption of RL over
traditional and robust control approaches, highlighting several motivating
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considerations. The theory was applied in a practical scenario where a double emulsion
droplet creation unit was utilized as a use case. To accomplish control performance
under defined restrictions, the DQN, DDQN, and C51 algorithms were used. The
algorithm C51 demonstrated superior performance compared to other algorithms,
mostly attributed to its ability to effectively solve multi-modal problems.

The findings also demonstrated the significance of the reward function in influencing
the learning process of the agent. It was observed that meticulous design of the reward
function has the potential to enhance the agent’s performance. As of now, our research
does not address the dependability concerns arising from the implementation of
event-triggered control in order to enhance efficiency. The objective in future research is
to investigate a compromise between enhanced performance and reliability in diverse
network circumstances through the utilization of hybrid control methodologies.
Furthermore, the investigation of power limits has not been thoroughly examined and
remains an area for future research.

In this chapter, the focus was on optimal control under network uncertainties by
means of RL using value-based algorithms and their comparison with traditional
optimization methods. In the next chapter, the focus is placed on optimal resource
consumption in WNCSs and how ML compares with traditional resource allocation
methods.
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5 Optimal Resource Consumption in Wireless Networked
Control Systems using Machine Learning

This chapter is based on the following paper:

Future Publication IV: K. Ashraf, Y. Le Moullec, T. Pardy and T. Rang, "Co-Design of a
Wireless Networked Control System for Reliability and Resource-Efficiency"”, under
revision, to be re-submitted.

The reader is encouraged to look at the above paper (provided in appendix) for
additional details and results.

This chapter discusses the importance of optimal resource consumption in wireless
networked controlled systems and the role ML plays as compared to traditional resource
allocation methods. The novelty is in the optimization of the the inter-packet gap (IPG)
on the wireless communication layer which makes the system more resource-efficient
via policy switching (from reliable time-triggered control to either energy-efficient
time-triggered control or event-triggered control).

5.1 Traditional Resource Allocation Methods

Optimal resource consumption is a critical factor to benchmark the performance of
WNCSs. For a system to perform certain control tasks while maintaining a specified QoS
the division or allocation of transmit power is a challenging task. The amount of power
available to the device affects both device performance and battery life. In traditional
power resource allocation methods, the power allocation among devices is based on
either a constant, proportional, or max-min fairness policy. In these policies, the aim is
to make sure the devices meet the minimum requirement for control and
communication while consuming the complete available power resources.

Other resource allocation methods such as the water-fall algorithm are still used in
practice to optimize power allocation in 5G channels due to their simplicity [153].
Traditional approaches also give us competition-based resource allocation as in game
theory approaches [154]. The QoS-based optimization techniques, such as dynamic
programming, search algorithms, genetic algorithms, and particle swarm optimization
[155], aim to find an optimal resource allocation strategy that balances multiple factors,
such as data rates, latency, reliability, and power consumption, to deliver the desired
QoS levels.

These techniques typically adhere to a rule-based methodology [156] that may not be
adaptable to extremely dynamic environments. These algorithms may not generalize well,
and their actions are deterministic, which means they are based on predefined rules and
the current state, and do not learn from previous experiences. These algorithms usually
require a model of the system which is not an easy task to achieve in case of complex
systems.

5.2 Reinforcement Learning based Resource Allocation Methods

RL algorithms acquire knowledge through interaction with the environment and
experience. Through trial and error based on the rewards or penalties they receive for
their actions, they determine the optimal resource allocation strategies. RL algorithms
are highly generalizable and adaptable to a wide variety of network scenarios [157]. They
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continuously update their policies based on new experiences, adapting them to
environments that are constantly changing and dynamic. RL algorithms can be
model-free (learning directly from experiences) or model-based (learning from an
environment model). Model-free RL is more prevalent in complex or inadequately
understood environments.

In complex and dynamic wireless networked systems where the optimal resource
allocation strategy may not be known in advance, RL algorithms are ideally suited due to
their ability to learn from experience, adapt through interactions, and generalize. The
efficient power consumption in control system design as well as in wireless network
design has been an important challenge since their beginning. As wireless
communication technologies have been upgrading, the increasing complexity [158, 159]
of these systems requires more adaptive and efficient resource allocation methods [160].

To achieve optimal performance, this Ph.D. thesis suggests that WNCSs can benefit
from a co-design strategy based on reinforcement learning (RL) that simultaneously
optimizes both network and control parameters. In particular, it is proposed that by
optimizing the IPG on the wireless communication layer, it is possible to make the
system more resource-efficient by allowing for a switch from a reliable time-triggered
control policy to either an energy-efficient time-triggered control policy or an
event-triggered control policy.

What follows presents the control of an inverted pendulum as an example.

5.2.1 Inverted Pendulum Control using RL-based Resource-Efficient Techniques over
Wireless Networks

We use the control of an inverted pendulum to demonstrate the control of a system over

a wireless network (industrial robotic mechanism using an inverted pendulum control

system with tendons and a wireless network), as illustrated in Fig. 15.

Figure 15: Inverted pendulum control via tendons using (Render Environment)

Such a control implementation is a paradigmatic instance of non-linear control. In
addition, a simple pendulum control model can be simplified to a linear model for
smaller variations, despite the non-linear relationship between gravity and angular
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position. It is impossible to linearize the model of an inverted pendulum because of the
intricate interaction between the rotational velocity and the applied force [161]. The
concept of this example of an optimal resource consumption in WNCSs using ML is
shown in Fig. 16.

We find that inverted pendulum control is particularly well-suited to our purposes
because even the smallest uncertainties introduced by a wireless network would
severely degrade the control performance, making it extremely challenging to achieve
control stability if adequate precautions are not taken.

RL-Agent
(Pendulum angle, .
transmission frequency, [ Actions ~___| Wireless Network

transmission power and (Packet Loss, delay)
velocity control)

Actions under the influence of wireless
network uncertainities

y

Inverted Pendulum
Unit

Feedback

Environment

Figure 16: lllustration of the concept

An analytical formulation of the problem was performed as a first step in the analysis
and solution of the problem in both the theoretical and simulation dimensions. The
defined problem was then implemented in a simulation setting where the proposed
RL-based technique was utilized to assess how the network limitations affected the
performance of a tendon-controlled inverted pendulum.

Consequently, the Max-Min optimization theory was used to formulate the objective
of reaching a trade-off between reliability and resource efficiency within acceptable
performance limits. To maximize reliability, the control error should be the minimum
possible, although, on the control side, this depends on the control methodology used.
However, in a networked controlled system, the packet loss (p) and the packet error rate
(per) would also significantly affect reliability. The Max-Min problem for joint
optimization of reliability (y..) and resource efficiency (r..us) for both the control and
communication side is formulated as below:

QOPfohj = max(ycc) + min(rcons) (83)
n n
max()’rel) = min Z (yref - yi) + min Z pz (8b)
i=1 i=1

n
min(rCﬂnS) = min Z Preons (8c)

i=1
s.t. doverall < dmax (8d)
per < per* (8e)
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Figure 17: lllustration of the Motion of an Inverted Pendulum

The power consumed (P.,,) is a function of information transmission frequency (i; r) and
the power used to transmit it (P.), so Equation 10 can be written as:

Peons = f(ilfvl)t) (9)

Additionally,
itf == f(Cmel‘haIPGvN) (10)

where C,,.;, denotes event-triggered or time-triggered control, IPG indicates
inter-packet gap, and N represents devices. The greater the delay between packets, the
more efficiently the system uses its resources; however, the receiver system may start to
assume packet loss after a certain time period if the delay goes above certain threshold.
Furthermore, the network may get congested if packets are transmitted too quickly
(lower inter-packet interval), leading to increased delays, resource use, and
dependability. We postulate that there must be a way to regulate the system to
compensate for packet loss and delays between individual packets in order to maximize
efficiency. From Lagrange’s equation of motion, we can construct the two equations of
motion for the inverted pendulum shown in Fig. 17. The reaction force (N) [162] acting
on the free body diagram of the inverted pendulum can be derived as:

N:mjéerlécostmlG'zsin(G) (11

where [ is the length of the pendulum, m is its mass, theta is its vertical angle, and x is
its current location. Calculating the total perpendicular forces is required to determine
the second equation of motion of this system. Resolving the system along this axis greatly
simplifies the underlying mathematics. The equation obtained should be as follows:

(I+m12)é +mglsin@ = —mlisin O (12)
where [ is the moment of inertia of the pendulum.

5.2.2 Proposed Algorithm, Simulation & Results

Two distinct algorithms were formulated with the objective of facilitating the training of
RL agents. Each respective strategy was purposefully developed to address the impact of
network effects on both actions and states. The current methodology aims to assess the
possible ramifications of network uncertainty on the behaviors and states of agents,
acknowledging that the unpredictability of networks might have a significant influence
on several aspects of the learning process. The inclusion of uncertainty in the
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decision-making process of the agent holds the potential to augment the overall results
of the learning process.

Algorithm 2
The algorithm 2 (corresponding to Algorithm 1 in Future Publication 1V) explores the
following criteria in the training process:

¢ The benefits of incorporating uncertainty in decision-making for an agent’s learning
process

e Exploring the role of uncertainty in improving the adaptability and flexibility of an
agent’s actions.

¢ Investigating how uncertainty can lead to more robust and resilient learning
outcomes for agents.

e Examining the challenges associated with implementing uncertainty-based
decision-making in intelligent systems.

e Discussing potential applications and implications of incorporating uncertainty into
the learning process of Al agents across various domains.

Algorithm 3
In contrast, Algorithm 3 (corresponding to Algorithm 2 in Future Publication 1V) takes a
more conservative track, with the goal of avoiding the introduction of new options
under bad channel circumstances and safeguarding the current state in the case of
network failure. This broad variety of options is especially important for managing
devices over wireless networks.

The difficulty of wireless communication can be proactively addressed by including
perturbations in the state to accommodate for missing or delayed inputs (Algorithm 3).
The fundamental goal of this strategic choice is to improve the agent’s ability to adapt
and perform well in situations when changes in network dynamics may present
difficulties in maintaining smooth control. This probability distribution ensures that the
time intervals between consecutive packets are evenly distributed. By utilizing a
uniformly distributed inter-packet gap probability, the simulation accurately represents
real-world wireless channel behavior.

The study uses a Python-based gym library to simulate an industrial robotic
mechanism using an inverted pendulum control system with tendons and a wireless
network. The control side uses Proximal Policy Optimization (PPO) for stability and
handling continuous state spaces. The wireless channel function simulates packet loss,
delay, and transmission gaps, achieving desired stability in congestion and
resource-efficient techniques. The control-communication reliability is calculated over
100 episodes, and the reward is calculated over 1000 iterations/steps. The proposed
approach is compared to PID control, highlighting the importance of RL for optimal
performance in a wireless network.
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Algorithm 2 Proposed algorithm to solve the co-design problem with network
uncertainties introduced in actions

Require: End to End Delay, d”,d',d4,N, t (transmission frequency), power consumption
(transmission), Signal-to-Noise Ratio, action with max reward (a,/;4x), the minimum
required power to transmit P,,;,, previous state state,.,; (velocity, angle), current state
state, reward as a result of agent’s current action rewardy.,, agent’s action during
learning ag.p, delay introduced due to inter-packet gap (d;p¢), state corresponding to
action leading to max reward (state,,, ), packet loss (pr.)

Ensure: max(Yec) +min(reons)

N<+n
while per < per* and dyyerqi < diax and i < max_iterations do
+=i
if i%t = 0 then
IPG < True or P;, + True
Pt — Pmin
state <— statey,,,..
reward < rewardg,; & Armax
doverall += d]PG
else
IPG + False and P, «+ False
P[ <_ Pmax
stateyey <— State
reward < rewardge, = Agrep
end if
if p_L or IPG then
Ttotal += rewardprev
end if
if !p_L and /PG then
Fiotal += reward
rewardpre, < reward
end if
end while
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Algorithm 3 Proposed algorithm to solve the co-design problem with network
uncertainties introduced in Agent’s state

Require: End to End Delay, d”,d",d?,N, t (transmission frequency), power consumption
(transmission), Signal-to-Noise Ratio, action with max reward (a,q4y), the minimum
required power to transmit P,,;,, previous state state,.,; (velocity, angle), current state
state, reward as a result of agent’s current action rewardy.,, agent’s action during
learning ag.p, total reward r,y;, previous reward reward,,,.,, packet loss (pr), delay
introduced due to inter-packet gap (d;pg)

Ensure: max(Yec) + min(reons)

N <+n
while per < per* and dyyerair < dimax and i < max_iterations do
i+=i
if (%t = 0 then
IPG < True or P;, < True
Pt — Pmin
state <— statepre,
reward < —1
d{)vemll += dIPG
else
IPG + False and P, < False
P < Poax
state,ey <— State
reward < rewardsep > Qgtep
end if
if p_L or IPG then
Trotal += rewardprev
end if
if \p_Land! IPG then
Tiotal += reward
reward ey < reward
end if
end while
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5.2.3 Results

The results demonstrated that the PID-based control of the pendulum did not stabilize
when subjected to packet loss, even though the previous control input was maintained to
enhance stability. The simulation included network dependability characteristics such as
packet loss, packet error rate, and delay to model uncertainties in wireless networks. The
control input was relayed across a network experiencing a 15% packet loss rate. The use
of only packet loss resulted in the lack of stabilisation in the pendulum control system.
In order to improve control stability, the previous input was sustained (see Fig. 18) to be
used in situations when there is ambiguity or loss in the wireless network. Nevertheless,
the control system based on the PID algorithm failed to achieve stability.

Over the course of 100 episodes and 1000 iterations, the RL agent was used to
simulate a pendulum by adjusting its position. After 20-25 episodes of training, the
agent exhibited fewer fluctuations and more stable control performance. During
training, the agent stabilized angle and velocity parameters and compensated for packet
loss disturbances. Network disruptions based on packet loss were utilized to train the RL
agent. Changes in reward during training, such as the introduction of noise to system,
can be compensated by the agent within the same range of episodes (refer to Fig. 19 and
Fig. 20).

The performance of the RL algorithm is evaluated based on the system’s state and
actions that cause packet loss in order to establish stability in the presence of diverse
packet losses or inter-packet gaps.
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Figure 18: Inverted pendulum control via tendons using PID under network uncertainties, i.e. 15%
packet loss
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Figure 19: Reward in the inverted pendulum control via tendons using RL control under the effect of
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Figure 20: Inverted pendulum control via tendons using RL control (angle and velocity) under the
effect of random noise

To evaluate stability under various conditions, network uncertainties were
incorporated. Introducing uncertainties in actions could improve learning results, as the
agent can learn even if some actions are noisy or lost due to poor network conditions.
Including network degradation in the agent’s state could enhance performance,
particularly for wireless network control. The system’s stability relies on the reward
function’s ability to incorporate the previous state. A buffer of length 10 was used to
retain the previous state and reward.

The reinforcement learning-based method adapts to control disturbances caused by
system-added noise and wireless network interference. The stability of a system is
enhanced in scenarios without uncertainty or high uncertainty rates. The reinforcement
learning-based method allows the agent to adapt to control disturbances induced by
system-added noise and wireless network interference. The system exhibits satisfactory
performance in the presence of packet loss or inter-packet gap.
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The results show that power consumption decreases from 100 mW during continuous
transmission to 95 mW (see Fig. 22) when transitioning from an increased inter-packet
gap, resulting in packet loss.

Q-learning was also used to study pendulum behavior with fixed and uniform delays
and gap probability, but the agent failed to learn during training (see Fig. 21).

This showed the comparison between policy versus value-based learning RL
algorithms; further details of the results are presented in the submitted article (Future
Publication IV).
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Figure 21: Inverted pendulum control via tendons using RL control (Q-learning) under the effect of
uniform network loss
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Figure 22: Power consumption (dBm) vs. IPG for RL-based control of inverted pendulum over wireless
network
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The CPU time utilized by various functions during the training process was evaluated
using the Pybullet profiler (refer to Table 11). "CPU total" sums the CPU time required to
call and execute a function, "#of calls" indicates the number of times a function is invoked.

The algorithm described as "model_inference" is utilized to generate predictions. For
multiplying matrices, "matmul" and "mm" are utilized. "linear" refers to the neural
network operation that is linear in nature. "Zeros" denotes a tensor comprised solely of
zeros. "t" and "transpose" denote the transpose operation, respectively. When
"Unsqueeze" is applied to a tensor, its dimension increases. The "to-textunderscore
copy" function duplicates a tensor. By using "Squeezetextunderscore," a tensor’s
dimension is decreased.

After 100 episodes, the model interference algorithm maintained the highest average

self-CPU % at nearly 40%.

Table 11: CPU time consumption for training code (Single Episode)

Function Self Self CPU | CPU total | Time avg. #of
CPU% time time Calls
model_inference | 36.55% 575.000 us | 1.469 ms 1.469 ms 1
aten::matmul 8.33% 131.000 us | 385.000 us 192.500 us 2
aten::mm 7.31% 115.000 us | 121.000 us 60.500 us 2
aten:linear 5.47% 86.000 us | 648.000 us 324.000 us 2
aten::zeros 4.96% 78.000 us | 104.000 us 104.000 us 1
aten::t 4.83% 76.000 us | 138.000 us 69.000 us 2
aten::unsqueeze | 4.58% 72.000 us | 81.000 us 40.500 us 2
aten::_to_copy 3.81% 60.000 us | 96.000 us 96.000 us 1
aten::transpose 3.05% 48.000 us | 62.000 us 31.000 us 2
aten::squeeze_ 2.99% 47.000 us 52.000 us 26.000 us 2
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5.2.4 Additional results using advanced control method

To put the above into perspective, this section presents some additional results obtained
with another advanced control method, namely MPC.

MPC is a method used to optimize control actions within a limited time frame, taking
into account system constraints [163]. Nevertheless, because of its complexity, dynamics,
constraints, high processing cost, and lack of robustness, MPC might not be appropriate
for operating an inverted pendulum system with tendons. However, to investigate this
claim, Equation 12 was used as a reference for modelling the inverted pendulum and the
MPC-based controller.

.d . u—mgsin(0)
0= dt 9. 6= mi?
Here u is the applied torque, m is the mass, 8 is the angular acceleration, and | is the
length of the pendulum. We linearize the inverted pendulum model, where a simple mass-
spring-damper system is used as a model. Based on the current state and the control
input, future states are predicted; the pendulum initial angle is set to 45 degrees, the
MPC horizon is set to 10, the initial tendon tension (control input) is set to 0.1, whereas
the reference angle is set to 90 degrees.
The cost function is defined as per (13):

J(u) = (u—rer)” - (10— thres) (13)

where uys is the reference value of the applied torque u.

The state’s cost is Q = np.diag([100, 1]), indicating that the cost function weights the
first state (the pendulum angle) 100 times more than the second state (angular velocity).
To maintain stability and avoid falling, this prioritizes keeping the pendulum angle close
to the reference. R = np.diag([0.1]) indicates that the cost function weighs the control
input 0.1 times more than the state. This allows for more aggressive control actions while
minimizing control effort, thus reducing actuator wear. The length of the pendulum is set
to I m, the mass to 1 kg, and gravity to 9.8 m/s.

Even after repeated attempts at adjusting the values of R and Q, the system
remained unstable, as can be seen in Figure 23. This validates our earlier argument that
the inverted pendulum model is non-linear and that attempting to convert it to linear
may aid in understanding and controlling the system using advanced control methods,
but would not produce adequate results.

The next attempt was to use a non-linear model and design the MPC controller
accordingly. By tuning the parameters a little bit for the non-linear model, the system
reached a stable response in 5000 iterations, as can be seen in Figure 24 (Figure shows
time vs state).
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Figure 23: Inverted pendulum control via MPC for the linearized model. With the linearized model,
the system remains unstable.
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Figure 24: Inverted pendulum control via MPC for the non-linear model. With this linear model, the
system stabilizes. (Non Linear Model)
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As an initial step to add disturbance to system, a Gaussian disturbance was introduced
to the control input with O mean and 0.1 standard deviation; the system was still able
to maintain a stable response. Subsequently, we started introducing some packet losses
and delays into the control input of the system. The system was able to sustain control
performance despite these packet losses or delays by maintaining past input in case of
such occurrences. Note that this was achieved by a simple implementation of packet loss
probability and delay modelling, which is not very realistic.

Therefore, in order to accurately simulate real-life packet loss and delay scenarios, we
included a uniform disturbance with a standard deviation of 0.1 into the control system’s
input. This approach is more realistic and accounts for the fact that actual packet loss and
delay situations may be far more severe than basic probabilities and delays. However,
on this occasion, the controller was unable to reach the specified output and the system
ran out of memory (the system used for simulations had 32 GB of installed RAM and was
equipped with an i7-1065G7 CPU running at a frequency of 1.30 GHz to 1.50 GHz).

5.3 Conclusion on Optimal Resource Consumption in Wireless
Networked Control Systems using ML

The research presented in this chapter suggests that co-designing wireless control
systems simultaneously at network and control layers offers advantages over interactive
design. Factors such as latency, packet loss, and control strategy must be considered for
reliable and resource-efficient co-design. The proposed RL-based approach is novel as it
optimizes the IPG, enhancing resource efficiency through policy switching from reliable
time-triggered control to energy-efficient time-triggered control or event-triggered
control. This makes it immune to network packet loss and compensates for network
fluctuations. On the contrary, the MPC-based approach did not yield results when
subjected to realistic packet losses and delays.

Balancing reliability, efficiency, and performance is crucial for optimal performance ,
which can be achieved with the proposed RL-based approach). However, training the
agent is time-consuming and may not reach stability if insufficient data is provided.
Future improvements should focus on the quantity and quality data. The deeper analysis
of the code showed a maximum of 40% CPU consumption for each function with the
proposed RL-based approach.

This chapter has presented this thesis’ contribution to optimal resource consumption
in WNCSs using ML. The next chapter focuses on data distribution in WNCSs.

67



6 Data Distribution in Wireless Networked Control Systems

This chapter is based on the following two publications and one future publication:

Publication V: K. Ashraf, Y. Le Moullec, T. Pardy and T. Rang, "Decentralized Distributed
Data Structure for Bioanalytical Laboratory Setups,” 8th ACM WomENcourage
Conference, 2021, https://womencourage.acm.org/2021/wp-content/uploads/2
021/07/59_extendedabstract.pdf

Publication VI: R. Joemaa, N. Gyimah, K. Ashraf, K. Parnamets, A. Zaft, O. Scheler, T. Rang
and T. Pardy, "CogniFlow-Drop: Integrated modular system for automated generation of
droplets in microfluidic applications" IEEE Access, Vol. 11, pp. 104905 - 104929, 2023,
DOl: https://doi.org/10.1109/ACCESS.2023.3316726

Patent Application - Owner: Tallinn University of Technology ; Inventors: K. Ashraf, K.
Parnamets, R. Joemaa, N. Gyimah, T. Pardy, "Integrated modular system for automated
generation of droplets in microfluidic applications and method thereto"; Priority
number: EE P202300024; Priority date: 20.09.2023.

Note: the patent application is not included in appendix because it is under evaluation.

The reader is encouraged to look at the above papers (provided in appendix) for
additional details and results.

The consideration of data and information flow is of the utmost significance in the design
of bioanalytical devices. This chapter presents the following:

e Adatadistribution structure for bio-analytical laboratories based on a decentralized
publish-subscribe model.

e The main structure for data communication and the conceptual, logical, and
physical data flow models.

e Data Communication and User-interface design.

The novelty of this work lies in i) how it allows integrating various domains
(computational, communication, and application-specific) via a decentralized
data-centric communication architecture, and ii) how the structured data serialization
(along with metadata) using Google’s Protobuf enables the number and type of devices
in the network to be extended without making major changes to the data structures,
and iii) how inter-host communication via enhanced Communication Abstraction Layer
(eCAL) supports low latency communication with fair reliability.

Fig. 25 provides a graphical abstract of the contribution on data distribution in WNCSs.
The key elements of the figure are discussed below and in Publications V, VI, and patent
application (Future Publication VII).
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Figure 25: Graphical abstract of the contribution on data distribution in WNCSs

6.1 Data Distribution Architecture

This study proposes a decentralized publish-subscribe paradigm for bio-analytical labs,
with an emphasis on data distribution and communication structures. The primary
framework for data communication and flow models is established, with the objective of
achieving scalable and resilient communication among laboratory units.

There are two main architecture for information flow : client—server [164, 165] and
publisher-subscriber [166]. Table 12 shows the comparison between these architecture to
pin point major differences in terms of communication, data flow, decoupling, scalability
and message delivery.

According to [167], the efficiency of real-time data transfer can be enhanced by
utilizing a publisher-subscriber architecture, as opposed to a client-server architecture.
The objective of this work is to include multiple domains, including computing,
communication, fluidic, and biochemical, into a bioanalytical laboratory establishing that
enables high-throughput analysis.

This is achieved by the implementation of a decentralized communication
architecture as mentioned in Publication 2. The proposed technique has the potential
for enhanced versatility across a range of applications, in contrast to the existing
client-based architectures commonly used in biochemical and bioanalytical laboratories.

The use of the data structure would facilitate the integration of numerous domains
across several applications, hence augmenting the efficiency and efficacy of information
distribution and administration.
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Table 12: Publish Subscriber vs Client Server

Feature

Client—Server

publisher—subscriber

Communication- Simple but does not handle

good for modeling concurrency,

model [110] continuous behavior and synchronization, and distributed
complexity increases with systems but less effective for
increasing clocks [111] continuous dynamics [112]

Information Less complex than hybrid Expressive for systems with strict

Flow automata [113] time requirements [114]

Message Complexity increases with Highly expressive for mixed

delivery[115] more clocks or mixed behaviors (Continuous & Discrete)
behaviors

Pi-Calculus Complex  communication Good expressiveness in modeling

[116] mechanisms  and high  concurrent and distributed systems

concurrency make scenarios
challenging

with  complex communication

patterns

The data flow structure proposed for bio-analytical

laboratories uses the

publish-subscribe model, see Fig. 26, wherein entities and tasks are distributed across
distinct devices. Every device is assigned to a certain entity and either subscribes to or
publishes data to that entity, adhering to specific Quality of Service requirements. This
arrangement facilitates decentralized data flow among the devices.
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Figure 26: Main structure for data communication with a publish-subscribe model.
communication-based data flow structure is decentralized and supports different devices in a
bioanalytical laboratory unit.
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The investigation focused on a bio-analytical laboratory setup comprising three
distinct units: the Biological Sample Processing Unit, the Computational Unit, and the
Sensing Unit. SAP PowerDesigner is utilized for the creation of conceptual, logical, and
physical data flow models pertaining to individual units. The conceptual model
delineates the interconnections of information flow between various entities,
incorporating attribute definitions and employing many-to-many interactions. The
logical data flow model is an extension of the conceptual model. The physical data
model offers a comprehensive examination of database entities and tables, facilitating
the translation of the conceptual model into tangible components required for the
practical development and execution of a system.

6.2 User—Interface Design

The software architecture for the CPBS should facilitate the management of both
functional and non-functional attributes of devices via a unified publisher-subscriber
interface. The major requirements encompass several aspects such as information
communication, data handling, process management, scheduling, operating system
capabilities, and user interface. The objective is to enhance the usability of hardware
interfaces with both human users and other interconnected devices.
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Figure 27: Proposed Layered Software Architecture for CPBS. The architecture considers the
principles of service-oriented software architecture, three-tier architecture OSI model, and Cisco’s
OSI model for cloud computing.

The proposed multi-layer software architecture combines service-oriented,
three-tier architecture OSI model, and Cisco’s OSI model for cloud computing 27. It
consists of a presentation layer, service layer, plugin layer, session layer, transport layer,
and network layer. The presentation layer manages user input and control actions, while
the service layer manages service components and interfaces. The low-level layers
include hardware/physical and OS layers for managing hardware resources. Considering
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a thorough analysis of software design, the practical execution of the project ensured
the feasibility of inter-host communication.

The structured data was serialized, including metadata, via Google's Protobuf
serialization standard. By applying this approach, the capacity to expand the quantity
and variety of devices inside the network can be enhanced with minimal modifications
to the data structures. An enhanced Communication Abstraction Layer (eCAL) was
implemented to facilitate communication. The data rate achieved using eCAL was
dependent upon the payload, whereas the utilized data-centric communication
architecture facilitated low latency communication with a reasonable level of reliability.

Fig. 28 illustrates the comprehensive data transfer method. After establishing a
secure connection, the data transfer occurs through an intermediate layer that requires
data serialization. The user sends and receives required data using graphical user
interface.
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Figure 28: Implementation of the communication interface, data transmission, reception,
verification, and a Graphical User Interface for accessibility.

The CogniFlow-Drop prototype can be operated through the graphical user interface
(GUI) by specifying parameters for droplet creation rate and size and transmitting them
using the provided task-specific buttons. In the event that the selected parameters did
not fall within the permissible limits or were of an incorrect kind, an error message was
displayed, prompting the user to make the necessary modifications. The provided
parameters underwent serialization through a specific protocol and were thereafter
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transmitted to the recipient device in the format of messages. Unless specifically
stopped from the graphical user interface (GUI), tasks were automatically stopped on
the controlling device upon completion.

To assess the effectiveness of the designed communication and graphical user
interface, the CogniFlow-Drop device was effectively connected to a laptop using a Wi-Fi
hotspot. This connection facilitated the seamless transmission and reception of message
packets at regular intervals of 100 milliseconds. The functional tests encompassed many
procedures, namely setup calibration, droplet formation, size and rate target series tests,
and the introduction of artificial delay through the user interface (Ul).

This chapter has presented main structure for data communication and user
interface design for bio-analytical devices. The chapter also summarized software
architecture necessary for CPBS and co-design in general. The next chapter concludes
this Ph.D. thesis by summarizing the problem and the work that has been conducted,
the main results and key findings, and also suggests possible directions for future work.
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7 Conclusion and Future Work

To conclude this thesis, this chapter firstly provides a summary of the topic, RQs, and
contributions made in this thesis. Secondly, the chapter outlines some possible research
perspectives.

71 Summary

This Ph.D. thesis investigated challenges pertaining to the design of WNCS, in particular
1) managing uncertainties, i.e. delays, packet losses, and synchronization errors in the
wireless channel while at the same time guaranteeing the reliability, scalability, and
resilience of the system, as well as 2) dealing with the rising complexity of designing
WNCSs when the model of the devices and/or their environments is unknown or only
partially known.

Against this backdrop, the following specific RQs were formulated:

e RQ1: For the purpose of automating complex processes involving bio-analytical
instruments, how can the principles of WNCSs (as a type of CPS) and the principles
of biological processes be integrated and applied together?

e RQ2: What is the impact of decentralized versus centralized system
communication architectures on the device’s overall performance in terms of
scalability and reliability?

e RQ3: How can Quality of Control (QoC) and Quality of Service (QoS) be improved in
WNCSs?

- How to achieve reliability by compensating network delay, control delays,
packet loss, high traffic?

- How can robustness of overall system be achieved in terms of bandwidth,
power, and self-adaptive configuration?

To answer those RQs, this Ph.D. thesis revolved around the co-design principles for
designing WNCSs. In particular, it proposed models and methods for the co-design of
communication and control, strategies for adaptive and robust control, and it also
explored the suitability and significance of model-based and model-free design methods
for achieving reliability, resource efficiency, and scalability.

In line with the above RQs, the contributions made in this Ph.D. thesis are summarized
as follows:

e Contributing towards RQ1 and RQ2, this thesis proposed a novel model-based
system architecture for event-triggered wireless control with extended timed
automata in WNCS. The contribution also proposed and compared strategies to
achieve specific delays and bandwidth consumption while preventing packet loss
during network congestion. A droplet flow cytometer was used as a WNCS use
case.

Results indicate that under strict delay constraints and high network traffic, the
decentralized strategy is favored over the centralized strategy. Conversely, in
low-traffic scenarios, the centralized strategy proves more effective in ensuring
reliable system operation. The minimum delay between two systems is 129 ms
(centralized), 87 ms (decentralized), and 125 ms (in scenarios avoiding high traffic).
This contribution was described in Chapter 3 and Publications | and II.
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e Then, contributing towards RQ2, this thesis proposed a novel joint optimization
method for WNCSs, following the co-design principle. It applies classical
optimization theory to minimize control errors under network constraints and
errors introduced by the reinforcement Q-learning technique. The problem was
extended and applied to a droplet generation system. Control performance was
evaluated for three algorithms (C51, DQN, DDQN) and three scenarios (both
without and with network effects in the reward function, as well as with network
uncertainties with random variables in the RL reward function).

Results indicate that the C51 algorithm outperforms the other algorithms, which is
primarily due to its effectiveness in solving multi-modal problems. This contribution
was presented in Chapter 4 and Publication IIl.

e Next, as a contribution to RQ3, the thesis introduced a novel method to maximize
control-communication reliability and resource efficiency across the control and
communication layers by regulating the IPG. The proposed method integrates RL
techniques to concurrently address control communication reliability and resource
utilization efficiency. Unlike previous research in the field that primarily relies on
analytical methods, the simulation-based validation method used in the
contribution offers a more comprehensive and practical assessment of the
optimization procedure. A co-design reinforcement learning (RL)-based control
method is applied to successfully solve the multi-objective problem.

Simulation results illustrate that the proposed method effectively maintains or
enhances control performance, even in the presence of packet losses. The
proposed RL-based method shows an average decrease in transmission power of
up to 10% and exhibits resilience to network packet loss, a common issue in older
control systems that may significantly degrade performance. This contribution was
presented in Chapter 5 and Publications IV.

¢ |n addition to the above contribution to RQ2, the thesis also proposed and
developed a novel decentralized communication-based data flow structure to
support various connected devices, applied in a bioanalytical laboratory case
study. This structure encompasses the conceptual, logical, and physical data flow
models.

The case study confirms that the proposed system model worked as expected when
subjected to the specified constraints; it also highlights the implications of formal
techniques (synchronization etc.) in designing and verifying wireless automation
of high-throughput laboratory setups in MBSE. This contribution was presented in
Chapter 6 and Publications V and VI, and Future Publication VII.

e Lastly, another contribution supporting RQ1 and RQ2 is the developed wireless
communication -driven automation system that operates based on event triggers,
making use of predefined data structures in a publisher-subscriber setup. This
contribution was presented as part of Chapter 6 and Publications V and VI, and
Future Publication VII.
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7.2 Perspectives

In addition to the contributions presented in this thesis, several opportunities for future
research have been identified, as briefly outlined in what follows.

e The joint design of communication and control modules presented in this thesis
contributes to improving the communication and control performance of WNCSs;
the work also considered the issue of random effects in communication. However,
in some scenarios, the communication channel could also be highly dynamic.
Addressing such dynamics could be carried out by combining communication
theory and a data-driven approach where ML algorithms are used for predicting
communication channel dynamics in WNCS. This could be built on work such as
the knowledge-driven machine learning model for channel estimation and
GAN-LSTM based Al framework for wireless channel prediction proposed in [168].

e Another aspect to be further researched is the increasing requirements of
information timeliness. While such requirements were not extremely demanding
in the use cases studied in this thesis, there are more and more use cases of
WNCSs that must meet (ultra-) low-latency requirements for fast decision-making
and prompt actuations and reactions in industrial processes or safety-critical
applications. For such cases, information timeliness must be systematically
integrated in the co-design of communication.

This could build upon works such as incorporating Age of Information [47] as
previously discussed in Chapter 2, or Haxhibeqiri [169] and Nikhileswar [170] that
explore the integration of Time-Sensitive Networking (TSN) with wireless
technologies such as Wi-Fi 6/6E and 5G to achieve deterministic communication
and reliability, or Lu [171] that proposes a non-collision theory-based deterministic
scheduling method for ultralow latency communication in edge-enabled Industrial
Internet of Things, or Popovski [172] that introduces a statistical framework for
timing requirements in wireless communication systems, which includes both
latency and information freshness.

e Looking further ahead, the shift towards semantic communication in networked
systems is considered to be a crucial factor in meeting future service
requirements; this approach, which focuses on the importance of information,
requires the development of advanced semantic metrics and optimal sampling
theories, but also requires a unified framework for semantic communication
research from a metric perspective [173].

The increasing role of Al in communication technologies further emphasizes the
importance of semantic communication [174]. Integrating semantic communication
in WNCS could build upon e.g. [175] that focuses on semantics and task-oriented
scheduling for networked control systems and the development of a contention-
free algorithm and a new metric for wireless resource scheduling, or on [176] that
evaluates the performance of transport layer protocols and introduces a semantic-
aware policy.

e Finally, the issue of security was deliberately not included in the scope of this
Ph.D. work. Nevertheless, it is necessary to safeguard WNCSs against potential
cyber-threats that may compromise availability (correct operations’ readiness),
reliability (correct service’s continuity), safety (no severe impact on the user(s) and
the environment), integrity (no improper system alteration or data breaches).
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The principle of cyber-physical co-design for security is a natural research direction
candidate to build upon the work presented in this thesis as it would allow
exploring co-design approaches that integrate cybersecurity considerations into
the early stages of WNCS development, ensuring that security is an inherent
aspect of the system’s architecture and operation.

This could build upon or integrate, for example, joint Nash power strategies and
optimal control strategy at the cyber-layer and physical-layer to bring the control
performance to the desired security level by dynamically manipulating the
cyber-layer pricing parameters [46], or the dual security control framework and
Takagi-Sugeno fuzzy model using time-delay system theory combined with a
robust observer and a co-design method to estimate and regulate the state and
fault, to optimize the control and communication [177].

Security-by-design could also be investigated to the design of WNCSs by applying
security principles and best practices throughout the system development life cycle,
and using security testing and evaluation methods to ensure the security quality of
the system. This would require a co-engineering approach that involves both safety
and security teams and uses a common framework and methodology to harmonize
the other design goals and that of safety and security.
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Abstract
Co-Design of Wireless Networked Control Systems:
Model-based Architecture and Joint Optimization

Wireless networked control systems (WNCS) combine wireless communication,
compute, and control in a distributed topology. The potential applications of WNCSs
may be found in a variety of fields under the umbrella of the Industrial Internet of Things
(NoT), including industrial automation, autonomous vehicles, healthcare, smart cities,
etc. In contrast to conventional communication systems that prioritize data delivery,
WNCSs aim for optimal control under resource constraints; they work in a closed-loop
mode, where the controller adapts to the system and network conditions. This makes
WNCSs well suited for building robust and efficient systems. However, designing WNCSs
presents notable challenges, including managing uncertainties, delays, packet losses,
and synchronization errors in the wireless channel, while at the same time guaranteeing
the reliability, scalability, and resilience of the system. which calls for the co-design of
communication and control. Moreover, the complexity of designing WNCSs rises when
the model of the devices and/or their environments is unknown or only partially known,
a common case in real-world situations. This calls for adaptive and robust control
strategies that can learn from data and cope with uncertainties. This thesis revolves
around a co-design framework for WNCSs and explores the suitability and significance of
model-based and model-free design methods for achieving reliability, resource
efficiency, and scalability.

The contributions are:

(i) A novel model-based system architecture for event-triggered wireless control with
extended timed automata, and the specification and verification thereof. Strategies for
achieving specific delays and bandwidth consumption while preventing packet loss
during network congestion are proposed and compared. The results on a droplet flow
cytometer use case indicate that under strict delay constraints and high traffic, the
system chooses the decentralized strategy over the centralized strategy, whereas in
scenarios with low traffic, the centralized strategy is more effective at ensuring the
reliable operation of systems. The minimum delay between two systems is 129 ms
(centralized), 87 ms (decentralized), and 125 ms (when avoiding high-traffic scenarios).
(ii) A novel joint optimization of WNCSs using a co-design approach. A classical
optimization theory is used to minimize control errors under network constraints, as well
as errors introduced by the used reinforcement Q-learning technique. The problem is
extended and applied to a droplet generation system. Control performance is evaluated
for three algorithms (C51, DQN, DDQN) and three scenarios (without and with network
effects in the reward function, and with network uncertainties with random variables in
the RL reward function). Results show that the C51 algorithm performs better than the
two other algorithms, which is mostly attributed to its ability to effectively solve
multi-modal problems.

(iii) A novel method aiming to maximize control-communication reliability and resource
efficiency across the control and communication layers by controlling InterPacket Gap
(IPG).

The proposed method addresses the reliability of control communication and the
efficiency of resource utilization concurrently by integrating RL techniques. The
validation method offers a more thorough and practical assessment of the suggested
optimization procedure, as opposed to the prevailing primarily analytical methodologies
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seen in previous research. The proposed approach successfully solves a multi-objective
problem by using co-design reinforcement learning (RL)-based control method.
Simulation results show that this method effectively maintains or improves control
performance, even in the presence of packet losses. The proposed RL-based technique
demonstrates an average decrease in transmission power of up to 10% and is resilient to
network packet loss, a common issue in older control systems that may lead to
significant performance degradation.

(iv) A novel decentralized communication-based data flow structure that supports
different devices in a bioanalytical laboratory unit, including the conceptual, logical, and
physical data flow models. The case study shows that the proposed system model
worked as expected when subjected to the specified constraints and demonstrates the
implications of formal techniques for the design and verification of wireless automation
of high-throughput laboratory setups in Model-Based System Engineering (MBSE).

(v) an additional contribution is the suggested development of a wireless communication-
based automation system that operates in an event-triggered way, utilizing pre-defined
data structures in a publisher-subscriber configuration.
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Kokkuvote
Juhtmevabade vorgustatud juhtimissiisteemide koosdisain:
mudelipohine arhitektuur ja iihisoptimeerimine

Juhtmevaba vérgustikuga juhtimissiisteemid (“Wireless networked control systems” ehk
WNCS) mis on (hendatud hajusas topoloogias ja sisaldavad kombinatsiooni
juhtmevabast suhtlusest, arvutusvoimsusest ning juhtkontrollerist. WNCS-ide
potentsiaalseid rakendusi voib leida mitmesugustes valdkondades mis on seotud
toostuslike asjade internetiga (“Industrial Internet of Things” ehk IloT), sealhulgas
toostusautomaatika, autonoomsed soidukid, tervishoid, nutikad linnad jne. Erinevalt
tavaparastest sideslisteemidest, mis eelistavad andmete edastamist, on WNCS-ide
eesmark optimaalne juhtimine ressursi piirangute korral. Nad to6tavad suletud ahela
reziimis, kus juhtkontroller kohandub siisteemi ja vorgu tingimustega.

See muudab WNCS-id sobivaks todkindlate ja téhusate slisteemide ehitamiseks. Kuid
WNCS-ide kavandamine esitab markimisvairseid valjakutseid nagu vorgu ebakindluse,
viivituste, andmepakettide kadumise ja slnkroniseerimisvigade haldamiseks
juhtmevabas kanalis, tagades samal ajal siisteemi usaldusvaarsuse, skaleeritavuse ja
vastupidavuse. See nduab side- ja juhtimissiisteemi ihiskavandamist.

Lisaks suureneb WNCS-ide kavandamise keerukus, kui seadmete ja/voi nende
keskkondade mudel on teadmata voéi ainult osaliselt teada, mis on reaalse maailma
puhul tavapirane. See nduab adaptiivseid ja vastupidavaid juhtimisstrateegiaid, mis
suudavad 6ppida andmetest ja tulla toime torgete ja vigadega. See viitekiri keskendub
WNCS-ide uhiskavandamise raamistikule ja uurib mudelpdhiste ja mudelivabade
kavandamismeetodite = sobivust ja  tdhtsust saavutamaks  usaldusvaarsust,
ressursitdhusust ja skaleeritavust.

Panused on jargmised:

(i) Uus mudelpdhine ststeemi arhitektuur siindmuse-kdivitatud juhtmevabaks
juhtimiseks on laiendatud ajastatud automaadiga mis toetab nende spetsifitseerimist ja
verifitseerimist. Pakutakse ja vorreldakse strateegiaid konkreetsete Vviivituste ja
ribalaiuse tarbimise saavutamiseks, valtides samal ajal pakettide kadu vorgu
labilaskevoime (letamise korral. Tilgavoolu tsiitomeetri uuringu tulemused naitavad, et
ranged viivituspiirangud ja suure andmemahuga vorguliiklus sunnivad slisteemi valima
detsentraliseeritud strateegia keskse strateegia asemel, samas kui madala
andmemahuga vorgu stsenaariumides on keskne strateegia slisteemide usaldusvaarse
toimimise tagamisel tdhusam. Kahe siisteemi vaheline minimaalne viivitus on 129 ms
(keskne), 87 ms (detsentraliseeritud) ja 125 ms (suure andmemahuga vérguliikluse
valtimisel).

(ii) Uus Ghine optimeerimine WNCS-ide jaoks, kasutab hiskavandamise ldhenemist.
Klassikaline  optimeerimisteooria on  kasutusel slisteemi juhtimise vigade
minimeerimiseks voérgupiirangute puhul, samuti vigade minimeerimiseks, mida kasutab
kinnitusega Oppe Q-Oppe tehnika. Probleemi lahendust rakendatakse tilkade
genereerimise slisteemile. Juhtkontrolleri tulemuslikkust hinnatakse kolme algoritmi
(C51, DQN, DDQN) ja kolme stsenaariumi puhul (ilma ja vérgumdjudega
preemiafunktsioonis ning vorgu ebakindlusega juhuslike muutujatega RL
preemiafunktsioonis). Tulemused naitavad, et C51 algoritm toimib paremini kui kaks
muud algoritmi, selle véimele tohusalt lahendada mitmemoodilisi probleeme.

(iii) Uus meetod, mille eesmirk on maksimeerida juhtkontrolleri ja side usaldusvairsust
ning ressursitdhusust |abi vorgu sidekihtide, kontrollides pakettidevahelist liinka
(“InterPacket Gap” ehk IPG).

926



Pakutud meetod kasitleb juhtkontrolleri side usaldusvaarsust ja ressursikasutuse
tohusust samaaegselt, integreerides RL-tehnikaid. Pakutud valideerimismeetod pakub
pohjalikumat ja praktilisemat hinnangut optimeerimisprotseduurile, erinevalt
varasemates uuringutes kasutatud peamiselt analiiltilistest metooditest. Pakutud
lahenemisviis lahendab edukalt mitme eesmargiga probleemi, kasutades
kooskavandamise kinnitusega o6ppe (RL) masindppe pohist juhtimismeetodit.
Simulatsiooni tulemused naitavad, et see meetod sailitab voi parandab téhusalt
juhtimissooritust isegi pakettide kadumise korral. Pakutud RL-p6hine tehnika naitab kuni
10% keskmisest vaiksemat edastusvdoimsuse vajadust ja on vastupidav vorgu pakettide
kadumisele, mis on tavaline probleem vanemates juhtimissiisteemides ja mis omakorda
voib pohjustada olulist joudluse langust.

(iv) Uus detsentraliseeritud sidepohine andmevoo struktuur, mis toetab erinevaid
seadmeid bioanaltiitilises laboriiiksuses, sealhulgas kontseptuaalseid, loogilisi ja flilsilisi
andmevoo mudeleid. Juhtumiuuring n3itab, et pakutud sisteemimudel td6tas
ootusparaselt, kui seda rakendati maaratud piirangutele, ja uuring demonstreerib
formaalsete tehnikate moju juhtmevaba automaatika kavandamisele ja kontrollimisele
suure labilaskevbimega laboriseadistustes mudelpdhises siisteemiinseneritoos
(“Model-Based System Engineering” ehk MBSE).

(v) Lisapanusena on loodud pakkumine arendada juhtmevaba side pdhine
automaatikasiisteem, mis t66tab siindmuse kaivitatud viisil, kasutades eeldefineeritud
andmestruktuure kirjastaja-tellijate konfiguratsioonis.
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Abstract—Bio-analytical devices have gained importance over
the past few years because of their application in rapid diag-
nostics and biochemical analysis. The integration of the Cyber-
Physical System (CPS) concept with bio-analytical devices is
essential to enable automation of the device. Modeling of CPS-
based bio-analytical devices can provide a deeper understanding
of system behavior at early design stages and avoid costly
iterations. In this paper, a model-based system architecture en-
abling wireless control of bio-analytical devices is proposed using
the extended timed automata-based formal technique. Using
this formal technique, a study case “A droplet flow cytometer
for antibiotic susceptibility testing of bacteria” is modeled and
verified using the UPPAAL tool. The synchronized operation of
the modeled system under defined constraints was confirmed.
In addition, the case study shows the implications of formal
techniques for the design and verification of wireless automation
of high-throughput laboratory setups in Model-Based System
Engineering (MBSE).

Index Terms—Cyber-physical systems, Automata, Formal Ver-
ification, Biochemical analysis, Biological system modeling, Net-
worked control systems

I. INTRODUCTION

The demand for automation in laboratory-based biochemical
analysis and handheld rapid diagnostic devices has increased
drastically over the past few years. The major factors affecting
this increased demand are advancements in drug development,
analysis, testing and rapid diagnostic methods [1], [2]. How-
ever, there are several challenges associated with achieving
this automation and the problem complexity is well-defined in
our previous works [3], [4].
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To support automation in bio-analytics, the integration of
Cyber-Physical System (CPS) concepts with the microfluidic
and biochemical domains has become very topical. CPSs
integrate physical and computational processing via a com-
munication network [5], [6] and accounts for user feedback
via the cloud. Besides, feedback is also provided from the
control system to the physical processes over the communi-
cation channel and vice-versa [7]. CPSs have applications in
several disciplines including healthcare, education, smart grid,
automotive industry, etc. [8].

When designing a CPS, it is desirable to model the system
for analyzing its behavior at the early design stage. The
major properties that should be considered while designing
CPSs include a range of functional and non-functional proper-
ties. Functional properties depict a particular behavior of the
system, while non-functional properties include time-related
properties, physical properties and behavioral properties. The
reason to take these properties into account is to ensure a safe
automated operation of the system. In [9], a comprehensive
survey highlighting different modeling languages and tech-
niques and what aspects each of them lacks has been provided.

To enable automation in the healthcare field, there have been
several architectures and models proposed over the past few
years which integrated the CPSs concepts with medical de-
vices [10], [11]. However, such integration with bio-analytical
devices is still new, under-researched, and there are very few
works proposing an architecture and model for the design of
these devices.

In [12], the authors proposed a modified schematic for bio-
analytical devices by separating the fluidic and biochemical
domains from physical processes in the CPSs architecture. An-
other research [13] proposed an evolvable system architecture
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for lab-on-a-chip (LOC) devices. That work was extended to
define platform-based design for LOC devices [14] and later
a model-based system design framework was proposed for
life science instruments [15]. The works [12], [15] motivated
model-based system design methodology in bio-analytical and
diagnostic devices and modeled the system using SysML.
Using SysML it is possible to model system behavior but,
as mentioned earlier in this paper, non-functional properties
are essential for synchronized operation of the system under
constraints; they cannot be completely handled with such an
approach.

Moreover, neither of the aforementioned works focused
on the communication domain of the device in detail. The
introduction of wireless control in bio-analytical devices could
help enable several features including scalability, robustness,
and remote operation of these devices but will also introduce
significant challenges. According to the authors’ knowledge,
despite its many features and advantages, wireless control of
bio-analytical devices has not been investigated in depth. This
paper seeks to address this research gap by providing a wire-
less control model for bio-analytical devices. Figure 1 depicts
a simplified architecture concept for wireless control of a bio-
analytical cyber-physical system also known as CBPS [15]
and CPBS [12] by introducing the communication domain,
in addition to the physical, fluidic and cyber domains. Here,
the communication domain connects the cyber domain with
the physical and fluidic domain and is assumed to deal with
network management and supervision.
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Making and

Data Analvtics

Data Storage
and
Discarding

System

Control

T
1
A4
Network Management and

Supervision (Tx/Rx Power, Data
Rate, Scheduling, Routing)
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\ H
. . l sers
Biological .
Bio- .
Sample N Detection
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Processing

[ Physical and fluidic domain |

Fig. 1. Bio-analytical cyber physical system concept with cyber, communi-
cation, physical and fluidic domains

For considering the non-functional properties of the CPSs in
modeling, the best method so far is to use formal techniques.
Formal techniques use a mathematical approach to precisely
define system behavior [9]. Some of the formal methods are
Pi-calculus, Petri-net and Hybrid automata. Hybrid automata
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[16], [17] is the most popular formal technique used in CPSs
modeling because of its ability to model both the continuous
and discrete behavior of the system. Timed automata, a
sub-class of hybrid automata, are widely used for modeling
a wide range of real-time systems as they can completely
automate the verification and validation process, which is our
main motivation.

The major contributions of this paper are as below:

« We propose a novel model-based system architecture con-
cept for event-triggered wireless control of bio-analytical
CPSs using extended timed automata.

We specify and verify the proposed system concept using
extended timed-automata in UPPAAL [18], for a droplet
flow cytometer for antibiotic susceptibility testing of
bacteria study case.

The event-trigger wireless control approach is employed to
make the system resource-efficient. In addition to resource
efficiency, the main idea behind modelling the system as event-
triggered rather than time-triggered is due to fact that the
biological processes are usually slow and could take minutes
to hours to complete, whereas the communication is in the
order of a few milliseconds. The non-functional properties,
specifically time-dependent occurrence of different events in
terms of synchronization for the whole system, is ensured. To
the best of the authors’ knowledge, this is the first work that
models a bio-analytical system using a formal method and take
wireless network constraints into account. The rest of the paper
is organized as follows: Section II describes the preliminaries
for the modeling framework, Section III discusses the problem
formulation, Section IV presents the timed-automata based
modeling for the case study, Section V discusses the model
verification, and Section VI concludes the paper and provides
some suggestions for future directions.

II. MODELING FRAMEWORK BASICS

Timed automata [19] are a sub-class of hybrid automata with
a finite number of real-valued clocks which can be reset. As
discussed earlier, the formal approach adopted in this work is
based on timed automata; this section provides a few essential
preliminary definitions of hybrid and timed automata.
Definition 1 A hybrid automaton is a tuple H= (L, Var, g,
T', Edge, Act, Inv, Init) where:
L — Set of locations, States ¥ = Lx V', V: set of all valuations
v, where v : Var — R
Var — Real-Valued Variables, L — 2V "
g — Conditional/Guard function
I' — Set of Labels
Inv — Invariant function, Inv(1)C V ,l€ L
Act — functions consists of set of activities, f : R>g =V
Edge — Set of transitions, Edge C Lx T' x g(Var) x 2V
x L
Init — Initial Location, Init C L
The semantics of hybrid automata are based on two rules,
discrete rule for discrete state transitions and continuous time
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rule based on continuous time steps. The discrete rule govern-
ing transitions between states is written as (I,v) — (I',v") for
(I,a, (v,v"),1") € Edge and invariant v" € Inv(l") must hold.
On the other hand, the time rule governing: the time can pass
in current location and the variable related to the location can
evolve given that f € Act such that f(0) = v, f(t) = v
The continuous time rule is given by (I,v) % (I,v") for
F1(0,¢)] € Inv(l) and ¢ is strictly positive.

Definition 2 A timed automaton is a tuple 7' = (L, T,
Edge, C, Inv, Init) where:
L — Set of locations, States ¥ = LxV, V: set of all valuations
v, where v : Var — R
C — Set of real-valued clocks
I' — Set of Labels
Inv — function that assigns set of invariants to locations based
on Clock Constraints (CC), L — CC(C)
Edge — Set of transitions, Edge C L x CC(C)x T' x2¢ x L
Init — Set of Initial States, Init C L
The semantics for timed-automata are given by:
Discrete Rule

(Lv) S (1,0 (La, (9,C), 1) € Edge
g =reset(C) v,v = Invu(l) (1)

where g is the guard.
Continuous Time Rule

(Lv) 5 (L, 1 t € Ry,
v = Inv(l), 0 =v+t (2)

Definition 3: Parallel composition The parallel timed au-
tomata composition 7y || 7h... || 7, of n systems
such that 77 = (Ll, Iy, Ed_[](il, Cl, Invq, ITLitl), T =
(Lg, FQ, Edgeg, CQ. In’Uz, ]nitg), vy Tn = (Ln, Fn,
Edge,,, Cy,, Inv,, Init,) , and such that clocks and states are
pairwise disjoint, is given by:
o L=1L1 XLy x..XLy
. C:Cl X Cg X Cn
e I'=Ty xTI's...xT,
o Inv(ly,le) = Invi(l1) A Inva(la), ...,
Inv(ly—1,l,) = Invy_1(lh—1) A Inv,(l,) for all
(lly l?7 H‘ln) €L

o Init={((l1,l2,...1n),v) € E|(l1,v) € Inity A (l2,v) €
Inity, ... A (ln,v) € Init,}

For i = 1,...,n systems, the discrete transitions between the
edges for two systems with automata 7; and 7}, is given by
Rule Synchronization and Rule Non—Synchronization
ie.

Rule Synch :

(li,a,(91,Ci) 1) € Bdges,(li+1,a,(9i11,Cit1) liyy) EEdgeis 3)
((Uislit1),a,(giNgi+1,Ci XC1+1)«(Z; al:+1 ))EEdge

Rule Non — Synch; :
(lisa, (9,C),1;) € Edge,a ¢ Tisy
((liylig1), a, (9, 0), (I3, liy1)) € Edge;

“

Rule Non — Synch;; :

(lix1,0,(9,C), L) € Edge;1,a ¢ T
((li7 li+1)~, a, (.(17 C)‘ (lt~ l;+1)) S Edg()’

III. PROBLEM FORMULATION

(&)

In this section, essential concepts to obtain an event-
triggered control for bio-analytical CPSs over the non-
deterministic wireless network and the extension of timed-
automata is provided.

A. Event-Triggered Control system with Non-deterministic
Network

Assuming that each bio-analytical system acts as a Linear
Time Invariant (LTI) system, we have the following equation:

((t) = A(t) + Ba(t) . ©)

where ((t) is the current state of the system, {() is the next
state of the system and z(¢) is the feedback for the system,
depending upon controller gain K. Assuming the network is

. i *min max
4 R T <1, <1
Tynm <1, < T:'max ¢ ] t t t

Physical System

Fig. 2. Wireless control over a non-deterministic network

non-deterministic, i.e. the time taken by each sample to reach
its destination is unknown, the delay associated with each
sample to be transferred is 7; and for reception is 7,.. Moreover,
there exists minimum times 7;™%", 7™ and maximum times
required 7%, 7X™ for the sample to be transferred and
received, respectively as depicted in figure 2. For a sequence of
communication events 7; and 7,; where ¢ € N, the following

assumption can be made:

*Mmin *max *Mman *max
T4 S Teig1 — Tt ST , 0<my <7 @)

*min

*max *min *max
T S T — T ST 0 < < 3)

To account for the network delays in more detail, one can refer
to [20]. The feedback provided by the system to the controller
will suffer delay based on the network delay [21]. Equation 9
reflects the controller feedback accounting for network delay.

o(t) = KC(1)

where A depends upon 7, and 7;. Hence, the difference
between the sampled state and the current state is given by
equation 10.

e(t) = ¢(ts) — C()

te€ [ty + A thp1 + 4] )

te [tk + Aty + A} (10)
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Employing the event triggered approach based on the same
principle as mentioned in [22], the sampled trigger time rule
is given by:

teg1 = min {t|t >ty

le®> = olc®)*}  AD

For sampled state x the inter-sample time is given by equation
12 based on trigger coefficient o

T, = min {t e(t)]? > ol¢(t)|?

(0) ==}

B. Timed Automata based Model for Non-Deterministic Wire-
less Communication

12

For the bio-analytical devices consisting of various sub-
systems, the proposed approach is to control each sub-
unit using an event-triggered mechanism, while the network
scheduling is priority based. For a simple use case, let o; be the
trigger coefficient defined by event-triggered system control
over non-deterministic channel for the i*" single sub-system
in the whole system, where o; € [0, 6}. The clock constraints
(or guards) related to this sub-system are given by

i <e<Tll. (13)

Assuming that the subsystem has only two states, i.e. Init and
Process, the timed automata model of the sub-system can be
written as:

L = {Init, Process}

« C= {C}
« I'= {a, b}
e Edge = {(Init,a,(c > 77", {c}), Process),

(Process, b, (¢ > 3%, {c}), Init)} -
Inv = {Inv(Init) : ¢ < 77*, Inv(Process) : 7¢" < ¢ <
T}

o Init = {(Init,vy) with vy(c) = 0}
The graphical representation of the sub-system is given in
Figure 3. To include non-clock local and shared variables

~

s
[ Process :

b:c =1

c:=0o0r

490 @
c<tl 1)t <c <1

Fig. 3. State machine representation of event triggered control

(channels) and to model stochastic network behavior, we have
extended the timed automata as below:

Definition 4 Extended timed automata is a tuple 7'
(L, T, Edge, C,Var,Chan, Inv, Init, P) Where
L — Set of locations, States > = Loc x V, V: set of all
valuations v, where v : Var — R
C — Set of real-valued clocks
Var — Set of non-clock real valued local variables
Chan — Set of non-clock shared variables
I" — Set of Labels
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Inv — function that assigns set of invariants to locations
based on Clock Constraints (CC), local variables constraints
®(Var) and set of shared channel variables ¢(Chan), L
—CC(C)N ®(Var) A p(Chan)

Edge — Set of transitions, Edge C L x CC(C) x ®(Var) x
©(Chan)x T x2C x 2Vaer x 2Chan 5 [,

Init — Set of Initial States, Init C L

P — Assigns user-defined exponential delay rate (e) to each
location, L — e(P)

where the exponential rate P defines an exponential distribu-
tion to leave each state under unbounded delays. The extended
model is well-suited to control parameters like volume, flow-
rate and synchronization between the devices.

IV. CASE-STUDY: BIO-ANALYTICAL DEVICES

The basic working principle of a droplet-based flow cytome-
ter for the analysis of bacterial antibiotic susceptibility is based
on droplet generation on a large scale, where each droplet
encapsulates a single cell or small population of bacteria,
reagents and antibiotics [1]. The generated droplets are then
incubated to allow bacteria to grow or die depending upon their
resilience against the specific concentration of the antibiotic.
After the incubation, several images are captured using a high-
speed camera. The camera images are then classified using a
Machine Learning (ML) algorithm where dead and alive cells
are identified. Depending upon the ratio of dead or live cells,
the bacterial susceptibility against a specific concentration of
the antibiotic can be determined. Figure 4 shows the major
sub-blocks of the considered droplet flow cytometer for the
analysis of the antibiotic susceptibility of bacteria.

Dead Cells
@ Alive Cells

Excitation

Start
ML Algorithm
( Features
Fluid ﬂ \_‘ definition,
Fluidic = e = 3 pooling)
Chip r 1
Classification
Cumera Results
Objective 10x,
20x, 30x, focus —'@
is automated

Fig. 4. Use case: flow cytometer for antibiotic susceptibility of bacteria

Based on the major building blocks of the droplet flow
cytometer, the system can be divided into three major units,
i.e. the Droplet Generation Unit, Imaging Unit/Sensing Unit
and Detection Unit. Each of the sub-block has a control unit
which is connected to the central controller over a wireless
communication network. A brief description of each sub-unit
and wireless control unit is given below.

A. Droplet-Generation Unit

The droplet generation unit consists of a pump for control-
ling pre-processed (incubated) fluids volume at a specific rate
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for a specified duration and a microfluidic chip. The droplet
generation starts with an initialization command to the pump
with a defined flow rate and duration. The central controller
communicates over the network for initialization and goes to
the sleep mode until it is not triggered by the sub-unit with
an acknowledgement about its task completion.

B. Imaging Unit

The imaging unit consists of a light source and a high-speed
smart camera unit which is capable of capturing images at a
variable frame rate (FR). The imaging unit is also able to adjust
the resolution and Depth of Field (DoF). The control of the
imaging unit activates via central controller at a specified FR,
resolution and DoF which is adjustable by the smart camera
unit depending on the required image quality.

C. Detection Unit

The detection unit consists of a micro-controller able to
classify the images using machine learning. The used ML
algorithm could be based on deep learning using artificial
neural networks where a trained classifier can classify images
depending upon their features.

D. Wireless Control Unit

Upon instantiating, the central controller activates each
sub-unit in a specified order over a wireless communication
network and goes to sleep or low power mode unless a trigger
command is received to acknowledge the task completion by
the sub-units. As mentioned earlier in section III-B the network
scheduling is priority-based and there is a specified duration
for a non-deterministic network to receive and send the com-
mands, both to the controller as well as to the sub-units. The
path or run time transitions for the modeled wireless control
of these devices are based on Boolean variables/channels, as
well as clock variables. They are given as:

Controller Run Time Transitions
Initialization L0LEMn, Droplet_Generation
RSN nit_Ur2 92§ maging, ...

. “finish,C e g .
Detection 255 Initialization

with invariants as below:

Inv = {Inv(Droplet_Generation) : y<tcl_maz,
Inv(Imaging) : y<tc2_maz,
Inv(Detecion) : y<tc3_max}

Network Run Time Transitions

It LLCLChan, DG_sending

:S1,C . End_1:R1,Cha
225 wait_DG =" ACK_DG, ...
Rx3:end,Chan
—_—

ACK_DT Init

with invariants as below:

Inv = {Inv(DG_sending) : z<txl_maz,
Inv(wait_DG) : z<rzl_max, Inv(ACK_DG) : z<
ral_maz, Inv(Im_Sending) : z<tz2_mazInv(wait_Im) :
z<raz2_mazx, Inv(ACK_Im) : z<rxz2_mazx, Inv(DT_
Sending) : z<tx3_mazInv(wait_DT) : z<rz3_maz,

Inv(ACK_DT) : z<rz3_max}

The run time transitions for other sub-units and their parallel
composition can be formulated based on the same principles
as mentioned here and in Section III.

V. VERIFICATION WITH UPPAAL

Model verification is essential to ensure that the designed
system meets all the specifications e.g. time constraints, syn-
chronization and is deadlock-free. For model checking and
verification, we used UPPAAL. UPPAAL is a model checking,
verification and validation tool [18]. During verification, the
system was analyzed under bounded, unbounded and prob-
abilistic delay distribution using Stochastic Model Checking
(SMC). Figures 5 and 6 show the Control and Network models
executed in UPPAAL for generic subsystems with no specific
functionality defined. Each of the sub-systems was then further

Initialization

=tc3_min

Detection

y=0[ [
Imaging e
8 == Init_U3

/ y>=tc2_min

e /e e

y<lc2_max

Fig. 5. Control unit for droplet flow cytometer

modeled in depth. Figure 7 shows the detection unit model;
for conciseness, the other sub-system models can be found at
url: https://github.com/KanwalAshraf/UPPAAL_Models.git.

In addition to the use of the UPPAAL simulator, the models
have been further verified using different queries based on the
language reference guide of UPPAAL. Examples of some of
the queries used for system verification is given in Table I.

Using the query-based verification system, state transitions,
probability density distribution and probability comparison of
states at different intervals could be verified.

Figure 8 shows the state transition within a bounded time
interval; here, the synchronization between different states
of the controller, network and sub-unit can be visualized.
In addition to exponential delay distribution, the network
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Fig. 6. Network unit for droplet flow cytometer

Initial

Fig. 7. Detector unit for droplet flow cytometer

model could also have discrete probabilistic delay defined for
different paths in the model.

Figure 9 shows an example of the network model with
a discrete probability defined for delayed and non-delayed
paths. Figure 10 shows the probability density distribution for
ACK_DG state for time lower than (blue bars) and higher

TABLE 1

VERIFICATION QUERIES
Queries Properties
E <> Communication.wait and z > txI_max Delay
A[]/(Communication.Sending&& Synchronization
Bio_Chip_control.Rate_Definition)
Al[|Communication.wait implyz > tx1_min Reset
simulate[< = 300]Network. ACK_DG, Control. | Simulation
Droplet_Generation, Imaging.Process_D2
Pr[=<100](<> Network.DG_sending) > Probability Com-
= Pr[<= 100](<> Control.Imaging) parison

Simulations (1)

1.00—m7M -
0.90]
0.80)
0.70]
0.60)
(5] Network.DG_sending
@ 0.50) [ Control.Droplet_Generation
2 E=] Network, wait_DG
= 0.40 =] Control.Imaging
[+ broplet_generation.Process_D1
0.30]
0.20]
0.10]

0 10 20 30 40 50 &0 70 80 90 100
time

Fig. 8. Network control model simulation: state transition within a bounded
interval
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Fig. 9. Network unit with discrete probabilistic delays

@7 S 1

than (orange bars) rz1_max threshold, with confidence 0.95,
for the model depicted in Figure 9. Here the discrete proba-
bilistic choices (1/5, 4/5) associated with the paths increases
the probability density associated with z > rxl_max. The
discrete probabilistic choice for each path could help in the
estimation of the delay in any system. Additionally, the cost
and reachability time analysis could also be performed for
each path. The formal verification showed that the modeled
use case did not violate time constraints and that the device
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Fig. 10. Probability density distribution for the network unit
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operation was executed in order and synchronized.

VI. CONCLUSION

In this paper, an extended timed-automaton based formal
technique was presented for modeling bio-analytical CPSs
taking into account control over a wireless network with
constraints. The main aim was to provide a formal model-
based architecture for bio-analytical devices to motivate the
further application of formal techniques in bio-analytical de-
vices. To depict the application of the proposed technique,
a case study was modeled and verified using UPPAAL. The
use of this model is promising when dealing with large
laboratory setups and diagnostic systems and can be used
in Model-based System Engineering Methodology (MBSE).
The introduction of wireless connectivity will enable the
connection of different units in a high-throughput laboratory
setup without any physical connection between sub-units
and event-triggered control will make the system resource-
efficient. The verification helped to analyze the system under
bounded, unbounded and probabilistic delay distribution. For
future work, there are several issues to consider, including non-
deterministic behavior of the device at different user inputs,
fault detection of sub-units as well as other network issues
including network failure.
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Architectures, and Multi-System Interaction Strategies
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Abstract

Integration of the Cyber-Physical System (CPS) concept with bio-analytical devices is highly desirable to enable device automation as well as to
improve diagnostic and analytical capabilities. By modeling CPS-based bio-analytical devices, where the model serves as the foundation for the
system design, a thorough evaluation of the system behavior can be provided early in the design process, avoiding costly iterations. On the other
hand, this modeling must address the interaction of different entities, the dynamic behavior of the system, as well as the non-functional properties
that are essential for the device to function properly.

This paper presents a model-based system architecture that builds upon an extended timed automata-based formal technique that enables the
wireless control of bio-analytical devices, in contrast to previous works which build upon SysML or UML based Models. Using this formal
approach, a study case “A droplet flow cytometer for antibiotic susceptibility testing of bacteria” is modeled and verified using the UPPAAL tool
which shows the implications of formal techniques for the design and verification of wireless automation of high-throughput laboratory setups
in Model-Based System Engineering (MBSE). Moreover, the paper extends the above aspects by adding the possibility to model multi-system
interaction, which we use to analyze the trade-off between centralized and decentralized information flow strategies for better system performance
under delay and bandwidth constraints. UPPAAL Stratego is used to analyze strategies for achieving specific delays and bandwidth consumption
while avoiding packet losses in the event of network congestion. The results show that under strict delay constraints and high traffic, the use-case
system selects the decentralized strategy over the centralized strategy, whereas in low traffic scenarios, the centralized strategy is more effective
to ensure the reliable operation of systems.

Keywords:
Cyber Bio-analytical Physical Systems (CBPSs), Wireless Networked Control Systems, Formal Methods, Formal Verification, Biochemical
analysis, Biological system modeling.

1. Introduction achieving this automation and the problem complexity is well-
defined in our previous works (4; 5).

To support automation in bio-analytics, the integration of
Cyber-Physical System (CPS) concepts with the microfluidic
and biochemical domains has become very topical. CPSs in-
tegrate physical and computational processing via a communi-
cation network (6; 7) and accounts for user feedback via the
cloud. Besides, feedback is also provided from the control sys-
tem to the physical processes over the communication channel
and vice-versa (8), this feedback is important to obtain a robust
and reliable performance of the system under dynamic changes.

Due to the global spread of various epidemics, there has
been a significant increase in the demand for automation in
laboratory-based biochemical analysis and handheld rapid di-
agnostic devices over the past few years. The primary factors
driving this increased demand are the need to advance drug
development, analysis, testing, and rapid diagnostic methods
(1; 2; 3). However, there are several challenges associated with
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When designing a CPS, it is desirable to model the system
for analyzing its behavior at the early design stage because the
systems are usually complex. The essential points that should
be considered while designing CPSs include a range of func-
tional and non-functional properties. Functional properties de-
pict a particular behavior of the system, while non-functional
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properties include time-related properties, physical properties
and behavioral properties. The reason to take these properties
into account is to ensure a safe automated operation of the sys-
tem under practical constraints.

To enable automation in the healthcare field, there have been
several architectures and models proposed over the past few
years which integrated the CPSs concepts with medical devices.
The integration of CPSs concepts with bio-analytical devices
is still new, under-researched, and there are very few works
proposing an architecture and model for the design of these de-
vices.

In (9), the authors proposed a modified schematic for bio-
analytical devices by separating the fluidic and biochemical do-
mains from physical processes in the CPSs architecture. An-
other research (10) proposed an evolvable system architecture
for lab-on-a-chip (LOC) devices. That work was extended to
define platform-based design for LOC devices (11) and later a
model-based system design framework was proposed for life
sciences instruments (12). The works (9; 12) motivated model-
based system design methodology in bio-analytical and diag-
nostic devices and modeled the system using SysML. It is pos-
sible to model system behavior using SysML; however, as men-
tioned earlier in this paper, non-functional properties are re-
quired for synchronized operation of the system under con-
straints; they cannot be fully handled with this approach. Fur-
thermore, as the number of interconnected systems increases,
so do the variables used to account for this interaction, necessi-
tating a more simplified and reliable modeling approach.

Moreover, neither of the aforementioned works focused on

the communication domain of the device in detail. The in-
troduction of wireless control in bio-analytical devices could
help enable several features including scalability, robustness,
and remote operation of these devices but will also introduce
significant challenges. According to the authors’ knowledge,
despite its many features and advantages, wireless control of
bio-analytical devices has not been investigated in depth.
This paper seeks to address this research gap by providing a
wireless control model for bio-analytical devices. Figure 1 de-
picts a simplified architecture concept for wireless control of
a bio-analytical CPS also known as CBPS (12) and CPBS (9)
by introducing the communication domain, in addition to the
physical, fluidic and cyber domains. Here, the communication
domain connects the cyber domain with the physical and fluidic
domain and is assumed to deal with network management and
supervision.

So far, the best method for modeling the non-functional
properties of CPSs is to use formal techniques. Formal tech-
niques use a mathematical approach to precisely define system
behavior (13). Some of the formal methods are Pi-calculus,
Petri-net and Hybrid automata. Hybrid automata (14; 15) is the
most popular formal technique used in CPSs modeling because
of its ability to model both the continuous and discrete behavior
of the system. Timed automata, a sub-class of hybrid automata,
are widely used for modeling a wide range of real-time systems
as they can completely automate the verification and validation
process, which is our main motivation.

Computation,

Data Storage

System Decision
Control Making and and
N = Discardin
Data Analytics g

‘ A

v ;
Network Management and

Supervision (Tx/Rx Power, Data
Rate, Scheduling, Routing)

[Communication Domain |
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¥ .
. . Users
Biological Bio
Sample . Detection
. Sensing
Processing

[ Physical and fluidic domain

Figure 1. Bio-analytical CPS concept with cyber, communication, physical and
fluidic domains

This extended version of the paper (16) provides a more ex-
tensive review of the state of the art and proposes additional
features and corresponding results related to the modeling of
multi-system interaction and analysis of the trade-off between
centralized and decentralized information flow strategies. The
major contributions of this paper are as below:

o Using extended timed automata, we propose a novel model-
based system architecture concept for event-triggered wire-
less control of bio-analytical CPSs.

We specity and verify the proposed system concept using
extended timed-automata in UPPAAL (17), for a droplet
flow cytometer for antibiotic susceptibility testing of bac-
teria study case.

To analyze the interaction of several devices, we eval-
uated the system’s trade-off by means of UPPAAL to
choose between centralized and decentralized commu-
nication architectures under known and unknown traffic
patterns.

An investigation of the system’s software and hardware require-
ments for baseline practical implementation of the use-case was
made. The event-trigger wireless control approach is employed
to make the system resource-efficient. Aside from resource ef-
ficiency, the main idea behind modeling the system as event-
triggered rather than time-triggered is that biological processes
are typically slow and can take minutes to hours to complete,
whereas communication occurs in the order of a few millisec-
onds. The non-functional properties, specifically the time de-
pendent occurrence of different events in terms of synchroniza-
tion for the whole system, is ensured. Furthermore, using stochas-
tic timed automata, the high-level interaction between two sys-
tems for delay and resource constraints is investigated.
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To the best of the authors’ knowledge, this is the first work
that models a bio-analytical system using a formal method, takes
wireless network constraints into account and investigates high-
level interaction of systems. The rest of the paper is organized
as follows: Section 2 highlights related work in this field; Sec-
tion 3 describes the preliminaries for the modeling framework;
Section 4 discusses the problem formulation; Section 5 presents
the timed-automata based modeling for the case study; Section
6 discusses the model verification; Section 7 discusses multi-
system scenario for optimal system performance under con-
straints; Section 8 summarizes the software and hardware im-
plementation consideration; and Section 9 concludes the paper
and provides some suggestions for future directions.

2. Related Work

CPSs have applications in several disciplines including health-
care, education, smart grid, automotive industry, etc. (18). In
(13), a comprehensive survey highlighting different modeling
languages and techniques and what aspects each of them lacks
has been provided. In addition to highlight modelling require-
ments, the work discusses the importance of addressing func-
tion and non-functional properties of CPS to achieve correct op-
eration of device. The study (19) demonstrated the importance
of a simulation-based model for clinical applications when com-
pared to practical tests. The simulated and validated models
included component-based models for medical devices as well
as regression models for vital sign simulation. Medical CPS
design issues and requirements are addressed in the research
(20) for the telemonitoring of high-risk pregnancies use-case
using a Plug-and-Play architecture (21) for interaction between
patients and caregivers. The work (22) provides a comprehen-
sive survey for computation, communication and memory re-
source efficiency in CPSs. In work (23), a rule-based simu-
lation of bio-chemical process is addressed. In research (24),
a service-oriented industrial CPS with cloud infrastructure sup-
port is presented. The paper (25) provided an overview of ”Safe
Cooperating Cyber-Physical Systems Using Wireless Commu-
nication (SafeCOP),” which focused on safety-related Cooper-
ating CPSs (CO-CPS) characterized by wireless communica-
tion usage and uncertain operating environments. The work
(26) provides an in-depth overview of formal methods in speci-
fication, design, and verification for software and hardware sys-
tems. The paper (27) highlights multi-dimensional hardware
design verification using machine learning where intersection
of functional and non-functional properties of electronic de-
sign is analyzed. The works (28; 29; 30) presents solutions for
fault tolerance, safety and reliability in industrial and automo-
tive CPSs.

3. Modeling Framework Basics

Timed automata (31) are a sub-class of hybrid automata
with a finite number of real-valued clocks which can be reset.
As discussed earlier, the formal approach adopted in this work
is based on timed automata; this section provides a few essen-
tial preliminary definitions of hybrid and timed automata.

Definition 1 A hybrid automaton is a tuple H= (L, Var, g, T,
Edge, Act, Inv, Init) where:

L — Set of locations, States £ = L X 'V, V: set of all valuations
v, where v : Var - R

Var — Real-Valued Variables, L — 2V

g — Conditional/Guard function

I' — Set of Labels

Inv — Invariant function, Inv(l) C V,l€ L

Act — functions consists of set of activities, f : Ryg > V

Edge — Set of transitions, Edge € Lx T x g(Var) x 2V4" xL
Init — Initial Location, Init C L

The semantics of hybrid automata are based on two rules, i.e.
discrete rule for discrete state transitions and continuous time
rule based on continuous time steps. The discrete rule govern-
ing transitions between states is written as (,v) — (I,v') for
(I,a,(v,v),I) € Edge and invariant v" € Inv(l) must hold. On
the other hand, the time rule governing the time can pass in cur-
rent location and the variable related to the location can evolve
given that f € Act such that £(0) = v, f(¢) = v". The continuous
time rule is given by (/,v) 5 I,V for fI0, ] € Inv(l) and t is
strictly positive.

Definition 2 A timed automaton is a tuple 7 = (L, T,

Edge, C, Inv, Init) where:

L — Set of locations, States £ = L X V, V: set of all valuations
v, where v : Var - R

C — Set of real-valued clocks

I' — Set of Labels

Inv — function that assigns set of invariants to locations based
on Clock Constraints (CC), L — CC(C)

Edge — Set of transitions, Edge C L x CC(C)x T x2¢ x L

Init — Set of Initial States, Init C L

The semantics for timed-automata are given for the discrete rule
and continuous rule:

Discrete Rule
L) S (V)1 (lLa,(8.0).0) € Edge
JVE g, Vo= reset(C) v, v E Inv(l’) (1)

where g is the guard.
Continuous Time Rule

L) > V) 1€ Ry,
Vv E Inv(l), V o=yt 2)

Definition 3

Parallel composition The parallel timed automata composition
Ty || T... || T,, of n systems such that 7'y = (L;,I'}, Edge;,Cy,
Invy, Init)), T, = (L, 1, Edg€2, Cy, Invy, Inity), ..., T, = (L,, Ty,
Edge,,C,, Inv,, Init,) , and such that clocks and states are pair-
wise disjoint, is given by:

o L=LXL)xX..XL,



Author | MICROPROCESSORS AND MICROSYSTEMS (2022) 1-13 4

C=C; xXCp...xC,

1“:1“1 sz... ><I“,,

o Inv(ly, L) = Invi(l}) A Invy(ly), ...,
Inv(l,_1,1,) = Inv,_1(I,-1) A Inv,(1,) for all (I}, 1,,...1,) €
L

o [nit={((l}, 1, ...I;),v) € Z|(l}, v) € Inity A(l,V) € Init, ...\
(U, v) € Inity}

Fori = 1, ..., n systems, the discrete transitions between the
edges for two systems with automata 7; and T4 is given by
Rule Synchronization and Rule Non — S ynchronization i.e.:

Rule Synch :

(i (8i-Ci).l,)€Edge; (I 1,8is1.Cist )iy, JEEdgei s

(Ui li1).a.(8iNgi1 CixCra (L, ))EEdge &)
Rule Non - Synch; :
(Ii,a,(8,.0), 1) € E/dge,», agliy @
(i, liv1), a, (8, C), (I, liv1)) € Edge;
Rule Non — Synch;,; :
(lis1,a,(8.C), 1, ) € Edgei,a ¢ T; )

(Ui liv1), a, (8, C), (i, I, ) € Edge

4. Problem Formulation

In this section, essential concepts to obtain an event-triggered
control for bio-analytical CPSs over a non-deterministic wire-
less network and the extension of timed-automata is provided.

4.1. Event-Triggered Control system with Non-deterministic Net-
work
Assuming that each bio-analytical system acts as a Linear
Time Invariant (LTI) system, we have the following equation:

&0 = AL + Bx(1). ©)

where £(¢) is the current state of the system, Z(¢) is the next
state of the system and x(7) is the feedback for the system, de-
pending upon controller gain K. Assuming the network is non-

p n
Tpmin < g < prmax @ Y

Physical System

Figure 2. Wireless control over a non-deterministic network

deterministic, i.e. the time taken by each sample to reach its
destination is unknown, the delay associated with each sample
to be transferred is 7, and for reception is 7,. Moreover, there
exists minimum times 7}, 73" and maximum times required
T,M, 7™ for the sample to be transferred and received, re-
spectively as depicted in figure 2. For a sequence of communi-
cation events 7, and 7,; where i € N, the following assumption
can be made:

*min #Max *min *max
T STl —Ti ST, 0< T =7 )

*min FMax *min FMax
T, < Ty =T ST, 0< M LT (8)

To account for the network delays in more detail, one can refer
to (32). The feedback provided by the system to the controller
will suffer delay based on the network delay (33). Equation 9
reflects the controller feedback accounting for network delay.

v(t) = KL(t) te[ty+ At +A] )

where A depends upon 7, and 7,. Hence, the difference between
the sampled state and the current state is given by equation 10.
e() ={t) - L) 1€ti+ At + A (10)
Employing the event triggered approach based on the same prin-
ciple as mentioned in (34), the sampled trigger time rule is given

by:
tes1 = min {tlt >

leP = ol¢®P) (A1)

For sampled state x the inter-sample time is given by equation
12 based on trigger coefficient o
— mi 2 2 —
7o = min {tlle(t)® > olZ(1)] (y=xf (12
4.2. Timed Automata based Model for Non-Deterministic Wire-
less Communication

For the bio-analytical devices consisting of various subsys-
tems, the proposed approach is to control each sub-unit using
an event-triggered mechanism, while the network scheduling
is priority based. For a simple use case, let o; be the trigger
coeflicient defined by event-triggered system control over non-
deterministic channel for the i"* single sub-system in the whole
system, where o; € [0,7]. The clock constraints (or guards)
related to this sub-system are given by

q!

Ty <c<T{ . (13)

Assuming that the subsystem has only two states, i.e. Init and
Process, the timed automata model of the sub-system can be
written as:

e L = {Init, Process}
e C={d
e ' ={a,b}

o Edge = {(Init,a,(c > 77, {c}), Process), (Process, b, (c >
7', {ch), Init)}
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Figure 3. State machine representation of event triggered control

T

o Inv = {Inv(Init) : ¢ <15, Inv(Process) : 79’ < c < T?i}
e [nit = {(Init, vy) with vy(c) = 0}

The graphical representation of the sub-system is given in Fig-
ure 3. To include non-clock local and shared variables (chan-
nels) and to model stochastic network behavior, we have ex-
tended the timed automata as below:

Definition 4 Extended timed automata is a tuple ' = (L,

I', Edge, C, Var, Chan, Inv, Init, P) Where

L — Set of locations, States L = Loc XV, V: set of all valuations
v, where v : Var —» R

C — Set of real-valued clocks

Var — Set of non-clock real valued local variables

Chan — Set of non-clock shared variables

I' — Set of Labels

Inv — function that assigns set of invariants to locations based
on Clock Constraints (CC), local variables constraints ®(Var)

considered droplet flow cytometer for the analysis of the antibi-
otic susceptibility of bacteria.

Dead Cells
Excitation @ Alive Cells
Light 1 Tiy Algorithm
Source
( Features
Fluid i definition,
Fluidic |m 335 = 0 pooling)
Chip ﬂ 1
Classification
Resul
Camera esults
Objective 10x,
20x, 30x, focus Images
is automated

Figure 4. Use case: flow cytometer for antibiotic susceptibility of bacteria

Based on the major building blocks of the droplet flow cy-
tometer, the system can be divided into three major units, i.e.
the Droplet Generation Unit, Imaging Unit/Sensing Unit and
Detection Unit. Each of the sub-block has a control unit which
is connected to the central controller over a wireless communi-
cation network. A brief description of each sub-unit and wire-
less control unit is given below.

5.1. Droplet-Generation Unit

The droplet generation unit consists of a pump for control-
ling pre-processed (incubated) fluids volume at a specific rate

and set of shared channel variables ¢(Chan), L —-CC(C)A ®(Var) for a specified duration and a microfluidic chip. The droplet

A @¢(Chan)

Edge — Set of transitions, Edge C L X CC(C) x ®(Var) x
@(Chan)x T x2€ x 2Var x 2Chan » [,

Init — Set of Initial States, Init C L

P — Assigns user-defined exponential delay rate (e) to each lo-
cation, L — ¢(P)

where the exponential rate P defines an exponential distribu-
tion to leave each state under unbounded delays. The extended
model is well-suited to control parameters like volume, flow-
rate and synchronization between the bio-analytical devices.

5. Case-Study: Bio-Analytical Devices

The basic working principle of a droplet-based flow cy-
tometer for the analysis of bacterial antibiotic susceptibility is
based on droplet generation on a large scale, where each droplet
encapsulates a single cell or small population of bacteria, reagents
and antibiotics (1). The generated droplets are then incubated
to allow bacteria to grow or die depending upon their resilience
against the specific concentration of the antibiotic. After the in-
cubation, several images are captured using a high-speed cam-
era. The camera images are then classified using a Machine
Learning (ML) algorithm where dead and alive cells are identi-
fied. Depending upon the ratio of dead or live cells, the bacterial
susceptibility against a specific concentration of the antibiotic
can be determined. Figure 4 shows the major sub-blocks of the

generation starts with an initialization command to the pump
with a defined flow rate and duration. The central controller
communicates over the network for initialization and goes to
the sleep mode until it is not triggered by the sub-unit with an
acknowledgement about its task completion.

5.2. Imaging Unit

The imaging unit consists of a light source and a high-speed
smart camera unit which is capable of capturing images at a
variable frame rate (FR). The imaging unit is also able to ad-
just the resolution and Depth of Field (DoF). The control of the
imaging unit activates via central controller at a specified FR,
resolution and DoF which is adjustable by the smart camera
unit depending on the required image quality.

5.3. Detection Unit

The detection unit consists of a micro-controller able to
classify the images using machine learning. The used ML al-
gorithm could be based on deep learning using artificial neural
networks where a trained classifier can classify images depend-
ing upon their features.
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5.4. Wireless Control Unit

Upon instantiating, the central controller activates each sub-
unit in a specified order over a wireless communication net-
work and goes to sleep or low power mode unless a trigger
command is received to acknowledge the task completion by
the sub-units. As mentioned earlier in section 4.2 the network
scheduling is priority-based and there is a specified duration
for a non-deterministic network to receive and send the com-
mands, both to the controller as well as to the sub-units. The

path or run time transitions for the modeled wireless control of

these devices are based on Boolean variables/channels, as well
as clock variables. They are given as:

Controller Run Time Transitions

e g . d1:Ul,Chan .
Initialization ———— Droplet_Generation

y:Init2,C d2:U2,Chan
— ———

2 Init U2 Imaging, ...

. y:finish,C L .
Detection —— Initialization

with invariants as below:

Inv = {Inv(Droplet_Generation) : y<tcl_max,
Inv(Imaging) : y<tc2_max,

Inv(Detection) : y<tc3_max}

Network Run Time Transitions

. dI:Cl,Chan .
Init ———— DG _sending

2:81,C

. End_1:R1,Chan
—: wait DG ——

ACK_DG, ...
ACK.DT Rx3:end,Chan Init

with invariants as below:

Inv = {Inv(DG _sending) : z<txl_max,

Inv(wait _DG) : z<rx1_max, Inv(ACK_DG) : z<
rx1_max, Inv(Im_S ending) : z<tx2_maxInv(wait_Im) :
z<rx2_max, Inv(ACK _Im) : z<rx2_max, Inv(DT _
Sending) : z<tx3_maxInv(wait_DT) : z<rx3_max,

Inv(ACK_DT) : z<rx3_max}

The run time transitions for other sub-units and their parallel
composition can be formulated based on the same principles as
mentioned here and in Section 4.

6. Verification with UPPAAL

Model verification is essential to ensure that the designed
system meets all the specifications e.g. time constraints, syn-
chronization and is deadlock-free. For model checking and ver-
ification, we used UPPAAL. UPPAAL is a model checking, ver-
ification and validation tool (17). During verification, the sys-
tem was analyzed under bounded, unbounded and probabilis-
tic delay distribution using Stochastic Model Checking (SMC).

6

Initialization

y:=0 3_min
y<tc1_max

Detection

y<tc3_max

Imaging
g R<2?

Init_U3

y=0 y>=tc

2_min

yete2_max

Figure 5. Control unit for droplet flow cytometer

Figures 5 and 6 show the Control and Network models executed
in UPPAAL for generic subsystems with no specific function-
ality defined. Each of the sub-systems was then further mod-
eled in depth. Figure 7 shows the detection unit model; for
conciseness, the other sub-system models can be found at url:
https : |/ github.com/KanwalAshraf|UPPAAL_Models.git.

DT_Sending

=0
<
DT_Init™
End_27
e wait_Im
. @ z=0

Figure 6. Network unit for droplet flow cytometer

N

In addition to the use of the UPPAAL simulator, the models
have been further verified using different queries based on the
language reference guide of UPPAAL. Examples of some of the
queries used for system verification is given in Table 1. Using
the query-based verification system, state transitions, probabil-
ity density distribution and probability comparison of states at
different intervals could be verified.

Figure 8 shows the state transition within a bounded time
interval; here, the synchronization between different states of
the controller, network and sub-unit can be visualized. In addi-
tion to exponential delay distribution, the network model could
also have discrete probabilistic delay defined for different paths
in the model.

Figure 9 shows an example of the network model with a
discrete probability defined for delayed and non-delayed paths.
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Figure 7. Detector unit for droplet flow cytometer
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Figure 8. Network control model simulation: state transition within a bounded
interval
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Figure 9. Network unit with discrete probabilistic delays

Table 1. Verification Queries

Queries Properties
E <> Communication.wait and 2 > tx]_max Delay
AQY(Communication.Sending&& Synchronization
Bio-Chip-control.Rate Definition)
AllCommunication.wait implyz > x 1 min Reset
simulate[< = 300]Network. ACK_DG, Control. Simulation
Droplet_Generation, Imaging.Process.D2
Pr{=<100](<> Network.DG_sending) >

= Pr[<= 100)(<> Control.Imaging)

Probability Comparison

time

007 44 442 444 446 448 45 452 454 456 458 46
5

[N twork. ACK_DG:z<rx1_max s
0.06 [liNetwork ACK_DG:z>rx1_max
4

o
o
e

o
2
2

Probability Density

Probability Density

Figure 10. Probability density distribution for the network unit

Figure 10 shows the probability density distribution for ACK_DG
state for time lower than (blue bars) and higher than (orange
bars) rx1_max threshold, with confidence 0.95, for the model
depicted in Figure 9. Here the discrete probabilistic choices
(1/5, 4/5) associated with the paths increases the probability
density associated with z > rx1_max. The discrete probabilistic
choice for each path could help in the estimation of the delay in
any system. Additionally, the cost and reachability time anal-
ysis could also be performed for each path. The formal veri-
fication showed that the modeled use case did not violate time
constraints and that the device operation was executed in order
and synchronized.

7. Multi-System Interaction

In previous sections, we have considered the problem for
a single device with sub-units; however, CBPS are real-time
distributed systems in nature, with multiple devices interact-
ing with each other in both competitive and cooperative ways
(35; 36) to achieve better performance. In this section, the sin-
gle use case problem is extended to a multi-system problem for
optimization of delay and bandwidth consumption.

When dealing with multi-system interaction (37; 38) a cen-
tralized CPS control approach (39) might become inefficient
as the systems might be highly distributed in space and over-
all computational complexity could increase drastically. There-
fore, a decentralized and distributed network control approach
is more suitable. Figure 11 shows the overview of general-
ized centralized, decentralized, and distributed system archi-
tectures. In case of scarce network resources such as limited
bandwidth or strict time-delay restrictions, a distributed or de-
centralized CPS architecture (40) is more desirable. Decentral-
ized and distributed communication and control architectures



Author /| MICROPROCESSORS AND MICROSYSTEMS (2022) 1-13 8

e

Ceneral &
Controller
" |_Coordinator

-

(c) Distributed

Figure 11. (a) Centralized, (b) Decentralized, (c) Distributed System Architec-
ture

are already present around us for many for applications e.g mi-
crogrids (41; 42). However, there is always a trade-off when
choosing between a centralized control approach and a decen-
tralized or distributed control approach. If the number of sys-
tems interacting with each other is less than the upper bound on
network constraints, such as bandwidth and power, a central-
ized control and communication approach would be preferable
to a distributed one, where information flow could suffer from
large delays.

We aimed to study the necessary interaction between differ-
ent devices in combination with their interaction with the sub-
units of the device. A strategic approach is employed to deter-
mine whether to select a centralized or decentralized control ap-
proach which eventually effects the overall performance of the
system when traffic patterns are known or unknown. To analyze
which approach is better suited, a Stochastic Timed Automata
(STA) based approach was used where the choice of transfer-
ring information between one system to another system is kept
random.The definition of stochastic timed automata is given as:

STA:Definition: A stochastic timed automata is a tuple STA=
(TA, p,w) where a timed automata T'A is equipped with proba-
bility measure p and positive weights w. (43)

where the transition between states depends not only upon
the probability of transition between states but also on the wait-
ing time or guard on the state. The transition from state s, to s,
is dependent on wait time (#;) and probability p, and is written

as s, i (s1+1). We used Uppaal Stratego (44), an optimiza-
tion, modeling, and strategy exploration tool for pricing strate-
gic timed games, to simulate the strategy. For the use-case, we
modelled the interaction between two system where sending in-
formation flow between the two systems could be centralized,
decentralized or could be network traffic aware where system
will have the possibility to choose between centralized or de-
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Q LowTraffic N
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o \

Systeml T-0 N D
resource=banduidth/highy, yeay Traffic System2
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T i
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i
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restart=0 Searching |_g e
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SN T22 “\Notfound
Vg 4

T<5

Figure 12. Centralized vs decentralized Control

centralized Figure 12.

In both centralized and decentralized control the network
traffic is an uncontrollable parameter but by making the system
aware of the traffic load we can choose which strategy is best for
the information flow for optimal network resource consumption
under delay constraint. The strategies computed by UPPAAL
Stratego is to send information via centralized, decentralized
and traffic aware information flow, as shown in Figure 13.
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Figure 13. UPPAAL Strategies (a): Decentralized Information Flow

(System1—decntrx— Searching—found—System2); (b):  Traffic Aware
Information Flow (System]— Aware—LowTraffic—cntrx— System2);
(c): Centralized Information Flow (Systeml—cntrx—System?2);
(d): Traffic Aware Information Flow
(System1— Aware—HighTraffic—>decntrx— Searching—found— System?2)

The probability of achieving a delay below 150 ms with all
the mentioned approaches is 0.76 with 95% confidence interval,
whereas the average delay estimate is 120 ms with probability
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0.98 with 95% confidence interval. The mean bandwidth con-
sumption (i.e. achieved throughput) is 1700 kbps with proba-
bility 0.68 and 95% confidence interval (see Figure 14).

Cumulative Probability Confidence Intervals
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Figure 14. Bandwidth consumption: cumulative probability confidence inter-
vals. . The mean bandwidth consumption is 1700 kbps as denoted by the green
line.

Deciding which architecture to choose highly depends upon
the delay constraints. For analyzing the strategies to choose
from decentralized, centralized, or traffic aware communica-
tion, four different strategies were analyzed.

In the first strategy, named Lenient Delay Strategy, the re-
quirement is to compromise delay requirement in order to avoid
high network traffic scenarios and ensure the information trans-
fer. In the second strategy, named Stringent Delay Strategy,
the focus is to achieve minimal transmission delay. In the third
strategy, named Opt Strategy, the middle ground where min-
imal delay is achieved regardless of communication via a cen-
tralized or decentralized architecture avoiding high network traf-
fic scenarios is analyzed. In the fourth strategy, named net-
work_res Strategy, the goal is to consume minimum network
resources i.e. bandwidth in combination with lowest possible
delay regardless of network architecture was analyzed.

The first strategy was analyzed with upper bound on delay as

2
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Figure 15. Simulation execution of the Lenient delay strategy

high as 200 ms with the possibility to avoid large delays due to
high network traffic. Figure 15 shows the simulation execution
of the Lenient Delay Strategy. The mean delay (Figure 17(a))
value which is then obtained is 129 ms with 95% confidence in-

terval whereas the centralized communication is chosen as the
main architecture.
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Figure 16. Simulation execution of the Stringent Delay Strategy

To obtain an overview of the strategies employed for a strin-
gent delay requirement (Stringent Delay Strategy), the upper
bound is chosen to be 100 ms without caring about network
traffic; the simulation execution (Figure 16) indicates that the
system tends to select the decentralized communication strat-
egy in this scenario.
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Figure 17. Strategies (a): Lenient Strategy Cumulative Probability Interval
(Delay). Parameters: @ = 0.05,e = 0.05, Bucket Width = 1.6923, Bucket
Count = 23. Mean Estimate = 129.9 ms; (b):Stringent Delay Strategy Cu-
mulative Probability Interval (Delay). Parameters @ = 0.05, € = 0.05, Bucket
Width = 1.6923, Bucket Count = 23. Mean Estimate = 77.94 ms

Under Stringent strategy (Figure 17(b)), the mean delay achieved

is 78 ms with 95% confidence interval.
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Figure 18. Strategies Opt Strategy Cumulative Probability Interval (Delay).
Parameters: a = 0.05, € = 0.05, Bucket Width = 1.6923, Bucket Count = 23.
Mean Estimate = 125.2 ms

The third strategy (Opt Strategy) was employed to check the
middle ground between the lowest delay achieved via decentral-
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ized or centralized strategy; the simulation results (Figure 18)
show that the best suited method for the employed use-case is
to choose a centralized architecture for guaranteed lower delay
and reliable communication. The mean estimated delay is 125
ms with 95% confidence interval.

The fourth strategy (network_res Strategy) is employed to
minimize the delay under minimum network resource i.e. band-
width consumption. Figure 19 shows the cumulative probabil-
ity confidence for bandwidth consumption and minimum delay.
The mean estimate for bandwidth consumption is 960 kbps with
a mean delay estimate of 109 ms with 95% confidence interval.
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Figure 19. network_res (resource-minimization) Strategy (a): Cumulative
Probability Interval (Delay). Parameters: o = 0.05,e¢ = 0.05, Bucket Width
=1.6923, Bucket Count = 13. Mean Estimate = 109 ms; (b) Cumulative Prob-
ability Interval (Bandwidth consumption). Parameters: @ = 0.05,e = 0.05,
Bucket Width = 1.6923, Bucket Count = 13. Mean Estimate = 960 kbps

8. Implementation Considerations

The implementation of Cyber Physical Bio-analytical de-
vices faces critical challenges such as limited data storage and
hardware computing capabilities, the need for low energy/power
consumption and efficient data communication, as well as inter-
action with users or the environment. These critical aspects ne-
cessitate an examination of both software and hardware design
aspects prior to the practical implementation of use-cases.

8.1. Software Design Architecture

Software design of CPBS should be able to bridge the gap to
enable the control of both functional and non-functional prop-
erties of the devices. While considering the software design for
CPBS, the goal is to use a single publisher-subscriber interface
software which enables all hardware interactions with humans
and other devices to make them easy-to-use. To achieve re-
quired operating capabilities in the hardware, it is necessary to
take care of the following major requirements of the CPBS soft-
ware:

o Information communication including remote device con-
nection and information routing including constraint vio-
lation, errors and trigger events;

e Data handling including data storage, defining data struc-
ture, data flow control and sensing and actuation data pro-
cessing;
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Figure 20. Layered Software Architecture for CPBS

e Process management, scheduling, operating system ca-
pabilities, user-interface.

Figure 20 shows the proposed multi-layer software architecture
which is design by considering service-oriented software archi-
tecture (45; 46; 47), three tier architecture, OSI model (48) and
Cisco’s OSI model for cloud computing (49). Our aim is to
develop the software with capabilities such that each software
service capability could be used individually for subsystems.
The presentation layer allows the interface to user input’s and
user-controlled actions via Graphical User Interface (GUI) or
Command-line User Interface (CUI) based-interaction. The in-
terface is connected to several back-end processes which in-
clude data processing or control actions determination as well
as communication with sub-processes and devices. Presenta-
tion layer includes data processing and lies on the top of ser-
vice layer which manages different service components and in-
terfaces.

The plugin layer manages OS compatibility and software
requirements. The session layer manages connections between
different services, devices and sub-processes. The transport
layer in combination with network layer handles data flow con-
trol and IP/TCP based connection and information routing. The
low-level layers are of the same type as in case of any software
design e.g. hardware/physical layer and OS layer or hypervisor
for management of hardware resources.
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8.2. Hardware Consideration

To achieve an effective control and wireless communication
between different devices, the aim is to select cost-effective, re-
liable and easy-to-use Single Board Computers (SBCs) as well
as where needed simple micro-controllers. A comparison of
different specifications of SBCs helped to analyze Raspberry Pi
as a strong candidate for the implementation of the communi-
cation and control algorithms. Raspberry Pi 4 is equipped with
ARM cortex and its benchmarking showed significant perfor-
mance results for image processing as well as for base-line im-
plementation of publish-subscriber based event-triggered wire-
less communication.

The next step in our work will be to use the above SW/HW
considerations to move forward with the practical implementa-
tion for the use-case, with a focus on open-source system design
availability.

9. Conclusion

In this paper, an extended timed-automation-based formal
technique for modeling bio-analytical CPSs with constraints
over a wireless network was presented. In addition, an overview
of delay and bandwidth constraints was provided using a timed
strategic approach. The main goal was to provide a formal
model-based architecture for bio-analytical devices in order to
encourage the use of formal techniques in bio-analytical de-
vices in the future. To depict the application of the proposed
technique, a case study was modeled and verified using UP-
PAAL and was extended to multi-system interaction using timed
stochastic automata which was evaluated by means of by means
of UPPAAL Stratego. The results showed that the minimum de-
lay achieved to reach from systeml to system2 by centralized
communication architecture is 129 ms, 87 ms with decentral-
ized architecture, and 125 ms when avoiding high traffic scenar-
ios. The use of this model is promising when dealing with large
laboratory setups and diagnostic systems and can be used in
Model-based System Engineering Methodology (MBSE) as ev-
ident from the multi-system interaction example. The introduc-
tion of wireless connectivity will enable the connection of dif-
ferent units in a high-throughput laboratory setup without any
physical connection between sub-units and event-triggered con-
trol will make the system resource-efficient in terms of compu-
tation and communication. The verification of both the model
and strategies helped to analyze the system under bounded, un-
bounded and probabilistic delay distribution. Although we at-
tempted to address several challenges for the CPBS, there are
still several issues to consider regarding the system’s hardware
and software implementation. Some of them include the de-
vice’s non-deterministic behavior in response to various user
inputs, as well as hardware bugs and other network constraints
and issues such as network failure. With the achieved current
results, we are moving towards the practical implementation of
the use-case and trying to analyze the challenges.
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ABSTRACT This paper proposes a deep Reinforcement Learning (RL) based co-design approach for joint-
optimization of wireless networked control systems (WNCS) where the co-design approach can help achieve
optimal control performance under network uncertainties e.g. delay and variable throughput. Compared to
traditional and modern control methods where the dynamics of the system are important for predicting a
system’s future response, a model-free approach can adapt to many applications of stochastic behaviour.
Our work provides a comparison of how the control performance is affected by network uncertainties such
as delays and bandwidth consumption under an unknown number of devices. The control data is transmitted
under different network conditions where several applications transmit background traffic data using the
same network. The problem contains several sub-optimization problems because the optimal number of
devices is non-deterministic under network delay and channel capacity constraints. The proposed approach
seeks to minimize control error in wireless network control systems in order to improve Quality of Service
and Quality of Control. This proposed approach is used and compared using three model-free RL Q-learning
algorithms for high-throughput flow control in a double emulsion droplets formation application. The results
show that the allowable number of devices for reliable network communication under bounded network
constraints is 10 when using binary search. The control performance of the system without considering
network effect in the reward function (Scenario 1) was good with the C51 algorithm; when including
OMNet++ based network effect in the reward function (Scenario 2), the best performance was achieved
with all three algorithms (C51, DQN, DDQN) with an exponential reward function, and only with C51
in the case of a linear reward function. Finally, under random network conditions (Scenario 3), C51 and
DDQN performed well, but DQN did not converge. Comparisons with other machine learning and non-
machine learning algorithms also highlight the superior performance of the utilized algorithms.

INDEX TERMS Wireless Networked Control Systems; Co-Design strategies; Reinforcement Learning.

I. INTRODUCTION

The outset of this work in wireless networked control sys-
tems (WNCS) stems from a multidisciplinary research effort
related to a microfluidics application. Microfluidics has en-
abled automation in the pharmaceutical and diagnostic fields
thanks to the use of small reagent volume, increased particle
monodispersity with uniform drug composition and efficient
evaluation methods for drug testing [4], [50]. To integrate
microfluidic devices in the consumer market, a highly syn-
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chronized flow rate is a major challenge to be addressed [66].
For example, in the case of liposomal drug delivery [47], [48]
which is promising for high-throughput cell screening, dou-
ble emulsion could help in the better formation of droplets.
The formation of double emulsion droplets depends upon
the synchronized delivery of the reagents at a specific flow
rate [58]. The formation of double emulsion requires at least
four pumping units for generating emulsions and additional
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pumps for reagents delivery. To achieve a high flow rate, dif-
ferent techniques have been proposed, which include several
microfluidic units working in parallel [34], [73]. This raises
issues that include not only the control of the devices but also
the data communication and storage for achieving efficient
control in a high throughput production unit. Our previous
research focused on integrating wireless Cyber-Physical Sys-
tem (CPS) concepts [8], [9] with bioanalytical devices which
could help with efficient control in a high throughput lab-
oratory setup. Such a Cyber Bioanalytical Physical System
(CBPS) integrates the physical and biological processes with
the computation and communication domains, enabling an
efficient remote operation of the processes which is the future
of laboratory automation.

In a CBPS, synchronization between the devices is impor-
tant to ensure the overall stability and reliability of the system
[75]. The fault tolerance and delay requirement restrictions
put constraints on the overall performance of the system (as
in the case of Ultra-Reliable Low Latency Communications
(URLLC)) [18]. These factors are affected by delays intro-
duced by the control systems which include computation and
prediction delays, as well as the uncertainties of the wireless
networks including queuing delay, transmission delay and
backhaul delays [41], [44]. It is thus important to see the
design of this sub-domain of CPS, i.e. WNCS, as a co-
design problem [12], [43] rather than an interactive design
in which one design lies on top of the other. The control
and information distribution aspects of the application can
be exploited by looking at the co-design of WNCSs. The
principle of co-design of networked control system is well
established [17] and Figure 1 shows the design framework
for networked controlled systems (inspired by the above-
mentioned work) which acted as a starting point for our
work in WNCS. In this paper, we use reinforcement learning
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FIGURE 1. Framework for the co-design of networked controlled systems
(inspired by [17])

to compensate for the delays of the systems (both wireless
and control) in order to optimize the overall system’s error

2

response reliability. The reason behind using model-free RL
rather than model-based approaches is that when dealing
with massive systems, the delay models are non-deterministic
in nature; additionally the physical dynamics of the system
might be unknown.

In addition, over a shared communication network, the
traffic pattern [24] could be highly non-deterministic, specif-
ically when dealing with event-triggered control; i.e., devel-
oping a traffic model over a shared communication network
is also a non-deterministic problem. Because of factors such
as data storage capacities and adaptability, simple search
algorithms become infeasible when attempting to cope with
changes in real-time as the problem complexity increases
with network growth. The use of online learning algorithms
could help solving these issues at the expense of convergence
time as compared to offline algorithms which require a lot
of data. The proposed concept could even be extended to
Ultra Reliable Low Latency Communication (URLLC) ap-
plications in which the system is subject to stringent delay
constraints and system-wide optimization is necessary to
achieve reliable performance.

A. SUMMARY OF CONTRIBUTIONS
Our contributions are summarized as follows:

1) We present our proposed joint optimization of WNCSs
using a co-design approach. The aim is to analyze the
benefit of using a model-free RL in stochastic systems
as compared to classical and modern control methods.

2) To analyze the problem in-depth, classical optimization
theory is used to formulate the problem. The objective
of the problem is defined as the minimization of con-
trol errors under network constraints as well as errors
introduced via the used reinforcement Q-learning tech-
nique.

3) The problem is extended for the application of droplet
generation using a stepper motor where the flow rate is
controlled by motor operation. To estimate the control
delays as close as possible to reality, we performed
the benchmarking of Raspberry Pi which is used as a
central control unit of fluidic pumps in our laboratory
setups. The wireless control of the pump is obtained
via WiFi and the network uncertainties were mimicked
using the OMNet++ simulation tool.

Furthermore, our proposed solution is evaluated under

three different network scenarios:

Scenariol: The network uncertainties such as delay and
bandwidth consumption were simulated using OMNet++.
The optimal number of devices was calculated using binary
search methods which satisfied the delay and bandwidth con-
straints for reliable performance. Finally, RL was performed
using different algorithms i.e. DQN, DDQN, C51 and LSTM
and a comparison was made based on the convergence of the
algorithms.

Scenario2: The delay and network data simulated via
OMNET++ was used as a control factor during the RL en-
vironment design and was also used as a dynamic parameter
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in the reward function to obtain an efficient performance of
the algorithm under the network uncertainties.

Scenario3: The network uncertainties were defined as
random variables and were introduced in the RL reward
function.

To mitigate the overestimation errors, a deep Q-learning
algorithm is used instead of Q-learning and the performance
of the methods is compared with other model-free RL al-
gorithms including C51. Furthermore, our results show that
double-DQN is more efficient to mitigate overestimation
errors. These RL algorithms are equipped with an experience
replay buffer [5] which acts as a middle ground between
the offline and online algorithms; in turn this helps making
convergence faster. An experience replay buffer is used to
save the trajectory of previous experiences in order to im-
prove the learning process’s performance. The size of the
previous observation must not be too small nor too large;
i.e. updating the policy after each iteration will be extremely
time consuming, and updating it after too many observations
(which may overlook the pattern of change) will not improve
performance.

B. DESCRIPTION OF THE APPLICATION

The formation of single or double emulsion droplets helps in
high-throughput screening of the cell’s susceptibility for drug
formation and testing. There are several other applications of
microfluidic droplets in the chemical industry [20] other than
drug testing. In microfluidic applications, the formation of
a double emulsion requires a synchronized flow of the dif-
ferent reagents. As mentioned earlier, the generation of such
droplets requires at least four pumping units for emulsion
generation, and more if needed. These pumping units require
an efficient control method that guarantees the fluidic flow
from each pumping unit at a specified flow rate.

Control of such pumps over wireless networks could add
the possibility of cost-effective remote operation. However,
if the systems are running in parallel with other high-data-
consuming applications, such as video streaming, wireless
communication may introduce additional challenges such as
delay, packet loss, and channel congestion. Using classic
control methods or robust control methods, e.g. Proportional
Integral Derivative (PID) or Model Predictive Control (MPC)
could be highly inefficient for applications with high syn-
chronization requirements [28]. Indeed, one drawback of
PID is that it is ineffective for Multi-Input Multi-Output
(MIMO) systems and necessitates the tweaking of several
parameters to get the desired response; one drawback of
MPC it that it necessitates the modeling of the system’s
dynamics. The wireless network in a wireless control system
is non-deterministic by nature, necessitating the continual
adjustment of PID parameters or the development of the
MPC model.

However, using a model-free (Black box) [59] or semi-
supervised (grey box) implementation could help such a
system achieve an optimal response. RL is based on trial and
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FIGURE 2. Reinforcement Learning Application for Distributed Systems

error methods and is derived from the field of psychology e.g.
animal learning [46]; several pumping systems controlled
over wireless networks will obtain the actions from the RL
agents working in parallel and might learn from each other
if necessary, as depicted in Figure 2. The use of the RL
algorithms assists in adaptation of the system to a higher level
without remodelling the system dynamics. Further details
of RL and its comparison with other control methods are
provided in the upcoming section II.

C. PREVIOUS WORKS

Existing research in the topic of WNCS focuses on several
elements of its design challenge such as stability, reliability,
and energy efficiency. On the other hand, the use of deep
learning is mostly studied in the case of URLLC [54]. In
work [29], a hybrid approach which combines wireless con-
nectivity with wired connectivity for control of Unmanned
Aerial Vehicles (UAVs) has been provided. The proposed
reliable VANET routing decision scheme is dependent on
network conditions and is based on the Manhattan mobility
model. In [38], a model-free deep RL based framework is
analyzed for URLLC in downlink of OFDMA systems while
optimizing the power. A delay sensitive joint optimization
control studies has been carried out for networked control
systems in [42] for multiloop systems, emphasizing the im-
portance of delay sensitivities in the design of optimal control
and network policies. In [36], a clustering-based strategy
for efficient energy optimization in embedded processors for
wireless sensor networks is investigated in order to increase
the lifetime of WSN nodes and enhance better utilization
of resources. In the context of communication rivalry, an
adaptive learning-based approach for vehicle-to-vehicle and
vehicle-to-infrastructure communication has been presented
in [53]. The gain settings of the PID controller are explored
under the influence of non-linear delay using neural networks
and ant colony optimization in study [65], but other critical
network parameters such as packet error and channel capac-
ity are not taken into account. The use of RL algorithms
has been examined in study [37] to handle the collision
problem in vast IoT networks, with encouraging findings;
the optimization problem is modelled as a function of access

3
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delay, access success and energy consumption rewards. A
similar technique to ours has been investigated in [70] with
the goal of optimizing platoon performance by accounting
for wireless network delay and control stability. However,
the work models the vehicles dynamics, which is a complex
task in case the dynamics of the application are unknown or
difficult to model. In [35], a framework for prediction and
communication co-design has been provided for improving
reliability of URLLC systems using optimization technique;
however, a limitation of that work is that the implementation
requires the information about the state transition of different
parameters of the system. In [26], an offline scheduling al-
gorithm has been proposed for machine-to-machine commu-
nications; however, as mentioned earlier offline algorithms
are less adaptable to real-time changes. A joint optimization
method for Quadratic Linear Regulator (LQR) cost and en-
ergy consumption is analyzed in [67], providing an energy-
to-control efficiency framework for URLLC in IoT systems,
but where factors such as channel capacity and number of
users have not been taken into account.

Il. REINFORCEMENT LEARNING VERSUS PREDICTIVE
CONTROL

In reinforcement learning algorithm, an agent learns a strat-
egy to control an environment based on feedback and reward
strategy.

The state of the system is determined by valuation function
Q(s, a) which is based on the sum of expected rewards R
associated with previous states plus the discount factor
related to next states. The overall reward R, is given by:

Ry =71+ 741,50 (D

whereas the long-term reward is based on «y discount factor
is given by:
Rip1 =repn + Ry @)

For policy 7 that defines the probability distribution for any
action a for state s, the valuation function is given by:

Q" (s,a) = E[Z 7 (s0a0)] S

The valuation function tries to achieve an optimal value
Q* (s, a) [60] where:

Q*(s,a) = mar,Q™ (s, a) 4)

Q-Learning is based on following Bellman update rule [6]:

Qi11(5t,a¢) = Qe(st,at) + areqyr + v max
at41€A

Q(st41,a41) — Q(s51,a1))  (5)

where « denotes the learning rate. The reward function plays
a significant role in RL; to reach a particular objective. The
major challenges while designing a reward function includes
positive infinitive loop in the feedback of a reward function
as the objective would be achieved sooner while the agent
has not still learned all the possible scenarios. Including a

4

discount factor [39] in the reward function which comprises
the factor affecting the overall performance of the system
such as bandwidth assigned to each device after a certain
device has left the network could help solve the infinite
loop. The discount factor used in RL is similar to the quasi-
hyperbolic discount as mentioned in Equation 6.

ft) = pp' ©)
The quasi-hyperbolic discount function gets a value of p
when S = 1; the discount factor solves the problem of

positive loop in the infinite horizon as well as adds the
contribution from the next states.

A. REINFORCEMENT LEARNING AND PREDICTIVE
CONTROL

Predictive control of any system is regarded as an optimiza-
tion problem where the problem is solved over a control
horizon based on the system dynamics. Classic and robust
control methods revolve around achieving a stable response
of the system e.g. PID, LQR, MPC, etc. MPC has been
in use for decades for solving networked control system
problems thanks to its stable response [10], [69]. On the other
hand, RL is based on agent(s) and an environment where the
agent tries to learn the policy based on the feedback from
the environment to solve an optimization problem through
exploration and exploitation [68]. RL deals with how to learn
control strategies by acting as an optimization framework for
complex problems.

MPC algorithms might not converge in the real world
where problems are more complex and non-deterministic
in nature. Table 1 shows a brief comparison of RL with
MPC and LQR. MPC might perform as close as to the RL
algorithms for convex problems [15], but for WNCS where
the network problem itself could be non-deterministic or non-
convex in nature, MPC control will fail to solve the problem
in an efficient manner [55] (see also Table 1).

B. MODEL-FREE REINFORCEMENT LEARNING
ALGORITHMS

In RL, an agent learns the policy or valuation function
based on dynamics of the system i.e. the model is given or
learns the model of the environment with provided data or
practical implementation [21], [27], [56]. RL algorithms can
be model-based or model-free.. In real-world problem where
the system model might not be present or demonstration for
a specific action is impossible, model-free algorithms could
play an undeniable role. The model-free RL algorithms are
divided into policy or valuation based learning techniques
[33], [61] and are further classified into different algorithms
as shown in Figure 3. In this work, our main focus was to
highlight the use of value-based model-free algorithms in
wireless networked controlled systems. Although providing
only the bounds or rules for the environment should be
sufficient for these algorithms, we evaluated the response of
the algorithms with deterministic data.
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TABLE 1. Reinforcement Learning vs Control Methods

Methods Complexity Adaptability Problem Model Robustness Convergence  High-

Convexity Require- Time dimensional
ment data handling

Reinforcement Low (Online), High High [32], Not required Yes [32] Low [19], Low-to- Good [40]

Learning (Model-  (Offline) [16], [25] [52] [32] [32] Medium[16]

based)

Reinforcement Low (Online), High High [32], Not required No [32] Low [19], Low-to- Good [40]

Learning (Offline) [16], [25] [52] [32] [32] Medium'[16]

(Model-free)

Model Predictive  High (Online), Low  Low [32] Required Yes [32] High [32] Medium-to- Moderate [40]

Control (Offline) [16], [25] [32] High[16]

LQR Low [23] Low [30] Required? Yes Moderate Low345] Moderate
[49] [30]

! Depends upon dimensional complexity
2 RL can help handling model-free cases
3 Linear Convergence

Model-Free
RL Algorithms

v v

— Palicy-based Ve based  [—
LT ) o
—){ REO J [ DN =
—>l Azc | [ DoslDQN €|

FIGURE 3. Model-free Reinforcement Learning Algorithms

The algorithms chosen in this work are extensions of
simple Q-learning algorithms including DQN, DDQN and
C51 also known as categorical DQN. The only difference
between Q-learning and DQN [64] is that the agent in DQN
is based on neural networks rather than a simple Q-table. In
DQN, an overestimation phenomenon is well observed due to
the maximization function [7]. To solve this overestimation
problem, DDQN uses two identical neural network models
where one learns the Q-value and the other is a copy of the
model learned from the last stage. Using a second model in
combination with the current state model helps the system to
evaluate different actions which might be more suitable for
some states rather than the one on which the system is trained
[1]. As compared to DQN or DDQN, categorical DQN uses a
distribution value of the return rather than an expected value
[11]. In multi-modal distributed data, where several peaks
may be present in the data and a single average cannot truly
represent the system’s response, categorical DQN can solve
the problem by looking at the distribution of the Q-function.
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lll. PROBLEM FORMULATION

The problem can be considered as a single task being com-
pleted by a number of centralized distributed event-triggered
systems over a shared communication network where Table
2 provides definitions for necessary variables and symbols.
Data from each system is timed stamped, un-synchronized
and is transmitted under network imperfections (random de-
lay, variable sampling time, packet drops, packet reordering).
The tasks are divided into py,po,...,p, systems and are
controlled via a series of controllers (¢, cg, . . . ¢;,) with some
or no inter dependency. The input of any single system will
depend upon the learning parameter of controller ¢ as well as
on the output of the same controller and on the output from
other controllers.

ui(t) = Ai(y1(1), y2(t), - - yn()) ©)

Here we are trying to minimize the delay and mean square
error of the control system by prediction (model-free), where
u;(t) is the input of the 7*" system. Consider the i*" systems
is defined by Equation 8 [51]:

zi(t+1) = fa;(t),u;(t),t) + w(t) (8)

yi(t) = g(as(t), us(t), t) )

where w(t) is the additive disturbance, x;(t) is the state
of the system, y;(t) is the output of the i** system and u; (t)
is the input of the system. The control error of the system is
given by Equation 10
ee = yr(t) = wi(t) (10)
The learning algorithm is designed to compensate for con-
trol errors and additive disturbances in order to follow the
reference trajectory for optimum control performance as per

Equation 11:
MU (t) = €l (t) + w(t) an

5
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H Symbols Definitions H
Ry Overall Reward
Y, p Discount Factor, reliability parameter
Q*(s,a) Optimal Value of the Valuation function

u; () Controller Input
Controller learning parameter

Controller outputs

Ai

PO NENT)
z;(t+ 1) Controller state

w(t), (% Noise, External Noise

6(o) Trigger Coefficient

dt,dp,dg, Dmax Transmission delay, processing delay, queu-
ing delay, maximum allowable delay
transmission power, channel gain, noise
spectral density

[ Synchronization parameter

E[Y], e® Upper bound on overestimation errors, syn-
chronization errors

Maximum allowable errors, maximum chan-
nel capacity, Maximum number of devices
Kij Communication Links

P, h,0°(B)

emaz; Cmaz, Nmax

TABLE 2. Symbols & Definitions

A. DECISION VARIABLES | CONSTRAINTS

Several decision variables influence the control performance
of the systems, including network and control constraints.
The few variables that we included in our problem formu-
lation are as follow:

1) Transmission ACK

The binary valued vector for transmission acknowledgment
is defined such that:

|1 Transmission happens at ¢ = o
8(0) = {0 No transmission is happening } a2

where ¢ is a function of o(trigger condition)

2) Delay constraints

The overall delay reduction for the system will ensure the
stability of the system. In the case of a wireless networked
controlled system with prediction and transmission happen-
ing over uncertain/un-reliable networks, the overall delay is
the sum of transmission delay d;, processing delay d,, and
queuing delay d,. The delay of the overall system is random
in nature and could be modelled as Markov chains as if
the network is under congestion so all the systems over the
network will face delay. However, to ensure the stability
of any system ¢, the system should satisfy the following
constraint:

di + d, + d < Dy (13)

where the transmission delay is upper bounded by the maxi-

mum channel capacity and is given by:

“=7

=

(14)

where N;; are the bits to be transmitted and 7, is the
transmission rate. A complete End-to-End delay model has

6

been discussed in [44]. There exists an inverse relation-
ship between transmission delay and effective bandwidth of
network which eventually puts a bound on queuing delay.
However, in the case of non-deterministic network, delay
models (where an upper bound on the overall E2E delay and
channel capacity is defined by separate tuning of different
delay parameters) might not be required. For further details
about the relationship between delay and number of devices
one can refer to [57], [74].

3) Channel Capacity Constraints

To ensure the efficient utilization of resources and minimum
transmission errors as well as packet loss, the information
transferred by the cumulative systems should be less than the
channel capacity. The channel capacity [13] is a function of
bandwidth and Signal-to-Noise Ratio (SNR) and is given by
Equation 15, where at any instance ¢ the relation between
channel capacity and bandwidth is given by:

C = B logs(1 + SNR) (15)

where the SNR can be represented as a function of transmis-
sion power P, channel gain h and noise spectral density 2.

P|h|?
o*(B)
To ensure reliability of the overall system when NV systems

are transmitting, the upper bound on channel capacity is
given by:

C = B loga(1 4+ ) (16)

N
. CELRLS LS IR
;:1 B; loga(1+ 2(B,) ) < Criaz 17)

where N is number of devices and the upper bound on the
number of devices (V,,q,) is effected by both capacity and
delay constraints.

4) Synchronization Errors
The synchronization error [44] between ¢ and j agents is
given by:
N
e =E[ Y Kily;(t) —yi(t))]
J=1,i#j

where K;; is communication links between the 7, and
Jen agent. For simplicity, we define here a synchronization
parameter & which depends upon how much output of agent
i¢p, 18 delayed which will affect eventually output of j, agent.

& =y;(t) —ui(t) (19)

18

5) Overestimation Errors

RL is based on learning optimal policies in the Markovian
decision process where the objective function (s, a) learns
incrementally. The state learning depends upon reward r and
discount factor v as in Equation 21. In presence of external
noise (7, the gq-learning overestimation phenomenon occurs

[63].
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Lemma 2.1: Assuming the Q-learning happens under
the stochastic environment with i.i.d variables X =
X1, X5, ...X,, which introduces a noise ¢, with zero mean
in the evaluated function value, Q-learning overestimates in
stochastic environments.

This phenomenon was first reported by Thrun, Anton in
1993. In presence of noises the evaluation function approxi-
mates as

QTR (s¢,at) = Q1YY (51, ar) + € (20)

where the target evaluation function is given by

Q;jﬁgez =Rit1 +7v max Q(St+1,Get1) (21)
ai41€A

The error introduced by the environmental noise in Equation
21 is given by:
Y= Ryy1 +v max QPP"%(sy41,ai11) — Riga
ai11€A

— v max Q™9 (s, 1, a441)
aty1€A

= Y(Q PP " (8141, ary1) — thget(sz“, ar+1))  (22)
The upper bound on this overestimation is given as in equa-
tion: 1
n—
E[J] < ye;e =
W] <nge=e—3

The upper bound is well proved by Thrun, Anton and is
included for the reader’s convenience (Lemma 2.2).

(23)

Lemma 2.2: [62] While f(z) denoting the density of noise
variables (%, in interval [—¢, ] i.e., f(z) = Pr[¢% = a] =
1

2e

B. OBJECTIVE FUNCTION

The goal is to maximize Quality of Service (QoS) and Qual-
ity of Control (QoC), which is achieved by minimizing syn-
chronization and control errors, and is expressed as follows:

maz(QoS and QoC')

Which is based on minimization of control errors e and
noise w(t) for i*" system.

man(PZ, w(t))

The cost function for Mean-square control error is given by:

N
Je=E[ > () = w®) () —yalt))] @4
J=Li#j
Where y,(t) is the reference output. Based on constraints and
optimization goal, the overall objective with the constraints is
given as below:

min(E[ Z
dgsdy di N

maz,]=

Ni#j

(e (t) =y (e () — ws(1))])  (25)
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s.t. dt + dp + dq S Dmax (253')
N
SOB loga(1+ —22) < e (25b)
2 ; B2 t) = Cmaz
N < Npaz (25¢)
5(7) > 0,8(0) € (0,1} (25d)
E[ﬁ)] +é° < €maz (256)
n—1
E[Y] < ~vei e = 25
9] < ¢ e €n+1 (251)
N
e =E[ Y Kij(y;(t) — yi(t))] (252)
J=1i#i

The objective is to reduce MSE under reliability constraints
(25a, 25b, 25¢) where constraint (25¢) shows the upper limit
on maximum number of devices and constraint (25d) is a
feasibility constraint.

C. FORMAL DESCRIPTION

The importance of the use of formal methods in understand-
ing the behaviour of stochastic systems has been discussed
in our previous research [8]. Learning automata have been
used for decades to solve complex problems like routing in
stochastic environments [31]. In this context, RL provides
the core of learning automata. A learning automaton based
formal description of the problem could help to understand
the considered problem in a perspective to replicate the
approach for multi-agent systems as shown in Figure 4.

‘ Stochastic Environment ‘

[ System k }—P[ System k+1 }—)Eemn

Learning Learning Learning
Automata k Automata k+1 Automata n

FIGURE 4. Learning Automata for mutli-agent systems

This section provides the necessary definitions for learning
automaton.

Definition A learning automaton [3] is a tuple described
as L= (77’ ACL Pv Pts Un, Cnv R)

where:
7 — Set of bounded input
Act — Defines the set of action in the action space
(a1> ag, ..., an)
Cn — Defines the sequence of environmental response.(,, C
Ui
u,, — Set of outputs/actions
P — Probability Space, which depends upon Probability
and Sigma-Algebra function (F) of a set for bounded inputs
and output sequence



IEEE Access

Author et al.: Preparation of Papers for IEEE TRANSACTIONS and JOURNALS

Fp = 0(C1yp1yuts 5 Cns Py Un)

p¢ — Set of probability distribution

pe = [pn(1),Pn(2), ~~~»pn(n)}T

pr (i) is conditional probability for the set of actions oc-
curring under o algebra function and sum of probabilities
equates to 1

pn (i) = Pris : up, = u(i)|F,—1} where F,,_1 C F

R — defines the reinforcement scheme where

Ri41 = ri41 + yvRy where R, represents the overall reward
for the previous actions and =y is the discount factor

Cn — conditional probability of the environment responses

Ct = [Cn(l)v Cn(2), ey (TL(TL)]T

IV. PROPOSED SOLUTION

As mentioned in the introduction section, a co-design ap-
proach offers a more satisfactory optimal control perfor-
mance in the presence of wireless network constraints as
compared to an interactive design approach. To formulate
the problem, conventional optimization theory is used. The
problem is formulated in mathematical form as indicated in
Equation 25 with network constraints 25a, 25b, 25¢, 25d,
25e, 25f and 25g. The problem under consideration is highly
non-deterministic subjected that the number of devices (V)
communicating is unknown. To solve the problem, the initial
step is to calculate the maximum number of devices subject to
channel capacity, delays and errors. Here we assumed that the
minimum channel capacity required for each device to ensure
delay and a small error probability is C*. The constraint
(23g) comes into play for multi-agent interaction; to simplify
the problem to a single agent, we have dropped the constraint
from (23g). Finding the solution to the problem consists of
the following steps:

Learning: As mentioned earlier, to ensure optimal control
performance a RL technique is used. Allocating a reward to
the output response of the system in a stochastic environment
under network constraints will help to achieve the desired
performance. In case of error greater than the defined control
threshold, the reward will be -1 i.e. a penalty, whereas in
case of small error the reward will be +1. Section III-C
provides a formal representation of the problem and the
proposed algorithm 1 summarizes the approach used to solve
the problem.

Reliability: To ensure reliability, the channel capacity con-
straint must be satisfied, which puts a limit on the maximum
number of devices communicating. Thus, delays and errors
are co-related with the assigned channel capacity. To make
the problem simpler, constraints 23a, 23b, 23e are assumed
to satisfy a reliability upper bound Kp¢. Kope provides mini-
mum delay and errors under channel capacity constraints.

The maximum number of devices is obtained via a com-
mon binary search algorithm. Further discussion and expla-
nation can be obtained from the simulation and results section
V.

A. TIME COMPLEXITY ANALYSIS
Time complexity analysis for our approach: For the pro-

8

Algorithm 1 Proposed Algorithm to solve the co-design
problem
Require: End to End Delay, d?, dt,d?, N, Byax,
bit-rate, power, sensitivity, Signal-to-Noise Ratio
(SNIR) threshold and trigger coefficient
Ensure: min(J¢)
N +—n
Stepl :Determine Channel capacity for each user
Step2 :Determine Delay for each user
Step3 :Determine maximum number of allowable Users
while N < N4, and C < C),4, do
if Y.y — y; is positive then

r<r+1
Yref = Yi > Dynamic Reference Change
else if y,..; — v; is negative then
rer—1
else if ..y — y; is zero then
Yref < Yi
end if
end while

posed Algorithm 1, if a RL based approach is used, the com-
putational complexity for stepl for determining the channel
capacity for each user and step2 for the delay estimation for
each user is O(n). For step3, where the upper bound on the
number of maximum allowable users is determined using
a common binary search, the computational complexity is
O(logn). As for the while loop, the complexity is O(n?). The
complexity of the value iteration algorithm is O(S2 x A x n)
[22], where S are the states, A are the actions and n is the
number of iterations. Therefore, the total time complexity of
the proposed algorithm is given as

O(n+n+logn + (S? x A xn)?)

Thus, the overall time complexity of the proposed algorithm
becomes O((S? x A x n)?).

In what follows, we also present, for reference, the time
complexity of approaches based on MPC and LQR.

Time Complexity for an MPC-based Approach: Assum-
ing that the model of the system is given, the relationship
between the input and output variables of the system is
known. The complexity of the algorithm remains the same as
described above for our approach for stepl, step2 and step3.
However, for the while loop, the complexity for determining
the output depends upon the number of inputs m and the
prediction horizon p [72]; thus, the overall time complexity
of an MPC-based approach under capacity and number of
devices constraint is given as:

O(n+n+logn+ ((m xpx n)3)2)

Hence, the overall time complexity will be O(m x p x n)?
in case of conventional MPC and O(m; x p x n)? in case of
step-based MPC, where 7 represents the number of steps.

VOLUME 4, 2016



Author et al.: Preparation of Papers for IEEE TRANSACTIONS and JOURNALS

IEEE Access

Time Complexity for an LQR-based solution Assuming
that the system dynamics are known and stepl — step3
remains the same, solving the control problem (least-square)
[14], [71] alone gives the time complexity as:

O(p x n®)

The total complexity, including the while loop, would turn
out as:

O(n+n+logn + (p x n*)?)

where p is the control horizon; thus the overall time complex-
ity would be O(p x n?®)?).

V. SIMULATIONS AND RESULTS

To evaluate the performance as close as possible to a real-
life scenario, we obtained the network and control parameters
for the pump used in our laboratory as shown in Figure
5. The pump is integrated with a Raspberry Pi (RPi) to

FIGURE 5. Our compact, portable, dual—channel piezoelectric pressure
generator (i.e. pump) for droplet microfluidics application

implement a wireless controller over WiFi. The pump unit
is a compact, portable, dual-channel piezoelectric pump that
uses 2 Bartels mp6 piezo pumps in a closed-loop regulated
pressure generator setup. The internal low-level controller
is an ESP32 microcontroller, which will be connected to an
RPi4 board. RPI4 benchmarking was performed to obtain an
overview of its capabilities in terms of computation.

A. NETWORK SIMULATIONS

OMNET++ is a powerful C++ based simulation tool for
wireless, wired and many other networks. OMNet++ was
used to obtain network parameters such as delay and channel
capacity for different numbers of devices. The results of
the network simulations were aimed at acquiring End-to-
End (E2E) delay, which consists of transmission delay (d;),
processing delay (dp), propagation delay (d,), and queuing
delay (dg) for control and background traffic applications.
The network was simulated around 802.11e standards with
the Quality of Service (QoS) service enabled and disabled
[2]. In 802.11e, the MAC uses enhanced distributed channel
access (EDCA) by which the video and audio packets sent
can have different priorities, which helps achieve minimum
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delay in delay-sensitive applications. Using the same ser-
vices, control commands were sent at the same priority level
as video in 802.11e which enforces that control packets will
be transmitted before the background traffic. The background
traffic model represents unnecessary load over the network
while transmitting control data. The network configuration
included controllers with static processing delay defined as
5 Sec, server, configurator, Access Point (AP) and radio
medium.

The upper bound on End-to-End (E2E) delay was defined
as 200 ms for control applications. The bit rates were defined
as 800 kbps and 33.3 Mbps for each control and background
application, respectively. The maximum channel capacity
was defined as 54 Mbps (2.4 GHz center frequency). The
network simulations were performed for different numbers
of devices i.e. 1, 5, 10,..., 15. Figure 6 gives an overview
of the delay achieved for control devices versus background
application when QoS is enabled for a single host. The con-
trol application experiences a constant and almost negligible
delay whereas background applications experience a huge
delay at the start and then tries to stabilizes; this initial
delay is due to packet accumulation when the application
initializes.

°
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—— Control Data

—— Background Data

°
G

°
S

End-to-End (E2E) delayls]
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FIGURE 6. End-to-End Delay [s] vs. Time [s] when simultaneously
transmitting control data and background data (QoS enabled)
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FIGURE 7. End-to-End Delay [s] vs. Time[s] when transmitting control data for
1 and 10 hosts (QoS enabled)

Figure 7 depicts how the delay increases when 10 hosts are
communicating control data, versus the case with 1 host due
to shared bandwidth. As the number of hosts increases, the
delay experienced by the control applications also increases.
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Next, when QoS is not enabled, the control applications
are not prioritized and the control devices experience severe
delay and low throughput. Figure 8 shows the throughput for
the control versus background traffic when the QoS is not
enabled.

— Control Data
04 Background Traffic

Throughput [Mbps]

00 — — M e———

0 2 4 6 8 10
Time [s]

FIGURE 8. Throughput [Mbps] vs Time[s] when simultaneously transmitting
control data and background data (Non-QoS)

The simulations were repeated for different numbers of
host applications (N=1, 5, 10, 15); Figure 9 gives an overview
of the maximum throughput achieved for control applications
while QoS service is enabled.

Throughput (Mbps)

time

FIGURE 9. Throughput [Mbps] vs Time[s] when transmitting background data
for 1, 5, 10, and 15 hosts (QoS enabled)

As compared with the non-QoS case, the throughput of
the network changes over time, depending upon the data
transmitted by high priority applications. Because of this, the
throughput for control applications is comparatively higher
than the throughput of the background applications. The
average delay and throughput were calculated for control
and background applications from the gathered data under
QoS-enabled services; Table V-A summarizes the average
delay and throughput achieved for a different number of
applications.

Summary of the average delay and throughput achieved for
different number of applications (hosts) with QoS enabled

Number Avg.Delay Avg.Throughput
of Hosts [ms] [kbps]

1 2 324

5 102 39.2

10 119 52.6

15 245 65.6

B. REINFORCEMENT LEARNING RESULTS

As mentioned in the introduction section, the RL control of
the pump was obtained under network uncertainties using
three different approaches. To reduce the problem complex-
ity, the agents were assumed to be performing independently
from each other and the problem was solved for a single
agent interacting with the environment where other agents are
present and affecting the same environment. To add the effect
of delay and bandwidth consumption parameter in the reward
function, a reliability parameter p 6 was introduced in the
reward function. For accommodating different possibilities
where either delay or bandwidth consumed by the application
exceeds the upper bound, which in turn leads to packet loss,
the reliability parameter p was assigned a probability value
between 0 and 1.

The p factor was introduced in two different ways: as
a linear multiplier, as well as an exponential multiplier, to
analyze the effect of it in the convergence of the algorithm.

Scenario 1:

In the first scenario, the network effects were not included
in the reward function of the RL environment. Three algo-
rithms, namely DQN, DDQN and C51 were used for the
learning of the agent. In addition to the state of the system,
the difference between allowable upper and lower bound of
the flow rate was factored in the reward function. Figures
10, 11, and 12 show the average returns and loss for DDQN,
DQN and C51 agents, respectively.

Average Returns
n

=

10000 15000 20000 25000 30000
Iterations

0 5000

FIGURE 10. Average returns and loss for DDQN without network

Average Returns
=
=
Loss

=

0 5000 10000 15000 20000 25000 30000
Iterations

FIGURE 11. Average returns and loss for DQN without network
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FIGURE 12. Average returns and loss for C51 without network

The performance was best with the C51 algorithm where
average returns were more stable; on the other hand, the
performance with DDQN and DQN was poor.

Scenario 2: As mentioned earlier, to mimic the real
network scenario, OMNET++ simulations were performed.
In Scenario 2, the simulation results were included as a
learning factor in the reward function either as an exponential
or a linear multiplier.

The results with C51 algorithm with either exponential and
linear rewards, see Fig. 13, outperformed DDQN and DQN
with linear rewards.

—— CS5llinear
— C51-Exp

Average Returns
o
]

=

0 10000 20000 30000 40000 50000
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FIGURE 13. Average returns for C51 with network simulations with Linear and
Exponential Rewards

50
= DQN-Linear
—— DON-Exp
0
£ 30
2
&
b0
I
E
<
10
0
0 10000 20000 30000 40000 50000

Iterations

FIGURE 14. Average returns for DQN with network simulations with Linear
and Exponential Rewards
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FIGURE 15. Average returns for DDQN with network simulations with Linear
and Exponential Rewards

The results with DQN (see Fig.14) and DDQN (see Fig.15)
with exponential reward performed well.

Scenario 3: To accommodate more uncertain network
scenarios, both bandwidth consumption and delay were in-
troduced in the reward function as random variables.

Under random network conditions, C51 (see Fig.16) and
DDQN (see Fig.18) performed well whereas DQN (see
Fig.17) did not converged. This implies that although DQN
performed satisfactory average reward when the problem was
limited to a single agent but taking into account for network
congestion or delay caused by other networks showed the
unsuitability of the agent in high network traffic scenarios.

= C51-Linear
w— 51-Exp

Average Returns
<]

0 10000 20000 30000 40000 50000
Iterations

FIGURE 16. Average returns for C51 with random network conditions with
Linear and Exponential Rewards
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FIGURE 17. Average returns for DQN with random network conditions and
Linear Rewards
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FIGURE 18. Average returns for DDQN with random network conditions and
Linear Rewards

Figure 19 shows the variation of flow rate obtained over
30000 iterations where network simulations were included
in the reward function. It is evident from figure 19 that
the DQN takes a bit longer to reach a stable response for
flow rate; however, DDQN and C51 reach stable response
comparatively faster.

Flow Rate
w
&

0 5000 10000 15000 20000 25000 30000
Iterations

FIGURE 19. Flow Rate Prediction Under Network Constraints using OMNet++
Network Simulation data

In addition to the above discussed scenario, we also
analyzed other learning algorithms like LSTM using RNN
for scenario 2. A reliability parameter depending upon E2E
delay, number of devices and data rate was chosen between
0-1, the Poisson distribution of which was then used as
a control error. A Poisson distribution for control error
(based on network parameters) is assumed due to the non-
deterministic nature of the system leading to no predefined
distribution of control error. The total time of computation
for 30,000 iterations was recorded as 4m 12 sec. Figure
20 shows the control error for prediction on training and
test data for LSTM algorithm using an RNN dense layer.
Both of them look back (previous timestamps) and the batch
sizes were chosen to be 50, and 333 different events were
used as input data. Covariance, Pearson’s correlation, and
Spearman’s correlation between two test flow rate data inputs
(lying within the constraints) and flow rate achieved by
agents utilizing various RL algorithms were analyzed for
further evaluation of the algorithms. Here, the covariance
shows a linear relationship between the test data and the
actions taken by the agent for achieving the optimal/desired

12

Percentage Control Error

Events

FIGURE 20. LSTM Control Error vs Events

response. The reported value in Table 3 is the covariance
between the variables and itself; a positive value indicates
a variable change in the same direction whereas a negative
value suggests a change in the opposite direction. However,
as the covariance is not a best measure to characterize the
relationship between data because it is hard to interpret, the
Pearson and Spearsman’s relationships between variables is
also analyzed. The possible value of Pearson’s correlation
lies between -1 to 1, and values above 0.5 show a strong
correlation between data in the same direction, while values
below -0.5 show a strong correlation between data in the
opposite direction. To account for a non-linear relationship
between test data and agent actions, Spearsman’s correlation
was also calculated, where -1 shows a strong negative corre-
lation and +1 shows a strong positive correlation. As evident
from the results summarized in Table 3 for these evaluation
metrics, C51 in scenario 1 and scenario 2 outperforms the
other algorithms, whereas DDQN shows satisfactory results
in some cases.

Another perspective to analyze is the role of the experience
replay buffer. As mentioned earlier, C51 is an offline learn-
ing algorithm while DQN and DDQN are online learning
algorithms; the experience replay buffer provides a middle
ground for efficient operation. Based on the evaluation re-
sults, the role of the replay buffer in improving the overall
performance of the C51 algorithm was further analyzed for
Scenario 2. Different batch sizes were used to store the
previous observations in the experience replay buffer and
the cumulative rewards were calculated. It is evident from
Figure 21 that increasing the batch size helps increasing the
average rewards in early stages of the learning process and
the use of a small batch size leads to less cumulative rewards.
However, drawing a conclusion that ’the bigger the batch
size the better the performance’ is not true as continuous
observation and update improves policy. A frequent update of
the observations is required, making sure that storing enough
past history for the system to learn but not all of the observa-
tions. The overall simulation results showed that even if the
random network conditions are used still C51 performs well
to achieve an optimal control performance in a stochastic

VOLUME 4, 2016
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Algorithms Covariance Pearson’s | Spearman’s
Correla- Correlation
tion

Test Data Input((10.6.6,10.6.10.6.6.6.6.10.6.6.6,10.6.6.6.6.6.6.6.5.6.6.6.8.6.6.61)

DQN (Scenariol) 0.39 0.05 0.076

DOQN (Scenario2) -3.69 -0.19 -0.17

DQN (Scenario3) 0.12 0.008 -0.03

DDQN (Scenariol) 0.59 0.02 0.07

DDOQN (Scenario2) -0.57 -0.03 043

DDQN (Scenario3) 1.80 0.1 0.04

C51 (Scenario2) 8.49 0.61 0.45

C51 (Scenariol) 1.73 0.26 -0.07

C51 (Scenario3) -0.4 -091 -0.09

Test Data Input (110.6,6,106,10.6,6,86,10.6.6,6,106.6.689,10,10,8,10,6,108,6,10.6])

DQN (Scenariol) -0.22 -0.02 0.19

DQN (Scenario2) -6.5 -0.29 0.03

DOQN (Scenario3) 1.47 0.08 0.04

DDQN (Scenariol) 3.07 0.11 0.20

DDQN (Scenario2) 1.32 0.06 0.20

DDQN (Scenario3) 4.38 0.21 0.20

C51 (Scenariol) -0.8 -0.61 -0.11

C51 (Scenario2) 6.04 0.36 0.39

C51 (Scenario3) 0.11 0.04 0.04

LSTM with RNN with OMNet++ Simulation Data

LSTM (Prediction on Test | 0.031 0.22 -0.35
Data)

TABLE 3. Performance Evaluation of Reinforcement Learning Algorithms
Results

50
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FIGURE 21. Replay Buffer: Batch Size vs. Average Returns for C51 Algorithm
(Scenario 2)

environment. Overall, the results show that reliability can be
well achieved using model-free RL approaches. The scala-
bility of the system is restricted by network constraints such
as capacity and system requirements, i.e. delay; this sets an
upper bound on the number of devices that can be supported
under specific network conditions. Event-triggered network
control reduces network load but introduces reliability issues
which are out of the scope of this work. However, as the
problem complicates the method could take more time to
converge. Although a binary search can provide an estimate
for the optimal number of devices, it is best to include the
network effects in the reward function for the system to learn
the possible network scenarios for dynamic adaptation to
network changes.

VOLUME 4, 2016

VI. CONCLUSION

In this work, we focused on the co-design for joint-
optimization of wireless networked controlled systems using
model-free RL. The research emphasized the importance of
wireless network constraints in addition to the control system
constraints to achieve an optimal system performance. The
paper focused on many aspects of the problem in terms
of optimization theory and argued the presence of various
factors which motivated the use of RL as compared with
classical and robust control methods. As a use case, the ap-
plication of the theory was implemented for double emulsion
droplet formation unit; DQN, DDQN and C51 algorithms
were used to achieve the control performance of the system
under bounded constraints. C51 was found to outperform
the other algorithms due to its multi-modal problem-solving
capabilities. The results also showed that the reward function
plays an important role in the agent’s learning process and
that designing the reward function carefully could help to
achieve better performance. Currently, our work does not
investigate the reliability issues introduced via event trig-
gered control for better efficiency. In the future, the aim
is to explore a middle ground between better performance
and reliability under different network scenarios using hybrid
control approaches. Also, the power constraints have not
been studied and are left for future work.
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APPENDIX. LEMMAS
Lemma 2.1: Assuming the Q-learning happens under
the stochastic environment with i.i.d variables X =
X1, X5, ...X,, which introduces a noise ¢, with zero mean
in the evaluated function value. Q-learning overestimates in
stochastic environments:

With the noise introduced during learning the reward at-
tached with the Q-function is given as below:

r(s,a) =r(s,a) + €

From probability theory the expectation of any variable X;
is given by its distribution over the N samples and can be
formulated as below:

E[X;] = L >
INil S

At each stage the reward will be higher than expected due
to cumulative errors added at each stage. Even if function
values are too small at any stage, due to maximum operator
in g-learning the function will tend to select the maximum
from the estimated distributions ;.

’L'E?}?a,i(.,n ]E[Xl] - iegr,lf‘i(.,n E[wY}
At each stage the estimation is made from the maximized
estimates of the previous stages which leads to:

E i > El,
[i max ;] > iE{%a,‘?.(.,n [1i]

32,000,
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Under the assumption of 1; has non-zero probability the g-
learning will tend to overestimate.

Lemma 2.2: [62] While f(z) denoting the density of noise
variables (%, in interval [—¢, €] i.e., f(z) = Pr[(} = z] =
3

E[Y] = EN(Q™P " (st41, ars1) — Q9 (sp41, ars1))]

=~E 4
5 [af??é( <, G

o oo n—1
:71 zn f(z) ([ f(z)dz)) dz
. n/ 12—18 %+2—18)"*1

1
=7 n/ (2ey —e)y"'dy
0

/12n n—ld (2 1)
= n e Yy — = n e J—
¥ Ly Ay = i Hs
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APPENDIX. OTHER RESULTS

A. COMPARISON TO OTHER NON-MACHINE LEARNING
METHODS

To support our argument of using RL instead of simple search
algorithms, we analyzed the problem in more depth. For the
optimization problem Equation 25, we tried to compute the
linear approximation of the control error under constraints
based on desired output and input data-set gathered using
simulations. For the computation, we used the well-known
"Newton Raphson Method". However, the method failed
to converge already within the first 50 iteration under the
subset of the acquired data. The use of "Least Square Min-
imization" and "Trust Region Constrained" algorithms was
also considered, but as discussed earlier, the problem is non-
deterministic in nature which did not lead us to any feasible
implementation. We also tried using "Binary Search" to solve
other constraints of the problem but the algorithm did not find
any solution with the provided simulation data-set. The use of
a "Brute Force" algorithm was also tested; however, using the
whole dataset lead our system to run out of memory, or under
best conditions the algorithm was not able to find any solution
in a 4-5 hours period. This lead to try the use of smaller subset
of the data; however, the algorithm did not manage to find the
optimal/desired solution.

B. COMPUTATION TIME

For the simulations we used a Lenovo IdeaPad L340 Gaming
Laptop equipped with an Intel (R) Core (TM) i5-9300H CPU
@2.4 GHz. Table 4 shows the computation time for the three
scenarios for the implemented RL algorithms.
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Abstract—We present a co-design method for wireless net-
worked control systems (WNCS) that optimizes both the network
and control parameters for optimal performance. The objective is
to make the system resource-efficient by introducing the possibil-
ity of switching the control policy from reliable control to energy-
efficient control, or by optimizing the power consumption using
variable inter-packet gap (IPG) in the wireless communication
layer. An RL-based approach is used to ensure efficient resource
allocation and create effective control performance under moder-
ate to high packet loss. This is achieved by formulating a multi-
objective problem that considers both resource efficiency and
reliability. Subsequently, the proposed algorithm is used to solve
this multi-objective problem. Simulation results show that despite
situations where the network experiences packet losses, the
proposed co-design reinforcement learning (RL)-based control
technique effectively maintains, or in some cases even improves
control performance. In contrast to conventional control, where
a 15% packet loss in the network causes control performance
to completely fail, the proposed RL-based approach is immune
to network packet loss and also demonstrates the capability to
achieve an average reduction in transmission power of up-to 10%.

Index Terms—Reinforcement Learning (RL), Wireless net-
worked control systems, co-design, latency, inter-packet gap,
packet loss, optimal control

I. INTRODUCTION

Applications such as self-driving automobiles, wireless
industrial networks, wirelessly remote-controlled surgical
robots, and bio-analytical devices [1] are examples of wireless
networked control systems (WNCS). Several recent works
emphasize the significance of using a co-design methodology
for designing such systems. However, the majority of these
works either focus on the control aspect of the system ignoring
the effect of communication technique and infrastructure
on control stability, or vice versa, and thus do not fully
exploit the co-design concept. Deep learning-based perception
models and optimal control algorithms are used in the joint
design framework introduced in the work [2] in which
massive datasets were used to train perceptual models for
object detection, lane detection, and semantic segmentation
for cooperative automatic driving. However, such an effort
does not focus on communication infrastructure requirements.
In real-world scenarios with network uncertainties such as
packet losses and other network degradations, the system’s
performance is adversely affected; hence the network behavior
must be included in the system’s design. A recent study [3]
emphasizes co-design in the creation of a BotNet simulator

and examines how precise communication models affect
multi-agent systems and swarms. However, the paper fails to
analyze the previously mentioned network uncertainties and
to conduct specific tests to evaluate the BotNet’s scalability;
hence communication performance benchmarking is crucially
missing for evaluating the simulator. The paper [4] talks
about control-guided communication co-design for distributed
self-triggered control across wireless multi-hop networks. In
this design, the control system requests the communication
system for resources dynamically, and the communication
system either gives them to the control system or turns them
off. That study shows that low-powered wireless networks
can achieve low latency. However, the work assumes perfect
control and communication conditions, and closed-loop
control stability is still an open research issue, especially in
the presence of message losses. This may affect resource
efficiency and strategy efficacy, and it may be prudent to
prioritize achieving control stability as the primary objective.

Contribution: In contrast to existing research such as
the above [2] for the co-design of wireless networked control
systems, our work proposes a joint optimization of control-
communication reliability and resource efficiency in both the
control and the communication layers, using reinforcement
learning (RL). Additionally, contrary to existing works
where a purely analytical approach is a common practice
[5], we validate the proposed approach on simulation-based
scenarios, which is more realistic as this allows modeling e.g.
uncertainties. This work is valuable in the field because it
helps co-design reliable and resource-efficient WNCS, which
also includes incorporating several network parameters that
have been ignored so far in existing research. Moreover, the
same concepts and design methodology have the potential to
be used for several applications, i.e. autonomous vehicles,
Ultra Reliable Low Latency Communication (URLLC)
systems, etc. In our experiments with a wirelessly controlled
pendulum mechanism, we show that compared to conventional
control, where a 15% packet loss in the network makes the
control completely fail and requires re-tuning of the PID
parameters every time a change occurs in the network, our
RL-based approach rapidly takes these effects into account
and once the training of the RL agent is complete, it is able
to compensate for the majority of network fluctuations while
achieving an average reduction in transmission power of
up-to 10%.



II. ANALYTICAL FORMULATIONS & SIMULATION
ASPECTS

To analyze and solve the problem both in theory and
simulation, an analytical formulation of the problem was
performed as an initial step. Next, this formalized problem is
mapped into a simulation environment where the proposed RL-
based approach is used to evaluate the effect of the network
constraints on the wireless control of an inverted pendulum
controlled via tendons for industrial robotics applications (self-
balancing robots). The optimization problem formulation, case
study, proposed method, and the simulation setup are presented
in what follows.

A. Analytical Formulation

The goal is to trade-off control-communication reliability
and resource efficiency while maintaining acceptable perfor-
mance. To do so, we propose to jointly optimize the above
system quality attributes. This is a multi-objective optimization
problem, and to build up our solution we use the Max-Min
optimization strategy because it is well established for optimal
control via Model Predictive Control (MPC) [6] in network
control systems [7] and also for resource optimization [8]-
[10]. Using Max-Min optimization strategies ensures that, even
in the worst-case scenario, the system is able to maintain
a certain level of acceptable performance or robustness in
the face of uncertainty. A multi-objective optimization [11]
problem is formulated as a Max-Min problem:

Qoptoy; () = min(Q1(x)) + maz(Q2(x)), ..., min(Qn(z))

st gi(z) <0, i=1,2,.n

The optimal system objective is to minimize (), (z) and
maximize Q2(x) and so on, among other performance charac-
teristics. Thus, optimal performance is achieved by combining
the objectives of several performance metrics that have been
minimized or maximized under constraints g;(x).
Consequently, in our case, the Max-Min problem for joint opti-
mization of reliability (v..) and resource efficiency (7.opns) for
both control and communication is formulated and elaborated
below:

Qopt(,z,;, = mam(%:c—rel) + min(TCons) (za)

n n
where Max(Yec—rel) = Min Z(ymf — yi) + min Zp*L

i=1 i=1

(2b)

and min(reons) = min Z P.ons (2¢)
i=1

s.t. da'uerall < dmam (Zd)

per < per* (2e)

Eq. (2b) seeks to maximize reliability (ycc—rer), for which
the control error (y,.y — y¢) should be the minimum possible,
although this depends on the control method employed. More-
over, in a WNCS, the packet loss (p;,) and packet error rate
(per) also significantly affect reliability. Here, we have two
goals: the first one is to optimize and achieve higher reliability,
and the second one is to make the system resource efficient;

Fig. 1. Illustration of the motion of an inverted pendulum

however, the techniques employed to achieve the second
goal will likely negatively affect the first one. To achieve a
middle ground, the reliability objective also incorporates a
local optimum for packet loss (p} ). The control performance
is also affected by the delay (d) introduced by the network
and the control methodology employed; here, we put an upper
bound on the communication delay (doyeraii < dmaz) as the
control delay will be decided depending on the strategy used
for the system.

On the resource side (Eq. (2¢)), the power consumed (Peop,s)
should also be minimized; it is a function of the information
transmission frequency (i;y) and transmit power (F;):

Pcuns = f(itf, Pt) (3)
itf = f(cmet)u 1PG, N) 4)

where C,etp, denotes event-triggered or time-triggered con-
trol, /PG the inter-packet gap, and NN the devices. A higher
IPG can potentially increase energy efficiency, but risks in-
creasing packet losses. Conversely, smaller IPG can congest
the network, causing delays and resource access conflicts.
Hence, efficient control mechanisms must balance these coun-
teracting factors.

B. Dynamics of Inverted Pendulum

To illustrate the control of a system over a wireless network,
we take an inverted pendulum as an example. This control
application is a classic example of non-linear control. Despite
gravity’s nonlinear effect on angle, a simple pendulum model
can be linearized for small swings. However, the complex
interplay of angular velocity and force prevents linearization of
an inverted pendulum model. This makes it ideal for our study,
as even minor network uncertainties can significantly impact
control performance [12], making control stability exceedingly
difficult to achieve if appropriate measures are not taken to
minimize the effect of network degradation.

The two equations of motion for the inverted pendulum in
Figure 1 can be derived from Lagrange’s equation of motion.
The reaction force (/V) [13] acting on the free body diagram
of the inverted pendulum can be derived as:

N = mé + mlf cos § — mlf? sin(0) Q)

where [ is the length of pendulum, m is the mass of
pendulum, 6 is the vertical angle of pendulum and z is the
position of pendulum. To obtain the second equation of motion
of this system, it is needed to calculate the sum of forces
that are perpendicular to the pendulum. The resolution of the



system along this axis results in a significant reduction in
mathematical complexity. The equation obtained should be as:

(I + mi?)f + mglsin @ = —mli: sin 6 (6)

where [ is the moment of inertia of the pendulum.

C. Proposed Approach

Two distinct algorithms were formulated with the objective
of facilitating the training of RL agents. Each technique was
specifically designed to tackle the influence of network effects
on both actions and states, respectively. This method analyzes
the potential impact of network uncertainty on agent actions
and states, realizing that network unpredictability can affect
many parts of the learning process.

Incorporating uncertainty into the agent’s decision-making
process has the potential to enhance the learning process’s ul-
timate outcomes. By allowing the agent to adapt to actions that
are noisy or lost because of poor or bad network conditions,
expected improvements in learning are predicted, see Algo-
rithm 1. This adds a major layer of robustness to the agent’s
training, allowing it to perform better in a variety of network
conditions while pursuing energy optimization goals. However,

Algorithm 1 Proposed algorithm to solve the co-design prob-
lem with network uncertainties introduced in actions

Require: End to End Delay, dP,d*,d?, N, t (information transmission
frequency), power consumption (transmission), action with max reward
(@rmaz), the minimum required power to transmit P, ;,, previous state
statenezt (velocity, angle), current state state, reward as a result of agent’s
current action rewardstep, agent’s action during learning astep, delay
introduced due to inter-packet gap (dypq), state corresponding to action
leading to max reward (statea,y,,.,. ), packet loss (pr)

Ensure: maz(Yec—rel) + min(reons)

N <n
while per < per* and doyerall < dmae and @ < max_iterations do
if %t = 0 then
IPG < True or Py, < True
Pt < Pmin
state < statea,.,, q.
reward < rewardmaz & Armax
doverall += drpag
else
IPG < False and Py, < False
Pt < Ppax
statenext < state
reward < rewardstep — Gstep
end if
if p_L or IPG then
Ttotal += rewardprey
end if
if !p_L and !I PG then
Ttotal += Teward
rewardprey — reward
end if
end while

including network degradation in the agent’s state can be
helpful in circumstances where environmental disturbances
hinder the agent’s ability to learn, see Algorithm 2. Using this
method has been shown to improve performance by enabling
the agent to cultivate a thorough comprehension of the states,
thereby mitigating the impact of external interruptions and
environmental interference on its learning trajectory.
Algorithm 1 prioritizes the restoration of functionality in
the presence of challenging network conditions by returning

Algorithm 2 Proposed algorithm to solve the co-design prob-
lem with network uncertainties introduced in Agent’s state

Require: End to End Delay, dP,d?,d?, N, t (information transmission
frequency), power consumption (transmission), action with max reward
(@rmag), the minimum required power to transmit Py, ;,, previous state
statenext (velocity, angle), current state state, reward as a result of
agent’s current action rewardstep, agent’s action during learning astep,
total reward ¢4, previous reward rewardprey, packet loss (pr,), delay
introduced due to inter-packet gap (drpg)

Ensure: maz(Yee—rer) + min(reons)

N +n
while per < per* and dyyerqil < dmae and ¢ < max_iterations do
if 1%t = 0 then
IPG < True or Py, < True
Py < Ppin
state < stateprev
reward < —1
doveratl += drpg
else
I PG + False and Py, < False
Pt < Pnaax
statenert < state
reward < rewardstep = Qstep
end if
if p_L or IPG then
Ttotal += rewardprey
end if
if !p_L and ! IPG then
Ttotal += reward
rewardprey < reward
end if
end while

to previously proven effective actions. In contrast, Algorithm
2 adopts a more cautious approach, seeking to prevent the
initiation of new choices under unfavorable channel conditions
and preserving the existing state in the event of a network
loss. It is possible to account for the case of missing or
delayed inputs through perturbations in actions by proactively
addressing the complexity of wireless communication. The
primary objective of this approach is to enhance the agent’s
capacity to adjust and execute proficiently in scenarios where
alterations in network dynamics may pose challenges to main-
taining seamless control.

D. Simulation Setup

An inverted pendulum control system with tendons and a
wireless network simulates an industrial robotic mechanism
(self-balancing robot). The environment was rendered using
Pybullet, an open-source physics engine that allows hybrid
simulation of neural networks written in C++ [14]. The
feedforward neural network is created using PyTorch with
two fully connected layers. The state space is box with two
dimensions, the action space is a continuous box space, the
agent’s control input is the torque. The reward is determined
by a combination of the cosine of the angle deviation and the
velocity deviation. The custom reward function computes a
reward by evaluating the difference between the pendulum’s
joint angle and the desired angle, as well as the difference
between the joint velocity and the desired velocity. The control
side RL agent accommodates wireless and controls KPIs to
ensure dependability. Proximal Policy Optimization (PPO)
trains the agent’s neural network, which has two fully linked
layers separated by ReLU activation. In reinforcement learning



(RL), a policy-based approach, such as the PPO learning
technique, is preferred over value-based algorithms due to
stability, the ability to handle continuous state spaces, and
the overestimation problem. A wireless channel function that
simulates packet loss, delay, and IPG was used. The control
mechanism, i.e. the RL algorithm, is unaware of packet loss
and IPG. Therefore, in both cases of congestion and resource-
efficient techniques, the system is able to achieve the desired
stability. To simplify the model, we used fixed probabilities for
delay and transmission gaps instead of Markov-based proba-
bilities. The GitHub link to the simulation code and networked
traces is provided to simulate and verify the proposed approach
(GitHub_Link).

The control-communication reliability is computed over
100 episodes whereas the reward is calculated over 1000
iterations/steps. As an initial step, the data for control of the
pendulum is gathered and a control disturbance is introduced
in the data.

E. Time Complexity Analysis

The time complexity for training both algorithms is given
by
O(S x n x (L*bxh?)?)

where S is the number of maximum episodes and n is the
number of iterations. Here, O(L * b * h?)? represents neural
network forward and backward pass complexity that depends
on the total number of input features (n), and the average
number of neurons present in the hidden layers (h), the total
number of layers in a neural network (L), including both input
and output layers, while the variable ’b” represents the sample
size.

III. RESULTS & DISCUSSION

In this section, the testing and analysis of the proposed
approach are performed by simulating the control of an
inverted pendulum using tendons (Figure 2a), first with a
conventional PID controller, and second with our proposed
method. This comparison highlights the capability of RL in
achieving optimal performance in terms of control efficiency
and power consumption under a wireless network.

A. PID-based Control Baseline Results

Figure 2a shows a snapshot of the rendering of the simula-
tion of the tendon and Figure 2b shows the activation values
for 2000 steps, where control input (left Y-axis) versus pendu-
lum angle (right Y-axis) using PID is plotted. To simulate the
effect of wireless network uncertainties, a wireless network
environment was created, including packet loss, packet error
rate, and delay as network uncertainty factors. The control
input was passed through the network environment where 15%
packet losses were introduced. In this situation, the control
of the pendulum did not stabilize when the input was only
subjected to packet loss. To improve the control stability,
the previous control input was sustained (Figure 3) with the
intention that the system could use it in case of loss due to
wireless network uncertainties. However, this approach also
did not appear to be helpful. Therefore, the proposed RL-based
approach was tested, as presented next.
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Fig. 2. Inverted pendulum control via tendons using PID, (a) Render
Environment, (b) control input (left Y-axis) versus pendulum angle (right Y-
axis) variation over time
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Fig. 3. Inverted pendulum control via tendons using PID under network
uncertainties, i.e. 15% packet lossThe PID-based control of the pendulum did
not stabilize.

B. RL-based Control over Wireless Network Results

The simulation of the pendulum was then performed using
the RL agent; the reward over 100 episodes is plotted in Figure
4a. Each episode consisted of 1000 iterations. The learning
factor (o) was set to 0.001.

e — Velcly

(saw) AuooRA

(s1B3p) aibuy

0 20 4 60 8 100 o
w e £ W £
Episodes Iterations.

(a) (b)

Fig. 4. Inverted pendulum control via tendons using RL control,(a) Reward for
RL-based control of a tendon-driven inverted pendulum (b) Inverted pendulum
control via tendons using RL control (angle and velocity)

In both cases, the simulation starts in an upright position
and the RL agent immediately manages to adjust the position
of the pendulum; compared to the PID approach, it shows
fewer fluctuations, and control performance becomes stable
after training for merely 20-25 episodes. Figure 4b shows the
angle and velocity of the tendon over 500 iterations.

Next, disturbances in terms of simple packet loss in the
state of the network were introduced during the training of
the RL agent. Figure 5 shows fluctuations in the reward of
the agent during its training (i.e. noise applied to Figure 4a);
nevertheless, the agent is still capable of compensating for
them within a similar range of episodes.
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Fig. 5. Reward in the inverted pendulum control via tendons using RL control
under the effect of random noise

Fig. 6. Inverted pendulum control via tendons using RL control (angle and
velocity) under the effect of random noise. Both parameters fluctuate abruptly
at first but then stabilize despite random losses.

Figure 6 exhibits angle and velocity stabilization over 100
episodes. As shown in the figure, both parameters fluctuate
abruptly at first but then stabilize despite random losses.
The agent remembers the prior state in case of packet loss
to improve performance. After RL modeling of the control
pendulum via tendons, network uncertainties were incorpo-
rated to evaluate reliability under different circumstances. We
examined network effects on actions and states independently
for the RL agent to work under network uncertainties. Intro-
ducing uncertainties in actions could improve learning results
because the agent will be able to execute if some actions are
noisy or lost owing to poor network conditions or as a goal
for energy optimization. If the environment is hindering the
agent’s learning, network degradation may actually improve
performance. In order to achieve stability in the presence of
various packet losses or IPGs, the performance of the RL
algorithm is assessed. In Figure 7, it can be observed that
uncertainties in the wireless network impact the state of the
system. An IGP is introduced at regular intervals of 10, 100,
500, and 1000 iterations, which has an impact on the system’s
state by causing packet losses.

As per Figure 7, the results indicate that the stability of
the system is enhanced in scenarios where either the state
of the system is not subject to any uncertainty (cf. Figure
4a) or where the rate of occurrence of such uncertainty is
high (Figure 7a). For some situations, the system is stable
but unable to sustain an appropriate performance because it
has not experienced the event frequently enough. Note that
the system’s stability depends on the design of the reward
function, specifically its ability to incorporate the immediate
previous state of the system. Without such a design, stability
cannot be achieved. A buffer with a length of 10 was employed
to retain the previous state and the associated reward. This
allowed the system to repeat the action with the utmost reward
when packet loss or an IGP occurred. The agent can learn the
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Fig. 7. Rewards in case of network packet loss introduced as a result of an
inter-packet gap for every (a) 10, (b) 100, (c) 500, and (d) 1000 iterations in
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perturbation in control resulting from system-added noise and
wireless network interference.

Next, let’s focus on the impact on the agent’s actions. The
impact of change in IPG duration on packet loss is depicted
in Figure 8 for 10, 100, 500, and 1000 iterations, under
the influence of network uncertainties that affect the agent’s
actions. Similarly to the preceding scenario, a buffer was used
to retain actions and their associated rewards from the last
10 iterations. This buffer was utilized in cases of packet loss
and IGP !. The system exhibits satisfactory performance in the
presence of packet loss or IGP, which are introduced at regular
intervals of every 10" (Figure 8a) and 100%" (Figure 8b)
iterations. In the context of pendulum control using RL, it was
observed that the pendulum did not deviate from its intended
trajectory, which is a significant improvement compared to the
PID-based control presented in the previous section.

According to the data presented in Figure 9, it can be
observed that the average power consumption decreased to a
range of approximately 19.77 dBm to 19.54 dBm (95 mW to
90 mW) in the discussed scenarios when transitioning from the
increased IGP which resulted in packet loss. This is in compar-
ison to the average consumed transmission power of 20 dBm
(100 mW) during continuous transmission, indicating a power
savings of approximately 5% to 10%. The agent’s rewards
for the indicated power usage is depicted in Figure 7a). The
agent’s reward during the learning process demonstrates that
despite the implementation of power-saving techniques in the
communication layer to enhance resource efficiency, the agent

'As the system failed to produce any feasible outcome without the imple-
mentation of a buffer, we have omitted these results from this paper
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Fig. 9. Power consumption (dBm) vs. IPG for RL-based control of inverted
pendulum over wireless network

TABLE 1
CPU TIME CONSUMPTION FOR TRAINING CODE (SINGLE EPISODE)

Self CPU % Self CPU | CPU to- | CPU to- | time avg | #of
tal % tal Calls
model_inference 36.55% 575.000us | 1.469ms 1.469ms 1
aten::matmul 8.33% 131.000us | 385.000us | 192.500us | 2
aten::mm 7.31% 115.000us | 121.000us | 60.500us 2
aten::linear 5.47% 86.000us 648.000us | 324.000us | 2
aten::zeros 4.96% 78.000us 104.000us | 104.000us | 1
aten::t 4.83% 76.000us 138.000us | 69.000us 2
aten::unsqueeze 4.58% 72.000us 81.000us 40.500us 2
aten::_to_copy 3.81% 60.000us 96.000us 96.000us 1
aten::transpose 3.05% 48.000us 62.000us 31.000us 2
aten::squeeze_ 2.99% 47.000us 52.000us 26.000us 2

is still capable of maintaining reliable control performance
by learning about the environment in few iterations. Finally,
Q-learning was also used to study pendulum behavior with
fixed and uniform delays and gap probability. Despite network
degradation with fixed or uniform probability, the agent failed
to learn and the reward remained O during training. The agent
stabilized by primarily introducing fixed delay probabilities to
the system state. For conciseness, the Q-learning test results
are omitted; however, the code is on (GitHub_link).

The Pybullet profiler was used to evaluate the CPU time
consumed by different functions during the training process,
illustrating the training computational resource consumption,
see Table I. ”Self CPU” indicates CPU time for a specific
function, ”"CPU total” the time for call and execution of the
function. # of calls shows how many times a function is
called. “model_inference” is the algorithm used for making
predictions. Matrices multiplication is done by “matmul” and
“mm”. linear” is the linear operation in the neural network.
”Zeros” is a tensor that contains only zeros. ’t” and trans-
pose” are for the transpose operation. “Unsqueeze” increases
the dimensionality of a tensor. “to_copy” is used for making
a copy of a tensor. "Squeeze_" reduces the dimensionality of
a tensor. Over 100 episodes the average self CPU % remained
highest for the model interference algorithm at almost 40%.

IV. CONCLUSION

Co-designing wireless control systems simultaneously at
the network and control layers offers significant advantages
over interactive design. To accomplish a reliable and resource-
efficient co-design, factors such as packet loss, inter-packet
interval, and control strategy must be carefully considered.
In contrast to PID performance, where a 15% packet loss
in the network causes the control to completely fail and re-
tuning of the PID parameters is required for every change in

the network, the proposed RL-based approach is immune to
network packet loss. Our proposed RL-based strategy rapidly
takes these factors into account; once the training of an RL
agent with network parameters is complete, the agent is able
to compensate for the majority of network fluctuations. To
achieve optimal performance, it is essential to meticulously
balance the trade offs between reliability, efficiency, and
performance, and to use the appropriate design processes and
tools. Thus, a co-design for WNCSs can be fully realized,
leading to more efficient and effective wireless control systems
for a variety of applications. Although the proposed RL-based
approach has many advantages, the training of the agent is still
a time-consuming process and sometimes the system does not
reach stability.
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ABSTRACT

The integration of information flow and management between
different domains within laboratory setups has been under focus
for many years. Communication technologies and data distribution
play a key role in this integration. In this research, we propose a
data distribution structure for bio-analytical laboratories based on
a decentralized publish-subscribe model. In particular, we describe
the main structure for data communication and the conceptual,
logical, and physical data flow models. We believe this research
can pave the way for enabling scalable and robust communication
between the laboratory units.

CCS CONCEPTS

« Information systems — Data structures;  Networks — Net-
work architectures; « Computer systems organization — Dis-
tributed architectures; Real-time system architecture.

KEYWORDS

Data distribution structure, scalable communication

1 INTRODUCTION

Scalable and high-performance communication technologies play
a key role in real-time automated systems built upon efficient data
exchange. The real-time data exchange via a publisher-subscriber
architecture is more efficient as compared to a client-server archi-
tecture [Mastouri, mohamed anis and Hasnaoui 2007]. Different
publish-subscribe middlewares, including MQTT, ROS and DDS,
are used for efficient information flow and management for differ-
ent applications including smart grids, health systems, air-traffic
control, process industry and many more [Happ et al. 2017]. How-
ever, this concept is still emerging in biochemical and bioanalytical
laboratories where client-based architectures [Gibbon 1996] are
commonly used for information flow and management [Kang et al.
2018]. This research aims at integrating different domains including
computational, communication, fluidic and biochemical domains
of a high throughput bioanalytical laboratory setup using a de-
centralized communication architecture. The proposed structure
is data-centric and system models are built around it using SAP
PowerDesigner. Moreover, the data structure provides the flexibility
to use the same concept for integrating different domains in other
types of applications.

tamas.pardy@taltech.ee
2 PROPOSED STRUCTURE/ARCHITECTURE

As mentioned earlier, the proposed data flow structure for bio-
analytical laboratory setup is based on the well-known publish-
subscribe model. The main elements of the structure include the
entities, also known as topics, and different tasks running on the
different devices in each unit. Each device in the laboratory will
either subscribe or publish to a certain entity with a set of defined
Quality of Service (QoS) parameters. These QoS parameters are part
of the communication protocol and include delay and packet loss.
The data flow between devices is highly decentralized and the same
device in any unit could work both as subscriber and publisher for
entities.
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Figure 1: Main Structure for Data Communication. The
communication-based data flow structure is decentralized
and supports different devices in a bioanalytical laboratory
unit.

For the use-case considered in this work, the bio-analytical labo-
ratory setup is divided into three different units [Parnamets et al.
2021], namely Biological Sample Processing Unit, Computational
Unit, and Sensing Unit, with different data types.

Figure 1 shows the main decentralized communication-based
data flow structure for different devices in a laboratory unit. SAP
PowerDesigner is used to build the conceptual, logical, and physical
data flow models for each unit. Figure 2 shows the conceptual model
for the system, Figure 3 represents the logical data-flow, while
Figure 4 depicts the physical data flow model for the system.

The conceptual model (Figure 2) depicts the information flow
relation between different laboratory units which are defined as
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Figure 2: Conceptual Data Flow Model for Bio-analytical
Laboratory setup

entities. The attributes for each entity are defined and many-to-
many relations are used between different units. Each device is
given an identification code and the data is categorized as either
mandatory or primary. The logical data flow model is then built
upon the conceptual model. Figure 3 shows the logical data flow
model for the use-case bio-analytical laboratory setup, exposing
the structure of the information flow.
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Figure 3: Logical Data Flow Model for Bio-analytical Labora-
tory setup

Next, by elaborating the logical data model, a more concrete

physical data-flow model is generated, as shown in Figure 4. This
physical data model includes more details that help analyze different
objects and tables in the database and map the model onto the
physical elements that will implement and execute the real system.
To provide a comparison with centralized data flow structures, the
performance evaluation of the purposed model will be performed
in high traffic scenarios.
This research work is in progress and the resulting model is further
aimed to be implemented in practice on different test units and the
performance evaluation of the proposed data flow communication
architecture is ongoing.
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Figure 4: Physical Data Flow Model for Bio-analytical Labo-
ratory setup

3 CONCLUSION

The proposed data flow structure supports the integration of the
computational and communication domains with biological and
fluidic domains for biochemical and bio-analytical laboratories. By
implementing minor changes in entities, the proposed model could
help in the robust, scalable, and efficient operation of other types
of high throughput laboratory setups.
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ABSTRACT Droplet microfluidics enables studying large cell populations in chemical isolation, at a single-
cell resolution. Applications include studying cellular response to drugs, cell-to-cell interaction studies.
Such applications need a reliable and repeatable droplet generation with high monodispersity. Most systems
used in research rely on manual tuning of flow parameters on off-the-shelf instruments. Setups are highly
customized, limiting reproduction of experimental results. We propose an integrated, modular system for
automated aqueous droplet generation with high monodispersity. The system provides dynamic feedback
control of droplet size and input pressure. Input pressure is generated by two piezoelectric micropumps.
Droplet sizes are determined via light intensity measurement in an LED-photodiode setup. The system is
capable of wireless communication and has a low enough power consumption for battery-powered operation.
We report on the assembly and the underlying working principle, as well as an in-depth experimental
evaluation of the performance of the proof-of-concept prototype in aqueous droplet generation. Evaluation
was performed on a modular as well as on a system level. During module-level evaluations, aqueous droplets
were generated in a light mineral oil 4+ Span 80 surfactant carrier medium, using 3 different flow-focusing
junction geometries. The presented prototype had a significantly faster pressure stabilization time (10 s)
compared to a syringe pump-based reference setup (120 s). During system-level evaluation, deionized
water droplets were generated in a carrier medium of HFE7500 + PEG-PFPE triblock surfactant. Resultant
droplet sizes were benchmarked with microscopy. The system was able to repeatedly generate mono- and
polydisperse droplets on demand, with CVs between 5-10% in the ~50-200 wm droplet diameter range.

INDEX TERMS Lab-on-a-Chip, microfluidic, automation, pulsatile flow, droplet size control, droplet
generation rate control, optical feedback, pressure feedback, closed-loop control, wireless communication.

I. INTRODUCTION

Droplet microfluidics enables studying the response of cell
populations to specific chemicals, in isolation, at a very high
throughput [1]. Chemical isolation is given by encapsulating

The associate editor coordinating the review of this manuscript and

approving it for publication was Zhiwu Li
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cells into aqueous droplets in an immiscible carrier medium,
together with the chemicals for their treatment. For example,
antibiotics and resistant bacteria, to screen for antimicrobial
susceptibility, or circulating multi-drug resistant tumor cells
and chemotherapy drugs to screen for drug response among
other analysis targets [2], [3]. Working in droplets enables
1) higher throughput than conventional batch processing in
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2) a compact, highly integrated, automatic system as well
as 3) continued work with individual droplets downstream
[4]. Furthermore, it enables analysis of single-cells, or cell-
to-cell interactions [5]. Droplet microfluidics has additional
applications in chemical analysis and synthesis, as well as
bioanalyses other than cytometry (e.g., nucleic acids) [6].

However, imaging droplet flow cytometry necessitates
reliable and repeatable droplet generation with high droplet
monodispersity (1-5% [4], [7]) at moderate droplet genera-
tion rates (~1-3 kHz [7]). To date, open-loop control and/or
manual tuning of flow parameters to achieve desired droplet
sizes and stable droplet generation are most common [8], [9].
However, the target parameters are difficult to achieve and
maintain with manual tuning. Thus, automated droplet gen-
eration with closed-loop control (or in other words, an inline
quality control system of droplet generation) is necessary.
Zheng et al. [10] demonstrated a reduction of steady-state
error to <2% coefficient of variation (CV) across various
flow conditions in droplet digital polymerase chain reac-
tion (PCR) applications [11]. Similarly, Duan et al. [12]
achieved high monodispersity (<7.6 CV%) by implement-
ing a closed-loop control strategy, which was at least 90%
lower than with open-loop control. Additionally, Zeng and
Fu [13] addressed the challenge of predicting droplet size by
using closed-loop control to account for the nonlinearity of
flow-focusing. Moreover, a novel microfluidic system was
developed to optimize cell processing conditions using deep
learning algorithms for analyzing sensor data and closed-loop
control to update a pressure pump and maintain optimal
cell flow speed [14]. Several other works have demonstrated
closed-loop control of droplet sizes by tuning flow parame-
ters based on an image/video stream of the flowing droplets
[15], [16], [17]. Most demonstrated systems (TABLE 1) used
droplet imaging for control. However, overall throughput in
camera-based tracking is limited by the imaging throughput
of the camera (increasing throughput increases cost and heat
dissipation). The price/performance ratio of imaging droplets
for flow control (in contrast with cell imaging, which is a
different application) is also not optimal.

A compact system with a laser-photodiode setup for bub-
ble tracking was demonstrated in [18]. Such an integrated,
compact benchtop setup enables portability between labs,
which in turn enables transferring experimental workflows
with excellent repeatability. It also allows replication of
results, thus enabling virtual parallel labs and digital, rather
than physical exchange of results and knowledge. However,
at present, widely used setups are an ensemble of off-the-
shelf instruments, assembled specifically for the experiment
on hand, with little to no integration (TABLE 1). The lack of
integration means the setup (and results created with it) can-
not be easily transferred between labs. It is also notable that
while in microfluidics in general, syringe pumps are the most
popular choice due to their flow stability, affordability, and
ease of use, in droplet microfluidics, pressure pumps are also
very common, as they do not need refilling. The need to refill
the syringe causes interruptions in experimental workflows,
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FIGURE 1. CogniFlow-Drop concept: d with user d process
and di ional p ters are g ted aut tically from reagent
and samples needed by the user, with minimal user interaction, in a
compact, standalone device. These can then be collected for further

downstream processing, e.g., incubation and detection.

and possibly also the need to recalibrate flow parameters.
Finally, in our earlier reviews, we found a pronounced interest
towards low-cost instrumentation and the democratization of
instruments for droplet microfluidics [4], [19].

As of today, compact, integrated droplet microfluidics
instruments, particularly with wireless communication and
low-cost hardware, are uncommon. Setups exist that meet
some but not all criteria (TABLE 1) for a compact, modular,
automated, wirelessly communicating droplet generator.

In this work, we describe a proof-of-concept experimen-
tal setup meeting the aforementioned criteria, its underlying
methodology, and the evaluation of its performance in droplet
generation experiments. The CogniFlow-Drop system con-
cept (Fig. 1) offers the following advantages over the state
of the art (TABLE 1):

1. It is integrated and modular (some modules can be
swapped out for easy upgrades), improving reliability,
and enabling portability. These features ensure that
results and workflows are transferable between labs
(enabling creation of virtual parallel labs).

2. It is low-cost (~650€) compared to commonly used
experimental setups built from off-the-shelf compo-
nents. With future development, modularity will enable
customization, affordability will open wider collabora-
tion using the platform.

3. Can offer comparable performance to commonly
used droplet generation setups through its dual-PID
control of droplet size and generation frequency.
With future optimizations, can significantly reduce
carrier/sample/reagent waste. Furthermore, through
automation, can ensure better repeatability without
manual recalibration or in-depth knowledge of the tech-
nology.

4. Measures droplet generation in real-time via inten-
sity change in a simple LED-photodiode setup (water
droplets, passing between, causing a change compared
to the carrier medium).

5. Uses tilting mounts to reliably set up chip, light
source, and detector alignment, to optimize chan-
nel/droplet visibility in a given microfluidic chip. This
also increases reproducibility of results.

6. Uses wireless communication, which enables remote
control and monitoring of the system.

VOLUME 11, 2023
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TABLE 1. Overview of the state-of-the-art feedback-controlled droplet g

s compared to our novelty.

. Flow control Continuous phase |Discrete phase| Monodispersity Integrated & L
Reference| Flow actuation algorithm fluid fluid (CV%) Flow sensor standalone? Communication
Programmable Calcium
. . . <769
[12] pressure pump PID controller Silicone oil chloqde 7.6% N/A
solution
- . Pressure
0,
[ Pressure pump PI controller Silicone oil Water 2% sensor
[16] Pressure pump PID controller Fluorinated oil Water 0.32% N/A
[13] Pressure pump PID controller Silicone oil Water N/A N/A
No
[34] Microvalves PI controller Silicone oil Water No St:;lgl}_;smte N/A USB
(357 | Syringe pump, and BSA in NaCl Nitrogen
gas regulator PI controller g N/A N/A
. Paraffin + 10% RMSE reduces from
[36] Syringe pump PID controller Span80 Water 3410048 N/A
. . . Pressure
[37] Pressure pump Pi controller Silicone oil Water N/A sensor
. - Laser-
[18] Gas-driven Dual-PID (pressure, Water + Tween80 | C4F,o/CO, gas N/A aser Yes
bubble size) control photodiode
Our Dual -PID (pressure,l HFE7500/ mineral LED-
work Dual piezo pumps | droplet size/gen. oil + tri-block Water 5-10% hotodiode Yes WLAN
rate) control surfactant p

7. Has a sufficiently low power consumption (~8.0 W)
that it can be powered from batteries for portable
operation (based on the estimated consumption, >4.5h
battery life on a 10000 mAh Li-ion power bank).

1. COGNIFLOW-DROP SYSTEM PROTOTYPE

In this section, we present a structural overview of the com-
plete prototype assembly (Section II-A), then in following
sections (Section II-B to II-D) overview each system module
in detail, including both hardware and software, from a struc-
tural as well as functional perspective (working principles).

A. OVERVIEW

The system prototype (Fig. 2/4) was constructed as a com-
pact, modular assembly with an emphasis on ease of use and
low hardware cost. In this section, we overview the assembly
and subassemblies, and link to sections with further details on

VOLUME 11, 2023

each. The system consisted of three main modules (see also
block diagram in Fig. 3) and the enclosure:

1) Electronics module (Section II-B and Fig. 2/1): func-
tionally responsible for communication, instrument
control and signal processing. Physically was con-
structed as a stack of stages onto which electronic parts
were mounted:

a) Power supply unit (PSU) stage (Fig. 2/1/a):
mounted the RJ45 adapter, the power switch, the
mains connector, and the PSUs (ECS45US05,
XP Power).

b) Pump controller and pressure sensor stage
(Fig. 2/1/b): mounted the pump controller inter-
face (with the low-level pump controller running
on an ESP32 DevKitC board) and pressure regu-
lation board. The stage was shielded from noise
from above and below by copper plates attached
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D Load-bearing components

[ enclosure
B e
B Fiics
- Optics
- Electronics

FIGURE 2. Prototype assembly, consisting of modules: (1) electronics
module consisting of the power supply stage (a) , the pump driver and
pressure sensor stage (b) and the stage that contained the RPi4B as well
as the ADC and filtering circuit for the optical sensor (c) plus the

g copper shielding plates. (2) The sensorics module,
con5|stmg of the base stage with the photodiode and lens (a), the
microfluidic chip mount stage (b) and the light source mount stage (c).
(3) fluidics module, which included L-mounts for the pumps (a) and a
foam-padded enclosure (b), as well as (c) sample, reagent, and product
collection containers. (4) The enclosure with 3D printed internal and
external walls, as well as a wooden base plate to which all modules were
mounted for stability. The M5 bolts mounting the stages of the modules
are hidden in the close-up explosion views (1)-(3).

to and grounded through structural conductive
threaded rods.

¢) Communication, control, and signal processing
stage (Fig. 2/1/c): mounted the Raspberry Pi
4B (RPI), responsible for system control and
communication, and the filter-amplifier, analog-
to-digital conversion (ADC) board for the optical
Sensor.

2) Sensorics module (Section II-C and Fig. 2/2): func-
tionally responsible for optical flow rate measurement.
Physically also holds the microfluidic droplet generator
chip and consists of the following stack of stages:

a) Photodetector stage (Fig. 2/2/a): the photodetec-
tor PCB and the connecting microscope lens were
mounted to the bottom plate.
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b) Chip mount stage (Fig. 2/2/b): included the chip
mount with 3 degrees of freedom (DoF; height,
roll, pitch) and a removable microfluidic chip
holder.

c) Light source mount stage (Fig. 2/2/c): positioned
at the top of the sensorics module was an analo-
gous 3 DoF mount stage for the light source as
was for the chip mount stage. The light source
was an LED, soldered to a 25 mm x 75 mm sized
PCB. A diffuser/lens was attached over the LED.
Aluminum or large copper area on the PCB was
used for heat dissipation from the LED.

3) Fluidics module (Section II-D and Fig. 2/3, Fig. 2/1/b,
Fig. 2/2/b): functionally responsible for generating
droplets from the carrier medium, reagents, and sam-
ple(s). Additionally responsible for dampening sec-
ondary vibration and sound produced by piezoelectric
micropumps.

a) Pump mount (Fig. 2/3/a): both pumps were
mounted on an L-shaped mount. The pumps were
fastened to the mount with shock dampening rub-
ber in between.

b) Shock- and audibility-dampening piezopump
enclosure (Fig. 2/3/b): 2-part enclosure with rub-
ber padding fitted around the micropumps for
additional sound absorption. The top of the enclo-
sure was designed with slots for three 100 ml lab
bottles.

¢) Liquid containers (Fig. 2/3/c): included the
reagent and sample containers, as well as the
product collector.

d) Pressure sensors (mounted to electronics module
Fig. 2/1/b)

e) Fluidic chip (mounted to sensorics module
Fig. 2/2/b)

4) Enclosure (Fig. 2/4): held the components together,
including the interior walls between compartments,
as well as the external enclosure. The base plate was
a wooden board of 22 cm x 33 cm x 1.8 cm, selected
to provide mechanical support to the assembly. Internal
walls were used to route cables and tubing, as well
as providing slots for T-junctions that bridged con-
nections between the microfluidic chip, the pumps,
and the pressure sensors. All plastic components were
3D printed. Load-bearing components were 3D printed
with a Prusa i3 mk3S, the T-junctions [20] with an Any-
cubic Photon Mono. Electronics and sensorics modules
were fastened to the base plate with structural ISO
M6 size threaded rods, whose internal components
were fastened to load-bearing components with ISO
M3 size bolts (metal fasteners are hidden on the explo-
sion views for better clarity). The pump enclosure was
fastened to the base plate with ISO M3 size bolts.
The chip mount stage was set between spring-loaded
knurled nuts (DIN 466 M6) to reduce vibrational
sensitivity.
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FIGURE 3. Conglow—Drop device: in the device, oil-water droplets of a

defined size are g ted, encapsulatlng cells and reagents of
glven kinds. The regulatlon of droplet sizes takes place by means of
simultaneous pressure and flow rate control, resulting in a high control
precision (in terms of CV% [coefficient of variation] of droplet diameter).
The system implements distributed wireless control in an event-triggered
manner [25].

B. ELECTRONICS MODULE

1) FLOW CONTROL STRATEGY

For the pressure-driven droplet generator, a dual-PID con-
troller strategy with two feedback loops (inner and outer
feedback loops, Fig. 4/a) was designed and implemented:

o The inner feedback loop was used to rapidly reach target
pressure levels in the microfluidic chip and to reduce
pressure fluctuations, inherently induced by the droplet
pinch-off process, the pulsatile nature of the microp-
umps and the rapid target pressure level approach. The
inner loop consisted of PID controllers for each microp-
ump separately.

« The outer feedback loop was used to reach and maintain
user defined droplet size and generation rates through
discretized light sensor data.

The proposed design of the dual-PID control strategy
(depicted on Fig. 4/a) for the CogniFlow-Drop system can
be described as follows:

1) The inner PID closed feedback loop used pressure read-
ings from sensors 1 (Sy) and 2 (S,) of pumps 1 and 2,
respectively, as well as pressure readings from sensor 3
(S3) at the microfluidic chip’s output.

2) The PID controller associated with each pump reg-
ulated the pressure drop across the chip using the
differential pressures (i.e., S1-Sz, S1-S3) as feedback.
The accurate and rapid control of pressures produced
by the inner feedback loop action improved the stability
and precision of the outer feedback loop.

3) The outer PID controller achieved user-defined droplet
size and droplet generation frequency set points
(dser and fier) by adjusting the pressure of pump
1 and 2 respectively (i.e., disperse and continuous
phase flows). The size related pressure target was
derived from using the error (e;) between the set point
(dset) and the average measured droplet size (dp).
The generation frequency related pressure target was
derived from using the error (er) between the set point
(fset) and the average measured droplet generation fre-
quency (fim). By fixing the disperse phase pressure, the
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control variable relationships between ‘“‘droplet size”
to “disperse phase pressure’” could be made as ““droplet
size” to “‘continuous phase pressure”, depending on
the sensitivity of the target parameter to the fluid phase
type [21].

In reference to our earlier work, the PID controller parame-
ters (i.e., proportional gain, integral gain, and derivative gain)
were derived using a Genetic Algorithm (GA). The dual-PID
control strategy, adapting the framework implemented with
MATLAB, Simulink in [22], was modified to include droplet
generation frequency control for the presented version of the
droplet microfluidics system, using Python.

2) PUMP CONTROLLER AND PRESSURE SENSOR STAGE
The pumping system embedded into CogniFlow-Drop was
an updated version of the non-automated dual-channel piezo-
electric pumping device demonstrated in our earlier work
[23], [24]. Relevant notable modifications to our standalone
pump PCBs ([24]) are mentioned in the electronic supporting
information (ESI) S1.

While the base design with all its features was carried over,
standalone operation (wireless communication and battery
power) was not. Wireless communication was not necessary
as the pump controller exchanged commands and sensor data,
as well as received power, over a USB cable connecting
the pump controller (ESP32) to the main controller (RPI).
Additional updates were required to be made to the pump
controller firmware from the earlier work ([24]) with relevant
notable ones mentioned in ESI S1.

3) COMMUNICATION, CONTROL, AND SIGNAL PROCESSING
STAGE

RPI was selected as the main controller for the system due
to its quad-core processor and extensive interfacing options.
It ran Ubuntu desktop (ver. 21.10) with its tasks written in
Python 3.9 and C++. With four cores, the RPI was able to
dedicate one for each independent task:

1) Communication with the user, over local network,

using the methodology described in Section II-B-IV.

2) Communication with the pump hardware described in
Section II-B-II.

3) Interpretation of data obtained from the optical sensor,
expanded upon in Section II-C.

4) Calculation of pumping pressure targets based on both
the measured pressure data (obtained from task 2)
and the resolved optical data (obtained from task 3),
detailed in Section II-B-I.

The interpretation of links between tasks and their interac-
tions with parts of the system, external from the Raspberry
Pi, are shown in Fig. 5, and an explanation with more details
about the internal mechanism of each task is described in
ESI S2.

4) USER INTERFACE
Data and information flow are critical aspects when con-
sidering the design of any bioanalytical device. In our
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previous work we presented a framework for integrating
event-triggered wireless data distribution and information
flow into a bioanalytical device [24]. In this work, we focus
on structured data serialization (along with metadata) using
Google’s Protobuf serialization protocol [25]. With this
method, the number (and type) of devices in the network
could be extended with minor edits to the data structures.

Inter-host communication was performed using an
enhanced Communication Abstraction Layer (eCAL, v5.9.5)
middleware [27]. The data rate through eCAL was payload
dependent, and the employed data-centric communication
architecture offered low latency communication with fair
reliability.

Data was sent between devices along with a unique device
ID and name, chip name, flow rate, transmission/reception
status, flag for different process activation, and droplet size
(see example in Fig. 6/a) and message ID. On the pub-
lisher/sender side, a Protobuf message object (see example
in Fig. 6/b), was created based on the data structure defined
and serialized using the Protobuf protocol, followed by being
broadcast to any listening device. For any device to catch
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and information from the other three cores to start, stabilize and

the broadcast data, an eCAL subscriber/receiver function
was cyclically polled. Concurrently, the method was used
in reverse to transfer data from the controlled device to the
controller. Devices could communicate with each other in an
event-triggered wireless or wired manner. The overall data
transfer mechanism is shown in Fig. 7.

The CogniFlow-Drop prototype could be controlled via the
graphical user interface (GUL Fig. 8) by defining parameters
for droplet generation rate and size and passing them on using
the available task specific buttons. If the chosen parameters
were not within acceptable limits or of the wrong type,
an error was presented, asking for appropriate corrections.
The entered parameters were serialized by protocol and sent
to the other device in the form of messages. Unless manually
halted from the GUI, tasks were halted automatically on the
controlled device after completion.

5) OPTICAL FEEDBACK SIGNAL ACQUISITION
The digitization PCB before signal processing on RPI, was
made with three stages.
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The first stage, receiving the feedback signal directly from
the sensorics module described in Section II-C, was a 2™
order Sallen-Key low pass filter. The filter was designed
for detection of up to 5000 droplets per second without
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FIGURE 8. ECAL based Graphical User Interface (CogniFlow-Drop v1.0).

distortions, with a cutoff frequency at ~7.26 kHz and a
quality factor of ~0.64. Filtering was necessary to reduce
noise acquired from the system (in most part from the used
switch-mode PSUs).

Before discretization with an ADC, to maximize the infor-
mation gained from the incoming, filtered optical signal, per
bit, an adjustable inverting amplifier stage was used. This
enabled scaling of captured waveform to the ADC’s analog
input limits. Additionally, this filter-amplifier circuit was
designed to discard any inherent DC component from the
optical signal and bias it instead with 2.5 V, to position it in
the middle of the 0 to 5 V ADC measurement window.

The converter used was a 16-bit ADC (ADS8681, Texas
Instruments). In the presented version of the system, the PCB
on which it was installed was a perforated protoboard, which
introduced additional noise to the measured signal due to a
non-ideal splitting of digital and analog signals.

C. SENSORICS MODULE

1) DROPLET MEASUREMENT HARDWARE

In our previous works, we demonstrated cost-effective
imaging [28] and non-imaging [29] droplet flow sensor
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with parts aligned to the axis marked with a dashed yellow line. (a) An
LED with an LED driver is soldered to a printed circuit board (PCB) that is
used to illuminate the microfluidic chip. In addition, a matted lens is used
to diffuse and focus the light. (b) A PDMS-glass microfluidic chip is
mounted to the chip holder with a metal plate with a micro-drilled
pinhole positioned underneath. (c) A non-imaging photodiode collects
light, while a high gain transimpedance amplifier is added nearby. On a
ted along with a lens holder and

custom PCB, comp are
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prototypes with up to 750 frames per second throughput.
With cost-effectiveness in mind, a more compact setup with
a higher throughput for capturing droplets during generation
was constructed as follows (Fig. 9):

o A light source constructed of a cold white 1 W
wide-beam LED (Fig. 9/a). Soldered to a PCB with
large copper areas for heat dissipation. Current-limited
to ~150 mA using an LED driver.

o The light source was covered with a diffusing lens
(Fig. 9/a) to reduce its beam angle and reduce beam
intensity variations from smaller misalignments with the
Sensor axis.

« A PDMS-glass microfluidic chip, further detailed in
Section II-D (Fig. 9/b).

« A thin metal plate, with a noise-reducing micro-drilled
pinhole (sized proportionally with the chip’s junc-
tion width), positioned beneath the microfluidic chip
to increase the relative dimming impact of a passing
droplet (Fig. 9/b).

o Based on Texas instruments application [30], using
a 1 MQ as feedback resistor instead, to obtain a gain
of 1 MV/A and a 1.3 pF capacitor for stability at
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higher frequencies, a photodiode (PD) sensor (Osram
SFH 2240, Fig. 9/c) was connected to a transimpedance
amplifier (TIA). A 20x microscope lens was mounted
to the PCB, over the sensor, for improved focus of the
droplets flowing in the microchannel.
Using the droplet flow sensor setup described above,
a theoretical detection throughput was raised above
10000 droplets per second.

2) DETECTION OF DROPLET SHADOWS

The chip mount (Section II-A-II-b and Fig. 2/2/b) was posi-
tioned between the light sensing PD and the light source,
all of which were vertically aligned to the pinhole under the
outlet junction of the microfluidic chip (Fig. 9). As gener-
ated droplets were moving over the pinhole, a shadow was
cast through it, onto the PD. The changing current through
the PD was converted to voltage using a high-gain TIA,
passed on to a connected filter-amplifier circuit in the elec-
tronics module (Section II-B-V and Fig. 2/1). The filtered
signal moved through a DC decoupler into an inverting and
level-shifting amplifier circuit. The extra amplification also
provided compensation when the height of the light source
was adjusted. The inversion of the photodiode voltage meant
that any increase in the shadow corresponded to an increase
in measured voltage. The filtered and amplified photodiode
output was discretized with the ADC and sent over to the main
control board using SPI. The RPI dedicated 1 of its 4 cores to
communicating with the ADC, enabling photodiode voltage
sampling rates of up to ~440 kHz (without an interpretation
algorithm).

D. FLUIDICS MODULE

1) DROPLET GENERATION CHIPS

The microfluidic chip designs used in this work were adapted
from the group’s earlier works, notably the ““Droplet counting
chip” in the ESI of [31]. The principle design (Fig. 10/a) was
a flow-focusing device (FFD) laid out on an SU8 mask in
multiple copies with different junction widths and geome-
tries. In TABLE 2 the chip designs used in experiments in this
work are shown. The mask design is openly available on our
GitHub [32]. Silanized silicon-SU8 masks were purchased
from the BioMEMS group of the Hungarian Academy of
Sciences [33]. PDMS-glass chips were fabricated as follows:
1) PDMS was molded off the mask (PDMS was allowed
3 days at room temperature to cure and degas), 2) the
PDMS was punched to create ports using a tissue biopsy
tool, 3) PDMS and glass surfaces were cleaned from dust,
4) surfaces were activated with oxygen plasma generated
by a handheld corona discharge surface treater, 5) surfaces
were bonded, 6) chip walls were coated with Novec™1720
Electronic Grade Coating.

2) MOUNTING OF THE DROPLET GENERATION CHIP
The removable chip holder (Section II-A-II-b) in the sen-
sorics module (Fig. 2/2/b) had a 2 by 2 mm square hole at the
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FIGURE 10. Parameterized flow-focusing device for controlled droplet generation. Oil inlet is split equally and filtered through micropillar
arrays to prevent impurities on the oil line from clogging the junction. The outlet has a 1 ml gas spring attached to smoothen out flow rate
fluctuations coming from the pump. Chip variant A/B (a) had a 90-degree entry in the flow-focusing junction, whereas variant C (b) had a
38.33-degree entry angle and a shorter outlet length. There was no other difference between the 3 chip variants apart from the junction width.

Water inlet, outlet and oil line widths were the same.

TABLE 2. Primary/main mould design p ters for microfluidic droplet g tor chips.
Chip variant A B C
Junction width [mm] 90 125 280
Junction angle of entry [] 90 38.33
Oil inlet width [mm] 360
Water inlet width [mm] 6
Outlet width [mm)] 0.6
Number of filters 2

center, over which the metal plate (Fig. 9/b) with a pinhole
was placed. The pinhole was manually centrally aligned with
the square hole in the chip holder. Lastly, a droplet generation
chip was positioned on the pinhole plate and fastened to the
holder. The chip was aligned to have the pinhole beneath
the chip’s outlet channel, ~300 pwm after the cross-junction.
For the used chips, this distance mitigated capturing form-
ing droplets and deforming droplets flowing into the wider
section of the outlet where capturing distinct droplets could
be jeopardized by the loss of gaps between droplets. The
assembly was attached to the top of the 3 DoF chip mount
(Section II-A-II-b and Fig. 2/2/b).

Ill. EVALUATION METHODOLOGY

In this section, we present the prototype system evaluation
methodology used for characterization and benchmarking on
a system as well as on a submodule level.

The first test series (Section III-A) focused on evaluation
of system submodules or groups of submodules. Fine-tuning
steps were also taken to prepare for the system integration.
The second test series (Section I1I-B) focused on character-
izing and benchmarking the integrated system prototype in
droplet generation.
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In all test setups, droplets were generated using fluids as
described in TABLE 3.

In all test setups including a camera, a high-speed cam-
era module (acA640-750uc, Basler) was used. The camera
frames were captured in real time on the computer using
Basler’s pylon Viewer software.

A. SUBMODULE EVALUATION

The test setup used (Fig. 11/a) in this section was an early
proof-of-concept implementation of the full experimental
setup presented in Section II-A. The setup was derived
from components demonstrated in our earlier works ([23],
[24]). In the setup, DIW was used as the disperse phase,
oil A or B as the continuous phase. Both phases were
pumped into the droplet generation chip using our custom
pumping system based on Bartels Mikrotechnik micropumps
(mp6-liq). Results are presented in Section IV-A.

1) PRESSURE-BASED SYSTEM FEEDBACK MODELLING

Tests done with the following methodology gave results for:
characterization of pressure control, definition of voltage to
pressure transfer functions and tuned pressure feedback PID
gains using the transfer functions.
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TABLE 3. Fluid pt used in droplet g ion experiments.
A B
Disperse phase deionized water (DIW) deionized water (DIW)
Continuous Sigma-Aldrich 33079 mineral oil + 2% w/w HFE 7500 fluorocarbon oil + 2% w/w surfactant
phase surfactant (Span® 80, Sigma-Aldrich) (perfluoropolyether (PFPE)-poly(ethylene glycol)
(PEG)-PFPE triblock)
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The pressures at the inlets and outlets of the microchan-
nel were measured using Honeywell pressure sensors
MPRLS0015PGO0O00SA and MPRLF0250MGO0000SA,
respectively, with a sampling rate of ~166 Hz. To obtain pres-
sure to pump driving voltage relationships, driving voltage
tests were conducted. For three chip variants (relevant chip
dimensions in TABLE 2), the driving voltage of the piezo
pumps ranged from 25 V to 250 V, with a step size of 25 V.
Corresponding pressures were recorded for a duration of one
minute at each step with the steady state averaged as the
resulting pressure value. Measurements were done separately
for DIW and oil A. Unwanted transients or spikes in the
experimental data were removed using median filtering (per-
formed in MATLAB).

To tune the PID gains, experimental data (from our earlier
works [21], [22]) demonstrating the effect of inlet pressure
on droplet size were used in MATLAB to derive pumping
system component transfer functions. The transfer functions
were implemented in Simulink in a setup-derived closed loop
feedback model. PID K-values were found among six objec-
tive function criteria obtained from using genetic algorithm
method: the Integral Squared Error (ISE) criterion; the Inte-
gral Time Squared Error (ITSE) criterion; the Integral of Time
Absolute Error ITAE) criteria; the Integral of Absolute Error
(IAE) criterion; the Mean Squared Error (MSE) criterion; the
Integral Error (IE) criterion).

2) SYRINGE PUMP VS. PRESSURE-DRIVEN PUMP

As laboratories often use syringe pumps for droplet microflu-
idics, the performance of our pressure-based micropump
system against syringe pumps was compared here.

104914

20000

20000

15000

15000
vp
10000

Pressure Drop [Pa]

(water inlet pressure — outlet pressure)
Pressure Drop [Pa]
(oil inlet pressure — outlet pressure)

3 E) 160 130 200 50 3 % 160 130 250 £
Pump Driver Voltage [V] Pump Driver Voltage [V]

FIGURE 12. Pressure drops vs. peak-to-peak voltages of the piezoelectric
micropump for the chip variants with cross-junction widths: 90 xm with
DIW (a) and with oil A (b); 125 xm with DIW (c); and 280 xm with DIW (d)
and with oil A (e). Driving frequency for water pump was 200 Hz
sinewave. The driving voltage waveform was 200 Hz sinewave for the
water pump and 50 Hz sinewave for the oil pump.

Two syringe pumps (NetPump, SpinSplit LLC, Budapest,
Hungary) with plastic syringes were used to pump oil A
and DIW into chip variant A. Pressure sensors were set in
the established configuration (Fig. 11/a). The syringe pumps
were connected to local network via Ethernet and interfaced
with SpinStudio (SpinSplit LLC, Budapest, Hungary) on a
desktop computer. Droplet formation was observed using a
camera, placed beneath the FFD’s cross-junction. Syringe
pumps were set to run for about four minutes, with fixed flow
rates (Fig. 14/a), producing uniform droplets. One minute
from the end of the steady state period of the measured oil
and water pressure drops over the chip were averaged and
used as targets for the pressure pump PIDs corresponding
to the matching fluid phase. Followingly, the inlet tubes
were disconnected from the syringe pumps and connected
to the pressure pumps. For two minutes, pressure pumps
were pumping oil and water with closed loop control, with
comparable pressure (Fig. 14/b).
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——Measured oil pressure (S2-S3) - Piezo pump - PID target 16922 [Pa]

FIGURE 14. Pressure stabilization experiments performed on the setup
shown in Fig. 11/a. Syringe pumps were set to pump with 12 xl/min for
DIW and 24 pl/min for oil A. One minute period from the end of stable
state pressures on (a) were averaged and used as pressure targets for the
piezoelectric micropump PIDs. a) Responsiveness of flow-rate driven
system (with third-party syringe pumps); b) Responsi of our
pressure-driven system.

3) SENSORICS, PHOTODIODE VOLTAGE INTERPRETATION

Before droplet observations with a PD, a camera was used
to analyze possible scenarios. Droplets were generated with
DIW in separate combinations with oil A and B (TABLE
3). Droplets were recorded as image series to a computer
and afterwards analyzed visually. Additionally, images of
droplets were scanned through a custom pixel color sum-
mation program, used to estimate possible collectable wave-
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forms from the PD. The custom program had an additional
feature to roughly mimic a variable pinhole (determinable by
the angle of the droplet generation chip in the chip mount).

4) SYSTEM CONTROLLER BENCHMARKING

The selected controller (RPI) had a quad core processor
limiting concurrent tasks to four. Additionally, with RPI run-
ning a desktop OS, loop stability of each task, split using
multiprocessing Python library, was measured in a one-time
operation — finishing with complete termination processes.
As this required all connected submodules, the test took place
at the final stages of integration. All tasks running in parallel
on RPI were timed over a 90 second droplet generation
operation using chip variant C with oil B.

Furthermore, three additional 90 second tests were run
(2 with chip variant C and 1 with chip variant B). After 45 sec-
onds into the tests, ~3 seconds of ADC data (from task/core
3) was logged in more detail to analyze controller related
latency and performance with a custom droplet interpretation
algorithm. In the same period, a sample image was taken from
the waveform entering the ADC, visualized on a connected
oscilloscope (DSO5014A, Keysight).

B. SYSTEM EVALUATION
In system evaluation methodology, unless specified other-
wise, oil B (TABLE 3) was used as the continuous phase.

1) DROPLET SIZE AND FREQUENCY CONTROL

For this evaluation process, two sets of target series tests (size
and generation rate) were conducted for each of the two chip
variants (B and C) — shown on TABLE 4-7. All samples in
series were given 15 seconds for stabilization which was dis-
carded from further calculations. The remaining 21 seconds
for each sample was used for CV% and error calculations.
Due to geometric differences between chip variants, target
ranges of named series were limited to combinations more
likely to produce droplets.

2) MEASUREMENT OF COEFFICIENT OF VARIABILITY OF
GENERATED DROPLETS

To measure the stability of droplet generation with the
proposed system, coefficients of variability (CV %) were cal-
culated from “digitized” droplet data (relative droplet size
over the photodiode as voltage and droplet generation rate
as frequency from droplet-to-droplet period) obtained with
specified droplet feedback PID targets after the setup was ran
through the calibration algorithm described in ESI S3. CVs
were calculated from voltage and frequency series obtained
from dual-PID tests, allowing 15 seconds for stabilization at
the start of each stage. This left 21 seconds of stabilized data
on each target for CV calculation. CVs were also calculated
from additional datasets made with longer stabilization (30 s)
and stable periods (45 s). As generation frequency did not
strictly apply to droplet length, CV of generation frequency
was not combined with relative size CVs. However, droplet
generation frequency target series were further quantitatively
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TABLE 4. Chip B - voltage target series over fixed generation frequency targets.

Fixed Voltage / Size Voltage / Size Voltage / Size
Generation Rate Target 1 Target 2 Target 3
Target
1 200 Hz 2.0V 2.8V 36V
2 400 Hz 20V 2.8V 3.6V
3 600 Hz 20V 2.8V 3.6V
4 800 Hz 20V 2.8V 3.6V

TABLE 5. Chip B - frequency target series over fixed voltage (size) targets.

Fixed Voltage / Generation Rate Generation Rate Generation Rate Generation Rate
Size Target Target 1 Target 2 Target 3 Target 4
1 2.0V 200 Hz 400 Hz 600 Hz 800 Hz
2 2.8V 200 Hz 400 Hz 600 Hz 800 Hz
3 3.6V 200 Hz 400 Hz 600 Hz 800 Hz
TABLE 6. Chip C - voltage target series over fixed generation frequency targets.
Fixed Voltage / Size Voltage / Size Voltage / Size Voltage / Size
Generation Rate Target 1 Target 2 Target 3 Target 4
Target
1 200 Hz 3.2V 3.4V 36V 38V
2 300 Hz 3.2V 3.4V 36V 3.8V
3 400 Hz 3.2V 34V 36V 38V
4 500 Hz 3.2V 34V 36V 38V
TABLE 7. Chip C - frequency target series over fixed voltage (size) targets.
Fixed Generation Generation Generation Generation Generation
Voltage / Size Rate Target 1 Rate Target 2 Rate Target 3 Rate Target 4 Rate Target 5
Target
1 3.2V 200 Hz 300 Hz 400 Hz 500 Hz 600 Hz
2 3.4V 200 Hz 300 Hz 400 Hz 500 Hz 600 Hz
3 3.6V 200 Hz 300 Hz 400 Hz 500Hz 600-Hz
4 3.8V 200 Hz 300 Hz 400 Hz 500Hz 600-Hz

analyzed via standard deviations and CVs (further detailed
in ESI S4). Multiple CV sets were required for observ-
ing the impact from droplet generation frequency, pumping
frequency (as piezo pump driving frequency) and average
pressure in the chip to droplet size CV.

In addition, to attest to the meaning and comparability
of voltages obtained from the photodiode, claimed as corre-
sponding to droplet size, visual data of droplets was needed.
For visual data, droplets, generated with fixed pressure
targets, were collected into an Eppendorf Tube@®) to be mea-
sured afterwards. Imaging for measurements was done with
a trinocular microscope (BX61, Olympus) using a camera
(DP70, Olympus) and a 4x/0.16 lens (UPLSAPO, Olym-
pus). CVs and averaged cross-sectional areas and diameters
were calculated using Image] software (further described
in ESI S5). For better viewing, droplets were pushed into
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Countess™ Cell Counting Chamber Slides (ThermoFisher)
with a channel height of 100 pm.

IV. EVALUATION RESULTS AND DISCUSSION
In all tests, droplets were generated with liquids following the
naming scheme given in Section III.

A. SUBMODULE EVALUATION

1) PRESSURE-BASED SYSTEM FEEDBACK MODELLING

With the ramping pump driving voltage (25 V to 250 V) tests,
linear correlation between voltage and pressure generated in
tests with all chip variants were observed (Fig. 12). The rela-
tionship of pressure drops across the chip to pumping voltages
varied for the different chip variants. This was quantified
with the voltage-to-pressure coefficient (Cyp). Furthermore,
while the rising trend of the C,p of water tests was rising
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along with the cross-junction width, the ratio of water and
oil Cy, was different between chips with different oil entry
angles (Fig. 12/a-b vs. Fig. 12/d-e). The coefficients obtained
with chip A were used in the controller design to account for
differences in junction widths.

Based on our earlier works [21], [22], the system compo-
nents were mathematically represented as transfer functions
in eqns. 1-3, using the collected data in MATLAB software.

—17.425 + 83.92

Lo = =060 M
—8.40s 4+ 30.6123
thpoil = 0216 @
19.04s + 0.339
t.1.chipoo = 10275 3

where t.f.pwa is the transfer function of the water pump, t.f.poi1
the transfer function of the oil pump, and t.f.chipoo the transfer
function of the chip variant A. From Simulink results the
controller parameters with the lowest fitness values (error)
were chosen for real-world experiments. PID’s K,,, Kj, K4
values for water pump (10.5, 60.77, 1.64e5), obtained from
the IE objective function, resulted in good long-term stability,
albeit with an overshoot, whereas Kp, Kj, Kq values (6.69,
46.10, 5.81e-5), obtained from the IAE objective function,
resulted in a response with negligible overshoot, but instead
with oscillations around the target value. Based on the com-
parison of GA tuning results (Fig. 13), manual adjustments
to K; were made to prevent overshoot and maintain good
stability, with new Kp, Kj, Kq values (10.5, 17.5, 5.81e-5) for
water. Following the same process, Ky, Kj, Kq values were
found for oil (40.0, 18, 4.78¢-4).

2) SYRINGE PUMP VS. PRESSURE-DRIVEN PUMP

The pressure stabilization and steady states of the two test
scenarios described in Section III-A-II are shown in Fig. 14.
Syringe pumps took approximately 120 seconds to reach a
reasonable steady state for new pressure targets, with minor
oscillations persisting. Slower response time for syringe
pumps was attributed to linear operation of the motors’
speeds, however, the likely cause for persistent oscillations
was attributed to inconsistent friction of the syringe’s rubber
gasket. In comparison, pressure-driven micropumps showed
better responsiveness and stability between changing input
pressure targets, taking about 10 seconds to reach the defined
inlet and outlet pressure values.

The faster response rate helped significantly reduce exper-
iment runtimes and reagent waste during the system evalua-
tion tests (Section IV-B, e.g., exploring ranges of producible
droplet sizes and generation rates).

3) SENSORICS, PHOTODIODE VOLTAGE INTERPRETATION

While generating droplets using oil A, the formed droplets
(Fig. 15) indicated that once the droplet’s diameter exceeded
the larger dimension of the channel (Fig. 15/c), the shadow
caused by refractions in the phase transition region would
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FIGURE 15. Recorded camera images of droplets generated with DIW and
oil A in a 125 um wide microfluidic channel taken at 555 frames per
second under brightfield LED. a) ~58.4 um length droplet, generated with
5.2 kPa and 11.0 kPa for water and oil pressures respectively;

b) ~112.7 um length droplet, generated with 5.2 kPa and 9.5 kPa for DI
water and oil A pressures respectively; ¢) ~182.0 xm length droplet,
generated with 5.2 kPa and 7.5 kPa for water and oil pressures
respectively.

intensify. Furthermore, a central low refraction region would
emerge.

The possible impact of the low refraction region on the
captured photodiode light intensity waveform was estimated
from the custom pixel color summation program (Fig. 16).
Given the fixed size moving window on Fig. 16/a-c, it was
noted, that even with a longer than “window size” droplet,
whose diameter was less than the larger dimension of the
channel (Fig. 16/b), the estimated waveform gained lit-
tle to no distortions. Mild distortion could be attributed
to the bullet-like shape of the droplet. However, a much
more noticeable distortion was noted once the low refraction
region became significant relative to the window size. The
non-phase transition region had the potential to invert the tip
of the waveform. The impact of this effect was amplified with
a less viscous continuous phase, as that reduced the surface
tension of the droplet and the intensity of the droplet’s shadow
along with it.

Using oil B for the continuous phase, generated droplets
showed inherently thinner phase transition regions and gave
way for larger low refraction regions (Fig. 17). The images
show a case where not only was the phase transition region
very thin, but the aligned droplet acted like a lens (Fig. 17/c).
To further inspect the impact of such cases, consecutive
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FIGURE 16. Rotated and cropped camera i in Fig. 15,
respectively, were scanned with a fixed snze movmg wmdow, indicated by
green vertical lines to obtain corresp tensity g (blue

form above droplet i ). a) low-distortion trlangular waveform
produced by the ~58.4 um length d with a relati
multiplier of 20.0; b) low-distortion tri | form prod ed by the
~112.7 um length droplet wnh a relatlve mtensﬂy multiplier of 10.0;
<) high-distortion trapezoid. ak) form produced by the
~182.0 um length dropl with a rel o y multiplier of 5.0.

frames were viewed in the custom pixel color summation
program (Fig. 18). Due to the usage of a pinhole, the extra
shadows at the edges (background noise) were subtracted
from further intensity calculations using the 6™ additional
frame (Fig. 18/f). Seen from Fig. 18 with a droplet, sized large
enough to be squished in the microfluidic channel, flowing
in low viscosity oil B, the possible recorded waveform for
a single droplet could resemble a much more severe case of
Fig. 16/c — instead of a slightly dipping peak, a waveform
section representing a single droplet with a possible dip as
low as to split into two discernible droplets.

4) SYSTEM CONTROLLER BENCHMARKING
Individual task duration details can be seen on TABLE 8.
Maximum loop durations of the waveform interpretation and
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FIGURE 17. Cropped recorded frames of a passing droplet during
generation with oil B. Droplet was generated at 5.0 kPa and 5.5 kPa water
and oil pressures respectively. Displayed droplet measures ~171.9 um in
length and was recorded at 1810 frames per second. A circular ~190 pm
diameter pinhole was used under the microfluidic chip below the
recorded region to improve the visibility of the droplet. a) reference
frame 1 in series, droplet entering the pinhole aperture; b) reference
frame 2 in series, droplet approaching the center of the pinhole aperture;
¢) reference frame 3 in series, droplet in the middle of the pinhole
aperture; d) reference frame 4 in series, droplet leaving from the center
of the pinhole aperture; e) reference frame 5 in series, droplet exiting the
pinhole aperture.

pumping pressure target calculation tasks (marked with * in
TABLE 8) were caused by spikes in OS latency. Notice-
ably longer than average maximum loop durations for the
remaining tasks were caused by delays from communication
termination procedures included in the timing of the last
loop. Total durations of tasks other than the pumping pres-
sure target calculation task, where the main operation timer
was running, were longer due to beginning their termination
process after the defined 90 s time limit. Their difference
was caused by sequential termination process (some extend-
ing for multiple seconds due to large log file generation).
For droplet waveform interpretation task, the average loop
duration extended to ~6.5 us, resulting in a mean sampling
rate of ~153 kHz. The discrepancy between minimum loop
duration of pump communication task (~15 ms) and pump
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FIGURE 18. Camera images shown in Fig. 17, respectively, and an extra 6“‘ frame were scanned with a fixed size movmg
window, indicated by green vertical lines to obtain corresp hs (blue form above dropl

All intensity graph scaling multipliers were kept at 245.0 for better wsuallzatlon and comparability. The intensity of the 6th
frame, representing the background noise, was recorded first, and locked into memory. Background mtensnty was
subtracted from the following calculations. a) Indicating a rising shadow intensity as the darl reglon of the droplet

entered the pinhole aperture and the moving window; b) indicating a past-peak shadow i as the droplet
closer to the center of the pinhole aperture and the moving window; c) indicating the Iowest shadow intensity while the
droplet was positioned at the center of the pinhole aperture; d) indicating an app k shadow intensity as the

droplet was leaving the central region of the pinhole aperture and the moving window; e) mdlcatmg a falling shadow
intensity as the darkest region of the droplet was exiting the pinhole aperture and the moving window; f) indicating the
intensities of the shadows at the edges of the frame, caused by the pinhole.

TABLE 8. Controller software’s task loop duration.

Core 1-User Core 2 — Pumping Core 3 - Droplet Core 4 - Droplet PID
interface coms. system coms. interpretation calculations
(Section 1I-B-3-1) (Section 1I-B-3-2) (Section 11-B-3-3) (Section 11-B-3-4)
™M im [ms] 203.4370 215.0430 20.25914* 21.05400*
Average [ms] 102.0334 18.98948 0.006515 0.169749
Minimum [ms] 100.6310 14.74400 0.002861 0.104000
Loops counted 1005 4758 14 640 000 530 200
Total [s] 102.54 90.35 95.38 90.00
sensor update rate of ~166 Hz (6 ms) was attributed to having In the OS latency and droplet interpretation algorithm
used asynchronous communication method. impact analysis, droplet waveform from the first additional
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FIGURE 19. Oscilloscope screen capture of recorded amplified, inverted photodiode voltage during droplet
generation with chip variant C, at a rate of ~500 Hz. Droplet alignment with the pinhole noted with blue

arrows (at the “troughs”). Instability in the droplet production rate is recognizable by the varying time gaps
between the ,troughs”.

Droplet aligned
with pinhole

test with chip variant C (Fig. 19) indicated that the
pinhole-aligned droplets were seen as an increase in light
intensity. Meaning that the droplets functioned as lenses
instead of obstacles. In this scenario, the “peak’ of the align-
ment was measured at the “trough”. Each “trough” could be
imagined as a more severe form of the dip shown in Fig. 16/c.
Each “trough” was accompanied by its darker incoming and
outgoing edges (Fig. 18/a, 18/e). From the logged ADC data,
a sample section (Fig. 20) showed the limits of RPI running
code written in Python on a non-real-time OS and specific
functions circumstantially interacting poorly with the OS.
As the average ADC task loop duration was measured around
~6.5 us (TABLE 8), Python’s multiprocessing Queue func-
tions empty() and get_nowait(), called after 100 mV above
the average line for every other droplet, delayed the loop
duration minimally another ~100 us producing erroneous
droplet size measurements. In comparison, the second test
with chip variant C (Fig. 21) showed a waveform with similar
sharp peaks, but each with longer duration. Long enough to
preserve the peaks captured by the ADC (Fig. 22). In the third
additional test, with chip variant B, OS latency was spotted
causing the loss of 2-3 consecutive droplets (Fig. 23) with an
unexpected delay between two ADC sampling cycles. Albeit
being relatively rare, the measurement error of such events
was mitigated to prevent destabilizing the flow rates. When
time delay between two ADC samples exceeded 30% of the
average droplet generation period, the following erroneous
droplets were excluded from the logs and use in the droplet
feedback PIDs. It improved fluidic stability, but in the case
of random OS delays, at the cost of up to 10% of generated
droplets not getting logged (losses were lower with lower
generation rates). Likewise, in the case of get_nowait() delay,
if it exceeded 30% of the average droplet generation period,
the irregular droplet measurement would be excluded from
the log and PID feedback.

B. SYSTEM EVALUATION
After assembly, programming, and fine-tuning through pre-
liminary testing, connection between a laptop and the
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CogniFlow-Drop device was established through a Wi-Fi
hotspot to validate the communication interface. After a
successful connection, the interface effectively transmitted
and received message packets every ~100 ms, artificially
delayed with eCAL message polling delay on the RPI. Other
functional tests with the remote control included:
« initiating setup calibration (tied to variables: chip posi-
tion/angle, chip variant, liquids used),
« initiating droplet generation with desired size and gen-
eration rate,
« initiating droplet size (V) target series test,
« initiating droplet generation rate (F) target series test.
Each feature of the GUI (Fig. 8) was proceeded to be used
as remote initiator for the following system evaluation steps.

1) RESULTS OF DROPLET SIZE AND FREQUENCY CONTROL
TEST SERIES

During experimentation, some target droplet size and gener-
ation frequency combinations did not yield droplets regard-
less of having used selective ranging — highlighted on
TABLE 6-7. Overall, chip C showed lower ranges for both
sizes and generation rates. Additionally, chip C behaved
uniquely between voltage and frequency series, as the com-
bination of (400 Hz; 3.4 V) in voltage series did not yield
droplets, but in contrast, was unexpectedly stable in fre-
quency series. This hinted to higher sensitivity to size target
alterations during droplet production combined with how
current droplet feedback PID handles high instability.

Target series over all four sets, named in Section III-B-I,
resulted in averaged droplet size errors, seen on Fig. 24,
which indicated higher accuracy for droplet size control with
chip B, more specifically with droplet size (V) series when the
marked outlier of ChipB-Fseries was taken into account. With
an average error of -0.06%, ChipB-Vseries obtained averaged
sizing errors between +2.86 to -1.79%. Contrast of accuracy
of reaching average target size, can be seen on droplet cap-
ture graphs between ChipB-Vseries (row 4 from TABLE 4)
and ChipC-Vseries (row 2 from TABLE 6) on Fig. 24/b
and Fig 24/c respectively, with target sizes per sample,
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FIGURE 20. Sample frame from ADC measurement log on RPI showing ADC readings and the g

over which droplet detection was handled. Shown graph links with Fig. 19, however, with every other
peak cut off due to specific cross-core communication function delays.

line

Droplet aligned
with pinhole

FIGURE 21. Oscilloscope screen capture of recorded amplified, inverted photodiode voltage during
droplet generation at a rate of ~200 Hz. Droplet alignment with the pinhole noted with blue arrows (at
the “troughs”).
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FIGURE 22. Sample frame from ADC measurement log on RPI showing ADC readings and the average
line over which droplet detection was handled. Shown graph links with Fig. 21, however, in contrast to
Fig. 20, cross-core function delays caused after every other detected droplet, were not long enough to
cut off the relevant peaks of the droplet waveform.

segmentally overlayed as orange horizontal lines. Target size with varying droplet size targets, frequency errors of [40.88;
errors on Fig. 24/b were [+0.35; -1.79; -1.56] % respectively. —2.00; —5.63] %, respectively, showed a decreasing total
Together with the fixed frequency (200 Hz) accompanied output volume with the combined error staying further and
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FIGURE 23. Sample frame from ADC measurement log on RPI
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FIGURE 24. Results from Section IV-B-1. a) Averaged droplet size target errors for chips B and C, further split by size and frequency series test
sets. Sample sizes for series respectively [12, 12, 9, 16]; b) Droplet size control dataset of row 1 from TABLE 4, from ChipB-Vseries test set. Graph
indicating higher accuracy of stabilization around target voltage levels; c) Droplet size control dataset of row 2 from TABLE 6, from ChipC-Vseries

test set. Graph indicating lower accuracy of stabilization around target voltage levels, preference to dropl

further below the targets. Target errors on Fig 24/c were
[+5.62; +2.88; —2.03; —7.24] % respectively. For the com-
parably reduced functional size range that channel geometry
of chip C offered, target size control did not yield droplets
in all requested sizes. This could largely be contributed to
inclinations caused by the channel geometry. This was made
clear from its accompanied averaged frequency target errors
of [—1.99; +2.65; —0.73; —0.30] % respectively, which
did not follow the pattern of size errors. The secondary
contributor was attributed to the erroneous droplet size
averaging caused by what was shown on Fig. 20. Due to
alterations in perception of captured droplet sizes, calibration
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size (i ed by chip g Y)-

for chip C test series had been segmentally impacted where
droplet waveforms exhibited shapes more predisposed to
peak losses.

Additionally, averaged droplet generation rate errors, seen
on Fig. 25/a, again indicated higher accuracy for droplet
rate control with chip B, more specifically with generation
rate (F) series when marked outliers of ChipC-Fseries were
taken into account. With an average error of +0.94%, ChipB-
Fseries obtained averaged generation rate errors between
+3.62 to —1.65%. Contrast of accuracy between the best and
the worst captured series of reaching average target gener-
ation rate, can be seen on droplet capture graphs between
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FIGURE 25. Results from Section IV-B-1. a) Averaged droplet rate target errors for chips B and C, further split by size and frequency series test
sets. Sample sizes for series respectively [12, 12, 9, 16]; b) Droplet generation rate control dataset of row 2 from TABLE 5, from ChipB-Fseries
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dd | "

serles) series test sets; b) g
series test sets. Sample sizes for series respectlve|y [12, 12, 9, 16].

ChipB-Fseries (row 2 from TABLE 5) and ChipC-Fseries
(row 1 from TABLE 7) on Fig. 25/b and Fig. 25/c respec-
tively, with target sizes per sample, segmentally overlayed
as orange horizontal lines. Target averaged frequency errors,
with chip B, on Fig. 25/b were [—1.43; +0.86; +1.83;
+1.67] % respectively. Together with the fixed size target
(2.8 V) accompanied with the example varying frequency
targets, averaged size errors of [+0.50; —0.61; +0.61; 4-0.14]
% respectively, showed no explicit relationship between size
and frequency errors. This alluded to lesser impact from fre-
quency alterations during droplet generation, in other words,
lesser impact from changes in oil pressure rather than water
pressure. Target averaged frequency errors, with chip C,
on Fig. 25/c were [+1.93; +4.11; +6.78; —5.11; —20.61] %
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rate CVs for chips B and C, further split by size (V series) and frequency (F series)

with accompanying size target (3.2 V) errors of [+5.91;
—0.06; —1.56; —1.09; —1.13] %, respectively, showing little
correlation in comparison. This example showed large fluctu-
ations in periodicity, but small droplet size variation (similar
to Fig. 24/c from ChipC-Vseries).

2) MEASUREMENT RESULTS FOR COEFFICIENT OF
VARIABILITY OF GENERATED DROPLETS

a: DROPLET SIZE DATA (PD VOLTAGE DISCRETIZED WITH
THE ADC) FROM CONSECUTIVE DROPLET SIZE AND
FREQUENCY TARGET SERIES

V and F series performed in Section IV-B-I resulted in aver-
aged droplet size CVs represented on Fig. 26/a and averaged
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(a) ChipB-Fseries generation rate CV% with SD bars and relationship between generation
rate and column averaged SDs
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FIGURE 27. Results from Section IV-B-II. Quantllallve analy5|s of F series data. a) Droplet generation rate CV%, from droplet size and rate
combinations in TABLE 5, plotted against ion rate, calculated over the stabilized generation period. TABLE 5 column (col.)
averaged SDs (from target rate columns 1 to 4 and target size rows 1 to 3) plotted against column target generation rates together with a
corresp exp ial regression line. Col. avg. SDs were cropped to columns 1 to 3 to highlight the highly linear correlation region;
b) Droplet generatlon rate CV%, from droplet size and rate combinations in TABLE 7, plotted against averaged generation rate, calculated
over the stabilized generation period. TABLE 7 column conditionally (C/col.) averaged SDs (from target rate columns 1 to 5 and target size
rows 2 to 4 - row 1 conditionally excluded due to |nd|cat|ng a different mode of operation, see ESI S4 for details) plotted against column
target g tion rates together with a corresp g exp tial regression line. C/col. avg. SDs were cropped to columns 1 to 4 to
highlight the highly linear correlation region.
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line. Target size in voltage is shown with an overlayed horizontal line; b) Droplet generation rate target data set from a combination of [4.4 V;
400 Hz] with chip B. Stabilization period 45 seconds which includes an initial 15 seconds of default initiation period. Stabilization and stable
segments are separated by blue vertical line. Target size in voltage is shown with an overlayed horizontal line.
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droplet generation rate CVs represented on Fig. 26/b.
Medians of averaged CVs from Fig. 26/a, [6.83; 6.33; 5.78;
6.84] %, respectively, showed that while the measured droplet
sizes in tests with chip C were off noticeably more than with
chip B, the size stability can be better. However, minimum
CVs [3.10; 3.30; 4.40; 3.60] % showed favorability towards
chip B. While some maximum CVs reached over 10%, more
significant reasons for the larger instabilities stemmed from
the chosen pressure combinations working less favorably
with chosen chip geometries. From the averaged droplet gen-
eration rate results on Fig. 26/b, the difference between chip B
and C was hard to mistake. As the CVs between size and
rate for chip C, have a noticeable difference in scale, it was
evident that the generation frequency of droplets does not
inherently link to droplet size in a pulsatile pressure-based
pumping system.

Further analysis of target F series provided relationships
between the generation rate to generation rate CVs at each
obtained average frequency level with standard deviation
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(SD) bars and between the target generation rate to column
averaged SDs (SD averaging for chip C was done condi-
tionally, further explained in ESI S4), for chips B and C
respectively on Fig. 27/a and Fig. 27/b (numeric details in
ESIS4, TABLE 1-4). Generation rate CVs for chip C revealed
behavioral outliers with target size and rate combinations in
row 1 of TABLE 7 (while producing droplets in a stable
manner with size CVs < 10%, the frequency CVs were
well above 25%). By omitting the TABLE 7 row 1 CVs and
SDs from comparison between chip variants, the general rule
of increasing SD with increasing generation rate becomes
noticeable. By having excluded row 1 SDs also from aver-
aging of SDs, chip B and C generation rate averaged SDs
(SD) showed analogous trends. Both show the highest corre-
lation to exponential relationships. Additionally, for both chip
types, cropped SDs revealed high linear correlation regions
up to the second highest tested respective generation rate tar-
gets (Fig. 27) which in terms of generation rates would narrow
down on the stable frequency region of use for that specific
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FIGURE 30. Dropl ted with chip design B with fixed water and oil pressures of 9 kPa and 12 kPa respectively, pumped using

plets gener:
pressure-based p tric micropump

chip geometry and fluidic phase combination. Between the
observed initial and cropped data, beyond a certain gener-
ation rate, the behavior of frequency stability deteriorates
from linear into exponential regime. The possible causes of
which could be 1) stability limits, inherited from FFD channel
design in combination with pulsatile flow and fluid phase
properties, 2) hardware and/or software limits, RPI’s droplet
interpretation loop delays introducing increasing number of
erroneous readings.

b: DROPLET SIZE DATA (PD VOLTAGE DISCRETIZED WITH
THE ADC) FROM SINGLE SHOT DROPLET SIZE AND
FREQUENCY TARGETS

Using chip B with different calibration (chip position slightly
tilted in the light tower), one of the better examples with
lowest target error in combination with the lowest droplet
size CV (400 Hz, 4.4 V) achieved, can be seen on Fig. 28
with graphed droplet sizes and generation rates respectively.
From the size dataset on Fig. 28/a, the CV% was calculated to
be 1.77% with a percentage error from target droplet size of
+0.27%. From frequency dataset on Fig. 28/b, the CV% was
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d under microscope (4x/0.16 lens).

calculated to be 6.67% with a percentage error from target
droplet generation rate of +0.22%.

c: DROPLET SIZE DATA (MICROSCOPE CAMERA = IMAGEJ)

FROM SINGLE SHOT PRESSURE TARGETS

Droplets were collected from tests with droplet feedback
PIDs disabled to obtain a baseline. Tests were done with fixed
water pressure at 9 kPa and several oil pressure targets in
the range of 9 kPa — 12 kPa, ran over 90 seconds, where
oil pressure at 12 kPa yielded the best results with 7.7%
CV, with a spread of cross-sectional areas shown on Fig. 29.
Average cross-sectional surface area of recorded droplets was
measured 13 558.9 um?, translating into an average planar
diameter of 131.4 um when droplets were flattened in the
imaging slide. A sample from a series of images taken of
droplets in the droplet imaging slide can be seen on Fig. 30.

V. FUTURE PERSPECTIVE

One of the core principles of the CogniFlow-Drop system
is modularity. This modularity opens the way to various
future upgrades: use-cases enabled by additional modules
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(Section V-A), as well as possible upgrades to the core mod-
ules (Section V-B).

A. APPLICATION USE CASES

« Inline imaging cytometry: The addition of a high-speed
camera/detection module (and ideally a cell incubation
module) could enable inline imaging cytometry.

o Cell sorting: The addition of a droplet sorting module,
together with the aforementioned imaging cytometry
modules, could enable droplet-based cell sorting for fur-
ther downstream processing of select cells or cell lines.
The single-cell resolution and chemical isolation pro-
vided by droplets could greatly increase the throughput,
while reducing reagent and sample waste compared to
current state-of-the-art flow cytometry setups.

B. POSSIBLE UPGRADES TO THE PROTOTYPE SYSTEM

o To improve the droplet capture rate and reliability,
an additional ESP32, or a similar low-cost device with
an SPI bus and two cores, could be placed between the
RPI and ADC to take over task 3 from the RPI. Addi-
tionally, the added computational power could enable
more complex waveform analysis (e.g., waveform slope
measurement and droplet lensing effect detection).

« To improve the droplet size and generation frequency
control accuracy and fault tolerance, machine learning
models could be implemented on the RPI.

« To improve automation, the following features could
contribute:  self-priming, self-cleaning, auto-chip-
positioner, auto-pinhole-positioner, self-analyzing (e.g.,
detection of blockages or leaks in the fluidics module),
auto-focusing, and auto-calibration-ranging.

« To improve the user interface, the GUI, after calibration,
could offer feasible droplet size and generation fre-
quency ranges, with highlighted combinations yielding
the best CV% for that specific chip and position. Fur-
thermore, by user request, the GUI could poll captured
waveform samples during operation.

« To correlate relatively inexpensively and rapidly mea-
sured droplet sizes from their shadows to real droplet
volume, a secondary in-line camera setup could be
joined in the communication line over eCAL. To image
droplets, as proposed in Section V-A, during cytometry.

V1. CONCLUSION

A proof-of-concept prototype of an integrated, modular
system for automated aqueous droplet generation with
high monodispersity was presented. The system measured
droplet sizes and generation rates using a visible spectrum
LED-photodiode setup aligned with the cross-junction of the
FFD, converting the droplet’s shadow to voltage. Resulting
peak-to-peak voltages were correlated with relative size of the
droplet whereas the time between the beginnings of droplets
were used to obtain the generation rate. We reported on the
assembly and the underlying working principle, as well as the
experimental evaluation of the performance of the prototype,
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both on a module level and system level. Module-level evalu-
ation and comparison to reference syringe pumps indicated
a 12 times reduction in pressure stabilization times. The
system-level evaluation proved that the system was capable
of repeatedly generating droplets with stability comparable
to other state-of-the-art droplet generation systems. Droplet
generation stability was proven over 2 different carrier media
and 3 different junction geometries in total. The lowest rela-
tive droplet size CV% recorded was 1.77% (~0.00031 PDI)
using Chip B with fluid phase combination B. With droplets
controllably generated in tested relative size targets between
2.0 to 4.4 V, polydisperse (PDI > 0.1) droplets with a stable
size distribution can also be generated. Unique characteristics
from relationships between droplet size/generation rate and
chip geometry were made observable through automated cal-
ibration and parameter target test series with different chips.
Conditional droplet generation rate analysis also revealed
high linear correlation regions for the “‘SD of the generation
rate” with the “target rate” for chips B and C, from 200 Hz
up to 600 Hz and 500 Hz respectively. In conclusion, the
presented prototype system has comparable droplet gener-
ation performance metrics to other state-of-the-art droplet
generation setups, but offers several advantages: 1) modu-
larity, integration, wireless communication and the option to
run from battery power, enabling portability; 2) affordabil-
ity; 3) automation and ease of use, increasing repeatability
of results and allowing transfer of protocols between labs,
as well as reducing manual workloads; 4) user-friendly (re-
)calibration of chip alignment.
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Abstract:

Objective: In this article, systematic literature review for the application of Wireless Communication
in Point-of-Care monitoring and diagnostic Devices is presented. The major aim is to identify the
commonly used communication technologies, research gaps associated with different technologies
and reasons associated with their implementation in Point-of-Care devices.

Method: The search methodology used for this literature review was based on the Search, Ap-
praisal, Synthesis and Analysis (SALSA) Framework employing a search on IEEEXplore, Google
Scholar, Scopus, Web of Science, PubMed, and Cochrane Library.

Results: An initial screening narrowed-down the number of relevant papers to 116; among these,
39 documents were selected, categorized as 23 documents for short-range wireless communication
technologies and 16 for long-range wireless communication technologies. Among them, 13 documents
showed the use of Wireless communication in Point-of-Care diagnostic devices. However Only 4
papers analyzed the performance and effectiveness of wireless communication specifically applied in
Point-of-Care diagnostic devices.

Conclusion: The review showed the limited use of wireless communication in Point-of-Care diag-
nostic devices despite the benefits associated with it. Although the practice is emerging it is limited
to only a few technologies with no significant performance evaluation of the device. Due to lack of
research in the field, the possible drawbacks of the applications are in some cases are also being
ignored. Thus, given the promising potential of exploiting wireless communication in novel Point-of-
Care diagnostic devices, further research in this field is much desired.

Index Terms: Wireless Communication, Point-of-Care Devices, Short-Range Wireless Communica-
tion, Long Range Wireless Communication

1. Introduction

With emerging diseases across the world, Point-of-Care (POC) devices have proven to be a
robust, cost-effective and efficient monitoring and diagnostic tool [1], [2], [3]. Microfluidics [4] has
proven to be a powerful analytical tool in Point-of-Care (POC) devices for molecular diagnostics.
Microfluidics helps to reduce the amount of resources required for testing and hence the cost of
the test also reduces.

An immense amount of research has been carried out in the past few decades which has trans-
formed the microfluidics field [5] to enable small volume analysis, which led to droplet microfluidics.
Droplet microfluidics has enabled the analysis of bacteria on the single-cell level, which has proven
to be an extremely useful tool in diagnostics and research e.g. for estimation of bacteria resistance
against different drugs and in various concentration [6], [7], [8].

Despite the enormous research carried out to enhance the performance of the POC devices
there are a lot of challenges [9] still associated with them, which includes miniaturization and
integration of the device, power consumption, accuracy, reliability as well as data acquisition and
interpretation using electronic circuitry. Another major challenge is the communication of the exam-



ination results to the central unit for test result interpretation and monitoring. The communication
of the examination results to the emergency or health care unit is vital to ensure the viability
of POC devices in remote areas or emergencies. This leads to the implementation of wireless
communication methods [10], [11], [12], [13], [14], [15], [16], [17], [18], [19], [20], [21] for the data
exchange as wired connectivity will severely limit the operation of the devices.

Currently, there are several long-range [16] and short-range [10] wireless communication tech-
niques available which differ based on data rate, range, power consumption, operating frequency
range, modulation scheme, security and reliability. Several types of research have focused on
the application of communication technologies in the healthcare sector. The survey [22] showed a
comprehensive overview of cellular and non-cellular communication technologies for body-oriented
applications. However, in body-oriented health care devices, the power consumption, range of
connectivity (intra-BAN ~3 m [23]) and data rate required (~ 1.6 kbps [22]) are different as
compared with portable POC diagnostic devices. Another research [24] was focused on short-
range wireless communication technologies for Health Information exchange. However, the review
lacks a few of the most effective short-range communication technologies like Zigbee and also
does not evaluates the use of important long-range communication techniques.

As compared with the mentioned reviews, this systematic literature review paper address the
following major research questions:

« Q1: Identify the use of some of the major short-range wireless communication techniques

including Zigbee, Bluetooth/BLE, Ultra-Wide-Band (UWB), WiFi, RFID/NFC, ANT/ANT+,

WirelessHART, 6LowPAN, Z-wave, DASH?7, IrDa and long-range wireless communication

techniques including SigFoX, LoraWAN, NB-loT, Wi-SUN and LTE-CAT-M1 for POC moni-

toring and diagnostic devices dated over the last 6 years and provide an overview of different

key performance parameters.

Q2: Identify research gaps associated with each mentioned wireless communication technol-

ogy for its implementation for portable POC diagnostic devices.

» Q3: Provide a comparative analysis for selecting the best technique specifically for portable
POC diagnostic/Analytical devices based on benefits and research gaps identified through
research.

The major key parameters used for the comparative analysis of the selected communication
technologies include data-rate, range, power consumption, security, reliability and scalability. The
review paper also identifies different key challenges associated with each of the technologies for
its deployment in POC diagnostic devices.

The paper is organized as follows. Section 2 defines the methodology used for this review,
Section 3 presents the overview of the wireless technologies and their use in different POC devices
in the past 6 years, Section 4 discusses the use of different wireless communication technologies
specifically for POC diagnostic devices and highlights the major challenges associated with each
and Section 5 concludes this paper by proposing the best technique available for POC diagnostic
devices and addressing the research gaps present for its deployment in the field.

2. Methodology

As mentioned earlier, this systematic literature review focuses on the research carried out over
the past 6 years, the reason behind this is to have updated research methodologies and results.
To perform the systematic research, the methodology employed was based on the Search,
Appraisal, Synthesis and Analysis (SALSA) Framework [25].

2.1. Search

During the search phase, different keywords were created based on the research questions,
such as “Point-of-care”, “wireless” and “wireless communication®. Table | gives an overview

of some of the search strings used in different search engines and the percentage of results



including wireless communication as keyword. The search engine used included IEEEXplore,
Google Scholar, Cochrane Library, PubMed, Scopus and Web of Science because of the
access to enormous resources, advanced search tools and relevance of the resources with the
targeted field.

Depending upon the number of results obtained using the initial search string, the total number of
documents found on all the search engines related to point-of-care or point-of-care testing devices
were around 72000. Among these documents, the documents stating wireless communication
were around 12000. The major source of these results was Google scholar with 9900 articles
which included wireless keyword.

TABLE [: Search Strings

Total Percentage
Documents (Documents
Search Engine | Search String found for | mentioning
wireless com- | Wireless com-
munication munication)
(CAll  Metadata”.point-of-care) AND "All  Meta-
data”:wireless), ((("Document Title”:point-of-care) o
IEEEXplore AND "Abstract”wireless) AND *Full Text Only”wireless), | 2" 6%
("Document Title”:point-of-care)
Google Scholar point of care testing OR ’point-of-care”, wireless "point | _ 9900 ~ 80%

of care testing” OR ’point of care”

TITLE-ABS-KEY ( point-of-care ) AND PUBYEAR
Scopus >2014 , ( TITLE-ABS-KEY ( point-of-care test) AND | 357 ~0.1%
TITLE-ABS-KEY ( wireless ) ) AND PUBYEAR >2014
TS=(point-of-care testing) , TS=((point-of-care testing)
AND ‘’wireless”) , TS=(Point-of-care testing) AND (
Web of Science | AK=(point-of-care) OR KP=(microfluidics OR microflu- | 8 ~ 1%
idic)), TS=(Point-of-care testing) AND ( AK=(wireless)
OR KP=(wireless))

PubMed (point-of-care test) AND (wireless) 28 ~ 2%
Cochrane
Library

"point of care test”, "point of care test” AND "wireless” - -

2.2. Appraisal

To identify the relevant document for search engines like IEEEXplore, Scopus etc. it was possible
to look for the keywords in the abstract or other sections of the documents which assisted to
further narrow down the results. While for Google Scholar different strategies were used. First
one was to look for the keywords "Wireless Communication” and "Point-of-Care” OR "Point-of-
Care-testing” in the title and restricting the search to last 6 years, the results were reduced to
13 but then few major articles were being excluded. A more efficient approach was to perform
the search using search string based on the selected wireless communication technology like
for Zigbee the search string used was “Zigbee “point of care testing” OR ”point of care””
but still for some technologies like Bluetooth the results were nearly 3000. So the string was
further restricted using AND operator e.g. Bluetooth (”point of care testing” AND ’point of
care”), still, the search results were around 750 which were further narrow-down by excluding
reviews and surveys. Finally, a quick overview of the document was performed by going through
the abstract and conclusion using inclusion and exclusion criteria.

The inclusion and exclusion criteria used for the screening of documents are as follow:

Inclusion

« Documents including a brief overview of wireless connectivity for discussed Point-of-Care
device.
« Document including at least one short-range [10] or long-range wireless [16] communication



technology for point-of-care devices.

« Technical Specification documents defining the architecture or key parameters

« Documents identifying the research gaps for wireless connectivity of Point-of-Care devices
and implying methods to improve them

« Documents proposing performance evaluation of wireless connectivity methods for Point-of-
Care devices

« Documents (Books, Conference Papers, Journal Articles, view points, technical guide etc.)
which are published in any language during 2015-2020

Exclusion

« Patents, reviews, tutorials and presentations were excluded

« Duplicate documents (Same article published in different journals)

« Documents focused on other perspectives of POC devices

« False results which interpreted keywords as different words like showing results for Proof-
of-concept instead of Point-of-Care or showing results where Author's name matched the
Keyword used for communication technique e.g. LoRa, ANT.

2.3. Synthesis

After this initial screening based on the criteria mentioned in Section 2.2 around 116 relevant
documents were obtained. The useful information like key performance parameters were extracted
from these documents. The documents were characterized based on the wireless communication
technology used.

2.4. Analysis

Based on the data extracted using the synthesis phase the documents were further narrowed
down to 39 documents for comparative analysis by discarding the documents not giving in-
depth technigue implementation or poor quality papers. The final selection of documents included
16 documents for long-range and 23 for short-range wireless communication technologies. The
distribution of the documents among different wireless technologies was analyzed which helped
to identify which technology is most and least commonly used for POC devices. The research
gaps and the most commonly considered parameter was analyzed which helped in formulating
the results.

Section 3 gives a brief overview of the wireless communication technologies for creating basic
understanding and its use in Point-of-care devices and summarizes the results obtained.

3. Wireless Communication Technologies

In this section, An overview of the use of selected short-range and long-range wireless com-
munication techniques as mentioned in Section 1 for POC devices for the past 6 years is
presented. The key findings of this section are summarized in Table Il and lll showing the standard
parameters, challenges and citing the selected research papers.

3.1. Short Range Wireless Technologies

3.1.1. Zigbee

Zigbee [10] is a low-power wireless communication technique which has a fairly high range as
compared with other short-range wireless communication technologies including Bluetooth, BLE,
NFC and RFID. Because of its higher range, it is employed in health care sensing applications
[26], [27], [28] where low-data rates are required. The research [29] showed the use of Zigbee
for portable surface stress biosensor test system due to its low-cost and low-power. However, the
research did not focus on the performance evaluation of the technology for different environment
scenarios.

Another work [30] focused on the implementation of the Zigbee communication module for
a portable device used for determining the urea concentration to avoid urinary tract problems.



The research compared the power consumption of the module when working in wired config-
uration mode to wireless configuration mode, but the focus of the research was more towards
to demonstrate the overall power consumption of the device. However, the research [31] which
aimed to sense and monitor the human pH and glucose level evaluated the stability of the module
at different transmission distances and found the range to be 70 m.

3.1.2. Radio-frequency Identification/Near Field Communication
Near Field Communication (NFC) is based on Radio-frequency Identification (RFID) technology
which is used to carry out communication in the near field region. The range of NFC is less than
10 cm with a maximum of 426 Kbps data rate. NFC has found to be useful for several health
sector applications especially in health management systems for medical data acquisition, disease
diagnostics and patient care [32], [33]. Recently a lot of research has been carried out to use
NFC in self-diagnostics devices.

The paper [34] discusses a cost-efficient, user-friendly NFC based strip for potassium level
measurement in blood for early detection of heart and kidney diseases. The device uses au-
tonomous sensing and identification grain which consists of High-frequency RFID chip to enable
near field communication and antenna for transferring the data to the monitoring unit. The strip
has no on-board power source and draw its energy from the NFC signal.

Another research [35] shows the use of NFC based Point-of-Care device for micro-nutrients
analysis. The developed device uses NFC transceiver with a custom-designed antenna which
was used to withdraw power from an NFC enabled phone. The test data was stored in EEPROM
and was transmitted to the mobile unit for display. Cloud-based connectivity was provided using
a mobile phone.

Most of the POC devices based on NFC are single-use and the data transmitted is simple. In
addition to ease of use, the NFC has several issues associated with it the first and foremost is the
range which is short as compared with other short-range wireless communication technologies.
The data rate is also low, and the devices enabled using NFC usually withdraw a fair amount of
power. As most applications using NFC utilizes phone for data acquisition security aspects also
come into play with its use.

3.1.3. Bluetooth/BLE
Bluetooth or Low-Energy Bluetooth (BLE) is a powerful short-range wireless communication tech-
nology based on data rate and ease-of-use. The typical data rate in Bluetooth 5.0 is 2 Mbps and
can be enhanced to 54 Mbps [10] on high-speed operation mode. Whereas BLE is low-energy
operation mode for Bluetooth with low power consumption at the expense of data-rate.

Due to higher data rates, the Bluetooth has been beneficial in the transfer of medical data and
records in many present health care devices. The paper [36] deliberates the use of Bluetooth
as a wireless communication tool for paper-based Point-of-Care testing (POCT) device for the
detection of neuron-specific enolase. An ARM-based STM32 microcontroller was used to control
the operation of the entire device and was also responsible to save the result data which was
later transferred to a cell phone unit via Bluetooth.

Another research [37] showed the use of Bluetooth for microfluidic amperometric analysis. The
data processing and acquisition was implemented using an Arduino-based electronic system while
the results were transferred via USB or Bluetooth which reduced the cost of the entire device.

A different research [38] is based on use cases of Bluetooth Low Energy (BLE) for health care
devices. Regardless of low-cost, low-power consumption and higher data rate, Bluetooth has some
major issues including range, high interference and security associated with it. These issues set
the limit on the use of Bluetooth in medical devices which require a higher range or better security
features.
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3.1.4. ANT/ANT+

ANT+ [10] is an ultra-low-power, short-range and scalable wireless network protocol used mainly
for wearable devices. The maximum data rate achieved by this protocol is around 60 kbps and
range is low but better than Bluetooth. The ultra-low-power consumption makes it extremely
suitable for the health-care application. The work [44] demonstrated the software architecture
design of health care Wireless Body Area Network (WBAN) for health monitoring applications
using ANT+ protocol which acquires data from 3 different sensors. The same research was
extended in 2016 and proposed architectural design of real-time data acquisition and storage
[45] for health care wireless body area networks. To the best of author’s knowledge, the ANT+ is
not being used in any POC diagnostic device so far. The major benefit of using this technique in
POC devices is the ultra-low power consumption but the main issue is the latency associated with
ANT+ due to its low data-rate transfer capability which makes it less valuable for high data-rate
applications.

3.1.5. Wi-Fi

Wi-Fi [58] is a widely used short-range scalable wireless communication technology because of
its 50 folds higher data rate as compared with other Wireless Local Area Networks (WLANS).
The higher data rate is due to the combination of Orthogonal Frequency Division Multiple Access
(OFDMA) technique with Direct-Sequence Spread Spectrum (DSSS) modulation. Due to higher
data rates, Wi-Fi is employed in several medical devices, Abbott’s i-STAT POCT analyzer [52] is
also based on Wi-Fi connectivity. In the last past few years, several researches [59], [53] showed
the use of Wi-Fi as a powerful connectivity tool for e-health applications. The major focus of these
researches was to use Wi-Fi as a connectivity tool however performance evaluation of Wi-Fi wasn’t
performed.

Wi-Fi direct is the modified version of Wi-Fi with the capability of data-rates up-to 250 Mbps
and higher range up to 200 m without the need of access point. However, Wi-Fi direct doesn’t
support multi-hop communication. The research [60] proposes the introduction of a routing layer
to enable device communication in a group and multi-hop communication across the group.

3.1.6. Ultra-Wide Band(UWB)
Ultra-Wide Band (UWB) is a short-range wireless communication technology with minimum inter-
ference and lowest power consumption. Because of the multiple UWB [10], [12], [11] channels
working concurrently the data rates are expected to exceed 500 Mbps in the future. UWB can
co-exist with other wireless communication technologies unlike its competitors with higher data
rates like Bluetooth and Wi-Fi which face interference issues.

The research [47] has given a state-of-art of an overview of UWB use for Wireless Body Area
Networks (WBANs) and challenges associated with its implementation in health care devices.
The advantages of UWB in terms of power consumption, data-rates, immunity to fading and
interference, simple hardware, low cost and time resolution were identified to be the major reasons
to adopt this technology in the healthcare sector. The limitations including UWB antenna design
and human body effect on the signal are the basic hurdle to adopt this technology in POCT
and massive research is going on to overcome these challenges. In paper [49] the authors
have elaborated the transmitter design for UWB communication for health care applications. The
proposed design was able to achieve the data rate of 3.2 Mbps. Another research [48] focused
on performance evaluation of UWB for node locations and density in the network.

3.1.7. WirelessHART, 6LowPAN , Z-wave, DASH7 and IrDa
Other short-range wireless technologies 6LowPAN [10], Z-wave [10], WirelessHART [54], [10],
DASHY7 [56], [57], [10] and IrDa [10] can also be used in health care devices for patient monitoring
applications [46], [61]. However, the research has showed no present use of these technologies
in point-of-care medical devices.



3.2. Long Range Wireless Communication Technologies

3.2.1. LoRaWan
LoRaWAN [62] is low-power and long-range communication technology based on asynchronous
communication protocol ALOHA. Due to its low-power consumption and long-range, it is consid-
ered a suitable option for connected health care applications. The research [19] showed the use of
LoRaWAN for e-health applications and evaluate the performance of the communication protocol
for different indoor scenarios.

Another work [63] showed the use of LoRaWAN for health-care monitoring applications and
the performance of the protocol was tested for different operating range. The research also gave
a comparison of LoRaWAN with other short-range wireless technologies which showed that the
power consumption of LoRaWAN is extremely less but this comparison should also take into
consideration of low data rates of LoRaWAN which makes LoRaWAN almost inapplicable in high
data-rate applications. The research [64] also illustrates the comparison of LoRaWAN with other
short and long-range wireless technologies and describes the use of LoRaWAN for diagnostic
applications (dip test for urinary infection).

3.2.2. NB-loT
NB-1oT is a low power wide area network (LPWAN) which started under 4G/LTE and continues
under 5G with enhanced security features [65], [66]. NB-IoT is suitable for long-range, low-
power and low-data rate applications. Due to its long-range and additional security features the
technology is being considered to be used for health care applications.

The research [67] showed the use of NB-loT for drug infusion control, the introduction of an
edge computing layer was proposed to reduce the major challenge of NB-loT which is latency.
The research also focused on current challenges present in NB-loT including data loss, security
and interference which are the main restrictions for use of this technology in health-care devices
with higher data rate and low latency.

Few other types of research [68], [69] also focused on the use of NB-loT for patient monitoring
applications. However, there is still a lot of room present for research to solve current challenges
in the NB-loT sector before its useful deployment for Point-of-Care (POC) devices.

3.2.3. SigFox
SigFox [73], [18] is an Ultra-Narrow band communication method with data-rate between 100 to
600 kbps. SigFox’s major benefits include excellent resilience to interference because of that it is
being employed for several health-care applications. The studies [71], [74], [75] proposed the use
of SigFox for personalized health-care devices.

3.2.4. LTE-CAT-M1 and Wi-SUN
LTE-CAT-M1 [74] and Wi-SUN [72] are other low-power long-range communication methods con-
sidered as a viable wireless communication tool for health care applications. To the author’s best
knowledge their implementation in rapid diagnostic POCT hasn’t been performed yet.

4. Discussion

In this section, the key findings of this literature review have been summarized to answer the re-
search questions. The first two research questions Q7 and Q2 are inter-linked as key performance
parameters affect the research gaps associated with each technology. So, the suitable approach
was to discuss them together whereas the third research question Q3 was based on the first
two research questions and is addressed separately. At the end of this section, the limitations
associated with this review are also been discussed.
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TABLE IlI: Long-Range Wireless Communication Technologies for POC Devices

4.1. Application of the Selected Wireless Technologies, Key Performance Parameters
and Research Gaps

The search results showed that among the selected short-range and long-range wireless com-
munication technologies Zigbee, Bluetooth/BLE, RFID/NFC, WiFi and LoRaWAN are the leading
candidates based on their use in most of the wireless-enabled POC devices for both diagnostic
and monitoring applications while NB-loT is an emerging technology and its use is found to be
considered. The key performance parameters found to be considered in the selected papers
included range, power consumption, cost, ease of implementation and data-rate.

Bluetooth [10] was found to be the most commonly used wireless communication technology in
wireless-enabled POC and wearable health care devices due to its ease of implementation and
range required in applications. But the major problems associated with it included short-range,
security and interference which leads to less reliable communication and makes it inadequate for
wide health infrastructure. For conventional Bluetooth, power consumption is also an important
issue to be considered. The major factors affecting its wide implementation in the devices was
found to be the cost and ease of deployment.

RFID/NFC appeared to be used mostly in low-data rate disposable diagnostic devices as
well as in some monitoring applications. The key factors noticed to influence the application of
RFID/NFC were low-cost, short-range, low data-rate, low-power consumption or energy harvesting
and disposal of the device. However, due to fairly low range and data-rate this technology cannot
be used for wide health infrastructure or high data-rate applications.

WiFi implementation in POC devices was based on a higher range and higher data-rate which
makes it suitable for many health applications [59], [53], [52]. However, the high interference and
high-power consumption are the major challenges associated with it which require the performance



enhancement and evaluation of the technology.

Zigbee deployment was also found in both health diagnostic and monitoring applications [29],
[28], [30], [27], [26], [31]. The major criteria for its performance evaluation and implementation
were considered to be the range and low-power consumption. However, the technology [61] suffers
reliability issues as compared with its competitor technology DASH7 which comparatively has
better range.

LoRaWAN is used in health-monitoring applications [19], [63] due to its high range, high-
resilience to interference and low-power consumption. For low data-rate diagnostic devices [64],
its implementation has also found to be useful. The higher range and low-power consumption
of LoRaWAN come at the expense of cost and low-data rate. The major performance evaluation
criteria found in the literature for this technology is the range and resilience against the interference
in different scenarios.

NB-loT is found to be an emerging technology in the health care sector for low data-rate
applications. However, the major challenges of latency are yet to be solved.

The other selected technologies WirelessHART, UWB, DASH?7, IrDa, 6LowPAN, ANT+, Sig-
fox, Wi-SUN and LTE-CAT-M1 are not found to be commonly used technologies in the health
sector. Some of them were found to be used in wearable devices or health monitoring applications
but not considered for POC analytical and diagnostic devices. The probable reason could be due
to the challenges associated with them as mentioned in Section 3 or due to the lack of research
in the area.

The use of these technologies also varied moving from Point-of-Care diagnostics to Point-of-
Care monitoring devices. From the results section, it was found that the use of wireless technolo-
gies in diagnostic devices was only limited to the technologies summarized in Table IV.

TABLE IV: Wireless Communication Technologies in POC Diagnostic Devices

Communication | References

Technique

Zigbee 29], [28], [30]
Bluetooth\BLE 37], [36], [42]
RFID\NFC 34], [35
WiFi 52], [53], [43]
LoRaWAN 70], [64

4.2. Selection of the best Technology

Despite different useful characteristics associated with each of the technology, there are several
challenges associated with them. The research showed that the main parameters used for the
evaluation of any technology were not its limitation factors but the key features. The use of these
technologies in the selected papers was based on the application, depending upon the application
the parameters like range, power consumption, data rate and the cost was changing. In addition,
there is no right answer to which technology is the best one for all point-of-care devices as the
requirements change from application to application and each technology has its limitation.

For short-range and low data-rate applications, RFID/NFC is so far the best technology. For
short-range and high data-rate applications both Bluetooth and WiFi can be useful depending
upon the range required. Zigbee and DASH7 are useful for low-power consumption, better range
and low-data rate applications. LoRaWAN is so far the most suitable long-range wireless commu-
nication technology but solving challenges associated with NB-1oT could make it a good candidate
as well. As expected with the evolutions of NB-loT (e.g. already exisiting NB-loT LTE Cat NB2 in
3GPP Release 14, and next steps.).

4.3. Limitations

This review aimed to depict the broader picture of the wireless communication technologies used
or not being considered due to certain research gaps for Point-of-Care devices. However, despite



giving a broader picture as compared with past reviews, this work has certain limitations as
mentioned in the exclusion criteria. The future directions could be to improve this review and
include other possible wireless communication technology candidates. Furthermore, the addition
of patents could help in improving the results found.

5. Conclusion

This review summarizes the use of some major wireless communication technologies including
ZigBee, Bluetooth/BLE, Ultra-Wide-Band (UWB), WiFi, RFID/NFC, ANT/ANT+, WirelessHART,
6LowPAN, Z-wave, DASH?7, IrDa, SigFoX, LoraWAN, NB-loT, Wi-SUN and LTE-CAT-M1 for
POC devices over the past 6 years. Although for Point-of-Care monitoring devices the use of
wireless communication technology is identified as broad whereas, for Point-of-Care diagnostic
devices, use is only restricted to few well-known wireless communication technologies (Table:
1V) due to limited research in the field. The review helped to identify the major research gaps or
challenges (Table: ILIIl) associated with each technology which can be used a baseline for its
implementation in any application and also promotes further research in the field.

Significant range, low-power consumption, reliability, security, scalability and suitable data-rate
are desired wireless communication parameters for the efficient operation of POC diagnostic
devices in remote areas. However, there is no single wireless communication technology which
can satisfy all the required parameters so either the research gaps related with each technology
should be resolved or a trade-off can be made depending upon the application. However, solving
research gaps including interference and power consumption associated with WiFi could make it
a suitable candidate for Point-of-Care devices. Nevertheless, the review showed that the research
should not be limited to only commonly used technologies and there is yet a lot to be revealed
in the field.
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