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some certain device from the doctor, more complete EHR
system is given to users. Doctors are given possibilities for
convenient (CVD) patient monitoring they lacked so far.
Henceforth we hope to attract more eHealth users and

healthcare professionals.
TABLEI
TEST RESULTS OF RT STREAM DISPLAYING

Viewing device Number of samples shown per second
50 500 1000

PC*, network 1 4106 35t0 65 70 to 80
PC*, network 2 4t012 60 to 70 70 to 150
PC*, network 3 6to 10 50to 120 150 to 200
Phone, Symbian Anna, CPU 16 to 20 220 to 300 500 to 700
680MHz, WLAN
Phone, Android 2.3, CPU 4105 30to 50 70 to 80
1.2GHz dual core, WLAN
Phone, Android 2.3, CPU 6to7 90 to 100 150 to 200
1.2GHz dual core, 3.5G/ HSPA
Tablet, Android 2.2, CPU 9to 10 110 to 130 200 to 300
1GHz, WLAN
Theoretical optimum 4 40 80

* The same hardware, different network service providers and testing
locations

The overall usability of the live view web page is
satisfactory on larger screens like of PCs and tablet
computers, and also quite feasible but not generally
convenient for the ECGs waveform on screens of typical
phones due to their modest dimensions (e.g. 4 inch). Figure 3
¢ shows three different screens displaying the live viewer’s
test page. However, browser technologies, including
Javascript engines, as well as overall capabilities of mobile
devices (phones, tablet computers) have been recently
developed to fairly good levels to allow browser-based
solutions, instead of custom (platform-dependent)
applications, for live signal visualization, compared to the
situation some years ago [19].

a

il

Fig. 2. MegaEMG ECG sensor a: emergency attachment using
bracelets, b: conventional placement. c: Live EDF signal viewer
(web page) on 22” PC monitor, 10” tablet computer, and 4~
smartphone respectively.

V. CONCLUSIONS

We suppose that enabling telemedicine and wellness
applications within eHealth systems may motivate healthcare
enterprises and citizens to pay more attention to all kind of
eHealth services. Currently eHealth solutions are EHR
centric which makes integration and use of new applications
complex or impossible. We propose streaming data upload
solution based on widely accepted EDF and Google Protocol
Buffers data standards. For simultaneous real time data
access fully web based solution for clinicians or carers was
developed and successfully benchmarked on desktop and
mobile devices.
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Abstract—We present a content-centric software architecture of
home monitoring solution designed to support universal semantically
described context information and formal reasoning for automated
profile generation and data aggregation. At the core of each data
processing node in the system is a semantic RDF-based datastore to
which a peripheral agent cloud is connected. An agent cloud is a
collection of independent programs that are used to perform various
tasks including sensor integration and semantic reasoning to derive
new knowledge from existing semantic data. A way of
communication between the agents is also described with a simplified
data aggregation example. The presented architecture is a first
iteration of assisted living research platform for further research.

Home care monitoring, semantic, context-aware, reasoning, data
acquisition, data management.

L INTRODUCTION

For the delivery of public health care, remote patient
monitoring provides a cost-effective way to manage burdens
on public services caused by an increasing portion of elderly
and chronically ill people. Additionally, to reduce demand on
clinics and home visits for doctors, the long term human
monitoring is believed to be an effective way for early
discovery of health risks. Increased acceptance and adoption of
preventative care regimes within “well-being” programs is also
important, for example smoking cessation and weight
reduction are also requiring active patient monitoring at home.

Early patient home monitoring systems were designed only
to acquire medical data to be analyzed by doctors off-line.
Later ones were enhanced with automated warning generation
and personalization features leading towards the increase of
complexity in instrumentation and processing software. From
one side, the existing telecare solutions are designed as
classical data acquisition systems with static configurations of
devices, patients and data processing algorithms. From the
other side, which is more important, the context information
which can be understood by the end-user might not be easily
interpreted by machines. However, in order to address the issue
of the rapidly increasing amount of collected data, it is crucial
that context processing is automated.

In the present paper we describe a content centric
architecture of home monitoring solutions designed to support
semantically described universal context information and
formal reasoning for automated profile generation and data

aggregation. In the second chapter of the paper we take a
deeper look at what has already been done in telecare R&D
topics. In the third chapter we present our multi-level data
acquisition architecture which makes use of a semantic RDF-
based datastore concept we call whiteboard, and a peripheral
agent cloud for data acquisition and processing. In the fourth
chapter we describe semantic communication within the
system and present a simplified data-aggregation example to
illustrate a way of dealing with massive amounts of incoming
raw sensor data within the system to derive higher-level
information. Finally, in the last chapter we outline our plans for
future developments.

II. Previous Work

As the population ages, telemedicine and home monitoring
is an emerging topic of cost-efficient health care. As already
well described by Doughty [1], the first generation telecare
technology solutions enable patients to summon help in case of
an emergency, the second generation provided automated
detection of emergencies, and the third enabled monitoring the
deterioration of well-being. The first generation solutions are
available practically for the whole well-developed world.
Commercial solutions of the second group, e.g. well@home in
US [2], Zydacron [3] and Docobo [4] in Europe, have been
around for 10 years as well. The third generation, also called
lifestyle-monitoring by Barnes [5], essentially includes
continuous monitoring of physical and social activities, also
called Activities of Daily Living (ADL) by Chen [6], sleeping
times, etc., for early discovery of health problems through
indirect impact and providing contextual information for
medical measurements. Some recent prototypes worth
mentioning are by Amaral [7], Kaushik [8], and others.

As outlined in [6], the interpretation of ADL information
has to be personalized making data processing quite a complex
task. Typically measurement data pattern recognition
algorithms are applied allowing one to later operate with
predetermined (logical) states like health conditions and
activities. Per Turner [9] “one size fits all” solution is
unsuitable for patient monitoring as the system must be easily
customizable by non-technical people, which apparently is not
the case in real life.

Policy- (i.e. rule-)based home care systems are promising
[9] in making it easier for end-users to modify the response



behavior (e.g. set triggers) of a home care system. Rule-based
home care has been investigated in various research projects
[10, 11]. This approach is well in-line with Smart Home (SH)
solutions because rule- and logic-, including Fuzzy logic-,
based control is the leading control method in this area [12].
SH platforms are the leading technological solutions in
providing cost-efficient assistance and monitoring for the
elderly and disabled people. Logical reasoning is also the most
natural method to derive additional knowledge expressed with
ontological relations.

However, the SH environments are producing massive
amounts of data from sensors and other devices around people
and, until enriched with a well-defined meaning, the potential
of SH-s assisting capabilities will not be fully achieved [6].
The main reason is complexity of reuse of acquired knowledge
due to the lack of high-level uniform data representation.
Apparently, the information and knowledge derived within a
particular SH installation is very hard to copy and use at
different locations because a) there are no widely accepted
ontologies for presenting sensor-actuator data; and b) systems
typically use low-level data formats, and conversion into
higher level presentation and publishing is weakly motivated,
which makes converting it into universal presentation a
difficult task.

Chen's activities related to SemanticsAtHome [13] and
other projects show that if SH data is semantically described
and this semantic content is machine-readable then processing
for analysis and decision support for intervention can be done
more easily, and possibly with distributed computing power.
Similarly, as shown by the Roboswarm project [14] deploying
semantic web technologies for mobile (service robot) sensing
for public indoor areas, significantly simplifies information
reuse and service decomposition.

While there have been various proposed solutions to deal
with issues of data structure, automatization and
personalization arising in home care, not many attempts have
been made to make use of many of them together. While not
targeting medical home care, Xue and Pung [15] have
addressed the issues presented above with their middleware
solution and have even described a semantic P2P cluster
overlay. Similarly addressing the presented issues and making
heavy use of the experience gained in the Roboswarm project
[14], we are applying the ideas deployed there to the medical
home care system.

III.  ARCHITECTURE

Modern home monitoring solutions involve numerous
amounts of various sensors that generate a lot of output
information. To address the issue of massive incoming sensor
data, we propose a hierarchical multi-level architecture where
each node consists of similar components that follow similar
processes while each node and component may have a different
implementation. Through hierarchical multi-level architecture
we intend to achieve low-level sensor data aggregation into
high-level knowledge for end-user, and vice versa propagating
high-level system management through the levels to low-level
node-specific management, thus reducing the amount of raw
data on higher levels. The system is intended to behave in a

uniform way on all nodes and all levels. However, while
sharing similar architecture, different implementations may
specifically be tailored to suit various needs and possibilities of
different computing platforms.

-
hiteboard

Figure 1. Whiteboard and peripheral agent cloud.

Each node consists of a whiteboard and a peripheral agent
cloud. What we call an agent cloud is a collection of
independent small programs that perform specific tasks on the
given node. An agent cloud includes computational,
communication, as well as wrapping agents for sensor
integration. What we call a whiteboard is a concept that stands
for a semantic datastore which is readable and writable by any
agent at any given time. Whiteboard serves two objectives at
the same time. Firstly, it is a persistent database for agents.
Secondly, it is a communication medium for information
exchange between the agents. Information exchange between
the nodes on different levels is achieved through the specific
communication agents which communicate information from
whiteboard on one level to the whiteboard on another level.
This makes a lower level node appear to a higher level node as
yet another agent in the peripheral cloud. Similar whiteboard-
centered approach with various agents for different tasks has
been previously used in the Roboswarm project to make a
mobile service robot operational. Various small agents were
used for different tasks and the whiteboard was used as a
central datastore and communication medium. As this
architecture with central whiteboard has been successfully
deployed in the Roboswarm project [14], we intend to build on
this and make use of the previous experience.

In order to make our data understandable to other
components in the system as well as outside of the system, we
treat whiteboard as a semantic datastore. We make use of



Resource Description Framework (RDF) [16] which is based
on making statements about resources in expressions in the
form of subject-predicate-object called triples. Thus, our
whiteboard datastore implementation can be viewed as a
database having 3 columns: the subject, the predicate, and the
object (or: the subject, the property, and the value). Which
looks very similar to the N-Triples notation [18].

The subject of an RDF statement is used to identify
resources. It can either be a Uniform Resource Identifier (URI)
or a blank node, in which case it denotes an anonymous
resource. To identify each node uniquely, a whiteboard within
any node is assigned a URI which is stored on the whiteboard.
Each agent running within the node has a unique identifier.
Since our data representation is semantic, each agent is also
assigned a unique URI which is formed by appending the
agent's unique identifier to the URI of the whiteboard.

whiteboard URI: http://www.eliko.ee/ssg/wb/1
agent's unique ID: MyAgent1

resulting URI: http://www.eliko.ee/ssg/wb/1/MyAgent1

Figure 2. URI formation.

By similar approach we can also build URI-s to identify
nodes (whiteboards) of the lower level, whose agents' URI-s in
turn are formed by appending unique identifiers to the URI of
the whiteboard. This enables us to identify any component
within the system uniquely, which in our estimation should be
beneficial for system management.
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Figure 4. Communication between whiteboards.

Agents in our system can be divided roughly into two types
by the way they acquire necessary data. There are agents that
query data they need from the whiteboard, and there are
consumer agents whose data is provided by the provider
agents. Moreover, while reading from the whiteboard is open
to all, writing to the whiteboard is a more complicated task if
data collision and corruption is to be avoided. This all has lead
us to introduce the concepts of input and output buffers which
means that every agent has a dedicated areas for reading and
writing which we currently identify through a RDF property.

@prefix e: <http://www.eliko.ee/ssg/schema> .

<http://www.eliko.ee/ssg/wb/1/MyAgent1>
e:InputBuffer _:1 .

_:1 e:Propertyl "valuel" .

_:1 e:Property2 "value2" .

Figure 5. Input buffer example in Notation3 [17].

Output buffer is a similar concept. Everything written by
any agent to the whiteboard is first stored in the respective
agent's output buffer where it remains until it is picked up by
another agent responsible for processing output buffers. This
agent then decides where to move corresponding data.

Introduction of input and output buffers opens up a
possibility of chaining agents together for data processing. For
example if agent Agentl outputs heart rate in ontology Ol
while the system works with heart rate in ontology O, an
additional agent Agent2 can be built to convert heart rate from
ontology Ol into ontology O, thus making heart rate
understandable to other agents in the system.



Semantic RDF-based representation of data makes it
possible to apply predicate calculus and make use of rule-based
reasoners (e.g. Jena) and programming in logic (e.g. Prolog) in
the system for deduction of new knowledge. One way to
include such reasoners is to write a specific agent for the
reasoner that would mediate data from the whiteboard to the
reasoner and vice versa. However, if reasoning on larger
amounts of data is to be considered then this will prove to be
ineffective. Because of this we also plan to introduce a
reasoner within the whiteboard with either direct access to the
whiteboard data or synchronizing changes made to whiteboard
data to the reasoner database. This will result in data
duplication but will allow the reasoner to have all the necessary
data readily in memory when the task requiring reasoning is
called.

IV.  CoMMUNICATION AND DATA AGGREGATION

Whiteboards serve as a data exchange medium between the
agents. For this purpose every whiteboard provides a
communication interface. Depending on the whiteboard
implementation in the given node the protocol, syntax and
implementation of the interface may be different while the
behavior remains the same. In addition, more than one
implementation of the communication interface may be
exposed. For example, communication between the nodes is
based on web-services while communication within the node
may be implemented using a whiteboard client library and
direct function calls.

Communication is based on semantic data representation.
Currently for handling simplicity, everything exchanged
through communication interface is presented in N-Triples
notation, or a notation similar to that. For example, a message
sent from one node to another may be encoded in N-Triples
notation enclosed in a SOAP message envelope, while a direct
function call within the node may make use of an array of
structs with separate fields for the subject, the predicate, and
the object.

Any message exchange follows N-Triples notation where
RDF blank nodes have only meaning within the message
exchanged. In the example that follows a blank node identified
by _:113 should not be considered as having meaning outside
of the message. When whiteboard receives anything to be
stored, all blank nodes are iterated through and replaced so that
no data collision happens with data already stored on the
whiteboard. Hence, _:113 may easily be replaced by _:217.

<http://www.eliko.ee/ssg/wb/1/MyAgent1>
<http://www.owl-
ontologies.com/nullontology.owl#Sample>_:113 .

_:113
<http://bioinfo.icapture.ubc.ca/subversion/SIRS/clinicalphe
notype.owl#HeartRate> "70" .

113
<http://bioinfo.icapture.ubc.ca/subversion/SIRS/clinicalphe
notype.owl#SaturationO2> "97" .

Figure 6. A sample message.

Whiteboard communication interface exposes three
methods, two of them for reading, one for writing.
list — a method for listing data stored on the

whiteboard, as well as a method for searching by the
subject, the predicate, or the object values. The search
results return matches including sub-properties. In the
example above, if search is made by the predicate
<http://www.owl-
ontologies.com/nullontology.owl#Sample> all of the
triples above will be returned.

listBuffer — a method for listing contents of the input
buffer of the agent querying.

storeBuffer — a method for storing data to the output
buffer of the agent.

To deal with massive incoming amounts of sensor data, we
intend to make use of multiple agents and multi-level
architecture. What may initially be a computationally heavy
task to achieve on a central node for numerous patients in
home care, may become considerably simpler if raw sensor
data is aggregated and analyzed on the home node, thus
making use of the distributed computing power.

Let us consider a simplified example where a number of
home care patients are requested to take Electrocardiogram
(ECG) readings daily. In order to analyze long term heart rate
variability trends to assess conditions of the cardiovascular
system.

1. On a home node we have an ECG agent that takes raw
samples coming from the ECG amplifier, enriches
them semantically, e.g. with meta data like sensor
maker, pre- and post-, low- and high-pass filters
applied, pre- and post-processors, sampling rate, etc.,
and stores it on the local whiteboard.

2. A second agent on the home node picks up the stored
ECG samples of the measurement, extracts heard beat
period (RR interval) values and stores them on the
whiteboard.

3. A third agent on the home node picks up the stored RR
interval values of the measurement, calculates heart
rate variability (HRV) value and stores it on the
whiteboard.

4. A communication agent on the home node picks up the
HRYV value and sends it to the parent node.

5. On a parent node there can be one or more agents
which analyze stored HRV values, calculate long-
term trends, compare them with the trends from other
patients under the observation while taking into
account data not available on the lower level nodes,
like information about the environment, activity
history, medical history, etc.

While home nodes hold all the raw sensor data, there is no
actual need for it on the higher level to calculate HRV trends
and trend comparison. Thus, the actual sensor data remains on
the lower level node for some predefined period. As long as the
communication framework defines ways to retrieve this data



when the need should arise, such scheme should ease the data
load on central nodes and make use of distributed computing
power.

V. ConNcLusioNs AND FURTHER WORK

At present time we have implemented an assisted living
research platform for further research. As outlined in this
paper, we have used experience gained in the Roboswarm
project and extended the Roboswarm architecture to fit our
vision of the home care infrastructure.

We have created two implementations for different nodes,
one representing a lower level node with sensors attached to it,
the other a higher level node without sensors. On both nodes
we have a whiteboard with input and output buffers and a
number of agents. On the lower level node there are agents for
specific sensors (e.g. PPG), communication agent that links the
lower level node to the higher level node. On both nodes we
have also implemented a reasoning agent, using Jena reasoner
on the higher level node and Prolog on the lower level node,
for deduction of new knowledge. Moreover, higher level node
is implemented in Java and web-services as communication
interface while lower level node is implemented in C and using
direct function calls for communication with the whiteboard.

We have made use of the Roboswarm architecture
experience and have confidence it will scale in a home care
solution as well. Our further work involves refining current
implementations, defining data that is needed for operation of
the nodes, optimization of data storage, exchange and transfer,
implementation of various agents for different sensors and
computation tasks. Furthermore, it is necessary to design rule
sets for automated profile generation and automated data
aggregation.
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Abstract— Personal Health Records (PHRs) and wellness
telecare systems are emerging and shall enable individuals to
take more responsibility of maintaining their own health.
However, practical data interoperability with existing THE
systems has been not achieved yet due the wide range of differ-
ent PHR information collected by users. We describe an HL7
v3 protocol based data interoperability solution that enables
seamless integration of telecare data with an existing Estonian
nation-wide Electronic Health Record System targeting na-
tion-wide Universal Health Record (UHR) data repository.

Keywords— Telecare, universal health record, e-health

I. INTRODUCTION

Personal Health Record (PHR) solutions are targeting
safe, high quality and cost-efficient proactive healthcare.
Health and wellness information collected by telecare sys-
tems should essentially be recorded into PHR for long-term
monitoring and evaluation of trends of well-being. The most
significant benefits of PHRs can be achieved through the
interoperability of different existing patient data stores and
IHE systems [1]. However, as stated by Lahteenmaki [2]
most PHR systems do not communicate with other
healthcare information systems well enough yet. Integration
of telecare and subjective feeling data in meaningful and
formalized way suitable for computerized processing is
even more complex task. 2008 saw Google adapt Continuity
of Care Record (CCR) for Google Health [3] thus showing
high potential of the CCR to become leading standard for
interoperable PHR systems. However, since CCR has been
developed in accordance with the hospitals’ requirements to
Electronic Health Records (EHRs), there are certain limita-
tions to include telecare and lifestyle information into CCR
based PHRs.

As stressed in [4] there is significant lack of interopera-
bility among health, rehabilitation and care information
systems. Modern telecare systems essentially support life-
style monitoring [5] and provide context information for
measurement and event data. While such data carries im-
portant information about degradation of well-being [6] it
shall be considered as essential part of PHR.
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In some countries, for example in Estonia [7], national
eHealth systems are developed for simple access to patient
EHR data collected by any kind of healthcare organizations.
Natural way is to enrich such healthcare databases with
personal wellness and telecare content resulting true UHR
repository. From one side, such long term infrastructure
projects raise more deeply the issues of feasible interopera-
bility of PHR, EHR and telemedicine systems with manage-
able data access right system. From the other side, due the
increased demand for flexible data presentation standards
leaded by telecare, wellness equipment manufacturers and
end users, such interoperable UHR systems are more like to
become available.

Current paper presents proposals how to integrate per-
sonal data from telemonitoring systems into Estonian na-
tion-wide Electronic Health Record System — eTervis
(eHealth) portal. For our analysis we rely on existing
knowledge developing interoperable, semantics driven
telemonitoring systems [8] to be used by East-Tallinn Cen-
tral Hospital.

11. PROPOSED CENTRALIZED REPOSITORY FOR EHR AND
TELECARE DATA

For most of the countries there exist several competing
and typically incompatible legacy repositories for EHR and
PHR data. However, in some countries, for example in
Estonia, exists a public, state controlled and centrally main-
tained infrastructure for citizens’ EHR data. Such infrastruc-
ture offers (controlled) a single service to keep and access
patient data. Since privacy and data retention issues for state
driven data warchouses are carefully addressed and legally
validated, such repositories are suitable for storing personal
welfare information. Possible extension of centralized EHR
system with telemonitoring capabilities is shown on Figure
1. Dashed lines present proposed data flows of telecare
information.

Designed capable enough for storing high resolution im-
age content and real time data access, the particular eTervis
EHR repository can technically support telemonitoring
services including recording narrow bandwidth (10kbps)
streaming data, e.g. ECGs. Context enriched ECG monitor-



ing can be considered as most demanding and modern prac-
tical telecare application for EHR/PHR systems to date [9].
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Fig. 1 eHealth EHR system extended with telecare
and wellness monitoring functionality

I1I. REQUIREMENTS FOR EXPANDABLE PHR sysTEm

Despite the existence of many PHR systems there is a
growing interest to expand centralized EHR infrastructures
by accepting and keeping data coming directly from the
patients. The motivation to manage PHR data alongside
with the clinical data collected by the healthcare profession-
als in the same system is to provide physicians with better
access to their patients’ nonclinical information. Because
centralized EHR repositories are already responsible for
keeping track of all medical data provided by different med-
ical establishments, about one patient in the same place,
they could as well concentrate private home-made meas-
urements, training diary, drug taking history, etc.

However, if it is decided that PHR data has to be sent di-
rectly to EHR holder where the ordinary clinical data is, it
cannot happen just out of the box. Typically, EHR systems
have complex proprietary input protocols which do not suit
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well for PHRs. For example, eHealth has a large number of
HL7 v3 XML message formats for storing and requesting
predefined number of specific rather large and well-defined
documents like medical case histories, ambulant cases,
medical bills, referral letters, prescriptions, etc., while PHR
data entries are usually small but vary from patient to pa-
tient.

The situation is similar with standalone PHR implemen-
tations in systems like described by [2], Google Health,
Microsoft HealthVault [10], etc., which have actually very
fixed formats for certain events, for example home-made
blood pressure measurements. Even though many of them
reference external vocabularies like SNOMED CT for creat-
ing interoperability on conceptual level, they fail to adapt
great diversity of possible PHR entries beyond the given
formats of a particular coding system.

The goal is to find the practical way to represent data
gathered by the patient. The focus is to add expandability
and refine-ability where fine-tuned formats and schemas
lack certain flexibility and need considerable intervention
when new data types are introduced or old ones require
expansion. For example, when a patient uploads weight
measurement data it is important in some cases to add meta-
information, like the type of scale used, but if the current
schema has no slot for this kind of information, there is no
seamless solution to enable recording of such data. On the
other hand, we cannot force every entry to have the device
field. Therefore, some data organization methods will not fit
the best. We must also not forget that data still has to be
automatically manageable by expert systems and rule en-
gines which are usually present in EHR systems (e.g. deci-
sion support algorithms Map of Medicine [11] in eHealth).

In the realm of PHR there are many different behavior
models of users, some want to keep diary of physical activi-
ties, others track their health parameters like blood pressure
daily, or at random times. In general, patients want to send
not very precisely defined wellness data as well as results of
medical measurements to their PHR. While clinical data is
unanimous, PHR data can be medical as well as describing
subjective wellness feeling, or data not even directly con-
nected to the patient but rather contextual, like outdoor
temperature at jogging time, etc.

As an example of volatile nature of PHR data schema we
could consider the case of keeping workout diary. While
one patient just logs the history of exercises taken at the
gym with duration data, the other patient wants to enrich her
training diary with data output by the pulse watch. Suppose
the PHR repository is capable of accepting all that but if the
person wants to add some conclusion of how she felt after
the training session, this might not be possible to accom-
plish in the system. Additionally, in some cases person



would like to add aggregated data of particular measure-
ments to the PHR.

IV. DATA MODEL

Hereby the underlying core data structure has rather im-
portant role for effective connectivity of versatile data
sources and platforms for creating expandable PHR ecosys-
tem. Tightly fixed formats of recordable events can be re-
lied on to some extent, but rather general and universal
basic data schema could perform better for the patient’s
point of view even if it poses inconveniences for technical
side.

PHR builds up in a natural way as a diary of entries
which are typically rather short and based on a single meas-
urement, test, activity etc. In most of the cases complex
HL7 v3 messages with lots of required field as regular in
the EHR system eHealth can be avoided but still easily
introducible if necessary. There are not many fields in PHR
entries that have to be present in every case, perhaps patient
identification data and the timestamp of the entry are most
common, still not omnipresent as the patient ID can be
transmitted outside of the contents of the entry (already
needed during the creation of communication channel and
authentication) and the timestamp might be omitted with
some static personal data (name, genetic information, disa-
bilities). Therefore no compulsory fields are required on the
general level. Also grouping entries to components or divid-
ing them to certain number of subtypes is dropped.

According to the proposed data model a PHR entry shall
be a list of key = value pairs, which is actually cover-
ing lots of possible cases of usage. The key is always ter-
minal node and refers to an external ontology or vocabulary
concept (SNOMED CT, LOINC, WordNet, etc). As it is
publicly accepted to use many coding systems simultane-
ously for enabling semantic interoperability all identifiers
split to root and extension (HL7, Google Health, [2]). For
example the key weight in pseudo code takes the form of

<key extension = "363809009" <root =
"2.16.840.1.113883.6.96" codeingSys-
temName = "SNOMED CT" displayName =

"Weight "> in an arbitrary XML representation.

The value node can, however, be either a single termi-
nal (string, number) as 42 or a list of elements as [ele-
mentl, element?2, enementn] where a list element
can be terminal node or another key = value pair, thus
making the schema hierarchical. Still, the encoding is more
intuitive than the core model of entity-role-participation-act
from the HL7 v3 and compared to the <TestResult>
node from Google Health it can express list of values, for
example recorded data stream of a handheld ECG device
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ECG
10246,

(CardGuard SelfCheck
1 lead ECG=[6918,
w1

[12])  like
10246, 9734,

For better illustration we could consider a minimalistic
example of an entry of how a patient could evaluate her
current feeling in the following pseudo code:

entry = [
feeling = tired,
timestamp = 14 Feb 2011 17:52

Another entry represents the usage of nested lists of key
= value pairs and depicts the results of one blood pres-
sure measurement. It is worth of noticing that as the meas-
urement device outputs also the pulse rate reading besides
the blood pressure, it is very natural and simple to encode
that data into the same entry:

entry = [

type = measurement,

blood pressure = [
systolic = 120,
diastolic = 80,
unit = mmHg

JI

pulse = [67, unit = ppm],

timestamp =

user comment =

device =

For considering the case of enriching data the following
entry demonstrates a log of a training event where the pa-
tient got the data from a pulse watch:

entry = [
training = [burned calories = 5701,
device = [polar watch, model = 1]

But if the same patient uses different model of pulse
watch later which outputs more parameters, the data stream
of that patient could be enriched with backward compatibil-
ity and corresponding user applications adopt the new data
schema with reasonable effort:

entry = [
training = [
burned calories = 570,
duration = [120, unit = minutes],



sport = avg speed=25 km/h]

]I

device =

[cycling,

[suunto watch, model = 2]

V. PROPOSED ENHANCEMENTS TO EHEALTH ECOSYSTEMS

For making use of the potential of eHealth system to ac-
cept PHR type data coming directly from patients either by
inserted manually in dedicated web-applications or automat-
ically from telemonitoring installations which connect (e.g.
using Blutooth) to physical sensor devices and process in-
coming sensor data, some additional development is needed
to be done on the EHR s side.

As soon as the concrete transferring carrier is picked for
the proposed hierarchical entry format and authentication
procedures are agreed on there are no major obstacles on
uploading and saving the PHR data to eHealth. In general,
access interfaces to the system do not have to be differently
designed from the existing web-services used for managing
ordinary clinical EHR data encoded in HL7 v3 XML mes-
sages.

The PHR entries could be expressed in XML and parsed
into the tree of objects for accustomed processing and man-
aging on the server side or be encoded into RDF triples and
handled respectively. While precise storage or querying
issues and displaying PHR data streams on the user inter-
face are not in the scope of this paper, experiments show
that it is feasible to encode the data given in the proposed
schema into ordinary relational databases as well as into
dedicated XML databases (e.g. [13]) for hierarchical rec-
ords.

VI. CONCLUSIONS

PHR systems are quickly winning popularity among the
competitive healthcare users. On the same time, vogue of
different fitness and training data exchange services is in-
creasing even more rapidly. It has been expected a break-
through in telemedicine utilization to manage the aging
Western populations. There are some attempts, even in large
scale — for example eTervis (eHealth) in Estonia - to merge
all such information into one public UHR cyberspace.
However, present PHR data encoding standards developed
from hospitals’ perspectives have insufficient flexibility to
present quite loose and context dependent telecare or life-
style information. We propose to extend existing CCR,
CCD and proprietary PHR data formats with refinement
potentiality for storing specific detailed records. Proposed
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data encoding solution was successfully tested with cardio-
logical telecare data and context information to be fitted
into strictly predefined schema of existing eTervis EHR
system.
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