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Introduction
This work mainly focuses on inverse source problems for subdiffusion equations.Let us firstly describe what the subdiffusion process is and what is the difference be-tween the usual diffusion and subdiffusion processes:

• Usual diffusion is described by Random Walk model (RW): the elementary stepstaken on a microlevel are independent from each other and happen with the SAMEtime pace.
• Subdiffusion is described by Continuous Time Random Walk model (CTRW) andstands for the models with the VARIABLE waiting time.
A commonway to describe CTRW is the time-fractional diffusion equation. The deriva-tion of this equation and the generalized subdiffusion equation will be described in thenext Chapter. In order to write it down we need the definitions of Riemann–Liouville andCaputo fractional derivatives of the order β ∈ (0,1) [70]:

(RDβ
a v)(t) =

d
dt

∫ t

a

(t− τ)−β

Γ(1−β )
v(τ)dτ, (CDβ

a v)(t) =
∫ t

a

(t− τ)−β

Γ(1−β )
v′(τ)dτ.

The Riemann-Liouville fractional integral of the order β ∈ (0,1) is defined as
(Iβ

a v)(t) =
∫ t

a

(t− τ)β−1

Γ(β )
v(τ)dτ.

Then the time-fractional diffusion equation in self-similar medium is:
ut =

RD1−β

0 Lu+Q (1.1)
with 0< β < 1, L =κ∆, where ∆ is the Laplace operator, κ is a positive constant and Q isa source term. The time-factional diffusion equation (1.1) is used to describe subdiffusion(slow diffusion) processes [5, 13, 18, 67]. These are diffusion in fractal and porous mediasuch as propagation of underground pollution, dynamics of protein in cells, heat flow inmedia with memory. Fractional diffusion equation (1.1) is also used in describing Hamilto-nian chaos, transport in dielectrics and semiconductors, application of optical tweezers,etc. [12, 13, 18, 73, 87].In order to incorporate linear reaction in the model we replace L = κ∆ by

L = κ∆+ r(x)I,

where I is the unity operator. The addend r(x)I is also referred to as a potential term [98].
By applying the operator I1−β

0 to (1.1) we obtain the equivalent equation in the Caputoform
CDβ

0 u = Lu+F (F = I1−β

0 Q). (1.2)
Unlike (1.1), this equation is not overdifferentiated from the mathematical point of view,thus mathematicians generally prefer to work with this model.In case the medium is not self-similar, the power function has to be replaced by someother kernel under the derivative. We utilize the generalized fractional derivatives in
Riemann–Liouville RD{k}a and Caputo sense CD{k}a :

(RD{k}a v)(t) =
d
dt

∫ t

a
k(t− τ)v(τ)dτ, (CD{k}a v)(t) =

∫ t

a
k(t− τ)v′(τ)dτ,

t > a, k is a locally integrable function.
9



The generalized subdiffusion equation is [13, 18, 82]
ut =

RD{M}0 Lu+Q (1.3)
where M is an arbitrary locally integrable kernel. In case there exists a kernel k such that
k ∗M = 1 then (1.3) can be transformed to the Caputo form

CD{k}0 u = Lu+F (F = k ∗Q) (1.4)
where ∗ is the time convolution:

v1 ∗ v2(t) =
∫ t

0
v1(t− τ)v2(τ)dτ.

The generalized subdiffusion (the medium is not self-similar) equation (1.3) describesthe cases, when the medium is not self-similar. These include multiterm and distributeddiffusion models [12, 48, 66, 82, 87], tempered subdiffusion [10, 19, 82, 84, 95], somemodels with bounded kernels [27].Let us explain what an inverse problem is. In the classical theory of PDEs developed byLaplace and Hadamard the goal is to solve the direct problem. This means to reconstructthe process, given the nature law (the PDE itself), the measurements (the boundary data)and its characteristics (the coefficients of the equation) .In practice, however, the coefficients and the source term of the equation are oftenunknown. Thus, in order to apply the model created before, additional measurementsthat allow to reconstruct the unknown coefficient are required. This type of problem iscalled an inverse problem [28, 30, 32, 58, 76].For example, the inverse problem in case of the diffusion equation can be to deter-mine space-dependent components of source terms and space-dependent coefficientsby means of final overdetermination data
u(T,x) = ψ(x), x ∈Ω, (1.5)

where T > 0 and Ω is the space domain where a process is going on. Inverse sourceproblems for diffusion equations have important applications in location of groundwaterand atmospheric pollution sources [43, 89] . The problem to determine u where finaloverdetermination condition of type (1.5) replaces the initial condition is called a backwardproblem. This type of problem has many applications, including the reconstruction ofgeothermal history of Earth [30].Theoretical solvability of problems in PDEs addresses the issue of the well-posedness.In sense of Hadamard the problem is well-posed if [30]:
1. the solution is unique;
2. the solution exists;
3. the solution is stable, i.e., it continuously depends on data.
Let the operator A map a metric space X to a metric space Y . Then the definition ofwell-posedness is equivalent to:The equation Ax = y, x∈ X , y∈Y represents awell-posed problem in sense of Hadamardif the operator A has a continuous inverse from Y to X .If one of the conditions 1-3 is violated the problem is called ill-posed. There are manyexamples of inverse problems that are ill-posed [41]. That is because the forward operator
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A is usually smoothing and, therefore, an inverse of A from Y to X is not continuous.However, a proper redefinition of spaces may lead to a well-posed problem. Thus, one ofthe goals of theoretical analysis of the ill-posed problem is to choose a setting of functionspaces where A−1 is continuous.Ill-posed problems are classified as mildly, moderately and severely ill-posed. The def-inition of degree of ill-posedness depends on the formulation of the problem. For exam-ple, in case of linear operators the degree of ill-posedness of the operator is defined viaits singular values. For the moderately ill-posed problems the degree of ill-posedness canbe defined as the highest order of the derivative that must be included in the stability es-timate of the solution. If derivatives of all orders are involved in the reconstruction thenthe problem is said to be severely ill-posed.It is worth to point out that in practice onemay not be able to compute the derivativesnecessary for the stability estimate, which makes the problem ill-posed problem in itsessence, not awell-posed. Knowing the degree of ill-posedness is important, since it helpsto choose an appropriate regularization technique to reconstruct the solution in practice.Let us give general remarks on problems with final overdetermination.Theoretical issues of a problem to reconstruct a space-dependent factor f (x) of thesource term
F(t,x) = f (x)g(t,x) (1.6)

and a problem to identify a space-dependent reaction (potential) coefficient r(x) in para-bolic equation by means of the final data (1.5) were studied in [29]. There the problemfor f was reduced to a fixed-point equation with a compact operator and uniqueness wasproved by means of maximum principles. Existence and continuous dependence of f ondata ψ follow from the uniqueness.This approach was further developed in [6, 34, 59, 60]. More precisely, in [34, 59],inverse problems for parabolic equations including a lower-order integral termwere stud-ied.If the known factor of the source term g depends only on t then the source function
F has separated variables and the problem to recover f from final measurements ψ canbe handled by means of the Fourier method: the original inverse problem is reduced to afamily of inverse problems for Fourier coefficients of f that are explicitly solved [39].The uniqueness of solution of a backward in time problem for parabolic equation equa-tion was shown in [91].

Inverse problems for the fractional equation have often been studied by the samemethods as in non-fractional case. For example, positivity principle, the Fourier method,the method of Laplace transform have been successfully extended to the fractional case.Existence, uniqueness and continuous dependence on data of solution of a problemto determine the factor f (x) of a source function included in the time fractional diffusion
equation (1.2) from final data (1.5) in the particular case g = g(t) were established bymeans of the Fourier method [69, 78, 93, 94].The method enables to handle problems with non-classical boundary conditions anddifferent non-local space operators, too (see [1, 46, 47]). The paper [86] treated a moregeneral case when a space operator L contains coefficients depending both on x and t but
g is still independent of x. Uniqueness of reconstruction of f from final data was provedby means of monotonicity arguments.If g = g(t) and the unknown f (x) is a priori smoother than an intial state then thefinal data ψ contain enough information to recover simultaneously f and the order ofderivative β in (1.2) [37].
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An inverse problem to reconstruct factor f (x) of a source function of (1.2) from finaldata in the general case g = g(t,x)was considered in [79, 90]. The existence, uniquenessand continuous dependence of a solution on data were proved except for a finite set ofvalues of κ. This study uses analyticity arguments and is a generalization of an analogousresult obtained for usual parabolic problem [15].
An equation (1.2) with the semilinear term F = F(t,x,u) = f (x)g(t,x,u) was consid-ered in [36]. Uniqueness of the reconstruction of f from final data was proved by meansof a positivity principle provided in the same paper. That falls into category of maximumprinciple results [34, 54, 61].
Estimates for r(x) in a subdomain of Ω in terms of the final data ψ(x), x ∈ Ω, werededuced by means of Carleman estimates in [96]. However, this method assumes essen-tial restrictions on the equation (only the one-dimensional equation (1.2) in case of halfderivative was considered). Similar results for a problem to determine a diffusion coeffi-cient depending on spatial variables were obtained in [75].
There is a number of papers that are concerned with inverse problems for (1.2) thatuse overdetermination conditions that are different from (1.5).
The reconstruction of the source factor f (x) in case g= g(t) from theweighted integraloverdetermination of the form ∫ T

0 η0(t)u(t,x)dt = ψ(x)was considered in [55]. Existenceand uniqueness of a distributional solution were proved.
Several works have been concerned with inverse problems with local, boundary orintegrated overdetermination along time. For example, in [31, 56, 57, 78, 85] existenceand uniqueness of reconstruction of time-dependent factors of sources and boundaryconditions were proved.
The paper [44] was concerned with the reconstruction of the source function F thatdepends on time and part of spatial variables from boundary measurements over thetime. Estimates for the solution in terms of the data were deduced.
The inverse problem to determine the factor f (x) in the usual parabolic equation orin the fractional diffusion equation (1.2) from final data is moderately ill-posed. But unlikethe backward in time problem for the parabolic equation, that is a classical example of aseverely ill-posed problem [30], such a problem for the fractional equation (1.2) is moder-ately ill-posed [39, 78]. This difference in the regularity of these problems is caused by adifference in behavior of Fourier coefficients of the state function u for large eigenvalues.They have an exponential decay in the usual parabolic case but a power-type decay in thefractional case.
The asymptotics of Fourier coefficients of u was used to prove moderate ill-posednessof a problem to identify the coefficient r(x) in (1.2) from final data (1.5) under the assump-tion that T is sufficiently large [98].
Inverse problems for the generalized time fractional diffusion equations (1.3), (1.4)have found less attention in the literature.
A couple of papers was concerned with inverse problems for (1.4) in case the kernel

k is a sum of power functions, i.e. the equation involves a sum of Caputo derivatives ofdifferent orders. In such a case the corresponding ODE in Fourier domain can be handledby means of multinomal Mittag-Leffler functions [53]. More precisely, in [38] uniquenessof determination of the source factor f (x) frommeasurements in a subdomain of (0,T )×
Ω in the case g = g(t) was proved. The paper [53] dealt with a reconstruction of ordersof derivatives of such an equation.

Another group of papers deals with identification of kernels M and k in (1.3) and (1.4)bymeans ofmeasurements along the time axis. Reconstruction of weight functions of dis-tributed Caputo derivatives in (1.4) was considered in [77] and determination of a kernel
12



M of a perturbed Riemann-Liouville derivative was studied in [33]. Most general resultin this direction was obtained in [35] where the existence, uniqueness and continuousdependence on data for a problem to identify M satisfying certain monotonicity and con-vexity conditions were proved.Inverse problems to determine x-dependent source terms and coefficients in equation(1.3) from final data as well as backward problems for (1.3) had not been studied before.Such problems will be one investigation object of the thesis.In another problem under investigation in this thesis the aim is to reconstruct the un-known source term f which depends on both space and time variables. In order to dothat we formulate an inverse problem in a different way. Instead of a pointwise final-timeoverdetermination condition (1.5) we consider an overdetemination condition on a finaltime subinterval:
u|(t0,T )×Ω = ϕ, (1.7)

where t0 ∈ (0,T ).The inverse source problem for the generalized fractional diffusion equation (1.3) withthe overdetermination condition (1.7) has not yet been considered even in the usual frac-tional case (1.2).Before solving this inverse problem, however, we first consider a different problemthat serves as a good starting point for the further applications. This is the problem torecover a history of a function u at 0 < t < T by means of measurements of u(t) and itsgeneralized fractional derivative in a left neighborhood of T :given ϕ,g : (t0,T )→ R, find u : (0,T )→ R such that
u|(t0,T ) = ϕ and D{k}0 u|(t0,T ) = g, (1.8)

where D{k}0 is either Riemann-Liouville or Caputo generalized fractional derivative.Such a problemmakes sense only in case of fractional or generalized fractional deriva-tive due to the unlocal nature of it. In case of a usual derivative it would have been im-possible to reconstruct the function backward in time based on the measurements ofderivative on a final time subinterval. The problem is new and in this situation the tech-niques working successfully in a usual parabolic case cannot be simply extended to thefractional case.The objectives of the thesis include theoretical study that focuses on establishing theconditions of uniqueness, existence and stability for the problems related to integratedversions of the generalized subdiffusion equation (1.3):
• inverse problems to reconstruct the space-dependent part of the source term f (x)from the data (1.5);
• a backward in time problem;
• a problem to identify the unknown reaction term r(x) from the data (1.5);

the objectives also include
• theoretical analysis of a problem to recover a history of function u given its valueand the value of its generalized fractional derivative on a final-time subinterval;
• theoretical study of a problem to reconstruct an unknown source f (x, t) in (1.3) fromthe overdetermination data on a stripe (t0,T ).

13



The scientific novelty of the thesis is justified by the following results
• inverse problems with final overdetermination for generalized subdiffusion equa-tions have been studied first time;
• these problems describe much wider range of processes than problems posed forthe usual fractional diffusion equation (1.1);
• the problem of recovery of a history of function u given its value and the value ofits generalized fractional derivative on a final-time subinterval has been addressedfor the first time;
• inverse source problems with observations on final time subintervals have beeninvestigated for the first time.
Let us provide a content overview and short summary ofmethodology.In the next Chapter we discuss the motivation to consider such a type of problemsand address their history. Next we describe basic mathematical concepts, including thesetting of functional spaces, the Sonine kernels and Mittag-Leffler functions. We providethe examples of kernels M and k used in the thesis. We also show different approaches toderive the model from a physical perspective and discuss the processes that such amodelelaborates.In the Chapter 2 we consider two inverse problems for a generalized diffusion equation(1.3) that use final observation data. We prove our results under certain monotonicity andconvexity assumptions on M and k. The first problem is to identify a space-dependentfactor f of a source term g(t,x) f (x) and the second one is to reconstruct a coefficient r(x)of a linear reaction term. We prove the uniqueness of the solution to the inverse sourceproblemby applying amodified version of the positivity principle from [36]. Nextweprovethe existence and stability of the solution to the inverse source problem by means of theFredholm alternative. The uniqueness of reconstruction of the reaction term follows fromthe results for the inverse source problem. Finally, we prove local existence and stabilityof the solution to the problem of reconstruction a reaction coefficient by means of thecontraction argument.
In Chapter 3 firstly an inverse problem for an equation (1.3) with M = tβ−1

Γ(β ) +m∗ tβ−1

Γ(β )is considered, that is equivalent to a fractional diffusion equation (1.2) with an additionalperturbation termm∗Lu. The objective here is to reconstruct a space-dependent compo-nent f (x) of the source term f (x)g(t), given the final overdetermination condition (1.5).Since the variables in the source term are separated, the Fourier method is used to re-duce the original inverse problem to the family of inverse problems for the Fourier coeffi-cients of f . Then a family of fractional ODEs for the Fourier coefficients of u is solved usingMittag-Leffler functions. By composing this back into series the closed solution formulafor f is obtained. Next we use norms with the exponential weights to obtain the solutionestimates in the setting of Lp spaces and based on that formulate uniqueness, existenceand stability theorems.Next in Chapter 3 given a final overdetermination condition we solve the same equa-tion backward in time and againwe derive the closed solution formula bymeans of Fouriermethod.In Chapter 4we consider the inverse problem of a backward reconstruction of a historyof u from (1.8). By means of the Laplace transform we prove the uniqueness for a generalclass of kernels k and reduce backward continuation problem to an integral equation thatis further used to derive the solution formulas. Then the solution formulas are derived insome particular cases of k based on the expansion with the Legendre polynomials.
14



Further we apply the results obtained for backward continuation problem to an in-verse problem of reconstruction of a history of a source in a general PDE from the mea-surements in a left neighborhood of final time T . Straightforwardly from the results forbackward continuation problem we obtain the uniqueness of solution for source recon-struction problem. Finally we deduce explicit solution formulas for some particular cases.
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Basic mathematical concepts
1.1 Functional spaces and integral transforms
The symbol L (X ,Y ) denotes the set of all bounded linear operators from Banach space
X to another Banach space Y . If X = Y we use an abbreviated notation L (X).Let X be a Banach space and G ⊆ Rn. The space C(G;X) denotes the space of allcontinuous functions w : G→ X . If G is compact then C(G;X) is a Banach space with anorm:

‖w‖C(G;X) = sup
y∈G
‖w(y)‖X .

We denote byCm(G,X) the the space of all functions w : G→ X which admit continu-ous derivatives of orderα = (α1, . . . ,αn), αi ≥ 0, i = 1, . . . ,n and |α|= α1+ . . .+αn ≤m.If G is compact then it is a Banach space with a norm:
‖w‖Cm(G,X) = ∑

|α|≤m

∥∥∥∥∥
∂ |α|

∂yα1
1 . . .∂yαn

n
w

∥∥∥∥∥
C(G;X)

.

We also define
C∞(G;X) =

⋂

m≥0

Cm(G;X).

For open G we denote by Lp(G;X), p ∈ [1,+∞) the Lebesgue spaces. The space
Lp(G;X) contains the equivalence classes of all Bochner-measurable functionsw : G→X ,such that ‖w(y)‖p

X is integrable. This is a Banach space with a norm

‖w‖Lp(G;X) =

(∫

G
‖w(y)‖p

X dy
) 1

p

.

In case if G is unbounded
Lp,loc(G;X) =

{
w : w|G′ ∈ Lp(G′;X) ∀G′ ⊂ G, such that G′ is bounded}.

The space L∞(G;X) contains the equivalence classes of all Bochner-measurable func-tions w : G→ X , such that ‖w(y)‖X is essentially bounded. This is a Banach space with anorm:
‖w‖L∞(G;X) = esssup

y∈G
‖w(y)‖X .

We denote byW m
p (G;X), p ∈ [1,+∞),n ∈ N the Sobolev space, i.e. the space of all func-tions w : G→ X having distributional derivatives of order α = (α1, . . . ,αn) in Lp(G;X) for

αi ≥ 0, i = 1, . . . ,n and |α| ≤ m. The norm in this Banach space is:

‖w‖W m
p (G;X) =


 ∑
|α|≤m

∥∥∥∥∥
∂ |α|

∂yα1
1 . . .∂yαn

n
w

∥∥∥∥∥

p

Lp(G;X)




1
p

.

For the exponentially bounded f ∈ L1,loc(R+;X) (i.e. ∫ ∞

0 e−ωt‖ f (t)‖X dt <∞ for some
ω ∈ R) we will denote the Laplace transform [74]

f̂ (s) = (Lt→s f )(s) =
∫

∞

0
e−st f (t)dt, Res> ω.

16



Fourier transform for the function f ∈ L1(R;X) is defined as [74]:
F f (ξ ) =

∫

Rn
e−iξ ·x f (x)dx.

Fourier transform of the distribution f is defined by formula:
<F f ,ϕ >=< f ,Fϕ >, ∀ϕ ∈C∞(R), such that |xk

ϕ(x)| →
|x|→∞

0 ∀k > 0.

Then for f ∈ Lp(R;X) we have that < f ,ϕ >=
∫
Rn f (x)ϕ(x)dx is absolutely convergentand Fourier transform is defined in a distributional sense

<F f ,ϕ >=
∫

Rn
f (ξ )Fϕ(ξ )dξ , ∀ϕ ∈C∞(R), such that |xk

ϕ(x)| →
|x|→∞

0 ∀k > 0.

We introduce the spaces
Hs

p((0,T );X) = {w|(0,T ) : w ∈ Hβ
p (R;X)}, p ∈ (1,∞), s> 0,

where
Hs

p(R;X) = {w ∈ Lp(R;X) : F−1|ξ |sFw ∈ Lp(R;X)}.
Moreover, we define

0Hs
p((0,T );X) = {w|(0,T ) : w ∈ Hs

p(R;X), suppw⊆ [0,∞)}, p ∈ (1,∞), s> 0,

where the support of w, i.e. suppw is the complement in R of the largest open set onwhich w = 0 almost everywhere.By default we drop the symbol of value space for X = R or X = C, but we show it ifnecessary.
A useful sentence is the Young’s theorem for convolutions which states that for m ∈

Lq(0,T ) and w ∈ Lp((0,T );X) with p,q ∈ [1,∞], the convolution m ∗w belongs to thespace m∗w ∈ Ls((0,T );X) where 1+ 1
s =

1
p +

1
q and the inequality

‖m∗w‖Ls((0,T );X) 6 ‖m‖Lq(0,T )‖w‖Lp((0,T );X) (1.9)
is valid.1
1.2 Hölder spaces
Let us denote

C0([0,T ];X) = {u ∈C([0,T ];X) : u(0) = 0}.
Next for 0< α < 1 we introduce the abstract Hölder spaces with corresponding norms

Cα
0 ([0,T ];X) =

{
u ∈C0([0,T ];X) : ‖u‖Cα

0 ([0,T ];X) := sup
0<t1<t2<T

‖u(t2)−u(t1)‖X

(t2− t1)α
< ∞

}
,

Cα([0,T ];X) =Cα
0 ([0,T ];X)+X

= {u : u(t) = u1(t)+u2, t ∈ [0,T ], u1 ∈Cα
0 ([0,T ];X), u2 ∈ X},

‖u‖Cα ([0,T ];X) = ‖u−u(0)‖Cα
0 ([0,T ];X)+‖u(0)‖X ,

C1+α

0 ([0,T ];X) = {u : u, u′ ∈Cα
0 ([0,T ];X)},

‖u‖C1+α

0 ([0,T ];X) = ‖u‖Cα
0 ([0,T ];X)+‖u′‖Cα

0 ([0,T ];X).

1Here 1
s = 0⇔ s =+∞. The same relation works for p and q in place of s.
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1.3 Sonine kernels and completely monotonic functions
The function M ∈ L1,loc(0,∞) is called Sonine kernel if the equation

M ∗ k(t) = 1, t > 0, (1.10)
has a solution k ∈ L1,loc(0,∞) [80]. The solution k if it exists is unique (Theorem 5.2, p.158in [22]) and is referred to as associate to M. Since the convolution is commutative, k isalso a Sonine kernel and M is its associate.The Sonine kernel is unbounded at t = 0, since k ∗M(t) 6→ 0 as t→ 0+.The Laplace transform can be useful to derive the associate kernel to a given Soninekernel. For this purpose we present the analogue of relation (1.10) in the Laplace domain

M̂(s)k̂(s) =
1
s
. (1.11)

The kernel of a usual fractional derivative is a Sonine kernel. Indeed, in this case
M(t) = tβ−1

Γ(β ) ∈ L1,loc(0,∞) and its associate is k(t) = t−β

Γ(1−β ) ∈ L1,loc(0,∞). Let us check
it by computing the corresponding Laplace transforms: M̂(s) = 1

sβ
and k̂(s) = 1

s1−β
, thusthe relation (1.11) holds. Further examples of Sonine kernels are presented in the Section1.7.Let M be Sonine kernel and k its associate, then we have

RD{k}0 (M ∗ v) =
d
dt

k ∗M ∗ v =
d
dt

1∗ v = v, ∀v ∈ L1((0,T );X). (1.12)
Therefore, the operator M∗ is a one-to-one mapping from L1((0,T );X) to

M ∗L1((0,T );X) = {M ∗ v : v ∈ L1((0,T );X)}

and RD{k}0 is the inverse of M∗. The reversed relation to (1.12) is
M ∗

(
RD{k}0 v

)
= v, ∀v ∈M ∗L1((0,T );X).

This justifies the transformation of (1.3) to (1.4) by applying the operator k ∗ .
We provide the Lemma that follows from Theorems 1 and 2 in [21]:

Lemma 1.1. Let z ∈ L1,loc(0,∞)
⋂

C1(0,∞), z ≥ 0, z′ ≤ 0, lim
t→0+

z(t) = ∞. Then z is Sonine

kernel.

Next we present the definition of completely monotonic functions. The function z ∈
C∞(0,∞) is called completely monotonic if

(−1)iz(i)(t)≥ 0, t > 0, i = 0,1,2...

We denote by C M a subclass of completely monotonic functions:
C M = {z ∈ L1,loc(0,∞)

⋂
C∞(0,∞) : lim

t→0+
z(t) = ∞, (−1)iz(i) > 0, i = 0,1, . . .}.

According to Lemma 1.1 and [21], Theorem 3:
Lemma 1.2. The class C M consists of Sonine kernels. Moreover, M ∈ C M if and only if
its associate kernel k ∈ C M .

18



1.4 C- and Hölder spaces related to the Sonine kernels
Let M be a Sonine kernel and k its associate. Based on the relation (1.12), we introduce thefunctional space

C{k}0 ([0,T ];X) := M ∗C([0,T ];X) = {M ∗ v : v ∈C([0,T ];X)}.
It is a Banach space with the norm

‖u‖
C{k}0 ([0,T ];X)

= ‖RD{k}0 u‖C([0,T ];X).

Since M∗ ∈L (C([0,T ];X),C0([0,T ];X)), the continuous embedding holds
C{k}0 ([0,T ];X) ↪→C0([0,T ];X).

We also define
C{k}([0,T ];X) :=C{k}0 ([0,T ];X)+X , (1.13)
‖u‖C{k}([0,T ];X) = ‖u−u(0)‖

C{k}0 ([0,T ];X)
+‖u(0)‖X ,

C{k},α0 ([0,T ];X) = M ∗Cα
0 ([0,T ];X), (1.14)

‖u‖
C{k},α0 ([0,T ];X)

= ‖RD{k}0 u‖Cα
0 ([0,T ];X),

C{k},α([0,T ];X) = M ∗Cα([0,T ];X)+X , (1.15)
‖u‖C{k},α ([0,T ];X) = ‖RD{k}0 (u−u(0))‖Cα ([0,T ];X)+‖u(0)‖X .

Let us establish some connections between the spaceC{k},C{k},α and the usualC,C1-and Hölder spaces. ForC{k}([0,T ];X) the continuous embeddings
C1([0,T ];X) ↪→C{k}([0,T ];X) ↪→C([0,T ];X) (1.16)

are valid. The right embedding follows from M∗ ∈ L (C([0,T ];X)). To prove the leftembedding, we choose some u ∈C1([0,T ];X). Then
‖u‖C{k}([0,T ];X) = ‖u−u(0)‖

C{k}0 ([0,T ];X)
+‖u(0)‖X = ‖RD{k}0 (u−u(0))‖C([0,T ];X)

+‖u(0)‖X = ‖k ∗u′‖C([0,T ];X)+‖u(0)‖X

and since k∗ ∈L (C([0,T ];X)), the left relation in (1.16) follows.
Analogous relations for the spaceC{k},α0 ([0,T ];X) are

C1+α

0 ([0,T ];X) ↪→C{k},α0 ([0,T ];X) ↪→Cα
0 ([0,T ];X). (1.17)

The right embedding in (1.17) is a consequence of the fact that M∗ ∈ L (Cα
0 ([0,T ];X))(see Lemma 4.2 in [35]) and the left embedding in (1.17) can be proved similarly to the leftembedding in (1.16).The embeddings (1.16) and (1.17) are strict. Let us show it for the right embedding in

(1.17). For arbitrary v ∈C{k},α0 ([0,T ];X) = M ∗Cα
0 ([0,T ];X) we have

‖v(t)‖ ≤
∫ t

0
M(τ)dτ O(tα) = o(tα) as t→ 0+.

Thus, tα x ∈ Cα
0 ([0,T ];X) \C{k},α0 ([0,T ];X), x ∈ X , x 6= 0. The strictness of other men-tioned embeddings can be shown in a similar manner.Under additional assumptions on M it is possible to show that the operator M∗ in-creases the order of Hölder continuity of a function.
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Lemma 1.3. LetM(t)= ctβ−1, c> 0,0< β <α < 1. ThenM∗Cα−β

0 ([0.T ];X)=Cα
0 ([0,T ];X).

Lemma 1.4. If |M(t)| ≤ C1tβ−1, |M′(t)| ≤ C2tβ−2, t ∈ (0,T ) for some C1,C2 ∈ R+,
0< β ≤ α < 1 then M∗ ∈L (Cα−β

0 ([0,T ];X),Cα
0 ([0,T ];X)).

The proof of Lemma 1.3 can be found in [36] and the proof of Lemma 1.4 is in theAppendix of Publication II.
Under conditions of Lemma 1.4,C{k},α−β

0 ([0,T ];X) ↪→Cα
0 ([0,T ];X). Under conditions of

Lemma 1.3wehave that k(t)= Γ(β )
cΓ(1−β ) t

−β andweobtain an equalityC{k},α−β

0 ([0,T ];X)=

Cα
0 ([0,T ];X).
1.5 Mittag-Leffler functions and their main properties
An important tool in the analysis of fractional differential equations is the family ofMittag-Leffler functions

Eα(z) =
+∞

∑
n=0

zn

Γ(αn+1) , Eα,γ(z) =
+∞

∑
n=0

zn

Γ(αn+γ) , z ∈ C. (1.18)
The functionEα,γ is entire in caseα > 0, γ > 0 [20]. The formulas (1.18) immediately imply
Eα,1 = Eα and

Eα(0) = 1 , Eα,α(0) =
1

Γ(α)
, E ′α =

1
α

Eα,α . (1.19)
Let us point out some useful properties of Eβ (−z) and Eβ ,β (−z) in case β ∈ (0,1).The restrictions of functions Eβ (−z) and Eβ ,β (−z) to the interval (0,∞) are completelymonotonic and satisfy the asymptotic relations (see [20])

zEβ (−z) =
1

Γ(1−β )
+O(z−1) as z→ ∞, (1.20)

z2Eβ ,β (−z) =− 1
Γ(−β )

+O(z−1) as z→ ∞. (1.21)
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Physical background
1.6 Derivation of subdiffusion equation
CTRWwas first introduced in [68] to describe the carriage of the charge in the amorphoussemiconductors. Later on CTRW has become a popular framework to describe anomalousand Brownian diffusion in complex systems. It describes the diffusion in porous media, in-cluding gels and geological formations. The experiments have justified the choice of wait-ing time pdf proportional to t−1−α in anomalous transport applications. The parameter
α is constant if the medium is self-similar.This particular choice of the waiting time pdf leads us to Riemann–Liouville and Ca-puto fractional derivatives. In the CTRW model the pdf Ψ(x, t) is often decoupled as
Ψ(x, t) = ψ(t)ϕ(x), where ϕ(x) is the jump length and ψ(t) is the waiting time pdf. Dif-ferent choices of the pdf yield different types of CTRW.We would like to present three different ways to derive the subdiffusion equation thatcan be found in the literature:

1. Firstly, we consider the approach that was initially presented by Scher and Lax [83],it is also considered in [18]. This is a general approach that allows to obtain the CTRWmodel, when it is not possible to derive it from the RW analogue straightforwardly.We begin by deriving the equation that determines the pdf p(x, t|x0,0) that the walkeris situated at x at time t via the probability density η(x, t|x0,0) the walker arrives at point
x at time t, given that he started at point x0 and time t0 = 0. Let us firstly write the condi-tional n−step probability density ηn(x, t|x0,0) that the walker arrives at point x at time twithin n steps:

ηn(x, t|x0,0) = ∑
x′

∫ t

0
Ψ(x− x′, t− t ′)ηn−1(x′, t ′|x0,0)dt ′.

Then the conditional probability density of arriving at x at time t irrespective of numberof steps is
η(x, t|x0,0) =

∞

∑
n=0

ηn(x, t|x0,0) = δ (x− x0)δ (t)+∑
x′

∫ t

0
Ψ(x− x′, t− t ′)

×
∞

∑
n=1

ηn(x′, t ′|x0,0)dt ′ = δ (x− x0)δ (t)+∑
x′

∫ t

0
Ψ(x− x′, t− t ′)η(x′, t ′|x0,0)dt ′, (1.22)

where δ (x− x0)δ (t) is the initial condition, that is the conditional probability of being atpoint x at time t if the particle did not perform any step.Let us denote by Φ(t) = 1− ∫ t
0 ψ(t ′)dt ′ that is a probability of a particle not taking astep during the period [0, t]. Thus, the probability density p(x, t|x0,0) is:

p(x, t|x0,0) =
∫ t

0
η(x, t ′|x0,0)Φ(t− t ′)dt ′.

Thus, after convolving (1.22) with Φ we obtain the GeneralizedMaster Equation (GME)for the probability p(x, t|x0,0):
p(x, t|x0,0) = δ (x− x0)Φ(t)+

∫ t

0
∑
x′

p(x′, t ′|x0,0)Ψ(x− x′, t− t ′)dt ′. (1.23)
Next after applying the Fourier and Laplace transforms to the GME, some algebra tothe obtained equation and inverting the transforms we obtain that

∂ p(x, t|x0,0)
∂ t

=
∂

∂ t

∫ t

0
M(t− t ′)

[
−p(x, t ′|x0,0)+∑

x′
ϕ(x− x′)p(x′, t ′|x0,0)

]
dt ′.
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Time-dependent kernel in the equation points out the non-Markovian nature of the pro-
cess. Here the kernel M is such that M̂(s) = ψ̂(s)

1−ψ̂(s) .We switch to the continuous description of the evolution of p(x, t), since it allows tosolve the problems with different types of boundaries and sources. The transition is doneby letting the jump rate to infinity and the spacing of the underlying lattice to zero. With
the Gaussian jump-length pdf ϕ(x) = 1√

2πσ2 e−
x2

2σ2 [18], p. 46 we obtain
∂ p(x, t)

∂ t
=

∂

∂ t

∫ t

0
M(t− t ′)∆p(x, t ′)dt ′,

or equivalently
pt =

RD{M}0 ∆p.

Fixation of a power-law waiting-time pdf ψ(t) ∝ t−1−α with 0< α < 1 this leads us to thetime-fractional diffusion equation [9, 67]:
∂ p(x, t)

∂ t
= Kα D1−α

0 ∆p(x, t), where Kα is a constant coefficient.
Usual RW model can be obtained as the limit case of such a CTRW, then the waiting-time pdf becomes Poisson and the jump-length pdf remains Gaussian.It is possible to reformulate (1.23) in terms of particle concentration C instead of the

probabilities p by using the formula p(x, t|x0,0) =
C(x,t|x0,0)

C(x0,0|x0,0)
and multiplying (1.23) by

C(x0,0|x0,0):
C(x, t|x0,0) =C(x0,0|x0,0)Φ(t)+

∫ t

0
∑
x′

C(x′, t ′|x0,0)Ψ(x− x′, t− t ′)dt ′.

2. Next approach to derive a subdiffusion equation works well to describe the particleflow in some chemical reactions [13, 18]. For this purpose we consider the mass balanceat the lattice site i:
∂Ci(t)

∂ t
= j+i (t)− j−i (t)+ fi(t)

where Ci is the number of particles at the site i, j+i is the gain flux , j−i is the loss fluxand fi is the source term, that provides the number of particles that enter the site at time
t > 0. Particles depart equally to the left and right. Therefore,

j+i (t) =
1
2

j−i−1(t)+
1
2

j−i+1(t)

and we get
∂Ci(t)

∂ t
=

1
2

j−i−1(t)+
1
2

j−i+1(t)− j−i (t)+ fi(t). (1.24)
Particles located at the site at initial time or arriving there at later times "wait" beforeleaving. This is be expressed by

j−i (t) = ψi(t)Ci(0)+
∫ t

0
ψ(t− t ′)( j+i (t

′)+ fi(t ′))dt ′,

where ψ is the waiting time density (here j+i (t
′)+ fi(t ′) is the total gain from the flux andthe source at time t ′). Therefore

j−i (t) = ψi(t)Ci(0)+
∫ t

0
ψ(t− t ′)

(
∂Ci(t ′)

∂ t ′
+ j−i (t

′)
)

dt ′.
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This is a Volterra equation of 2nd kind for j−i . Solving it we have
j−i (t) =

∂

∂ t

∫ t

0
M(t− t ′)Ci(t ′)dt ′

where the Laplace transforms ofψ andM are related by the formula M̂(s) = ψ̂(s)
1−ψ̂(s) . Plug-ging this into (1.24) we have

∂Ci(t)
∂ t

=
∂

∂ t

∫ t

0
M(t− t ′)[

1
2

Ci−1(t ′)+
1
2

Ci+1(t ′)−Ci−1(t ′)]dt ′+ fi(t).

Taking the continuous limit we obtain
∂C(x, t)

∂ t
= κ RD{M}0 ∆C(x, t)+ f (x, t) (1.25)

where κ > 0 is some constant.In order to obtain the reaction-subdiffusion equation the elliptic operator is comple-mented by the reaction term under the fractional derivative, in other words we replace
Lu by Lu+R, where R is the reaction term [18, 26, 50, 52].For example, L takes the form Lu=κ∆u+ru in case of a linear reaction,R= ru, where
r is a reaction rate independent of u [26].

3. Finally, we consider a convenient way to derive a subdiffusion equation for a heatflow presented by Povstenko [72], p.300. Firstly, time-nonlocal constitutive equation forthe heat flux q is considered:
q(x, t) =−k

∂

∂ t

∫ t

0
a(t− τ)∇T (x,τ)dτ, (1.26)

where T is the temperature, k is a thermal conductivity of a solid and a is a thermal diffu-sivity coefficient. After combining it with the conservation law
c

∂T
∂ t

+divq = Q, (1.27)
here Q is source function and c is a constant, we obtain heat conduction equation

c
∂T
∂ t

(x, t) = k RD{a}0 ∆T (x, t)+Q(x, t).

In case of “long-tale” power time-nonlocal kernel in a constitutive equation it trans-forms into
q(x, t) =− k

Γ(α)

∂

∂ t

∫ t

0
(t− τ)α−1

∇T (x,τ)dτ

or in other words
q(x, t) =−kRD1−α

0 ∇T (x, t), 0< α < 1,

that in combination with (1.27) yields time-fractional heat conduction equation
c

∂T
∂ t

= kRD1−α

0 ∆T +Q.

The choice of power law waiting time pdfs in CTRW or the power-type kernel in a sub-diffusion equation is not the only reasonable possibility. In fact, the other choice of thememory kernel can work better to describe certain subdiffusion processes. Therefore, inthis work we prefer to use a generalized fractional derivative that opens new opportuni-ties for the applications of CTRW model.
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1.7 Examples of kernels M and k
In this thesiswe are solving problemswith a generalized fractional derivative. This concepthas been used in [35, 48, 63].We use the Sonine kernels as the kernels for the generalized fractional derivative sincethey allow to switch between the equations of Riemann-Liouville (1.3) and Caputo (1.4)type. We separate the description of the kernels M and k, because play a different role inthe models (1.3) and (1.4) respectively.Weprovide the examples of kernelswith their Laplace transforms that are used further.
(M1) M(t) = tβ−1

Γ(β ) is the basic case. It has the Laplace transform M̂(s) = 1
sβ
.

(k1) k(t) = t−β

Γ(1−β ) , β ∈ (0,1) with the Laplace transform k̂(s) = 1
s1−β

.

It was shown in Section 1.3 that (M1) and (k1) are Sonine kernels and they are associateto each other, i.e. M ∗ k = 1. They are used in the celebrated time fractional diffusion
equation (1.1) or (1.2) [13, 45, 54, 57, 69], where RD{k}0 andCD{k}0 becomeRiemann-Liouvilleand Caputo fractional derivatives of order β .Often a memory is not of power-type. A direct generalization of (M1) and (k1) leads to
multiterm and distributed order fractional derivatives [49, 66, 87]. The equations (1.3)and (1.4) with multiterm derivatives contain the following kernels:
(M2) M(t) = ∑

N
j=1 q j

tβ j−1

Γ(β j)
, 0 < β j < β j+1 < 1, q j > 0 with M̂(s) = ∑

N
j=1 q j

1
sβ j

, corre-
sponding to the retarded diffusion [14, 66, 87];

(k2) k(t) = ∑
N
j=1 q j

t−β j

Γ(1−β j)
, 0 < β j+1 < β j < 1, q j > 0 with k̂(s) = ∑

N
j=1 q j

1
s1−β j

, corre-
sponding to the accelerated diffusion [14, 66, 87].

The equations (1.3), (1.4) with the distributed order fractional derivative contain re-spectively the kernels (M3) and (k3) described below.
(M3) M(t) =

∫ 1
0 q(β ) tβ−1

Γ(β )dβ where q ∈ L1(0,1), q≥ 0 is nonvanishing (cf. [12, 66, 87]).
Then M̂(s) =

∫ 1
0 q(β ) 1

sβ
dβ .This type of kernel stands for the distributed order frac-tional derivative that is used in physical literature for modeling diffusion with a log-arithmic growth of the mean square displacement [48].

(k3) k(t) =
∫ 1

0 q(β ) t−β

Γ(1−β )dβ , where q ∈ L1(0,1), q ≥ 0 is nonvanishing.
Then k̂(s) =

∫ 1
0 q(β ) 1

s1−β
dβ . A proper choice of q in (k3) allows modelling ultraslowdiffusion [66].

The kernels (M2), (k2), (M3), (k3) are Sonine kernels since they satisfy the conditionsof Lemma 1.1. We would like to point out, however, that the kernels (M2) and (k2), (M3)and (k3) are not associate to each other. Thus, in case of multiterm and distributed orderderivatives the equations (1.3) and (1.4) represent different models.Actually, the cases (M2) and (M3), (k2) and (k3) can be unified to a form of Lebesgue-
Stiltjes integral as M(t) =

∫ 1
0

tβ−1

Γ(β )dµ(β ), k(t) =
∫ 1

0
t−β

Γ(1−β )dµ(β ) .
Tempered fractional derivatives are used to describe slow transition of anomalousdiffusion to a normal one. There are three models of this type in the literature that differin their mathematical derivations.The kernels corresponding to the tempered fractional diffusion and their associate ker-nels are described below.
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(M4) M(t) = 1
Γ(β )e−λ ttβ−1 + λ

Γ(β )

∫ t
0 e−λτ τβ−1dτ, λ > 0, 0 < β < 1, [19, 84, 95]. Then

M̂(s) = (s+λ )1−β

s .

The relation (1.11) implies k̂(s) = 1
(s+λ )1−β

. By taking the inverse Laplace transform
we obtain

(k4) k(t) = 1
Γ(1−β )e−λ tt−β which is associate to (M4).

(M5) M(t) = 1
Γ(β )e−λ ttβ−1, 0 < β < 1, λ > 0, [82] with the Laplace transform

M̂(s) = 1
(s+λ )β

.
Again, from the relation (1.11) we calculate k̂(s) = (s+λ )β

s and after taking the inverseLaplace transform obtain the associate kernel to (M5)
(k5) k(t) = 1

Γ(1−β )e−λ tt−β + λ

Γ(1−β )

∫ t
0 e−λτ τ−β dτ.

(M6) M(t) = e−λ ttβ−1Eβ ,β (λ
β tβ ), 0 < β < 1, λ > 0, [19, 95]. According to [95]

M̂(s) = 1
(s+λ )β−λ β

and we get k̂(s) = (s+λ )β−λ β

s . Then the inverse Laplace trans-
form implies the associate of (M6)

(k6) k(t) = 1
Γ(1−β )e−λ tt−β + λ

Γ(1−β )

∫ t
0 e−λτ τ−β dτ−λ β .

The models with the kernels (M4), (k4) and (M5), (k5) look similar, but we describe themseparately, since they represent different physical models.
Models with generalized fractional derivatives that contain bounded kernels highlightmemory effects better [4]. In this thesis we consider the following bounded kernels:

(k7) k(t) = 1
1−β

e−
β

1−β
t , 0 < β < 1 is the kernel of Caputo-Fabrizio derivative [4, 11] and

has a Laplace transform k̂(s) = 1
(1−β )s+β

;
(k8) k(t) = 1

1−β
Eβ

(
− β tβ

1−β

), 0< β < 1 is a kernel of Atangana-Baleanu fractional deriva-
tive [3, 23]. It follows from [20] that k̂(s) = sβ−1

(1−β )sβ+β
.

Since the kernels (k7), (k8) are bounded, they are not Sonine kernels.
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2 Inverse problems for a generalized time fractional diffusion
equation inC- and Hölder spaces

This Chapter contains results of Publication II with some modifications and additions.Throughout the Chapter we work in the complex-valued scalar functional spaces by de-fault, we additionally specify if the space is real-valued.
2.1 Formulation of direct and inverse problems
Let us consider a subdiffusion process that is supplemented by linear reaction and is goingon in an open bounded domain Ω ∈ Rn with the boundary ∂Ω. We will denote a statefunction satisfying nonhomogeneous boundary conditions by U. The lowercase letter uwill stand for the translated state function that satisfies the corresponding homogeneousboundary conditions.The process is governed by the generalized subdiffusion equation

Ut(t,x) = RD{M}0 LU(t,x)+Q(t,x), x ∈Ω, t ∈ (0,T ), (2.1)
where Q is a source term, L = κ∆+ rI and r = r(x) is a reaction coefficient.For the sake of mathematical generality, we replace L = κ∆+ rI by the more generaloperator L = L(x) defined by

L(x) = L1(x)+ r(x)I, L1(x) =
n

∑
i, j=1

ai j(x)
∂ 2

∂xi∂x j
+

n

∑
j=1

a j(x)
∂

∂x j
, (2.2)

where ai j, a j are given coefficients.We assume that the kernel M is Sonine and its associate is k. Thus, by applying theoperator k∗ to (2.1) we obtain the equivalent equation in Caputo form:
CD{k}0 U(t,x) = LU(t,x)+H(t,x), x ∈Ω, t ∈ (0,T ), (2.3)

where H = k ∗Q. Let us transform the Caputo derivative CD{k}0 U(t,x) as follows:
CD{k}0 U(t,x) =

∫ t

0
k(t− τ)Uτ(τ,x)dx =

∂

∂ t

∫ t

0
k(t− τ)(U(τ,x)−U(0,x))dτ

= RD{k}0 (U(t,x)−U(0,x)).

Since the term RD{k}0 (U(t,x)−U(0,x)) does not contain the first order derivative of U,

for the sake of generality we use it instead of CD{k}0 U(t,x).Now we formulate a direct problem for the functionU :
RD{k}0 (U−Φ)(t,x) = LU(t,x)+H(t,x), x ∈Ω, t ∈ (0,T ),
U(0,x) = Φ(x), x ∈Ω,

B(U−b)(t,x) = 0, x ∈ ∂Ω, t ∈ (0,T ).

(2.4)

Here Φ and b are given functions and B is a boundary operator such that
Bv(x) = v(x) or Bv(x) = ω(x) ·∇v(x),

whereω is a vector function such thatω(x) ·ϑ(x)> 0, ϑ(x) = (ϑ1(x), ...,ϑn(x)) denotingthe outer normal of ∂Ω at x ∈Ω.
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Let us proceed to inverse problems. To this end we introduce the condition
U(T,x) = Ψ(x), x ∈Ω, (2.5)

with a given observation function Ψ.Firstly, we formulate of an inverse source problem. Let
H(t,x) = g(t,x) f (x)+h0(t,x) (2.6)

where the components g f and h0 may correspond to different sources or sinks. The factor
f is unknown and to be reconstructed by means of the data (2.5).
IP1nh. Determine a pair of functions ( f ,U) that satisfies (2.4), (2.5) and (2.6).

Next we aim to identify the reaction coefficient r(x).
IP2nh. Find a pair (r,U) that satisfies (2.4) and (2.5).

We can handle the case of zero initial condition Φ = 0 in IP2nh.
Methods to be used in this Chapter require homogeneous boundary conditions. There-fore, let us perform the change of variable u = U − b in the formulated problems. Thedirect the problem (2.4) is transformed to the form

RD{k}0 (u−ϕ)(t,x) = Lu(t,x)+F(t,x), x ∈Ω, t ∈ (0,T ),
u(0,x) = ϕ(x), x ∈Ω,

Bu(t,x) = 0, x ∈ ∂Ω, t ∈ (0,T ),

(2.7)

where
ϕ(x) = Φ(x)−b(0,x), (2.8)
F(t,x) = Lb(t,x)− RD{k}0 (b−b(0, ·))(t,x)+H(t,x). (2.9)

The overdetermination condition is changed in the following way:
u(T,x) = ψ(x), x ∈Ω, (2.10)

where
ψ(x) = Ψ(x)−b(T,x). (2.11)

Plugging (2.6) into (2.9) we obtain
F(t,x) = g(t,x) f (x)+h(t,x), (2.12)

where h(t,x) = h0(t,x)+Lb(t,x)− RD{k}0 (b−b(0, ·))(t,x).The reformulated first inverse problem is
IP1. Find the pair of functions ( f ,u) that satisfies (2.7), (2.10) and (2.12).

Let us reformulate the second inverse problem, too. From the relations (2.4), (2.5) with
Φ = 0 by means of the change of variable u =U−b, we obtain the following problem forthe pair (r,u):

RD{k}0 u(t,x) = L1u(t,x)+ r(x)(u+b)(t,x)+F1(t,x) x ∈Ω, t ∈ (0,T ),
u(0,x) = 0, x ∈Ω, Bu(t,x) = 0, x ∈ ∂Ω, t ∈ (0,T ),
u(T,x) = ψ(x), x ∈Ω,

(2.13)
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where we assume that b(0,x) = 0, x ∈Ω, the function ψ is expressed by ψ(x) = Ψ(x)−
b(T,x) and F1(t,x) = H(t,x)+L1b(t,x)− RD{k}0 b(t,x).Thus, the reformulated second inverse problem is
IP2. Find the pair of functions (r,u) that satisfies (2.13).

If b is sufficiently regular then the problems IP1nh and IP2nh are equivalent to IP1 andIP2 respectively. The problem IP1 has a solution in some Banach spaceF ×U if and onlyif IP1nh has a solution in F × (U +b) . Similarly, IP2 has a solution in a space R×U ifand only if IP2nh has a solution in R× (U +b) . Thus, we will focus on the problems IP1and IP2 in this chapter.
2.2 Basic assumptions
In this section we collect basic conditions on the domain, operator L and kernels k and Mthat will be assumed throughout the Chapter.We assume that ∂Ω is uniformly of class C2. Moreover, we assume that ai j,a j,r ∈
C(Ω;R) and the principal part of L is uniformly elliptic, i.e.

n

∑
i, j=1

ai j(x)ξiξ j ≥ c|ξ |2 ∀ξ ∈ Rn, x ∈Ω, for some the c> 0.

In addition, we assume that the vector function ω ∈ (C1(∂Ω;R))n.

Concerning the function k, we assume that
1. k is Sonine kernel with associate M such that

M ∈C1((0,∞);R), lim
t→0+

M(t) = ∞, M > 0, M′ ≤ 0,

−M′ is nonincreasing and convex; (2.14)

2. k has the following properties:
k ∈C((0,∞);R), lim

t→0+
k(t) = ∞, k > 0, k is nonincreasing and

∃tk > 0 : k(t) is strictly decreasing in (0, tk). (2.15)

The assumptions (2.14) ensure the existence of a sufficiently regular solution of thedirect problem (see Lemma 2.2 and its proof) and the assumptions (2.15) are needed forthe application of a positivity principle to this solution.We mention that it is possible to reduce all assumptions concerning the pair (k,M) tothe assumptions on M simply. The assumption M ∈ L1,loc((0,T );R) and (2.14) imply that
M is Sonine kernel by Lemma 1.1. All properties (2.15) follow from conditions that are a bitmore restrictive than (2.14). It is shown in the following lemma. Proof is in Appendix ofPublication II.
Lemma 2.1. Let M ∈ L1,loc((0,∞);R) satisfy (2.14) and M′ < 0, logM - convex, log(−M′)
- convex. Then the solution of M ∗ k = 1 satisfies (2.15).

The assumptions (2.14) and (2.15) imposed on M and k hold for weakly singular com-pletely monotonic kernels from C M introduced in Section 1.3.The Lemma 1.2 implies that M ∈ C M if and only if k ∈ C M .
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The kernels M and k described in Section 1.7 are of the class C M , except for (k7) and(k8). Therefore, they satisfy conditions (2.14) and (2.15). By computing the derivatives itis easy to check that for the kernels (M1), (k1), (M2), (k2), (M3), (k3). Let us consider theother kernels from this Section.In case (M4) we see thatM(t)> 0 andM′(t) = 1
Γ(β ) (β−1)tβ−2e−λ t < 0. By continuing

the differentiation we obtain (−1)iM(i)(t)> 0, i = 0,1, . . ..In case (M5), similarly, weobtainM(t)> 0,M′(t)= 1
Γ(β ) (−λ tβ−1+(β−1)tβ−2)e−λ t <

0 and (−1)iM(i)(t)> 0, i = 0,1, . . ..In case (M6) we investigate the corresponding associate kernel k(t) given by the for-
mula (k6). The derivative of k is k′(t) = −β

e−λ t t−β−1

Γ(1−β ) . Immediately, (−1)ik(i) > 0,
i = 1,2, . . .. To show that k > 0 let us compute the limit:

lim
t→∞

k(t) = λ lim
t→∞

∫ t

0

e−λτ τ−β

Γ(1−β )
dτ−λ

β = λ
β lim

t→∞

∫
λ t

0

e−σ σ−β

Γ(1−β )
dσ −λ

β

= λ
β

∫
∞

0

e−σ σ−β

Γ(1−β )
dσ −λ

β = λ
β Γ(1−β )

Γ(1−β )
−λ

β = 0.

Since k is strictly decreasing, we obtain k > 0. Thus, k ∈ C M and M ∈ C M .
2.3 Abstract Cauchy problem
Let A : D(A)→ X be a linear densely defined operator in a complex Banach space X . Wesay that A belongs to the class S (η ,θ) for η ∈ R, θ ∈ (0,π) if

ρ(A)⊃ Σ(η ,θ) = {λ ∈ C : λ 6= η , arg|λ −η |< θ} and
‖(µ−A)−1‖L (X) ≤ C

|µ−η | ∀µ ∈ Σ(η ,θ) for some constantC > 0.
An operator A ∈S (η ,θ) is closed. This implies that XA := D(A) is a Banach space withthe graph norm

‖w‖XA = ‖w‖X +‖Aw‖X .

Now let us consider the Cauchy problem
RD{k}0 (u−ϕ)(t) = Au(t)+F(t), t ∈ [0,T ], u(0) = ϕ, (2.16)

with given F : [0,T ]→ X and ϕ ∈ X .
Lemma 2.2. Let A ∈S (η , π

2 ) for some η ∈ R. Then the following statements are valid.
(i) (uniqueness) Let u ∈C{k}([0,T ];X)

⋂
C([0,T ];XA) solve (2.16) and ϕ = 0, F = 0. Then

u = 0.
(ii) Let F ∈Cα

0 ([0,T ];X), 0 < α < 1 and ϕ = 0. Then (2.16) has a solution u in the space
C{k},α0 ([0,T ];X)

⋂
Cα

0 ([0,T ];XA). This solution satisfies the estimate

‖u‖
C{k},α0 ([0,T ];X)

⋂
Cα

0 ([0,T ];XA)
≤C3‖F‖Cα

0 ([0,T ];X). (2.17)
(iii) Let F ∈Cα([0,T ];X), 0< α < 1 and ϕ ∈ XA. Then (2.16) has a solution u in the space
C{k}([0,T ];X)

⋂
C([0,T ];XA). This solution satisfies the estimate

‖u‖C{k}([0,T ];X)
⋂

C([0,T ];XA)
≤C4(‖F‖Cα ([0,T ];X)+‖ϕ‖XA). (2.18)

The constantsC3 andC4 depend on M, A and α .
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Proof. The change of variable v = RD{k}0 (u−ϕ) ⇔ u = M ∗ v+ϕ reduces (2.16) of theintegral equation
v(t) = A(M ∗ v)(t)+F(t)+Aϕ, t ∈ [0,T ]. (2.19)

Provided F ∈ C([0,T ];X), ϕ ∈ XA, the function u ∈ C{k}([0,T ];X)
⋂

C([0,T ];XA) solves(2.16) if and only if
v ∈V := {v ∈C([0,T ];X) : M ∗ v ∈C0([0,T ];XA)} solves (2.19).

In the particular case F ∈Cα
0 ([0,T ];X), ϕ = 0 similar one-to-one correspondence holds

for u ∈C{k},α0 ([0,T ];X)
⋂

Cα
0 ([0,T ];XA) and

v ∈V α := {v ∈Cα
0 ([0,T ];X) : M ∗ v ∈Cα

0 ([0,T ];XA)}.

Since M satisfies the conditions (2.14) and A ∈ S (η , π

2 ), we can apply results of Ch.3 of [74] to (2.19). Namely, it follows from [74] that there exists a family of operators
S : [0,∞)→L (X) (called resolvent of (2.19)) so that a solution v ∈ V (if it exists) is rep-resented by the formula

v =
d
dt

S∗ (F +Aϕ)

(see Theorem 3.2, Corollary 1.1 and Proposition 1.2 in [74]).
(i) Since there exists a solution u to (2.16), the equation (2.19) has a solution v ∈V . Due tothe assumptions F = 0, ϕ = 0 the representation formula implies v = 0. Thus, u = 0.
(ii) Theorem 3.3 (i) [74] implies that for F ∈ Cα

0 ([0,T ];X) there exists a solution v ∈ V α

of (2.19). This proves the existence of the solution u ∈C{k},α0 ([0,T ];X)
⋂

Cα
0 ([0,T ];XA) of(2.16). The estimate (2.17) follows from the bounded inverse theorem.

(iii) It is sufficient to prove this assertion in case F(t)≡ ξ ∈ X , because the problem withgiven pair of data (F,ϕ) can be splitted into two problems with the data (F−F(0),0) and
(F(0),ϕ), respectively. For the first problem, the assertion (ii) applies. Having proved (iii)for the second one, u is expressed as the sum of solutions of these two problems andsatisfies (iii), too.Thus, let us assume that F(t) ≡ ξ ∈ X . Due to Proposition 1.2 (ii) [74], (2.19) has thesolution v = d

dt S ∗ F̂ = S(ξ +Aϕ) ∈ V . This implies the existence assertion of (iii). Dueto the strong continuity of S(t) [74], ‖S(t)‖L (X) ≤C5, t ∈ [0,T ], whereC5 is a constant.Thus,
‖v‖C([0,T ],X) ≤C5 (‖ξ‖X +‖Aϕ‖X ).

Then we continue as follows
‖u‖C{k}([0,T ];X)

⋂
C([0,T ];XA)

= ‖u‖C{k}([0,T ];X)+‖u‖C([0,T ];XA)

≤ ‖u‖C{k}([0,T ];X)+‖u‖C([0,T ];X)+‖Au‖C([0,T ];X).

Using the embedding C{k}([0,T ];X) ↪→ C([0,T ];X) and the definition of the norm in
C{k}([0,T ];X) we have

‖u‖C{k}([0,T ];X)
⋂

C([0,T ];XA)
≤C‖u‖C{k}([0,T ];X)+‖Au‖C([0,T ];X)

≤C
(
‖RD{k}0 (u−ϕ)‖C([0,T ];X)+‖ϕ‖X

)
+‖Au‖C([0,T ];X)
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with some constant C. Since v = RD{k}0 (u−ϕ), due to the equation for u (there F = ξ ),
it holds Au = RD{k}0 (u−ϕ)−ξ = v−ξ . Therefore,

‖u‖C{k}([0,T ];X)
⋂

C([0,T ];XA)
≤C

(
‖v‖C([0,T ];X)+‖ϕ‖X

)
+‖v−ξ‖C([0,T ];X).

Finally, using the triangle inequality and substituting the estimate of v we deduce
‖u‖C{k}([0,T ];X)

⋂
C([0,T ];XA)

≤C6(‖ξ‖X +‖ϕ‖XA)

with another constantC6. This implies (2.18). �

2.4 Statements on direct problem
In order to apply Lemma 2.2 to the direct problem (2.7), we introduce appropriate Banachspaces of x-dependent functions and define realizations of the operator L in these spacesso that they belong to S (η , π

2 ):
1. Xp = Lp(Ω), 1< p< ∞,

Ap : XAp → Xp with XAp = {z ∈W 2
p (Ω) : Bz|∂Ω = 0} and

Apz = Lz, z ∈ XAp .

2. X0 =

{
{z ∈C(Ω) : z|∂Ω = 0} in case B = I,
C(Ω) in case B = ω ·∇,

A0 : XA0 → X0 with XA0 = {z ∈ ⋂
1<p<∞

W 2
p (Ω) : Bz|∂Ω = 0, Lz ∈ X0} and

A0z = Lz, z ∈ XA0 .

Corollary 2.1. Operators Ap, p ∈ {0}⋃(1,∞) and are from S (η , π

2 ). Thus, Lemma 2.2
holds in cases X = Xp, A = Ap, p ∈ {0}⋃(1,∞) and applies to problem (2.7).
Proof. The fact that Ap ∈S (η , π

2 ) in different cases of p and B follows from Theorems3.1.2, 3.1.3 and Corollaries 3.1.21(ii) and 3.1.24 (ii) in [64].
Next let us focus on the real case. Let us define the spaces

Xp,R = {Rez : z ∈ Xp}, p ∈ {0}⋃(1,∞),
XAp,R = {Rez : z ∈ XAp}, p ∈ {0}⋃(1,∞).

The spaces Xp,R and XAp,R constitute real Banach spaces with the norms
‖y‖Xp,R = ‖y+0i‖Xp , y ∈ Xp,R, ‖y‖XAp ,R = ‖y+0i‖XAp

, y ∈ XAp,R. (2.20)
The spaces Xp,R and XAp,R can also be identified as

Xp,R = Lp(Ω;R), XAp,R = {y ∈W 2
p (Ω;R) : By|∂Ω = 0}, 1< p< ∞,

X0,R =

{
{y ∈C(Ω;R) : y|∂Ω = 0} in case B = I,
C(Ω;R) in case B = ω ·∇,

XA0,R = {y ∈ ⋂
1<p<∞

W 2
p (Ω;R) : By|∂Ω = 0, Ly ∈ X0,R}.

Lemma 2.3. Let p ∈ {0}⋃(1,∞). Then the following statements are valid.
(i) (uniqueness) Let u ∈C{k}([0,T ];Xp,R)

⋂
C([0,T ];XAp,R) solve (2.7) and ϕ = 0, F = 0.
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Then u = 0.
(ii) Let F ∈Cα

0 ([0,T ];Xp,R) for some 0 < α < 1 and ϕ = 0. Then (2.7) has a solution u in
the spaceC{k},α0 ([0,T ];Xp,R)

⋂
Cα

0 ([0,T ];XAp,R). This solution satisfies the estimate

‖u‖
C{k},α0 ([0,T ];Xp,R)

⋂
Cα

0 ([0,T ];XAp ,R)
≤C7‖F‖Cα

0 ([0,T ];Xp,R). (2.21)
(iii) Let F ∈Cα([0,T ];Xp,R) for some 0< α < 1 and ϕ ∈ XAp,R. Then (2.7) has a solution
u in the spaceC{k}([0,T ];Xp,R)

⋂
C([0,T ];XAp,R). This solution satisfies the estimate

‖u‖C{k}([0,T ];Xp,R)
⋂

C([0,T ];XAp ,R)
≤C22(‖F‖Cα ([0,T ];Xp,R)+‖ϕ‖XAp ,R). (2.22)

The constantsC7 andC22 depend on M, L, p, α .

Proof. Firstly, we prove (i). Since u+0i ∈C{k}([0,T ];Xp)
⋂

C([0,T ];XAp) solves (2.7) withvanishing data, the assertion follows from Lemma 2.2 (i).Secondly, we prove (iii). Lemma 2.2 (iii) implies that (2.7) with the data F̃ = F + 0i,
ϕ̃ = ϕ + 0i has a solution ũ ∈ C{k}([0,T ];Xp)

⋂
C([0,T ];XAp). On the other hand, sincethe coefficients of L and the kernel k are real, the complex problem for ũ consists of twoindependent real subproblems for Re ũ and Im ũ. These problems have the data Re F̃ =

F, Re ϕ̃ = ϕ and Im F̃ = 0, Im ϕ̃ = 0, respectively. The solution of the first subproblem
u = Re ũ∈C{k}([0,T ];Xp,R)

⋂
C([0,T ];XAp,R) is the desired one. The assertion (i) appliedto second subproblem for Im ũ implies Im ũ = 0. Therefore, ũ = u+ 0i and the estimate(2.22) follows from (2.20) and (2.18) applied to ũ.The assertion (ii) can be proved in an similar manner. �

Now we prove a positivity principle that can be applied to the direct problem witheither homogeneous or nonhomogeneous boundary conditions. Therefore, we use thenotation that differs from the notation used in formulation of (2.7).
Lemma 2.4. LetK ∈ L1((0,T );R)

⋂
C1((0,T );R), lim

t→0+
K(t) =∞,K > 0,K be nonincreas-

ing and ∃tK > 0 : K is strictly decreasing in (0, tK). Moreover, let F ∈C([0,T ];C(Ω;R)).
Assume that the function u solves the problem

RD{K}0 (u−φ)(t,x) = Lu(t,x)+F(t,x), t ∈ (0,T ), x ∈Ω,

u(0,x) = φ , x ∈Ω

and satisfies the smoothness conditions u ∈ C([0,T ];C(Ω;R)), u ∈ C((0,T ];W 2
p (Ω;R))

for some p> n, L1u ∈C((0,T ];C(Ω;R)), RD{K}0 (u−φ) ∈C((0,T ];C(Ω;R)). Finally, let

lim
ε→0+

1
ε

∫
ε

0
K(τ)dτ sup

0≤s≤ε

|u(t− s,x)−u(t,x)|= 0 ∀t ∈ (0,T ], x ∈Ω. (2.23)
If φ ≥ 0, F≥ 0 and Bu|∂Ω ≥ 0 then the following assertions are valid.

(i) u≥ 0;
(ii) if u(t0,x0) = 0 at some point (t0,x0) ∈ (0,T ]×ΩN , where

ΩN =

{
Ω in case B = I
Ω in case B = ω ·∇, (2.24)

then u(t,x0) = 0 for any t ∈ [0, t0].
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This lemma is a slight modification of a positivity principle that was proved in [36] for asemilinear equation in case of more smooth solution u ∈C((0,T ];C2(Ω;R)) and strictlydecreasing in (0,T ) kernel K.To prove Lemma 2.4, we need the following auxiliary result. It is proved in Appendixof the Publication II.
Lemma 2.5. Let w ∈W 2

p (Ω;R) for some p > n, L1w ∈C(Ω;R) and x∗ = argmin
x∈Ω

w(x). In

case x∗ ∈ ∂Ω we assume additionally that (ω ·∇w)(x∗)≥ 0. Then L1w(x∗)≥ 0.

Proof of Lemma 2.4. Without a restriction of generality we assume that r ≤ 0. Otherwiseit is possible to define ũ = e−σtu as in [36] and to consider the corresponding problem for
ũ. Such a problem also satisfies the assumptions of Lemma 2.4 and has the coefficient
r̃ = r−σ

∫ T
0 e−σsK(s)ds in place of r. Since lim

t→0+
K(t) = ∞ and K is positive and nonin-

creasing, we have that for σ > 1
T

σ

∫ T

0
e−σsK(s)ds≥ σ

∫ 1
σ

0
e−σsK(s)ds≥ K(

1
σ
)σ
∫ 1

σ

0
e−σsds

= K(
1
σ
)(1− e−1)→ ∞, σ → ∞.

Therefore, for sufficiently large σ , r̃ ≤ 0.Thus, under the assumption r ≤ 0 let us suppose that (i) does not hold. Then thereexists (t1,x1) ∈ (0,T ]×Ω such that
u(t1,x1)< 0 and (t1,x1) = argmin

x∈Ω, t∈[0,T ]
u(t,x).

Itwas shown in [36] (formula (37)) that the assumptions RD{K}0 (u−φ)∈C((0,T ];C(Ω;R)),(2.23), K > 0 and K – nonincreasing together with the relations u(t,x1) ≥ u(t1,x1) and
u(t1,x1)< 0 imply

RD{K}0 (u−φ)(t1,x1)< 0. (2.25)
On the other hand, let us consider the functionw= u(t1, ·) and its minimumpoint x∗ = x1.It satisfies the regularity conditions of Lemma 2.5. In case of B = I the minimum point
x1 must lie inside the domain Ω, since Bu|Ω ≥ 0 and u(t1,x1)< 0. In case B = ω ·∇ thecondition ω ·∇u(t1,x1)≥ 0 is satisfied if x1 ∈ ∂Ω. Thus, by Lemma 2.5 we obtain

L1u(t1,x1)≥ 0.

Also r(x1)u(t1,x1)≥ 0 and F≥ 0. Thus, the left-hand side of the equation
RD{K}0 (u−φ)(t1,x1) = [Lu+F](t1,x1)

is negative, but the right-hand side is nonnegative. We have reached a contradiction. Theassertion (i) is valid.Let us prove (ii). Let u(t0,x0) = 0 at (t0,x0) ∈ (0,T ]×ΩN . Define
t̂0 = inf

{
t : t ≤ t0, u(τ,x0) = 0 for τ ∈ [t, t0]

}
.

If (ii) is not valid, then t̂0 > 0 and u(t,x0)≥ δ , t ∈ (t2, t3) for some δ > 0 and (t2, t3)⊂ (0, t̂0)such that t̂0− t2 < tK . Then, similarly to the proof in [36] p.138, from the assumptions
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RD{K}0 (u−φ) ∈C((0,T ];C(Ω;R)), (2.23), K > 0, K – nonincreasing and relations u≥ 0,
u(t,x0)≥ δ > 0, t ∈ (t2, t3), we derive

RD{K}0 (u−φ)(t̂0,x0)≤ δ (K(t̂0− t2)−K(t̂0− t3)). (2.26)
Since 0 < t̂0 − t3 < t̂0 − t2 < tK and K is strictly decreasing in (0, tK), inequality (2.26)implies

RD{K}0 (u−φ)(t̂0,x0)< 0.

On the other hand, from u(t̂0,x0) = 0 and u(t,x)≥ 0, (t,x)∈ (0,T ]×Ω,we conclude that
(t̂0,x0) = argmin

x∈Ω

u(t̂0,x).

By Lemma 2.5, L1u(t̂0,x0)≥ 0. Moreover, (ru)(t̂0,x0) = 0 and F≥ 0. Left-hand side of theequation
RD{K}0 (u−φ)(t̂0,x0) = [Lu+F](t̂0,x0)

is negative, but right-hand side is nonnegative. Again, we have reached the contradiction.Thus, (ii) holds. �To help the reader some details of the proof, such as the derivation of the problem for
ũ and inequalities (2.25), (2.26) are presented in the Appendix of this Chapter.

At this point we present sufficient conditions on the input data of the direct problem(2.7) that together with the basic assumptions on the kernels k and M (2.14), (2.15) implythe assumptions of Lemma 2.4.
Corollary 2.2. Let F ≥ 0, ϕ = 0 and one of the assumptions (a1) – (a3) hold:
(a1) F ∈C{M},α([0,T ];X0,R) for some 0< α < 1 and F(0, ·) = 0;
(a2) F ∈Cα

0 ([0,T ];X0,R) and M(t)≥ ctγ−1, t ∈ (0,T ) for some c ∈ R+, 0< γ < α < 1;
(a3) F ∈ Cα−β

0 ([0,T ];X0,R) and c1tγ−1 ≤ M(t) ≤ c2tβ−1, |M′(t)| ≤ c3tβ−2, t ∈ (0,T ),
for some c1,c2,c3 ∈ R+, 0< β ≤ γ < α < 1.
Then the solution u of the problem (2.7) is a real function and satisfies the assertions of
Lemma 2.4, namely:
(i) u≥ 0;
(ii) if u(t0,x0) = 0 at some point (t0,x0) ∈ (0,T ]×ΩN , where ΩN is given by (2.24), then
u(t,x0) = 0 for any t ∈ [0, t0].

Proof. Lemma 2.3 implies that the solution of (2.7) exists in the space
C{k}([0,T ];X0,R)

⋂
C([0,T ];XA0,R). The smoothness conditions of Lemma 2.4 yield from

the embeddings XA0;R ↪→W 2
p (Ω;R) for p ∈ (1,∞) and W 2

p (Ω;R) ↪→ C1(Ω;R) for p ∈
(n,∞).It remains to show that (2.23) holds.
The case (a1). The relations F ∈ C{M},α([0,T ];X0,R), F(0, ·) = 0 mean that F = k ∗F2,where F2 ∈Cα([0,T ];X0,R). Let consider the problem

RD{k}0 u2(t,x) = Lu2(t,x)+F2(t,x), x ∈Ω, t ∈ (0,T ),
u2(0,x) = 0, x ∈Ω,

Bu2(t,x) = 0, x ∈ ∂Ω, t ∈ (0,T ).

(2.27)

By Lemma 2.3 (iii) the problem (2.27) has a solution u2 ∈C{k}0 ([0,T ];X0,R).Nextwedenote
u = k ∗ u2. After convolving (2.27) with k it is easy to see that the function u solves (2.7)
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with F = k ∗F2. Therefore,
u ∈ k ∗C{k}0 ([0,T ];X0,R) = k ∗M ∗C([0,T ];X0,R) = 1∗C([0,T ];X0,R)⊂C1([0,T ];X0,R).

Hence, for t ∈ (0,T ], x ∈Ω

lim
ε→0+

1
ε

∫
ε

0
k(τ)dτ sup

0≤s≤ε

|u(t− s,x)−u(t,x)|= lim
ε→0+

1
ε

∫
ε

0
k(τ)dτ ·O(ε) = 0.

The case (a2). By Lemma 2.3 (ii), u ∈C{k},α0 ([0,T ];X0,R) and by (1.17), u ∈Cα
0 ([0,T ];X0,R).Then the relation (2.23) follows from the estimate

lim
ε→0+

1
ε

∫
ε

0
k(τ)dτ sup

0≤s≤ε

|u(t− s,x)−u(t,x)|= lim
ε→0+

1
ε

∫
ε

0
k(τ)dτ ·O(εα)

≤ lim
ε→0+

O(εα)

εM(ε)

∫
ε

0
M(ε− τ)k(τ)dτ = lim

ε→0+
O(εα−γ) = 0 ∀t ∈ (0,T ], x ∈Ω.

The case (a3). According to Lemma 2.3 (ii), F ∈Cα−β

0 ([0,T ];X0,R) implies that
u ∈C{k},α−β

0 ([0,T ];X0,R) = M ∗Cα−β

0 ([0,T ];X0,R).

Lemma 1.4 yields u ∈Cα
0 ([0,T ];X0,R). This enables us finish the proof as in case (a2).

2.5 Inverse source problem
We will study IP1 in context of Hölder spaces with respect to t. For the sake of generality,we will assume different orders of spaces related to g and h: for g we use α1 and for hwe use α2. Firstly, we prove uniqueness theorem and then continue with existence andstability.
Theorem 2.1. Let one of the following assumptions be valid:
(A1) g ∈C1+α1

0 ([0,T ];C(Ω;R)) for some 0< α1 < 1;
(A2) g ∈ C{k},α1

0 ([0,T ];C(Ω;R)) and M(t) ≥ ctγ−1, t ∈ (0,T ) for some c ∈ R+,
0< γ < α1 < 1;
(A3) g ∈ C{k},α1−β

0 ([0,T ];C(Ω;R)) and c1tγ−1 ≤ M(t) ≤ c2tβ−1, |M′(t)| ≤ c3tβ−2, t ∈
(0,T ), for some c1,c2,c3 ∈ R+, 0< β ≤ γ < α1 < 1.

Additionally, we assume that g≥ 0, g1 := RD{k}0 g− rmaxg≥ 0 where rmax := max
x∈Ω

r(x) and

a.e. x ∈Ω ∃tx ∈ (0,T ] : g(tx,x)> 0. (2.28)
In case B = I we also assume that for any x ∈ ∂Ω, either g(T,x)> 0 or g(·,x) = 0.

Finally, let ( f ,u) ∈ C(Ω)×
(

C{k}0 ([0,T ];C(Ω))
⋂

C0([0,T ];W 2
p (Ω))

)
for some p > 1

solve IP1 for ϕ = 0, ψ = 0, h = 0. Then ( f ,u) = (0,0).

Proof. It is sufficient to prove the assertion of the Theorem in the particular case when fand u are real functions. That is because the the problem for the complex ( f ,u) can besplit into two independent subproblems for (Re f , Reu) and (Im f , Imu).We start the proof by showing that in caseB = I, for any x∈ ∂Ω such that g(T,x)> 0,the equality f (x) = 0 is valid. To show this, we consider the equality
RD{k}0 u(T,x) = f (x)g(T,x), x ∈Ω
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that follows from equation (2.7) in view of ψ = 0. If x ∈ ∂Ω and B = I then the left-handside of this equality equals zero. Thus, f (x)g(T,x) = 0 and provided g(T,x)> 0we obtain
f (x) = 0.

Let us introduce the functions f+ = | f |+ f
2 and f− = | f |− f

2 . Due to the definition, f± ∈
C(Ω;R) and f± ≥ 0. Moreover,

in case B = I, for any x ∈ ∂Ω such that g(T,x)> 0, it holds f±(x) = 0. (2.29)
Firstly, we consider the problems

RD{k}0 u±(t,x) = Lu±(t,x)+g(t,x) f±(x), x ∈Ω, t ∈ (0,T ),

u±(0,x) = 0, x ∈Ω, Bu±(t,x) = 0, x ∈ ∂Ω, t ∈ (0,T ).
(2.30)

By assumptions of the theorem and (2.29), g(t, ·) f± ∈ X0,R, t ∈ [0,T ]. Therefore, in cases
(A1) and (A2) due to (1.17) we have g f± ∈C{M},α1

0 ([0,T ];X0,R) and g f± ∈Cα1
0 ([0,T ];X0,R),respectively. Similarly, in case (A3) due to (1.17) and Lemma 1.4 we obtain

g f± ∈ Cα1
0 ([0,T ];X0,R). Moreover, g f± ≥ 0. The assumptions of Corollary 2.2 are sat-isfied for the functions F = g f±. Hence, the solutions u± of (2.30) satisfy the assertions(i) and (ii) of Corollary 2.2.Secondly, let us consider the problems

RD{k}0 v±(t,x) = Lv±(t,x)+g1(t,x) f±(x), x ∈Ω, t ∈ (0,T ),

v±(0,x) = 0, x ∈Ω, Bv±(t,x) = 0, x ∈ ∂Ω, t ∈ (0,T ).
(2.31)

In case (A1) we have g′ ∈Cα1
0 ([0,T ];C(Ω;R)). Thus,

g1 =
RD{k}0 g− rmaxg = k ∗g′− rmaxg ∈C{M},α1

0 ([0,T ];C(Ω;R)).

From g(t, ·) f± ∈X0,R, t ∈ [0,T ]we immediately get g1(t, ·) f± ∈X0,R, t ∈ [0,T ]. Therefore,
g1 f± ∈C{M},α1

0 ([0,T ];X0,R).Using similar reasoning, we deduce g1 f± ∈ Cα1
0 ([0,T ];X0,R) in case (A2) and

g1 f± ∈ Cα1−β

0 ([0,T ];X0,R) in case (A3). Moreover, g1 f± ≥ 0. Again, the assumptionsof Corollary 2.2 are satisfied for F = g1 f±. The solutions v± of (2.31) satisfy the assertions(i) and (ii) of Corollary 2.2.The problem for M ∗ v± is equivalent to the problem for u±− rmaxM ∗u±. Thus,
v± = RD{k}0 u±− rmaxu±. (2.32)

Moreover, since f = f+− f−, we have u = u+−u−. Thus, ψ = u(T, ·) = 0 implies that
u+(T, ·) = u−(T, ·). Let us denote

x∗ = argmax
x∈Ω

u+(T,x) = argmax
x∈Ω

u−(T,x).

By definition, either f+(x∗) = 0 or f−(x∗) = 0. Let us assume that f+(x∗) = 0 (thesituation when f−(x∗) = 0 can be considered in a similar manner).Let us suppose that either x∗ ∈ Ω or B = ω ·∇ (the case x∗ ∈ ∂Ω and B = I will beconsidered later separately). Thenwe can apply Lemma 2.5 to the functionw=−u+(T, ·).We get L1u+(T,x∗)≤ 0. Thus, from (2.30), (2.32) and u+ ≥ 0, r ≤ rmax it follows:
v+(T,x∗) = L1u+(T,x∗)+(r(x∗)− rmax)u+(T,x∗)≤ 0. (2.33)
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Due to Corollary 2.2 (i),
v+(t,x)≥ 0, (t,x) ∈ (0,T )×Ω. (2.34)

Hence, (2.33) and (2.34) imply v+(T,x∗) = 0. Thus, by Corollary 2.2 (ii),
v+(t,x∗) = 0, t ∈ [0,T ].

By formula (2.32) the latter inequality implies RD{k}0 u+(t,x∗)−rmaxu+(t,x∗)= 0, t ∈ [0,T ].Applying M∗ to to this equality, we obtain the following homogeneous Volterra equationof the second kind:
u+(t,x∗)− rmaxM ∗u+(t,x∗) = 0, t ∈ [0,T ].

It has only the trivial solution u+(t,x∗) = 0, t ∈ [0,T ]. Hence, u+(T,x∗) = 0.Since x∗ is a maximum point of u+(T,x) and u+(T,x)≥ 0, we also get
u+(T,x) = 0, x ∈Ω. (2.35)

Now we consider the case x∗ ∈ ∂Ω, B = I, too. Then by Bu+|∂Ω = 0, immediately
u+(T,x∗) = 0 and again we have (2.35).Since u = u+−u− and ψ = u(T, ·) = 0 holds, from (2.35) we get

u±(T,x) = 0, x ∈Ω.

Corollary 2.2 (ii) implies u±(t,x) = 0, (t,x) ∈ [0,T ]×Ω. Therefore,
u(t,x) = 0, (t,x) ∈ [0,T ]×Ω.

From the differential equation for u we obtain f (x)g(t,x) = 0, (t,x) ∈ [0,T ]×Ω. Finally,(2.28) yields f = 0. �
Next we deduce simple sufficient conditions for g and k that imply the assumption

RD{k}0 g− rmaxg≥ 0 in Theorem 2.1. For that reason we need the following Lemma.
Lemma 2.6. Let w ∈C{k}([0,T ];R) be nonnegative and nondecreasing. Then

RD{k}0 w≥ k(T )w.

Proof. The assertion follows from the estimate
RD{k}0 w(t) = lim

δ→0+

1
δ

[∫ t+δ

0
k(τ)w(t+δ−τ)dτ−

∫ t

0
k(τ)w(t−τ)dτ

]

= lim
δ→0+

1
δ

[∫ t+δ

t
k(τ)w(t+δ−τ)dτ +

∫ t

0
k(τ)(w(t+δ−τ)−w(t−τ))dτ

]

≥ lim
δ→0+

k(T+δ )
1
δ

[∫ t+δ

t
w(t+δ−τ)dτ +

∫ t

0
(w(t+δ−τ)−w(t−τ))dτ

]

= k(T )
d
dt

∫ t

0
w(t− τ)dτ = k(T )w(t), 0< t < T. �

Due to that Lemma 2.6, RD{k}0 g− rmaxg≥ 0 holds provided along with other assump-tions on g in Theorem 2.1 the following conditions are satisfied:
g is nondecreasing in case rmax ≤ 0;
g is nondecreasing and k(T )≥ rmax in case rmax > 0.
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Theorem 2.2. Let g, M satisfy the assumptions of Theorem 2.1 and the inequality

g(T,x)≥ g0 > 0, x ∈Ω,

hold. If ϕ,ψ ∈ XAp and h ∈ Cα2([0,T ];Xp), where p ∈ {0}⋃(1,∞), 0 < α2 < 1, then
IP1 has a unique solution ( f ,u) ∈ Xp×C{k}([0,T ];Xp)

⋂
C([0,T ];XAp) and the following

estimate holds:

‖ f‖Xp +‖u‖C{k}([0,T ];Xp)
⋂

C([0,T ];XAp )
≤ C9

(
‖ϕ‖XAp

+‖ψ‖XAp
+‖h‖Cα2 ([0,T ];Xp)

)
. (2.36)

If additionally ϕ = h(0, ·) = 0, then u ∈ C{k},α0 ([0,T ];Xp)
⋂

Cα
0 ([0,T ];XAp) where

α =

{
α2 in case (A1)
min{α1,α2} in cases (A2), (A3)

and the estimate

‖ f‖Xp+‖u‖C{k},α0 ([0,T ];Xp)
⋂

Cα
0 ([0,T ];XAp )

≤C10

(
‖ψ‖XAp

+‖h‖Cα2
0 ([0,T ];Xp)

) (2.37)
is valid. The constantsC9 andC10 depend on the parameters M,L,g, p,α2.

Proof. Firstly, we are going to replace the overdetermination condition (2.10) by a fixed-point equation with respect to f .Suppose that ( f ,u)∈Xp×C{k}([0,T ];Xp)
⋂

C([0,T ];XAp) solves IP1. Then, since (2.10)holds, the equation (2.7) at t = T with F = f g+h yields

f (x) =

(
RD{k}0 (u−ϕ)−ηu

)
(T,x)− (Ap−η)ψ(x)−h(T,x)

g(T,x)
, (2.38)

where η is chosen so that 0 ∈ ρ(Ap−ηI).Let us split u into the sum of two functions: u = u1 +u2, such that
RD{k}0 u1 = Apu1 + f g, u1(0, ·) = 0, (2.39)
RD{k}0 (u2−ϕ) = Apu2 +h, u2(0, ·) = ϕ. (2.40)

In the context of IP1, u2 is a known function. According to Lemma 2.2, the solution u2 to(2.40) belongs toC{k}([0,T ];Xp).Next we consider the functions v1 and v2. The function v2 is given by the relation
v2 := RD{k}0 (u2−ϕ)−ηu2 (2.41)

and since u2 ∈C{k}([0,T ];Xp) we obtain v2 ∈C([0,T ];Xp). The function v1 is defined asthe solution of the problem:
RD{k}0 v1 = Apv1 + f (RD{k}0 g−ηg), v1(0, ·) = 0. (2.42)

Due to the assumptions (A1) - (A3) and (1.17), it holds RD{k}0 g ∈Cα̂
0 ([0,T ];C(Ω)) where

α̂ =

{
α1 in cases (A1), (A2)
α1−β in case (A3). (2.43)
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Thus, f (RD{k}0 g−ηg) ∈ Cα̂
0 ([0,T ];Xp). According to Lemma 2.2 (ii) the problem (2.42)

has a solution v1 inC{k},α̂0 ([0,T ];Xp)
⋂

Cα̂
0 ([0,T ];XAp). It is easy to check that

v1 =
RD{k}0 u1−ηu1.

The notations introduced allow us to rewrite (2.38) in the form
f = F f +G , (2.44)
where G (x) =

v2(T,x)− (Ap−η)ψ(x)−h(T,x)
g(T,x)

, x ∈Ω, (2.45)
(F f )(x) =

1
g(T,x)

v1[ f ](T,x) (2.46)
and v1[·] stands for the operator that assigns to f the solution v1 of (2.42). Thus, (2.7),(2.10), (2.12) imply (2.44).On the other hand, taking into account all the substitutions performed, we can moveback from (2.44) to (2.38). Togetherwith (2.7) at t =T and (2.12) it implies (Ap−η)u(T,x)=
(Ap−η)ψ(x). Since (Ap−η) is injective, it yields (2.10).Consequently, IP1 is equivalent to the problem of finding the pair of functions ( f ,u)that solves (2.7), (2.12), (2.44) in the space Xp×C{k}([0,T ];Xp)

⋂
C([0,T ];XAp).We point out that (2.44) is an independent equation for the first component f of thesolution of IP1. Let us analyse properties of the operator F involved in this equation. ByLemma 2.2, v1[·] ∈L (Xp,Cα̂

0 ([0,T ];XAp)). Thus, v1[·](T, ·) ∈L (Xp,XAp).Furthermore, the compact embedding holds XAp ↪→↪→ Xp. In case p ∈ (1,∞) it is a
direct consequence of W 2

p (Ω) ↪→↪→ Lp(Ω). In case p = 0 it follows from the continu-
ous embedding of XA0 in C1

B(Ω) := X0
⋂

C1(Ω) (see Theorems 3.1.19, 3.1.22 in [64]) and
C1

B(Ω) ↪→↪→ X0.Therefore, v1[·](T, ·) : Xp→ Xp is compact. Since 1
g(T,·) ∈C(Ω) due to the assumptions

of this theorem, F : Xp→ Xp is also compact.Next, let us show that 1 /∈ σ(F ).Firstly, let us consider the case p = 0. Suppose that 1 ∈ σ(F ). Then the equation
f = F f has a solution f ∈ X0, f 6= 0. This means that the problem (2.7), (2.12), (2.44)with homogeneous data ϕ = 0, ψ = 0, h = 0 has the nontrivial solution ( f ,u1) in the
space X0×C{k}0 ([0,T ];X0)

⋂
C0([0,T ];XA0). But due to the Theorem 2.1, IP1 with a homo-geneous data has only the trivial solution in such a space. We came to a contradiction.Consequently, 1 /∈ σ(F ).Secondly, let us consider the case p ∈ (1,∞). We again suppose that 1 ∈ σ(F ), hencethe equation f = F f has a nontrivial solution f ∈ Xp. The idea is to show that this solu-tion actually belongs to X0. We can then apply the arguments from the previous case toshow that 1 ∈ σ(F ) leads to a contradiction.If p> n

2 , then v1[ f ](T, ·) ∈ XAp ↪→ X0. Thus, f = F f = 1
g(T,x)v1[ f ](T, ·) ∈ X0.If p ≤ n

2 , then according to embedding theorems, XAp ↪→ Xp1 = Lp1(Ω), where
p1 =

np
n−2p > p. Therefore, v1[ f ](T, ·) ∈ Xp1 and f =F f = 1

g(T,x)v1[ f ](T, ·) ∈ Xp1 . After afinite number of iterations we obtain f ∈ Xpi ,where pi =
np

n−2ip >
n
2 (works for i> n

2p−1).Next iteration gives f ∈ X0.We have shown that the first case of Fredholm alternative is satisfied for the equa-tion (2.44). Consequently, the solution to (2.44) exists and is unique for any G ∈ Xp and
(I−F )−1 ∈L (Xp).
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Since F = f g+ h is Hölder-continuous with values in Xp, Lemma 2.2 implies that the
problem (2.7), (2.12) has unique solution u ∈ C{k}([0,T ];Xp)

⋂
C([0,T ];XAp). This com-pletes the proof of the existence and uniqueness assertion of the theorem.In the rest of the proof, Ĉ stands for a generic constant depending on the parameters

M,L,g, p,α2.Let us deduce the stability estimate (2.36). We obtain
‖ f‖Xp ≤ ‖(I−F )−1‖L (Xp)‖G ‖Xp ≤ Ĉ

(
‖h(T, ·)‖Xp + |η |‖ψ‖Xp +‖ψ‖XAp

+

+‖v2‖C([0,T ];Xp)

)
.

Since v2 is given by the relation (2.41) and the function u2 solves (2.40) we estimate it bymeans of Lemma 2.2.
‖v2‖C([0,T ];Xp) = ‖RD{k}0 (u2−ϕ)−ηu2‖C([0,T ];Xp) ≤ ‖RD{k}0 (u2−ϕ)‖C([0,T ];Xp)

+η‖u2‖C([0,T ];Xp) ≤ ‖Apu2‖C([0,T ];Xp)+‖h‖C([0,T ];Xp)+η‖u2‖C([0,T ];Xp)

≤ Ĉ
(
‖u2‖C{k}([0,T ];Xp)

⋂
C([0,T ];XAp )

+‖h‖C([0,T ];Xp)

)
≤ Ĉ(‖h‖Cα2 ([0,T ];Xp)+‖ϕ‖XA).

Therefore,
‖ f‖Xp ≤ Ĉ(‖h‖Cα2 ([0,T ];Xp)+‖ϕ‖XA +‖ψ‖XAp

). (2.47)
Further, we note that g ∈Cγ

0([0,T ];C(Ω)) for any γ ∈ (0,1) in case (A1) and for γ = α1 incases (A2), (A3). By applying Lemma 2.2 to the problems (2.39) and (2.40) we obtain
‖u‖C{k}([0,T ];Xp)

⋂
C([0,T ];XAp )

= ‖u1 +u2‖C{k}([0,T ];Xp)
⋂

C([0,T ];XAp )

≤ Ĉ(‖ f‖Xp‖g‖Cγ

0([0,T ];C(Ω))+‖h‖Cα2 ([0,T ];Xp)+‖ϕ‖XAp
).

Together with the estimate of f (2.47) it implies (2.36).In case ϕ = h(0, ·) = 0, the solution of (2.7), (2.12) belongs to the space
C{k},α0 ([0,T ];Xp)

⋂
Cα

0 ([0,T ];XAp) and can be estimated as
‖u‖

C{k},α0 ([0,T ];Xp)
⋂

Cα
0 ([0,T ];XAp )

≤Ĉ(‖ f‖Xp‖g‖Cγ

0([0,T ];C(Ω))+‖h‖Cα2
0 ([0,T ];Xp)

).

This with (2.47) implies (2.37). �
We point out that in case p = 0 and B = I, the assumptions of Theorem 2.2 allowto recover f ∈ X0 = { f ∈ C(Ω) : f |∂Ω = 0} only. In order to fix that in the followingtheorem we provide some additional conditions that are sufficient to restore f ∈C(Ω) incaseB = I. The idea is as follows. We treat the problem in the Lebesgue space Xp, p> n

2and show that in case of sufficient regularity of the data the unknown f whose existencefollows from the previous theorem belongs toC(Ω)⊂ Xp.
Theorem 2.3. Let g,M satisfy the assumptions of Theorem 2.2. If ϕ, ψ, Lϕ ∈ XAp for
some p > n

2 , Lψ ∈C(Ω), h ∈C{k},α2([0,T ];Xp)
⋂

C([0,T ];C(Ω)), where 0 < α2 < 1 and
h(0, ·) ∈ XAp then IP1 has a unique solution ( f ,u) ∈C(Ω)×C{k}([0,T ];XAp). Moreover,
Lu ∈C([0,T ];C(Ω)) and the estimate

‖ f‖C(Ω)+‖u‖C{k}([0,T ];XAp )
+‖Lu‖C([0,T ];C(Ω))≤C11

(
‖ϕ‖Xp+‖Lϕ‖XAp

+‖ψ‖Xp+‖Lψ‖C(Ω)+‖h‖C{k},α2 ([0,T ];Xp)
⋂

C([0,T ];C(Ω))
+‖h(0, ·)‖XAp

) (2.48)
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holds. If additionally ϕ = h(0, ·) = RD{k}0 h(0, ·) = 0 then u∈C{k},α
′

0 ([0,T ];XAp) and the
estimate

‖ f‖C(Ω)+‖u‖C{k},α ′0 ([0,T ];XAp )
+‖Lu‖C0([0,T ];C(Ω))

≤C12

(
‖ψ‖Xp +‖Lψ‖C(Ω)+‖h‖C{k},α2

0 ([0,T ];Xp)
⋂

C0([0,T ];C(Ω))

) (2.49)

is valid whereα ′=min{α̂;α2} and α̂ is given by (2.43). The constantsC11 andC12 depend
on M,L,g, p,α2.

Proof. Throughout the proof, Ĉ denotes a generic constant depending on M,L,g, p, α2and RHS stands for the expression in brackets at the right-hand side of (2.48).By Theorem2.2, IP1 has a unique solution ( f ,u)∈Xp×C{k}([0,T ];Xp)
⋂

C([0,T ];XAp).Let us consider the problem
RD{k}0 (w2−w2(0, ·)) = Apw2 +

RD{k}0 (h−h(0, ·)), w2(0, ·) = Lϕ +h(0, ·). (2.50)
Under the assumptions of this theorem, Lemma 2.2 implies that (2.50) has a unique so-lution w2 ∈C{k}([0,T ];Xp)∩C([0,T ];XAp). Moreover, due (2.18) and (1.15)

‖w2‖C([0,T ];XAp )
≤ Ĉ(‖h‖C{k},α2 ([0,T ];Xp)

+‖h(0, ·)‖XAp
+‖Lϕ‖XAp

).

It is easy to check that w2 =
RD{k}0 (u2−ϕ) and u2 = M ∗w2 +ϕ where u2 solves (2.40).Since w2 is inC([0,T ];XAp) we have u2 ∈C{k}([0,T ];XAp) and

‖u2‖C{k}([0,T ];XAp )
≤Ĉ
(
‖h‖C{k},α2 ([0,T ];Xp)

+‖h(0, ·)‖XAp
+‖Lϕ‖XAp

)
+‖ϕ‖XAp

. (2.51)
Let us consider the function G given by (2.45). (Recall that there v2 = w2−ηu2.) Duethe proved properties of w2 and u2 and the assumptions of the theorem and the embed-ding

XAp ↪→C(Ω)

it holds G ∈C(Ω) and ‖G ‖C(Ω) ≤ Ĉ RHS.
Now, let us provide an estimate for ‖ f‖C(Ω) using the formulas (2.44) and (2.46). Since

1
g(T,·) ∈C(Ω) and v1[·](T, ·) ∈L (Xp,XAp), we have

‖ f‖C(Ω) ≤ ‖F f‖C(Ω)+‖G ‖C(Ω) ≤ Ĉ‖v1[ f ](T, ·)‖C(Ω)+‖G ‖C(Ω)

≤ Ĉ‖v1[ f ](T, ·)‖XAp
+‖G ‖C(Ω) ≤ Ĉ‖ f‖Xp +‖G ‖C(Ω).

Since (I−F ) is invertible in Xp, the estimate holds
‖ f‖Xp ≤ ‖(I−F )−1‖L (Xp)‖G ‖Xp ≤ Ĉ‖G ‖C(Ω).

Thus, we obtain ‖ f‖C(Ω) ≤ Ĉ‖G ‖C(Ω) and therefore
‖ f‖C(Ω) ≤ Ĉ RHS. (2.52)

Finally, let us derive an estimate for u and finish the proof of the first part of the theo-
rem. We have u = u1 +u2, where u1 = M ∗w1, w1 =

RD{k}0 u1 and w1 solves the problem
RD{k}0 w1 = Apw1 + f RD{k}0 g, w1(0, ·) = 0. (2.53)
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Since f RD{k}0 g ∈Cα ′
0 ([0,T ];Xp), Lemma 2.2 implies w1 ∈Cα ′

0 ([0,T ];XAp) and
‖u1‖C{k},α ′0 ([0,T ];XAp )

= ‖w1‖Cα ′
0 ([0,T ];XAp )

≤ Ĉ‖ f‖C(Ω)‖RD{k}0 g‖Cα ′
0 ([0,T ];Xp)

.

Using here (2.52) we have
‖u1‖C{k},α ′0 ([0,T ];XAp )

≤ Ĉ RHS. (2.54)
From (2.51) and (2.54) we obtain for u = u1 +u2 the estimate

‖u‖C{k}([0,T ];XAp )
≤ Ĉ RHS. (2.55)

It remains to estimate Lu in the spaceC([0,T ];C(Ω)). Using (2.55) we deduce
‖RD{k}0 (u−ϕ)‖C([0,T ];C(Ω)) ≤ Ĉ‖RD{k}0 (u−ϕ)‖C([0,T ];XAp )

≤ Ĉ RHS.

From the expression Lu = RD{k}0 (u− ϕ)− f g− h due to the proved estimates for
RD{k}0 (u−ϕ) and f we obtain

‖Lu‖C([0,T ];C(Ω)) ≤ Ĉ RHS. (2.56)
Summing up, (2.52), (2.55) and (2.56) imply (2.48).Now let us focus on the second part of this theorem that is concernedwith the particu-
lar case ϕ = h(0, ·) = RD{k}0 h(0, ·) = 0. Then RHS reduces to the expression in brackets atthe right-hand side of (2.49). Lemma 2.2 implies that the function w2 which solves (2.50)belongs the spaceCα ′

0 ([0,T ];XAp), the function u2 =M∗w2 belongs toC{k},α
′

0 ([0,T ];XAp)and ‖u2‖C{k},α ′0 ([0,T ];XAp )
≤ Ĉ‖h‖

C
{k},α2
0 ([0,T ];Xp)

. This relation by u = u1 + u2 and the esti-
mates (2.52), (2.54) and (2.56) implies (2.49).

Provided the assumptions of Theorem 2.3 hold andB = I, an explicit expression of theunknown function f at the boundary can be derived. Namely, setting t = T and x ∈ ∂Ωin (2.7) and taking the relations F = f g+h and u(T, ·) = ψ into account we obtain
f (x) =− 1

g(T,x)
[Lψ(x)+h(T,x)], x ∈ ∂Ω.

Remark 2.1. In case the data h,ϕ and ψ are real-valued functions, the solution ( f ,u) of
IP1 is also real. That holds because the coefficients of the operator L and the functions
k and g are real. The complex IP1 consists of two independent real subproblems for
(Re f , Reu) and (Im f , Imu). These problems depend on the data Reh, Reϕ, Reψ and
Imh, Imϕ, Imψ, respectively. If Imh = 0, Imϕ = 0, Imψ = 0 then by applying Theorem
2.1 to the subproblem for (Im f , Imu) we obtain (Im f , Imu) = (0,0) that means that the
pair ( f ,u) is a real.

At the end of this section we consider a problem with perturbations. Firstly, let usreplace the kernel M in the equation (2.1) by the sum M +M ∗m, where M satisfies theconditions listed in Section 2.2 andm is a small perturbation factor. Then the initial bound-ary value problem for u =U−b reads
RD{k}0 (u−ϕ)(t,x) = Lu(t,x)+m∗Lu(t,x)+F(x, t), x ∈Ω, t ∈ (0,T ),
u(0,x) = ϕ(x), x ∈Ω, Bu(t,x) = 0, x ∈ ∂Ω, t ∈ (0,T ).

(2.57)
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Secondly, let us replace (2.12) by the formula
F(t,x) = (g(t,x)+ γ(t,x)) f (x)+h(t,x), (2.58)

where g satisfies the assumptions of Theorem 2.2 and γ is a small perturbation term.In the modified IP1 (we call it IP1a), one has to find a pair ( f ,u) that satisfies (2.57),(2.58) and (2.10).
Theorem 2.4. (i) Let the assumptions of Theorem 2.2 be satisfied and ϕ = 0, h(0, ·) = 0.
We also assume thatm∈ L1(0,T ), γ ∈Cα

0 ([0,T ];C(Ω)).Then there exist constants ε1,C13
depending on M,L,g, p,α2 such that if

max{‖m‖L1(0,T );‖γ‖Cα
0 ([0,T ];C(Ω))}< ε1

then IP1a has a unique solution ( f ,u) ∈ Xp×C{k},α0 ([0,T ];Xp)
⋂

Cα
0 ([0,T ];XAp) and the

following estimate is valid:

‖ f‖Xp +‖u‖C{k},α0 ([0,T ];Xp)
⋂

Cα
0 ([0,T ];XAp )

≤C13

(
‖ψ‖XAp

+‖h‖Cα2
0 ([0,T ];Xp)

)
. (2.59)

(ii) Let the assumptions of Theorem 2.3 hold and ϕ = 0, h(0, ·) = 0, RD{k}0 h(0, ·) = 0.We
also assume that m ∈ L1(0,T ), γ ∈C{k},α

′
0 ([0,T ];Xp)

⋂
C0([0,T ];C(Ω)). Then there exist

constants ε2,C14 depending on M,L,g, p,α2 such that if

max{‖m‖L1(0,T );‖γ‖C{k},α ′0 ([0,T ];Xp)
⋂

C0([0,T ];C(Ω))
}< ε2

then IP1a has a unique solution in the space {( f ,u) ∈C(Ω)×C{k},α
′

0 ([0,T ];XAp) : Lu ∈
C0([0,T ];C(Ω))} and the following estimate holds:

‖ f‖C(Ω)+‖u‖C{k},α ′0 ([0,T ];XAp )
+‖Lu‖C0([0,T ];C(Ω))

≤C14

(
‖ψ‖Xp +‖Lψ‖C(Ω)+‖h‖C{k},α2

0 ([0,T ];Xp)
⋂

C0([0,T ];C(Ω))

)
.

(2.60)

Proof. Let A be the solution operator of IP1. This means that the solution of IP1 can berepresented as ( f ,u) = A (h,ϕ,ψ).
(i) According to the definition of A , IP1a is equivalent to the operator equation

( f ,u) = ˆA ( f ,u)+A (h,0,ψ) (2.61)
where ˆA is a linear operator defined by ˆA ( f ,u) =A (m∗Lu+γ f ,0,0). By Theorem 2.2,
A (h,0,ψ) ∈ Xp×C{k},α0 ([0,T ];Xp)

⋂
Cα

0 ([0,T ];XAp) and
‖A (h,0,ψ)‖

Xp×C{k},α0 ([0,T ];Xp)
⋂

Cα
0 ([0,T ];XAp )

≤C10

(
‖ψ‖XAp

+‖h‖Cα2
0 ([0,T ];Xp)

)
. (2.62)

On the other hand, Lemma 4.2 in [35] implies
‖m∗ v‖Cα

0 ([0,T ];Xp) ≤ 2‖m‖L1(0,T )‖v‖Cα
0 ([0,T ];Xp) ∀v ∈Cα

0 ([0,T ];Xp).
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Thus, by means of (2.37) we deduce the estimate
‖ ˆA ( f ,u)‖

Xp×C{k},α0 ([0,T ];Xp)
⋂

Cα
0 ([0,T ];XAp )

≤C10‖m∗Lu+ γ f‖Cα
0 ([0,T ];Xp)

≤C10

(
2‖m‖L1(0,T )‖Lu‖Cα

0 ([0,T ];Xp)+‖γ‖Cα
0 ([0,T ];C(Ω))‖ f‖Xp

)

≤ 2C10 max{‖m‖L1(0,T );‖γ‖Cα
0 ([0,T ];C(Ω))}‖( f ,u)‖

Xp×C{k},α0 ([0,T ];Xp)
⋂

Cα
0 ([0,T ];XAp )

.

In case max{‖m‖L1(0,T ),‖γ‖Cα
0 ([0,T ];C(Ω))}< ε1 =

1
2C10

, the operator ˆA is a contraction in
the space Xp×C{k},α0 ([0,T ];Xp)

⋂
Cα

0 ([0,T ];XAp). This proves the existence and unique-ness assertions of (i). From (2.61) by means of ‖ ˆA ‖< 1 and (2.62) we deduce (2.59) with
the constantC13 =

C10
1−‖ ˆA ‖ .(ii) The proof of this assertion repeats the proof of (i) with appropriate changes of spacesand norms.

2.6 Inverse coefficient problem
In this section we apply results on IP1 to study IP2. In this connection there is a need toimpose conditions similar to (A1) - (A3) on the factor u+ b of the unknown coefficient r.Those conditions depend on the upper bound rmax of r. This means that we are facedwitha situation where assumptions of theorem depend on the unknown. Therefore we intro-duce the following sets of r that have their upper bounds less than some given number ρand use ρ instead of rmax in the mentioned assumptions:

Kρ = {r ∈C(Ω;R) : r(x)≤ ρ, x ∈Ω} where ρ ∈ R.
In the next theorem we prove global uniqueness of the solution.

Theorem 2.5. Let ρ ∈ R, the data of IP2 be real and IP2 have 2 solutions (r,u), (r1,u1),
such that

r ∈C(Ω;R), r1 ∈Kρ , u,u1 ∈C{k}0 ([0,T ];L1(Ω;R))
⋂

C0([0,T ];W 2
1 (Ω;R)),

u1−u ∈C{k}0 ([0,T ];C(Ω;R))
⋂

C0([0,T ];W 2
p (Ω;R))

for some p> 1 and the function;U = u+b (and M) satisfy one of the following assump-
tions:
(A4)U ∈C1+α1

0 ([0,T ];C(Ω;R)) for some 0< α1 < 1;
(A5) U ∈ C{k},α1

0 ([0,T ];C(Ω;R)) and M(t) ≥ ctγ−1, t ∈ (0,T ) for some c ∈ R+,
0< γ < α1 < 1;
(A6) U ∈ C{k},α1−β

0 ([0,T ];C(Ω;R)) and c1tγ−1 ≤ M(t) ≤ c2tβ−1, |M′(t)| ≤ c3tβ−2, t ∈
(0,T ), for some c1,c2,c3 ∈ R+, 0< β ≤ γ < α1 < 1.

Additionally, we assume that

U ≥ 0, RD{k}0 U−ρU ≥ 0, (2.63)
a.e. x ∈Ω ∃tx ∈ (0,T ] : U(tx,x)> 0. (2.64)

In caseB = I we also assume that for any x ∈ ∂Ω, eitherU(T,x)> 0 orU(·,x) = 0. Then
(r1,u1) = (r,u).

44



Proof. Let us denote the difference (r̂, û) = (r1− r,u1−u). Then
(r̂, û) ∈C(Ω;R)×

(
C{k}0 ([0,T ];C(Ω;R))

⋂
C0([0,T ];W 2

p (Ω;R))
)

and solves the problem
RD{k}0 û(t,x) = (L1 + r1)û(t,x)+U(t,x)r̂(x), x ∈Ω, t ∈ (0,T ),
û(0,x) = 0, x ∈Ω, Bû(t,x) = 0, x ∈ ∂Ω, t ∈ (0,T ),
û(T,x) = 0, x ∈Ω.

(2.65)

The inequalities (2.63) imply that RD{k}0 U−rmaxU ≥ 0 where rmax := max
x∈Ω

r1(x)≤ ρ . Con-
sequently, the assumptions of Theorem 2.1 are satisfied for the problem (2.65) and weobtain r̂ = 0, û = 0. �

Let us formulate a problem that contains approximate data:
RD{k}0 (ũ−ϕ̃)(t,x) = L1ũ(t,x)+r̃(x)(ũ+b̃)(t,x)+F̃1(t,x), x ∈Ω, t ∈ (0,T ),
ũ(0,x) = 0, x ∈Ω, Bũ(t,x) = 0, x ∈ ∂Ω, t ∈ (0,T ), (2.66)
ũ(T,x) = ψ̃, x ∈Ω.

We are going to prove an existence and approximation theorem for this problem in caseits data vector D̃= (b̃, F̃1, ψ̃) is close to the data vectorD= (b,F1,ψ) of the exact problemIP2. In general we will work with complex (2.66).
Theorem 2.6. Assume that ρ ∈ R, IP2 has real data and a real solution

(r,u) ∈Kρ ×C{k}0 ([0,T ];L1(Ω;R))
⋂

C0([0,T ];W 2
1 (Ω;R))

such that U = u+b (and M) satisfy one of the assumptions (A4) - (A6), the inequalities(2.63) andU(T,x)≥U0 > 0, x ∈Ω. Then the following statements are valid.
(i) Let p ∈ {0}⋃( n

2 ,∞), α2 ∈ (0,1). There exist constants δ1 > 0 and K1 > 0 depending
on M,L1,r,U, p,α2 such that if

D̃−D ∈D1 =Cα2
0 ([0,T ];C(p)(Ω))×Cα2

0 ([0,T ];Xp)×XAp

and ‖D̃−D‖D1 ≤ δ1 whereC(p)(Ω) =

{
C(Ω) in case p ∈ ( n

2 ,∞)
X0 in case p = 0

then problem (2.66)
has a unique solution in the set

{
(r̃, ũ) : (r̃− r, ũ−u) ∈X1 := Xp×

(
C{k},α0 ([0,T ];Xp)

⋂
Cα

0 ([0,T ];XAp)
)
,

‖(r̃− r, ũ−u)‖X1 ≤ K1‖D̃−D‖D1

}

where α =

{
α2 in case (A4)
min{α1,α2} in cases (A5), (A6).

(ii) Let p ∈ ( n
2 ,∞), α2 ∈ (0,1). There exist constants δ2 > 0 and K2 > 0 depending on

M,L1,r,U, p,α2 such that if

D̃−D ∈D2 =
(

C{k},α2
0 ([0,T ];Xp)

⋂
Cα2

0 ([0,T ];C(Ω))
)2
×Yp
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and ‖D̃−D‖D2 ≤ δ2 whereYp = {ψ : ψ ∈ XAp ,Lψ ∈C(Ω)} then the problem (2.66) has
a unique solution in the set

{
(r̃, ũ) : (r̃−r, ũ−u) ∈X2 :=C(Ω)×Up,α ′ , ‖(r̃−r, ũ−u)‖X2 ≤ K2‖D̃−D‖D2

}

where Up,α ′ = {v ∈ C{k},α
′

0 ([0,T ];XAp) : Lv ∈ C0([0,T ];C(Ω))}, α ′ = min{α̂;α2} and
α̂ =

{
α1 in cases (A4), (A5)
α1−β in case (A6).

We mention that in this theorem, the operator Ap and the space XAp defined on thebasis of L = L1 + rI depend on the component r of the solution of the exact problem IP2.
Proof. Let us denote the difference (r̂, û) = (r̃− r, ũ− u). Then the problem for the pair
(r̂, û) reads

RD{k}0 û = (L1 + r)û+ r̂(u+b)+
[
r̂û+ F̃1−F1 +(r̂+ r)(b̃−b)

]
,

û(0, ·) = 0, Bû|∂Ω = 0, û(T, ·) = ψ̃−ψ.
(2.67)

This problem can be treated as IP1 with f = r̂, g = u+b, h = r̂û+ F̃1−F1+(r̂+r)(b̃−b).Therefore, applying the solution operator of IP1 A to (2.67), it is reduced to the operatorequation
(r̂, û) = F2(r̂, û), (2.68)
where F2(r̂, û) = A (r̂û+ F̃1−F1 +(r̂+ r)(b̃−b),0, ψ̃−ψ).

We are going to show that F2 is a contraction in a ball ‖(r̂, û)‖X1 ≤ ε with a suitablechosen ε > 0. Firstly, we have to prove that this ball remains invariant with respect to theoperator F2. Let ‖(r̂, û)‖X1 ≤ ε . According to (2.37),
‖F2(r̂, û)‖X1 ≤C10

(
‖ψ̃−ψ‖XAp

+‖r̂û+F̃1−F1+(r̂+r)(b̃−b)‖Cα2
0 ([0,T ];Xp)

)
.

Let cp be an embedding constant such that ‖w‖C(Ω) ≤ cp‖w‖XAp
. Then

‖r̂û‖Cα2
0 ([0,T ];Xp)

≤ ‖r̂‖Xp‖û‖Cα
0 ([0,T ];C(Ω)) ≤ ‖r̂‖Xpcp‖û‖Cα

0 ([0,T ];XAp )
≤ cpε

2.

Therefore,
‖F2(r̂, û)‖X1 ≤C10

(
‖ψ̃−ψ‖XAp

+ cpε
2 +‖F̃1−F1‖Cα2

0 ([0,T ];Xp)

+(ε +R1)‖b̃−b‖Cα2
0 ([0,T ];C(p)(Ω))

)
≤C10

(
cpε

2 +(ε +1+R1)‖D̃−D‖D1

)
,

where R1 = ‖r‖Xp in case p ∈ ( n
2 ,∞) and R1 = ‖r‖C(Ω) in case p = 0. Now let us take

ε = K1‖D̃−D‖D1 with a constant K1. Then
‖F2(r̂, û)‖X1 ≤C10

(
(cpK2

1 +K1)‖D̃−D‖D1 +1+R1

)
‖D̃−D‖D1 .

In case ‖D̃−D‖D1 ≤ δ1 we have
‖F2(r̂, û)‖X1 ≤C10

(
(cpK2

1 +K1)δ1 +1+R1
)
‖D̃−D‖D1 .
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Let us define the constants as follows: K1 =C10(2+R1), δ1 =
1

cpK2
1+K1

. Then
‖F2(r̂, û)‖X1 ≤ K1‖D̃−D‖D1 .

Consequently, for ‖(r̂, û)‖X1 ≤ ε we have ‖F2(r̂, û)‖X1 ≤ ε .
Secondly, inside the set ‖(r̂, û)‖X1 ≤ ε = K1‖D̃−D‖D1 let us consider the differenceof F2 at (r̂1, û2) and (r̂2, û2). Assuming ‖D̃−D‖D1 ≤ δ1, we deduce the estimate
‖F2(r̂1, û1)−F2(r̂2, û2)‖X1 ≤C10‖(r̂1− r̂2)û1 + r̂2(û1− û2)+(r̂1− r̂2)

×(b̃−b)‖Cα2
0 ([0,T ];Xp)

≤C10

(
cpε‖r̂1− r̂2‖Xp + cpε‖û1− û2‖Cα

0 ([0,T ];XAp )
+δ1‖r̂1− r̂2‖Xp

)

≤C10(cpK1δ1 +δ1)‖(r̂1− r̂2, û1− û2)‖X1 =
1

(2+R1)
‖(r̂1− r̂2, û1− û2)‖X1 .

It shows that the operatorF2 is a contraction in the ball ‖(r̂, û)‖X1 ≤ ε . According to theBanach fixed point theorem there exists a unique solution to the equation (2.68) in thatball. This proves the assertion (i).(ii) The proof of (ii) repeats the proof of (i) with appropriate changes of spaces andnorms. For A , the estimate (2.49) is used instead of (2.37). �

Remark 2.2. If the data of the approximate problem (2.66) are real, then the solution (r̃, ũ)
to the problem (2.66) is also real. This is due to the fact that the operator A (and therefore
F2) maps the real functions into real functions and the subspace of real functions in X1
constitutes a real Banach space with the norm of X1. That enables one to follow the proof
of the Theorem 2.6 and obtain corresponding results for the real functions.

Remark 2.3. Physically, a particular case of the exact solution (0,u) corresponds to the
reaction-free case. Then (2.66) governs a slow reaction process and Theorem 2.6 implies
the identifiability of a small reaction coefficient from final data.

Remark 2.4. Let us construct sufficient conditions on the data that imply the inequalities(2.63) and U(T,x)≥U0 > 0, x ∈Ω in Theorems 2.5, 2.6. For this purpose we consider the
problem (2.4) for U and set there Φ = H(0, ·) = 0. Let us suppose that U is sufficiently
smooth.

Constructing a corresponding problem for RD{k}0 U − rmaxU and assuming
RD{k}0 H− rmaxH ≥ 0, (RD{k}0 Bb− rmaxBb)|∂Ω ≥ 0, Lemma 2.4 (i) implies the inequality
RD{k}0 U− rmaxU ≥ 0.

Next, we consider the inequalities U ≥ 0 and U(T,x)≥U0 > 0, x ∈Ω. Let us assume
that

∃µ ∈C([0,T ];R), µ ≥ 0, µ 6= 0, µ−nondecreasing :
H(t,x)≥ µ(t), x ∈Ω, t ∈ [0,T ], Bb(t,x)≥ µ(t), x ∈ ∂Ω, t ∈ [0,T ].

Define V =U−δ1∗µ with δ > 0. The function V solves the problem

RD{k}0 V = LV +H1, V (0, ·) = 0 , B(V − (b−δ1∗µ))|∂Ω = 0,

where H1 = H +δ (r1∗µ− RD{k}0 1∗µ).

47



Since RD{k}0 1∗µ = k ∗µ, we get that for sufficiently small δ ,

H1(t,x)≥ µ(t)[1−δ (max
x∈Ω

|r(x)|t +‖k‖L1(0,T ))]≥ 0, t ∈ [0,T ], x ∈Ω.

Let us also show that BV |∂Ω ≥ 0 for sufficiently small δ . We obtain

BV |∂Ω = B(b−δ1∗µ)|∂Ω ≥ µ−δB1∗µ.

• If B = I we have BV |∂Ω ≥ µ(t)−δ
∫ t

0 µ(τ)dτ ≥ µ(t)(1−δ t)≥ 0.

• If B = ω ·∇ we have BV |∂Ω ≥ µ(t)−0≥ 0.

Thus, Lemma 2.4 (i) yields V ≥ 0. Consequently, we obtain the desired inequalities
U =V +δ1∗µ ≥ 0 and

U(T,x) =V (T,x)+δ

∫ T

0
µ(τ)dτ ≥ δ

∫ T

0
µ(τ)dτ =U0 > 0, x ∈Ω.

At the end of this Section, wewould like to point out that we have applied results on IP1to analyze IP2. In a similar manner, results on IP1 can be applied to study inverse problemsto determine other coefficients of L, too.Wemention that the restriction g(0, ·)= 0 for the function g in IP1 aswell as the relatedzero initial condition U(0, ·) = 0 in IP2 result from strong smoothness assumption (2.23)of a positivity principle. This principle is one of bases of our theory.Solutions of IP1 and IP2 depend continuously on derivatives of the data of finite order.This means that these problems are moderately ill-posed. In case approximate data aregiven with errors, regularization procedures can be effectively applied.
2.7 Inverse problem with an integral overdetermination condition
The results for problems with final overdetermination can be applied to study problemswith integral overdetermination condition of the following form:

∫ T

0
u(t,x)dt = ψ(x). (2.69)

For example let us consider the inverse problem to determine the pair of functions
( f ,u) that satisfies (2.7), (2.12), (2.69).
Theorem 2.7. Let g ∈Cα0([0,T ];C(Ω;R)) for some 0< α0 < 1 and let one of the follow-
ing assumptions be valid:
(Â1) g ∈Cα0

0 ([0,T ];C(Ω;R));
(Â2) k ∗ g ∈ Cα1

0 ([0,T ];C(Ω;R)) and M(t) ≥ ctγ−1, t ∈ (0,T ) for some c ∈ R+,
0< γ < α1 < 1;
(Â3) k ∗ g ∈ Cα1−β

0 ([0,T ];C(Ω;R)) and c1tγ−1 ≤ M(t) ≤ c2tβ−1, |M′(t)| ≤ c3tβ−2, t ∈
(0,T ), for some c1,c2,c3 ∈ R+, 0< β ≤ γ < α1 < 1.
Additionally, we assume that for ĝ(t,x) :=

∫ t
0 g(τ,x)dτ,(t,x) ∈ [0,T ]×Ω it holds

ĝ≥ 0; RD{k}0 ĝ− rmaxĝ≥ 0, rmax := max
x∈Ω

r(x);

ĝ(T,x)≥ g0 > 0, x ∈Ω.
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If ϕ,ψ ∈ XAp and h ∈Cα2([0,T ];Xp), where p ∈ {0}⋃(1,∞), 0< α2 < 1, then the inverse
problem (2.7), (2.12), (2.69) has a unique solution

( f ,u) ∈ Xp×C{k}([0,T ];Xp)
⋂

C([0,T ];XAp)

and the following estimate holds:

‖ f‖Xp +‖u‖C{k}([0,T ];Xp)
⋂

C([0,T ];XAp )
≤ C15

(
‖ϕ‖XAp

+‖ψ‖XAp
+‖h‖Cα2 ([0,T ];Xp)

)
. (2.70)

The constantC15 depends on the parameters M,L,g, p,α2.

Proof. Firstly, let us denote ĥ(t,x) = 1∗h(t,x)+ tLϕ(x) and consider the IP1 for ( f , û) :

RD{k}0 û(t,x) = Lû(t,x)+ ĝ(t,x) f (x)+ ĥ(t,x), x ∈Ω, t ∈ (0,T ),
û(0,x) = 0, x ∈Ω, (2.71)
Bû(t,x) = 0, x ∈ ∂Ω, t ∈ (0,T ),

with a final condition
û(T,x) = ψ(x)−T ϕ(x). (2.72)

By applying Theorem 2.2 we obtain the existence of a unique solution
( f , û) ∈ Xp ×C{k}([0,T ];Xp)

⋂
C([0,T ];XAp) to the problem (2.71), (2.72) and the esti-mation

‖ f‖Xp ≤ C9

(
‖ψ−T ϕ‖XAp

+‖ĥ‖Cα2 ([0,T ];Xp)

)

≤ C16

(
‖ϕ‖XAp

+‖ψ‖XAp
+‖h‖Cα2 ([0,T ];Xp)

)
, (2.73)

whereC16 is a constant.Next we consider the direct problem (2.7) such that F is given by (2.12) and f is a firstcomponent of a solution to IP1 (2.71), (2.72). By Lemma 2.2 (iii) there is a solution to (2.7)
u ∈C{k}([0,T ];Xp)

⋂
C([0,T ];XAp) that satisfies the estimate:

‖u‖C{k}([0,T ];Xp)
⋂

C([0,T ];XAp )
≤C4(‖g f‖Cα0 ([0,T ];Xp)+‖h‖Cα2 ([0,T ];Xp)+‖ϕ‖XAp

). (2.74)
Finally, we integrate the equation and boundary condition (2.7) with respect to timefrom 0 to t. Then we perform the substitution

û(x, t) =
∫ t

0
(u(x,τ)−ϕ(x))dτ, (x, t) ∈Ω× [0,T ] (2.75)

in the obtained problem. These transformations result in problem (2.71). The substitu-tion (2.75) in the condition (2.72) results into (2.69). Therefore, ( f ,u) solves the inverseproblem for (2.7), (2.12), (2.69) and the estimates (2.73) and (2.74) imply that (2.70) isvalid.
2.8 Appendix: details of proof of Lemma 2.4
To help the reader, we present the treatment of a problem for ũ = e−σtu and derivationof the inequalities (2.25), (2.26) in Lemma 2.4. This repeats the material of the paper [36]with some little modifications.
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Substituting u = eσt ũ to the problem for u and performing some transformations weobtain
RD{K̃}0 (ũ−φ)(t,x) = L1ũ(t,x)+ r̃(x)ũ(t,x)+ F̃(t,x), t ∈ (0,T ), x ∈Ω,

ũ(0,x) = φ , x ∈Ω,

where
K̃(t) = e−σtK(t)−σ

∫ T

t
e−σsK(s)ds, r̃(x) = r(x)−σ

∫ T

0
e−σsK(s)ds,

F̃(t,x) = e−σtF(t,x)+φ(x)σ
∫ T

t
e−σsK(s)ds.

It is easy to see that ũ and F̃ satisfy the assumptions of Lemma 2.4. Let us verify that K̃meets the conditions of that lemma, as well. Integrating by parts we obtain
K̃(t) = e−σT K(T )−

∫ T

t
e−σsK′(s)ds.

Themonotonicity properties ofK implyK′ ≤ 0,K′(t)< 0 a.e. t ∈ (0, tK). Therefore, K̃ > 0and for any t1, t2 ∈ (0,T ), t1 < t2, it holds K̃(t2)− K̃(t1) =
∫ t2

t1 e−σsK′(s)ds≤ 0. Moreover,
in the particular case t1, t2 ∈ (0, tK), we have K̃(t2)−K̃(t1)< 0. Thus, K̃(t) is nonincreasingin (0,T ) and strictly decreasing in (0, tK).

Next, we prove (2.25). Let us represent the derivative RD{K}0 (u−φ)(t1,x1) by meansof the limit:
RD{K}0 (u−φ)(t1,x1) =

d
dt

∫ t

0
K(t− τ)[u(τ,x1)−φ(x1)]dτ

∣∣∣
t=t1

= lim
ε→0+

1
ε

Iε ,

where
Iε =

∫ t1

0
K(t1− τ)[u(τ,x1)−φ(x1)]dτ−

∫ t1−ε

0
K(t1− ε− τ)[u(τ,x1)−φ(x1)]dτ

=
∫ t1−ε

0
[K(t1− τ)−K(t1− ε− τ)][u(τ,x1)−φ(x1)]dτ

+
∫ t1

t1−ε

K(t1− τ)[u(τ,x1)−φ(x1)]dτ.

Since u(τ,x1)≥ u(t1,x1), τ ∈ (0, t1− ε), and K is noninceasing, we have
[K(t1−τ)−K(t1−ε−τ)]u(τ,x1)≤ [K(t1−τ)−K(t1−ε−τ)]u(t1,x1), τ ∈ (0, t1−ε).

Therefore, we can estimate as follows:
Iε ≤

∫ t1−ε

0
[K(t1− τ)−K(t1− ε− τ)]dτ [u(t1,x1)−φ(x1)]

+
∫ t1

t1−ε

K(t1− τ)[u(τ,x1)−φ(x1)]dτ

=
∫ t1

t1−ε

K(τ)dτ [u(t1,x1)−φ(x1)]+
∫

ε

0
K(τ)[u(t1− τ,x1)−u(t1,x1)]dτ.
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Thus
RD{K}0 (u−φ)(t1,x1)≤ lim

ε→0+

1
ε

∫ t1

t1−ε

K(τ)dτ [u(t1,x1)−φ(x1)]

+ lim
ε→0+

1
ε

∫
ε

0
K(τ)[u(t1− τ,x1)−u(t1,x1)]dτ.

By (2.23), the second addend at the right-hand side equals zero and due to the continuityof K, it holds lim
ε→0+

1
ε

∫ t1
t1−ε

K(τ)dτ = K(t1). Therefore,
RD{K}0 (u−φ)(t1,x1)≤ K(t1)[u(t1,x1)−φ(x1)].

Since K > 0 and u(t1,x1)< 0≤ φ(x1), we obtain (2.25).Finally, we prove (2.26). We have
RD{K}0 (u−φ)(t̂0,x0) = lim

ε→0+

1
ε

Jε ,

where
Jε =

∫ t̂0

0
K(t̂0− τ)[u(τ,x0)−φ(x0)]dτ−

∫ t̂0−ε

0
K(t̂0− ε− τ)[u(τ,x0)−φ(x0)]dτ

=
∫ t̂0−ε

0
[K(t̂0− τ)−K(t̂0− ε− τ)]u(τ,x0)dτ

+
∫ t̂0

t̂0−ε

K(t̂0− τ)u(τ,x0)dτ−
∫ t̂0

t̂0−ε

K(τ)dτ φ(x0).

Let ε <min{t̂0− t3; t2}. Since
u(τ,x0)≥ z(τ) :=

{
0, τ ∈ (0, t̂0− ε)\ (t2, t3)
δ , τ ∈ (t2, t3)

, τ ∈ (0, t̂0− ε),

and K is nonincreasing we have for τ ∈ (0, t̂0− ε)

[K(t̂0− τ)−K(t̂0− ε− τ)]u(τ,x0)≤ [K(t̂0− τ)−K(t̂0− ε− τ)]z(τ).

Moreover, K > 0 and φ(x0)≥ 0. Consequently,
Jε ≤ δ

∫ t3

t2
[K(t̂0− τ)−K(t̂0− ε− τ)]dτ +

∫ t̂0

t̂0−ε

K(t̂0− τ)u(τ,x0)dτ

= δ

[∫ t̂0−t2

t̂0−t3
K(τ)dτ−

∫ t̂0−t2−ε

t̂0−t3−ε

K(τ)dτ

]
+
∫

ε

0
K(τ)u(t̂0− τ,x0)dτ.

Due to (2.23) and u(t̂0,x0) = 0 we have lim
ε→0+

1
ε

∫
ε

0 K(τ)u(t̂0− τ,x0)dτ = 0. Therefore
RD{K}0 (u−φ)(t̂0,x0)≤ lim

ε→0+

δ

ε

[∫ t̂0−t2

t̂0−t3
K(τ)dτ−

∫ t̂0−t2−ε

t̂0−t3−ε

K(τ)dτ

]

= δ
d
ds

∫ t̂0−t2+s

t̂0−t3+s
K(τ)dτ

∣∣∣
s=0

= δ [K(t̂0− t2)−K(t̂0− t3)].

We obtain (2.26).
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3 Inverse problems for a perturbed time fractional diffusion
equation in Lebesgue spaces

This Chapter comprises results of Publication I with somemodifications. As in the previousChapter, we consider complex-valued scalar spaces by default, if the space is real-valuedthen we additionally specify it.
3.1 Perturbed time fractional diffusion equation
Let us consider the generalized subdiffusion equation (1.3) with the operator

L = L(x) =
n

∑
i, j=1

∂

∂xi

(
ai j(x)

∂

∂x j

)
+ r(x)I.

We assume that (see [33])
M(t) =

tβ−1

Γ(β )
+m∗ tβ−1

Γ(β )
, 0< t < T, (3.1)

where m ∈ L1((0,T );R) and 0< β < 1.Plugging (3.1) into (1.3) we arrive at the equation
ut =

RD1−β

0 (Lu+m∗Lu)+Q. (3.2)
The kernel M is Sonine and the equation (3.2) can be reduced to the form (1.4), but in thisChapter we use a different method to integrate (3.2).

Applying the operator of fractional integration I1−β

0 = t−β

Γ(1−β )∗ of the order 1−β to
(3.2), we obtain the perturbed time-fractional diffusion equation

CDβ

0 u = Lu+m∗Lu+F, (3.3)
where F = I1−β

0 Q.The equation (3.3) can also be obtained by means as an extension of the parabolicintegro-differential equation ut = Lu+m∗Lu+F that describes hereditary heat processes[2, 42] to the fractional case and is referred to as the fractional diffusion equation withmemory [51].Let us consider some examples of m based on the kernels from Section 1.7.Firstly, we consider the case of kernel (M2). Without loss of generality we take q1 = 1and redenote the principal term β = β1. Based on the formula
ta

Γ(a+1)
∗ tb

Γ(b+1)
=

ta+b+1

Γ(a+b+2)
, a,b>−1 (3.4)

that can be verified by means of Laplace transform, we deduce that in case (M2) the re-lation (3.1) is valid with the function
m(t) =

N

∑
j=2

q j
tβ j−β−1

Γ(β j−β )
. (3.5)

Next we consider the case (k2). We would like to represent the associate to k kernel
M in the form (3.1). Again we assume that q1 = 1 and redenote β = β1. That allows us torepresent k in the form

k =
t−β

Γ(1−β )
+ l ∗ t−β

Γ(1−β )
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such that:
l(t) =

N

∑
j=2

q j
tβ−β j−1

Γ(β −β j)
, 0< t < T.

We consider the Volterra equation of the second kind with respect to m

l + l ∗m+m = 0. (3.6)
It has a unique solution in L1(0,T );R) [22]. Since t−β

Γ(1−β ) ∗ tβ−1

Γ(β ) = 1 the equation (3.6) is
equivalent to

(
t−β

Γ(1−β )
+ l ∗ t−β

Γ(1−β )

)
∗
(

tβ−1

Γ(β )
+m∗ tβ−1

Γ(β )

)
= 1.

This implies the relation k ∗M = 1 for M of the form (3.1).
Further, if M satisfies the conditions M− tβ−1

Γ(β ) ∈W 1
1 (0,T ), lim

t→0+
(M(t)− tβ−1

Γ(β ) ) = 0 then
the formula (3.1) is valid with the function

m(t) =
t−β

Γ(1−β )
∗
(

M(t)− tβ−1

Γ(β )

)′
.

This observation is useful in cases (M4) and (M5). We obtain
m(t) =

t−β

Γ(1−β )
∗
[(

e−λ t −1
) tβ−2

Γ(β −1)

]
in case (M4), (3.7)

m(t) =
t−β

Γ(1−β )
∗
[(

e−λ t −1
) tβ−2

Γ(β −1)
−λe−λ t tβ−1

Γ(β )

]
in case (M5). (3.8)

To handle the kernel (M6) we use the definition of Eβ ,β (1.18) and express M as
M(t) =

tβ−1

Γ(β )
+

J

∑
j=1

λ β jtβ j+β−1

Γ(β j+β )
+w(t),

w(t) =
∞

∑
j=J+1

λ β jtβ j+β−1

Γ(β j+β )
+ tβ−1(e−λ t −1)Eβ ,β (λ

β tβ ),

where J is chosen so that βJ +β −1≤ 0 and β (J +1)+β −1 > 0. Then w ∈W 1
1 (0,T ),

lim
t→0+

w(t) = 0. The kernel m in (3.1) is a sum of two kernels m = m1 +m2 where
J

∑
j=1

λ β jtβ j+β−1

Γ(β j+β )
=

tβ−1

Γ(β )
∗m1(t), w(t) =

tβ−1

Γ(β )
∗m2(t).

The addend m1(t) can be expressed as in case (M2). We obtain
m1(t) =

J

∑
j=1

λ β jtβ j−1

Γ(β j)
and m2(t) =

t−β

Γ(1−β )
∗w′(t).

The cases (M3) and (k3) are not the particular cases of (3.1), so they are not coveredby this Chapter.
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But M(t) in the following special form of the Lebesgue-Stiltjes integral
M(t) =

∫ 1

0

tβ−1

Γ(β )
dµ(β ) =

tβ−1

Γ(β )
+
∫ 1

β

a(s)
ts−1

Γ(s)
ds

is still representable as (3.1) where m(t) =
∫ 1

β
a(s) ts−β−1

Γ(s−β )ds.
3.2 Formulation of direct and inverse problems

For the sake of generality, let us transform the Caputo derivative CDβ

0 u contained in (3.3)
to the form RDβ

0 (u− u(0,x)) that does not contain the first order derivative of u. We
obtain the following equation: RDβ

0 (u−u(0,x)) = Lu+m∗Lu+F .Now we are going to formulate problems to be treated in the present Chapter. Let
Ω∈Rn be an n-dimensional open bounded domain. Firstly, we formulate a direct problemfor the function u:

RDβ

0 (u−ϕ)(t,x) = Lu(t,x)+(m∗Lu)(t,x)+F(t,x), x ∈Ω, t ∈ (0,T ), (3.9)
u(0,x) = ϕ(x), x ∈Ω, (3.10)
Bu(t,x) = 0, x ∈ ∂Ω, t ∈ (0,T ). (3.11)

Here F and ϕ are given functions and B is a boundary operator:
Bv(x) = v(x) or Bv(x) = ϑL(x) ·∇v(x)+θv(x),

where ϑL is the conormal vector. i.e.
ϑL(x) = (ϑL,1(x), . . . ,ϑL,n(x)), ϑL,i(x) =

n

∑
j=1

ai j(x)ϑ j(x)

and ϑ(x) = (ϑ1(x), . . . ,ϑn(x)) is the outer normal of ∂Ω at x ∈ ∂Ω.A problem with non-homogeneous boundary conditions can be transformed to theproblem (3.9) - (3.11) by means of a standard change of variables as in Section 2.1.Next we formulate two inverse problems that use the final overdetermination condi-tion
u(T,x) = ψ(x), x ∈Ω, (3.12)

with a given observation function ψ .Firstly, we pose an inverse source problem. Let F have the form
F(t,x) = g(t) f (x)+h(t,x), (3.13)

where g and h are given functions. The aim is to reconstruct the factor f .
IP1. Find a pair of functions ( f ,u) that satisfies (3.9) - (3.13).

Secondly, we formulate a bacward in time problem.
IP2. Find a function u that satisfies (3.9), (3.11) and (3.12).
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3.3 Preliminaries and basic assumptions
Let us introduce basic conditions on the data thatwill be assumed throughout the Chapter.Regarding the kernel m we assume that m ∈ L1((0,T );R).The assumptions on the domain Ω and the operator L are as follows:

∂Ω is of classC2, ai j ∈C1(Ω;R), r ∈C(Ω;R),

ai j = a ji,
n

∑
i, j=1

ai j(x)ξiξ j ≥ c|ξ |2 ∀ξ ∈ Rn, x ∈Ω for some c> 0

r ≤ 0, θ ≥ 0 and either ∃r0 > 0 : −r(x)≥ r0 ∀x ∈Ω or θ > 0.

Let ‖ ·‖ and 〈·, ·〉 stand for the norm and the inner product in the space L2(Ω), respec-tively.We present some important features of the operator L that follow from the listedbasic assumptions. The operator −L with the domain D(−L) = D(L) = {z ∈W 2
2 (Ω) :

Bz = 0 in ∂Ω} is a bijection fromD(−L) to L2(Ω) and its inverse is compact, self-adjointand positive definite (Theorems 3.8 and 3.10 in [16] ). Therefore, its eigenvalues and or-thonormed in L2(Ω) eigenfunctions {λk,vk}k∈N are such that 0< λ1 6 λ2 6 . . ., λk→∞,and vk, k ∈ N, form a basis in the space L2(Ω).Moreover,
‖z‖D(−L) = [

+∞

∑
k=1

λ
2
k |〈z,vk〉|2]

1
2

is a an equivalent norm in the space D(−L).We introduce fractional powers of−L and related domains. The operator (−L)ζ , ζ ≥
0, can be defined by the relation (−L)ζ z = ∑

+∞

k=1 λ
ζ

k 〈z,vk〉vk and has the domain
D((−L)ζ ) =

{
z ∈ L2(Ω) : ‖z‖D((−L)ζ ) :=

[+∞

∑
k=1

λ
2ζ

k |〈z,vk〉|2
] 1

2
< ∞

}

in the spaceL2(Ω) [78]. Evidently,D((−L)0)= L2(Ω). Moreover, wehave the continuousembedding
D((−L)ζ1) ↪→D((−L)ζ2), ζ1 > ζ2.

We formulate a lemma that follows from Corollary 2.8.1 and discussions in p.29 of [97].
Lemma 3.1. Let X be a complex Hilbert space. Let β ∈ (0,1), p ∈ (1,∞). The operator
of fractional integration of the order β , i.e. Iβ

0 = tβ−1

Γ(β )∗ , is a bijection from Lp((0,T );X)

onto 0Hβ
p ((0,T );X), the inverse of Iβ

0 is the Riemann-Liouville fractional derivative RDβ

0 =
d
dt I1−β

0 and
‖w‖

0Hβ
p ((0,T );X)

= ‖RDβ

0 w‖Lp((0,T );X)

is a norm in the space 0Hβ
p ((0,T );X). Moreover, in case p ∈ ( 1

β
,∞) it holds

Hβ
p ((0,T );X) ↪→C([0,T ];X) and w(0) = 0 for w ∈ 0Hβ

p ((0,T );X).

In treatment of convolutional terms we will apply norms with exponential weights.Let us define these norms in the spaces of scalar functions Lp(0,T ), p ∈ [1,∞]:
‖w‖p;σ = ‖e−σtw‖Lp(0,T ), where σ > 0.
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If σ = 0 then ‖ · ‖p;σ becomes the usual norm in Lp(0,T ) and we denote it by ‖ · ‖p. Thefollowing equivalence relations are valid:
e−σT‖w‖p 6 ‖w‖p;σ 6 ‖w‖p. (3.14)

Note that the weight can be easily brought into the convolution, i.e.
e−σtm∗w = (e−σtm)∗ (e−σtw)

and the Young’s inequality (1.9) extended to the weighted norms:
‖m∗w‖s;σ 6 ‖m‖q;σ‖w‖p;σ , 1+

1
s
=

1
p
+

1
q
. (3.15)

Finally, in case p< ∞, ‖w‖p;σ → 0 as σ → ∞.Next we provide some extra properties of Mittag-Leffler functions required for thisChapter.It follows from the complete monotonicity of Eβ (−z) and Eβ (0) = 1 that
0< Eβ (−z)6 1, z> 0. (3.16)

Since (1.20) and (3.16) hold, there exist C17,C18 > 0 such that
C17

1+ z
6 Eβ (−z)6 C18

1+ z
6 C18

z
for z> 0. (3.17)

In addition to the Mittag-Leffler functions, we introduce the α-exponential function[8]:
eλ t

α = tα−1Eα,α(λ tα), α > 0. (3.18)
The relations (1.19) and (3.18) yield the following useful formula:

∫ t

0
λe−λτ

β
dτ = 1−Eβ (−λ tβ ). (3.19)

Moreover, the formula (3.19) in view of the relations (3.16) implies
‖λke−λkt

β
‖1 6 1. (3.20)

Let us prove a technical lemma. It will be applied in proofs of Theorem 3.2 (ii),Theorem 3.3 and Lemma 3.4.
Lemma 3.2. There exists a constantC19 > 0 such that

(λe−λ t
β
∗)iEβ (−λ tβ )6 C18Ci

19

λ tβ
, t > 0, λ > 0, i ∈ N. (3.21)

Proof. The convolution formula of Mittag-Leffler functions (see [25], (11.12)) implies
λe−λ t

β
∗Eβ (−λ tβ ) = λ tβ E2

β ,β+1(−λ tβ ) =
λ tβ

β
Eβ ,β (−λ tβ ). (3.22)

Here Eγ

α,β is the three-parametric Mittag-Leffler function and we used the formula
E2

β ,β+1(z) = 1
β

Eβ ,β (z) ([25], (11.4)), too. The asymptotic relations (1.20), (1.21) and
Γ(1−β ) = (−β )Γ(−β ) yield

z2Eβ ,β (−z) = β zEβ (−z)+O(z−1) as z ∈ R, z→ ∞,
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where β zEβ (−z) is the dominating term at the right hand side. Thus, there exists z0 > 0such that z
β

Eβ ,β (−z)6 2Eβ (−z) for z> z0.On the other hand, since zEβ ,β (−z)∈C[0,z0]and Eβ (−z) is positive and decreasing, we obtain z
β

Eβ ,β (−z)6C20Eβ (−z) for 06 z6 z0

where C20 =
max

06y6z0
yEβ ,β (−y)

βEβ (−z0)
. Therefore, z

β
Eβ ,β (−z) 6 C19Eβ (−z) for any z > 0, where

C19 = max{2;C20} and from (3.22) we have
λe−λ t

β
∗Eβ (−λ tβ )6C19Eβ (−λ tβ ). (3.23)

So we continue the iterations and obtain
(λe−λ t

β
∗)iEβ (−λ tβ )6Ci

19Eβ (−λ tβ ).

Finally, estimating Eβ (−λ tβ ) by means of (3.17), we reach (3.21). �

3.4 Direct problem
In the sequel we will search for the solution u of (3.9)-(3.11) from the following space:

Us,β = {u ∈ Ls((0,T );D(−L))∩C([0,T ];L2(Ω)) : u−u(0, ·) ∈ 0Hβ
s ((0,T );L2(Ω))},

‖u‖Us,β = ‖u‖Ls((0,T );D(−L))+‖u‖C([0,T ];L2(Ω))+‖u−u(0, ·)‖
0Hβ

s ((0,T );L2(Ω))
,

where s ∈ (1,∞).For s1 > s2 the embedding holds Us1,β ↪→Us2,β .Let us introduce a notation for the Fourier coefficients of data functions involved in thedirect problem:
uk(t) = 〈u(t, ·),vk〉, Fk(t) = 〈F(t, ·),vk〉, ϕk = 〈ϕ,vk〉, k ∈ N.

Proposition 3.1. Let F ∈ Lp((0,T );L2(Ω))with some p ∈ (1,∞) and ϕ ∈ L2(Ω). Then the
following assertions are valid.

(i) If u ∈Us,β with some s ∈ (1,∞) is a solution of the direct problem (3.9)-(3.11), then the
Fourier coefficients uk, k ∈ N, belong to

Ũs,β = {w ∈C[0,T ] : w−w(0) ∈ 0Hβ
s (0,T )}

and are solutions of the following sequence of problems for k ∈ N:

RDβ

0 (uk−ϕk)(t)+λkuk(t)+λk(m∗uk)(t) = Fk(t), t ∈ (0,T ), (3.24)
uk(0) = ϕk. (3.25)

(ii) If (3.24), (3.25) have solutions uk ∈ Ũs,β , k ∈ N, with some s ∈ (1,∞) such that u =
+∞

∑
k=1

ukvk ∈Us,β , then u is a solution of the direct problem (3.9)-(3.11).
Proof. (i) Let u∈Us,β with some s∈ (1,∞) solve (3.9)-(3.11). Since u−u(0, ·) = u−ϕ ∈

0Hβ
s ((0,T );L2(Ω)), by Lemma 3.1 there exists ũ∈ Ls((0,T );L2(Ω)) such that u−ϕ = Iβ

0 ũ
and ũ = RDβ

0 (u−ϕ).
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Let us denote ũk(t) = 〈ũ(t, ·),vk〉. Due to ũ ∈ Ls((0,T );L2(Ω)), we have ũk ∈ Ls(0,T ).On the other hand, uk−ϕk = 〈u−ϕ,vk〉= 〈Iβ

0 ũ,vk〉= Iβ

0 〈ũ,vk〉= Iβ

0 ũk. This relation withLemma 3.1 implies
uk−ϕk ∈ 0Hβ

s (0,T ) and RDβ

0 (uk−ϕk) = ũk.

Further, from u∈Us,β ⊂C([0,T ];L2(Ω))we immediately have uk ∈C[0,T ]. Moreover,taking the inner product of the initial condition u(0, ·) = ϕ with vk, we deduce (3.25).
The relation uk−ϕk ∈ 0Hβ

s (0,T ) with (3.25) and uk ∈C[0,T ] proves that uk ∈ Ũs,β . The
deduced equalities ũ = RDβ

0 (u−ϕ) and RDβ

0 (uk−ϕk) = ũk imply
〈RDβ

0 (u−ϕ),vk〉= RDβ

0 (uk−ϕk).

Moreover, 〈−Lu,vk〉= 〈u,−Lvk〉= λk〈u,vk〉= λkuk. Consequently, taking the inner prod-uct of the equation RDβ

0 (u−ϕ)−Lu−m∗Lu = F with vk, we obtain the equation (3.24).
(ii) Let the assumptions of (ii) hold for uk. Denote

R = RDβ

0 (u−ϕ−ρ)−Lu−m∗Lu−F, ρ = u(0, ·)−ϕ.

Then u ∈Us,β solves the problem
RDβ

0 (u− ϕ̃)−Lu−m∗Lu = F̃ ,

u(0, ·) = ϕ̃,

where F̃ = F +R and ϕ̃ = ϕ +ρ .Applying the proved statement (i) to this problem, we see that uk, k ∈ N, solve theproblems
RDβ

0 (uk− ϕ̃k)+λkuk +λk(m∗uk) = F̃k,

uk(0) = ϕ̃k,

where F̃k = Fk + 〈R,vk〉 and ϕ̃k = ϕk + 〈ρ,vk〉. Comparing these problems with (3.24),(3.25), we see that 〈R,vk〉= 0, 〈ρ,vk〉= 0, k ∈N. This impliesR = 0, ρ = 0. Consequently,
u is a solution of (3.9)-(3.11). �

Theorem 3.1. Let k ∈ N. Then the following statements hold.

(i) (uniqueness) If Fk = 0, ϕk = 0 and uk ∈ Ũs,β with some s ∈ (1,∞) solves (3.24), (3.25)
then uk = 0.

(ii) If Fk ∈ Lp(0,T )with some p ∈ ( 1
β
,∞) then the problem (3.24), (3.25) has a solution uk

in the space Ũp,β . This solution is represented by the uniformly in [0,T ] converging
series

uk(t) = ϕk

+∞

∑
i=0

(Mk∗)iEβ (−λktβ )+
+∞

∑
i=0

(Mk∗)i
∫ t

0
e−λk(t−τ)

β
Fk(τ)dτ, (3.26)

where Mk(t) =−λk

∫ t

0
e−λk(t−τ)

β
m(τ)dτ. (3.27)
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Proof. (i) Let Fk = 0, ϕk = 0 and uk ∈ Ũs,β with some s ∈ (1,∞) solve (3.24), (3.25).
Since uk(0) = ϕk = 0, we have uk ∈ 0Hβ

s (0,T ).Denoting yk =
RDβ

0 uk, we obtain uk = Iβ

0 yk and yk ∈ Ls(0,T ), by Lemma 3.1. Moreover,from the equation for uk we deduce the homogeneous Volterra equation of the secondkind
yk +Kk ∗ yk = 0, with Kk = λk

tβ−1

Γ(β )
+λkm∗ tβ−1

Γ(β )
, t ∈ (0,T ).

Such an equation has only the trivial solution. Consequently, yk = 0 and uk = 0.(ii) Assume Fk ∈ Lp(0,T ) for some p ∈ ( 1
β
,∞). Let us consider the Volterra equation

of the second kind
yk +Kk ∗ yk = Rk, where Rk = Fk−λkϕk−λkm∗ϕk ∈ Lp(0,T ).

This equation has a solution yk ∈ Lp(0,T ) ([22], Sect. 2.3).
Let us define uk = Iβ

0 yk +ϕk. By Lemma 3.1, uk−ϕk ∈ 0Hβ
p (0,T ) and yk =

RDβ

0 (uk−
ϕk). From the equation of yk we deduce the equation (3.24) for uk. Since p ∈ ( 1

β
,∞)

we obtain uk−ϕk ∈ C[0,T ] and uk(0)−ϕk = 0. This implies (3.25) and uk ∈ Ũp,β . Theexistence assertion of (ii) is proved.Finally, let us deduce the formula (3.26) with (3.27). To this end, we need a solution
formula of the fractional differential equation RDβ

0 w + λw = z. It can be found e.g.
in [81], Example 42.2. Provided z ∈ Lp(0,T ), the solution w ∈ 0Hβ

p (0,T ) of this equationis w = e−λ t
β
∗ z. After rewriting (3.24) in the form of the equation

RDβ

0 wk +λkwk = zk, where wk = uk−ϕk and zk = Fk−λkϕk−λkm∗uk

and applying the mentioned solution formula to it we obtain uk = e−λ t
β
∗ zk +ϕk. Using(3.19), (3.27) we transform the latter relation to the Volterra equation

uk(t) = Qk(t)+Mk∗uk(t), t ∈ (0,T ), (3.28)
with Qk = ϕkEβ (−λktβ )+ e−λkt

β
∗Fk ∈C[0,T ].

Next let us show thatMk∗ ∈L (C[0,T ]). Sincem∈L1(0,T ), it holds thatMk ∈L1(0,T ),hence for any w ∈C[0,T ] we have Mk∗w ∈C[0,T ]. Due to (3.15) and (3.20) we obtain
‖Mk‖1;σ 6 ‖m‖1;σ‖λke−λkt

β
‖1;σ 6 ‖m‖1;σ‖λke−λkt

β
‖1 6 ‖m‖1;σ . (3.29)

For any w ∈ C[0,T ], we have ‖Mk∗w‖∞;σ 6 ‖Mk‖1;σ‖w‖∞;σ 6 ‖m‖1;σ‖w‖∞,σ . Conse-quently, Mk∗ ∈L (C[0,T ]). Moreover, there exists sufficiently large σ such that
‖Mk∗‖L (C[0,T ]) 6 ‖m‖1;σ < 1.

Thus, applying the theorem about the continuously inverse operator (see [92], p.140),we express the solution of (3.28) by means of the uniformly convergent Neumann series(3.26). �

Theorem 3.2. (i) (uniqueness) If F = 0, ϕ = 0 and u ∈ Us,β with some s ∈ (1,∞) solves
the direct problem (3.9)-(3.11) then u = 0.
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(ii) If ϕ ∈ L2(Ω) and F = 0 then the direct problem (3.9)-(3.11) has a solution u that be-
longs to Us,β for any s ∈ (1, 1

β
). This solution has the form

u(t,x) =
+∞

∑
k=1

ϕk

+∞

∑
i=0

(Mk∗)iEβ (−λktβ )vk(x) (3.30)
and satisfies the estimate

‖u‖Us,β ≤C21‖ϕ‖, whereC21 is a constant. (3.31)
(iii) If ϕ = 0 and F ∈ Lp((0,T );L2(Ω)) with some p ∈ ( 1

β
,∞) then direct problem has a

solution u ∈Up,β . The solution has the form

u(t,x) =
+∞

∑
k=1

+∞

∑
i=0

(Mk∗)i
∫ t

0
e−λk(t−τ)

β
Fk(τ)dτ vk(x) (3.32)

and satisfies the estimate

‖u‖Up,β ≤C22‖F‖Lp((0,T );L2(Ω)) whereC22 is a constant. (3.33)
Proof. (i) is an immediate consequence of Proposition 3.1 (i) and Theorem 3.1 (i).(ii) Let us consider the sequence of problems (3.24), (3.25) with Fk = 0. By Theorem 3.1(ii), they have solutions uk ∈ Ũp,β for any p ∈ ( 1

β
,∞). We construct the solution to (3.9)-

(3.11) in form of series u =
+∞

∑
k=1

ukvk and show that it satisfies the assertions of Theorem
2(ii).We start by showing u ∈C([0,T ];L2(Ω)). Since uk ∈C[0,T ] and vk ∈ L2(Ω), it follows
that ukvk ∈ C([0,T ];L2(Ω)). Now let us show that the series u =

+∞

∑
k=1

ukvk is uniformly
convergent in [0,T ] and therefore defines a continuous function. From (3.26) by meansof Young’s inequality (3.15), (3.16) and (3.29) we obtain
e−σT |uk(t)|6 |ϕk|

(+∞

∑
i=0
‖Mk‖i

1;σ

)
‖Eβ (−λktβ )‖∞;σ 6 |ϕk|

(+∞

∑
i=0
‖m‖i

1;σ

)
6 |ϕk|

1−‖m‖1;σ

provided σ is sufficiently large to guarantee ‖m‖1;σ < 1. In view of ϕ ∈ L2(Ω), for any
ε > 0 there exists Kε ∈ N such that ∑

+∞

k=Kε
ϕ2

k <
(1−‖m‖1;σ )

2

e2σT ε . Thus,
∥∥∥

+∞

∑
k=Kε

uk(t)vk

∥∥∥
2
=

+∞

∑
k=Kε

|uk(t)|2 6
e2σT

(1−‖m‖1;σ )2

+∞

∑
k=Kε

ϕ
2
k < ε ∀t ∈ [0,T ]. (3.34)

Therefore this series is uniformly convergent and u ∈C([0,T ];L2(Ω)). Similarly to (3.34)we derive
‖u(t, ·)‖2

L2(Ω) =
∥∥∥
+∞

∑
k=1

uk(t)vk

∥∥∥
2
=

+∞

∑
k=1
|uk(t)|2 6

e2σT

(1−‖m‖1;σ )2

+∞

∑
k=1

ϕ
2
k (3.35)

=
e2σT

(1−‖m‖1;σ )2 ‖ϕ‖
2, ∀t ∈ [0,T ].
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Secondly, we prove that u ∈ Ls((0,T );D(−L)). To this end, we investigate
‖u(t, ·)‖D(−L) =

{+∞

∑
k=1

λ
2
k ϕ

2
k

[+∞

∑
i=0

(Mk∗)iEβ (−λktβ )
]2} 1

2
. (3.36)

For each term of the inner series in view of (3.27), we get
|(Mk∗)iEβ (−λktβ )|6 (|m|∗)i(λke−λkt

β
∗)iEβ (−λktβ ).

Hence Lemma 3.2 implies |(Mk∗)iEβ (−λktβ )| 6 (|m|∗)iC18Ci
19[λktβ ]−1. Now we use thisinequality in (3.36). We reach the following estimate:

‖u(t, ·)‖D(−L) 6
{+∞

∑
k=1

ϕ
2
k

[+∞

∑
i=0

(|m|∗)i C18Ci
19

tβ

]2} 1
2
=
[+∞

∑
i=0

(|m|∗)i C18Ci
19

tβ

]
‖ϕ‖.

Let us choose σ such thatC19‖m‖1;σ < 1. Since 1
tβ
∈ Ls(0,T ) for s ∈ (1, 1

β
), due to (3.15)

we obtain the estimate
‖u‖Ls((0,T );D(−L)) 6C18eσT

[+∞

∑
i=0

Ci
19‖m‖i

1;σ

]
‖t−β‖s;σ‖ϕ‖< ∞. (3.37)

This proves u ∈ Ls((0,T );D(−L)).
Next we show that u−u(0, ·) ∈ 0Hβ

s ((0,T );L2(Ω)) and u satisfies the direct problem.Due to u∈C([0,T ];L2(Ω)) and uk(0)=ϕk, k∈N, we have the initial condition u(0, ·)=ϕ .In previous part of the proof of (ii) we showed that Lu ∈ Ls((0,T );L2(Ω)). By Young’s
theorem, m ∗ Lu ∈ Ls((0,T );L2(Ω)). Let y = Iβ

0 (Lu+m ∗ Lu). Lemma 3.1 implies y ∈
0Hβ

s ((0,T );L2(Ω)). Let us compute the Fourier coefficients of y:
yk = 〈Iβ

0 (Lu+m∗Lu),vk〉= (Iβ

0 + Iβ

0 m∗)〈Lu,vk〉= Iβ

0 (−λkuk−m∗λkuk), k ∈ N.

On the other hand, applying the operator Iβ

0 to the equation (3.24) (there Fk = 0), we
obtain uk−ϕk = Iβ

0 (−λkuk−m ∗λkuk), k ∈ N. Therefore, yk = uk−ϕk, k ∈ N, and y =

u−ϕ = u−u(0, ·). We get that u−u(0, ·) ∈ 0Hβ
s ((0,T );L2(Ω)). Substituting y by u−ϕ

in y = Iβ

0 (Lu+m∗Lu) and applying the operator RDβ

0 we obtain the equation (3.9) with
F = 0:

RDβ

0 (u−u(0, ·)) = Lu+m∗Lu. (3.38)
Finally, we prove (3.31). The equation (3.38) implies the estimate

‖u−u(0, ·)‖
0Hβ

s ((0,T );L2(Ω))
= ‖Lu+m∗Lu‖Ls((0,T );L2(Ω)) ≤ (1+‖m‖1) (3.39)

×‖Lu‖Ls((0,T );L2(Ω)) = (1+‖m‖1)‖u‖Ls((0,T );D(−L)).

Then the estimates (3.35), (3.37), (3.39) imply (3.31). The solution formula (3.30) followsfrom (3.26).(iii) Applying the operator Iβ

0 to the equation in (3.9), it is transformed to the followingevolutionary integral equation in the space L2(Ω):
u(t)− (a∗Lu)(t) = (a∗m∗Lu)(t)+(a∗F)(t), t ∈ (0,T ), (3.40)
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where a(t) = tβ−1

Γ(β ) . By Lemma 3.1 the equation (3.40) is equivalent to the direct problem
(3.9)-(3.11) with zero initial condition in the space Up,β .The assertion (iii) partially follows from Theorem 8.7 of [74] applied to the equation(3.40). We verify the validity of the assumptions of Theorem 8.7 with the correspondingreasonings:

1. (−L) ∈BI P 2, because (−L) is a normal and sectorial operator, and θ(−L) = 0,because (−L) has positive real spectrum (cf. [74] Sect. 8.7, comment c) (i));2. a is 1-regular and θa-sectorial with θa = π/2, because a is completely monotonic (itfollows from Proposition 3.3 of [74]);3. θa +θ(−L) < π , because θa =
π

2 and θ(−L) = 0;4. lim
µ→∞
|â(µ)|µβ < ∞, because â(µ) = 1

µβ
.

Thus, Theorem 8.7 (a) of [74] implies that (3.40) has a solution u in the space
Lp((0,T );D(−L))

⋂
0Hβ

p ((0,T );L2(Ω)) and
‖u‖Lp((0,T );D(−L))+‖u‖

0Hβ
p ((0,T );L2(Ω))

≤C‖F‖Lp((0,T );L2(Ω)).

Since p> 1
β
, Lemma 3.1 implies that 0Hβ

p ((0,T );L2(Ω))⊂C([0,T ];L2(Ω)) and
‖u(t, ·)‖C([0,T ];L2(Ω)) ≤C‖u‖

0Hβ
p ((0,T );L2(Ω))

.

This proves that u ∈ Up,β and the estimate (3.33). Finally, the solution formula (3.32)follows from the Proposition 3.1 (i) and Theorem 3.1 (ii). �

Theorem 8.7 of [74] implies the existence of a solution of (3.9)-(3.11) in case ϕ 6= 0, too,but under the stronger assumption ϕ ∈ D(−L). The assertion (ii) of Theorem 3.2 in theparticular case m = 0 follows from Theorem 2.1 of [78].
3.5 Inverse source problem
Let us introduce the notation for Fourier coefficients of functions involved in IP1:

fk = 〈 f ,vk〉, hk(t) = 〈h(t, ·),vk〉, ψk = 〈ψ,vk〉, k ∈ N.

Proposition 3.2. Assume that g ∈ Lp(0,T ), h ∈ Lp((0,T );L2(Ω)) with some p > 1
β
and

ϕ,ψ ∈ L2(Ω).
If ( f ,u)∈ L2(Ω)×Us,β for some s> 1 is a solution of IP1, then fk, k ∈N, are solutions

of the sequence of linear equations

Ak fk = ψk−Bk, Ak =
+∞

∑
i=0

(
(Mk∗)ie−λkt

β
∗g
)
(T ), (3.41)

Bk = ϕk

+∞

∑
i=0

(
(Mk∗)iEβ (−λktβ )

)
(T ) +

+∞

∑
i=0

(
(Mk∗)ie−λkt

β
∗hk
)
(T ).

Conversely, let fk, k ∈ N, be the solutions of the equations (3.41) and ∑
+∞

k=1 f 2
k < ∞.

Then f = ∑
+∞

k=1 fkvk ∈ L2(Ω), direct problem (3.9)-(3.11) with F = f g+ h has a solution
u ∈Us,β , s ∈ (1, 1

β
) and the pair ( f ,u) solves IP1.

2BI P is the space of operators with bounded imaginary powers. Here we refer to the defini-tion of sectorial operator provided in [74].
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Proof. Let ( f ,u) ∈ L2(Ω)×Us,β solve IP1. Using Proposition 3.1 (i) and Theorem 3.1,we deduce the formula (3.26) with Fk = g fk +hk. Setting there t = T and replacing uk(T )by ψk, we obtain (3.41).Conversely, let fk, k ∈ N be the solutions of (3.41) such that ∑
+∞

k=1 f 2
k < ∞. Then byTheorem 3.2, the problem (3.9) withF = g f +h and f = ∑

+∞

k=1 fkvk has a solution u∈Us,βfor any s∈ (1, 1
β
). Again, by Proposition 3.1 (i) and Theorem3.1we reach (3.26). Comparing

it with (3.41), we see that uk(T ) = ψk, k ∈N. This implies (3.12). Thus, ( f ,u) solves IP1. �
Now we prove a basic lower estimate of Ak in (3.41). We do it separately for the differ-ent cases of m.

Lemma 3.3. Assume that there exist T1 ∈ (0,T ), g0 > 0 such that one of the following
conditions is valid:

(A1) m6 0, g ∈ Lp((0,T );R) with some p> 1
β
, g> 0 and g(t)>g0 a.e. t ∈ (T1,T );

(A2) g ∈ L∞((0,T );R), g > 0, g(t)> g0 a.e. t ∈ (T1,T ), and ‖m‖1 <
g0C23

g0C23+‖g‖∞ , where
C23 = 1−Eβ (−λ1(T −T1)

β );

(A3) m> 0, g∈W 1
1 ((0,T );R), g−m∗g> 0, g′ > 0 and (g−m∗g)(t)> g0 for t ∈ (T1,T ).

Then Ak > C24
λk

, k ∈ N, whereC24 > 0 is a constant independent of k.

Proof. Firstly, we consider the case (A1). Note that m 6 0 implies Mk > 0. Thus, dueto (3.19), the properties of g and the monotonicity of Eβ (−z), we obtain that each termof the series for Ak in (3.41) is nonnegative. Therefore, we estimate Ak from below by thefirst term of the series:
Ak > (e−λkt

β
∗g)(T )> g0

∫ T−T1

0
e−λkt

β
dt =

(1−Eβ (−λk(T −T1)
β ))g0

λk
> C24

λk
, (3.42)

whereC24 = [1−Eβ (−λ1(T −T1)
β )]g0.In case (A2), by means of (3.15) and (3.42) we deduce

Ak > (e−λkt
β
∗g)(T )−

∣∣∣
+∞

∑
i=1

(
(Mk∗)ie−λkt

β
∗g
)
(T )
∣∣∣>

(1−Eβ (−λ1(T −T1)
β ))g0

λk

−
+∞

∑
i=1
‖Mk‖i

1 ‖e−λkt
β
‖1 ‖g‖∞.

Using (3.20) and (3.29) we obtain Ak > C24
λk

, where
C24 = [(1−Eβ (−λ1(T −T1)

β ))]g0−
‖m‖1

1−‖m‖1
‖g‖∞ > 0.

Finally, we treat the case (A3). We point out that Ak can be represented as
Ak =

+∞

∑
i=0

(Mk∗)2ie−λkt
β
∗ (g−Mk ∗g)(T )

=
+∞

∑
i=0

(Mk∗)2ie−λkt
β
∗
(
g−λke−λkt

β
∗g∗m

)
(T ). (3.43)
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Let us estimate the term inside the braces in (3.43) (g−λke−λkt
β
∗g∗m

)
. By means of the

integration by parts we have
( d

dt
Eβ (−λktβ )

)
∗g = Eβ (−λktβ )g(0)−g+Eβ (−λktβ )∗g′.

Since−λke−λkt
β

= d
dt Eβ (−λktβ ) (see (3.19)) it holds that

g−λke−λkt
β
∗g∗m = g+

(( d
dt

Eβ (−λktβ )
)
∗g
)
∗m = g(0)Eβ (−λktβ )∗m

+g′ ∗Eβ (−λktβ )∗m+g−m∗g.

Therefore, since g(0) = (g−g∗m)(0)≥ 0 and in view of the assumptions (A3), we have
g−λke−λkt

β
∗g∗m> g−m∗g> 0.

SinceMk∗Mk = (−m)∗λke−λkt
β
∗(−m)∗λke−λkt

β
> 0, each term of series (3.43) is nonneg-

ative. Therefore, we estimate Ak from below by the first addend from (3.43):
Ak >

(
e−λkt

β
∗ (g−m∗g)

)
(T ).

Then similarly to (3.42), Ak > C24
λk

, whereC24 = [1−Eβ (−λ1(T −T1)
β )]g0. �

From Proposition 3.2 and Lemma 3.3 we easily deduce the uniqueness assertion forIP1.
Corollary 3.1. Let the assumptions of Lemma 3.3 be satisfied, ϕ = 0, h = 0 and ψ = 0. If
( f ,u) ∈ L2(Ω)×Us,β for some s> 1 is a solution of the IP1, then f = 0, u = 0.

Proof. If ( f ,u) ∈ L2(Ω) × Us,β is a solution of the inverse problem, then byProposition 3.2, the formulas (3.41) are valid and it yields from the assumptions of thecorollary that ψk = Bk = 0, k ∈ N. On the other hand, Lemma 3.3 implies Ak > 0, k ∈ N.Therefore, the solution of (3.41) is fk = 0, k ∈ N. This implies that f = 0 and therefore
F = f g+h = 0. Thus by Theorem 3.2 (i) u = 0. �

The functionsm corresponding to the kernels (M2) and (M4) are the examples ofm> 0,this follows directly from their representation (3.5) and (3.7).The examples of m6 0 include the kernels (k2) with 2 terms and (M5).
Let us take a closer look at (k2) with 2 terms. For k = t−β

Γ(1−β ) +q2
t−β2

Γ(1−β2)
, β2 < β the

function m satisfies the equation:
(

t−β

Γ(1−β )
+q2

t−β2

Γ(1−β2)

)
∗
(

tβ−1

Γ(β )
+m∗ tβ−1

Γ(β )

)
= 1.

Let us apply the Laplace transform to this relation:
(

1
s1−β

+
q2

s1−β2

)(
1
sβ

+ m̂
1
sβ

)
=

1
s
.

Therefore
m̂ =

−q2

sβ−β2 +q2
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and according to [20] p.312
m(t) =−q2tβ−β2−1Eβ−β2,β−β2(−q2tβ−β2)< 0.

Now let us check the case (M5). For this purpose let us substitute the expansion e−λ t =

∑
+∞

i=0
(−λ t)i

i! into (3.8)
m(t) =

t−β

Γ(1−β )
∗
[
−λ (β −1)

+∞

∑
i=0

(−λ )it i+β−1

(i+1)!Γ(β )
−λ

+∞

∑
i=0

(−λ )it i+β−1

i!Γ(β )

]

=−λ
t−β

Γ(1−β )
∗
+∞

∑
i=0

(−λ )it i+β−1(i+β )

(i+1)!Γ(β )

and then apply the formula (3.4) for the convolution. We obtain that
m(t) =−λβ

+∞

∑
i=0

(−λ t)iΓ(2)Γ(i+1+β )

Γ(i+2)Γ(1+β )i!
=−λβ 1F1(1+β ,2,−λ t)< 0,

where 1F1 is the confluent hypergeometric function of the first kind.The coupled conditions for m and g in (A3) cover all positive integrable m. This meansthat for any m ∈ L1((0,T );R), m> 0, it is possible to find a function g so that (A3) is valid.Let us construct such a g. Choose an arbitrary z ∈W 1
1 ((0,T );R) so that z> 0, z′ > 0 and

z(t)> z0 > 0, t ∈ (T1,T ) and define g as a solution of the Volterra equation of the secondkind g−m∗g = z. Then g′−m∗g′−g(0)m = z′, hence g′ = ∑
+∞

i=0(m∗)i(z′+g(0)m)> 0.So, the conditions (A3) are satisfied.
Theorem 3.3. Let the assumptions of Lemma 3.3 be satisfied, ψ ∈ D(−L),
h ∈ Lρ((0,T );L2(Ω)), with some ρ ∈ ( 1

β
,∞] and ∑

+∞

k=0 λ 2ω
k ‖hk‖2

ρ < ∞ where ω is some
number satisfying inequality

ω

{
> 1

βρ
in case ρ ∈ ( 1

β
,∞),

> 0 in case ρ = ∞.

Moreover, let one of the following conditions be valid:

(A4) ϕ ∈D(−L);

(A5) ϕ ∈D((−L)ζ ) for some ζ ∈ [0,1) and m ∈ Ls′((0,T );R) for some s′ > 1
1−β (1−ζ )

;

(A6) ϕ ∈ L2(Ω) and ∃cm > 0, γm < 1 : |m(t)| ≤ cm
Γ(1−γm)

t−γm a.e. t ∈ (0,T ).

Then IP1 has a unique solution ( f ,u) ∈ L2(Ω)×Us,β for any s ∈ (1, 1
β
). The components

of this solution satisfy the estimates

‖ f‖6C25

{
‖ψ‖D(−L)+‖ϕ‖D((−L)Θ)+

[+∞

∑
k=0

λ
2ω
k ‖hk‖2

ρ

] 1
2
} (3.44)

and

‖u‖Us,β
6C26

{
‖ψ‖D(−L)+‖ϕ‖D((−L)Θ)+

[+∞

∑
k=0

λ
2ω
k ‖hk‖2

ρ

] 1
2
+‖h‖Lρ ((0,T );L2(Ω))

}
, (3.45)

whereC25,C26 are the constants and the exponentΘ equals 1, ζ and 0 in cases (A4), (A5)
and (A6), respectively.
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Proof. Let us consider the formula of Bk in (3.41). Since h ∈ Lρ((0,T );L2(Ω)) thecoefficients hk ∈ Lρ(0,T ). Firstly, we estimate the term containing hk by means of (3.14),(3.15) and (3.29):
∣∣∣
+∞

∑
i=0

(
(Mk∗)ie−λkt

β
∗hk
)
(T )
∣∣∣6 eσT

+∞

∑
i=0
‖Mk‖i

1;σ‖e−λkt
β
∗hk‖∞;σ

6 eσT
+∞

∑
i=0
‖m‖i

1;σ‖e−λkt
β
∗hk‖∞. (3.46)

In case ρ = ∞ we have ω ≥ 0 and by means of (3.15), (3.20) we obtain
‖e−λkt

β
∗hk‖∞ 6 ‖e−λkt

β
‖1‖hk‖∞ 6 λ

−1
k ‖hk‖∞ 6

1
λ ω

1
λ

ω−1
k ‖hk‖∞.

Next let ρ ∈ ( 1
β
,∞). Without restriction of generality we assume that ω 6 1. We note

that the boundedness of Eβ ,β (−z) for z> 0 and the asymptotical relation (1.21) imply the
inequalityEβ ,β (−z)6 C27

z1−ω for z> 0 with some constantC27. Thus
e−λkt

β
= tβ−1Eβ ,β (−λktβ )6C27λ

ω−1
k tβω−1.

Due to the assumed inequalityω > 1
βρ

it holds tβω−1 ∈ Lρ ′(0,T ), where 1
ρ
+ 1

ρ ′ = 1. Thus,
by Hölder inequality we obtain

‖e−λkt
β
∗hk‖∞ 6C27λ

ω−1
k ‖tβω−1‖ρ ′‖hk‖ρ =C28λ

ω−1
k ‖hk‖ρ .

Let us continue the estimation of (3.46). For any ρ ∈ ( 1
β
,∞] we have

∣∣∣
+∞

∑
i=0

(
(Mk∗)ie−λkt

β
∗hk
)
(T )
∣∣∣6C29 eσT

+∞

∑
i=0
‖m‖i

1;σ λ
ω−1
k ‖hk‖ρ =C30λ

ω−1
k ‖hk‖ρ (3.47)

withC29 = max{λ−ω

1 ;C28},C30 =
eσT C29

1−‖m‖1;σ
, provided σ is large enough to guarantee

‖m‖1;σ < 1.
Secondly, we estimate the factor of ϕk in (3.41). In the general case when m ∈ L1(0,T )(it is so in the case (A4)), we have due to (3.16) and (3.29) that

∣∣∣
+∞

∑
i=0

(
(Mk∗)iEβ (−λktβ )

)
(T )
∣∣∣6 eσT

+∞

∑
i=0
‖m‖i

1;σ‖Eβ (−λktβ )‖∞ 6C31, (3.48)
whereC31 =

eσT

1−‖m‖1;σ
.

In case (A5), by means of (3.20) and (3.29) we obtain the estimate
∣∣∣
+∞

∑
i=0

(
(Mk∗)iEβ (−λktβ )

)
(T )
∣∣∣=
∣∣∣Eβ (−λkT β )−

+∞

∑
i=0

(
(Mk∗)i

λke−λkt
β

∗m∗Eβ (−λktβ )
)
(T )
∣∣∣6 Eβ (−λkT β )+ eσT

+∞

∑
i=0
‖m‖i

1;σ‖m∗Eβ (−λktβ )‖∞. (3.49)
Since by formula (3.17) Eβ (−λktβ )6 C18

1+λktβ
6 C18

(λktβ )1−ζ
, ζ ∈ [0,1) , we estimate

‖m∗Eβ (−λktβ )‖∞ 6C18λ
ζ−1
k ‖m‖s′‖t−β (1−ζ )‖s′′
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where 1
s′ +

1
s′′ = 1. In this point we have ‖t−β (1−ζ )‖s′′ < ∞ because of the assumption

s′ > 1
1−β (1−ζ )

. Thus, from (3.49) we obtain
∣∣∣
+∞

∑
i=0

(
(Mk∗)iEβ (−λktβ )

)
(T )
∣∣∣6C32λ

ζ−1
k (3.50)

withC32 =
C18

T β (1−ζ ) +
eσT C18

(1−‖m‖1;σ )
‖m‖s′‖t−β (1−ζ )‖s′′ .Finally, if the assumptions (A6) hold for m, we deduce

∣∣∣
+∞

∑
i=0

(
(Mk∗)iEβ (−λktβ )

)
(T )
∣∣∣6

+∞

∑
i=0

(( cmt−γm

Γ(1− γm)
∗
)i
(λke−λkt

β
∗)iEβ (−λktβ )

)
(T ).

Using Lemma 3.2 and the formula (3.4) repeatedly, we continue the estimation:
∣∣∣
+∞

∑
i=0

(
(Mk∗)iEβ (−λktβ )

)
(T )
∣∣∣6

+∞

∑
i=0

( ci
mt i(1−γm)−1

Γ(i(1− γm))
∗ C18Ci

19

λktβ

)
(T )

=
1
λk

C18Γ(1−β )
+∞

∑
i=0

(C19cm)
iT i(1−γm)−β

Γ(i(1− γm)+1−β )
=C33λ

−1
k , (3.51)

where C33 = C18T−β Γ(1− β )E1−γm,1−β (C19cmT 1−γm). Summing up, (3.48), (3.50) and(3.51) imply
∣∣∣
+∞

∑
i=0

(
(Mk∗)iEβ (−λktβ )

)
(T )
∣∣∣6C34λ

Θ−1
k (3.52)

withC34 = max{C31;C32;C33} for all cases (A4) - (A6).Nowwe are able estimate the quantity fk in (3.41). Lemma 3.3 and the relations (3.47),(3.52) yield | fk| ≤C25{λk|ψk|+λ Θ

k |ϕk|+λ ω
k ‖hk‖ρ}, whereC25 =

1
C24

max{1;C30;C34}.Assumptions of the theorem yield ∑
+∞

k=1 f 2
k < ∞. Therefore, existence assertion of theTheorem follows from the Proposition 3.2.

Plugging the deduced estimate for | fk| into the relation ‖ f‖=
[
∑
+∞

k=1 | fk|2
]1/2 and us-

ing the triangle inequality in l2-space, we obtain (3.44).By estimates (3.31) and (3.33) from Theorem 3.2 with F = f g+ h we obtain the esti-mate for u:
‖u‖Us,β

6C35

(
‖ϕ‖+‖g‖Lp1 (0,T )

‖ f‖+‖h‖Lρ ((0,T );L2(Ω))

)

for any s ∈
(

1, 1
β

), where C35 = max{C21,C22} and p1 = p in case (A1), p1 ∈ ( 1
β
,∞) in

cases (A2), (A3). After inserting the estimate for f (3.44) into this inequality we obtain(3.45). �

The assumption (A6) is satisfied by kernels m corresponding to the cases (k2), (M2),(M4), (M5), (M6).
3.6 Backward in time problem
Proposition 3.3. Assume that F ∈ Lp((0,T );L2(Ω)) with some p> 1

β
and ψ ∈ L2(Ω). If

u ∈ Us,β for some s > 1 is a solution of IP2, then ϕk = uk(0), k ∈ N, are solutions of the
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sequence of linear equations

Âkϕk = ψk− B̂k, Âk =
+∞

∑
i=0

(
(Mk∗)iEβ (−λktβ )

)
(T ), (3.53)

B̂k =
+∞

∑
i=0

(
(Mk∗)ie−λkt

β
∗Fk
)
(T ),

where ψk = 〈ψ,vk〉 as in the case of IP1.
Conversely, let ϕk,k ∈ N, be solutions of the equations (3.53) and ∑

+∞

k=1 ϕ2
k < ∞. Then

the direct problem (3.9)-(3.11)with ϕ = ∑
+∞

k=1 ϕkvk ∈ L2(Ω) has a solution u ∈Us,β for any
s ∈ (1, 1

β
). The function u is also a solution to IP2.

The proof is similar to the proof of Proposition 3.2.
Next we derive a basic lower estimate for Âk in different cases ofm. Unlike IP1, we haveno results in case of general positive m. Lack of an additional degree of freedom (as thefunction g in IP1) makes the study of the case m> 0 very complicated.

Lemma 3.4. Let one of the following conditions hold:

(A7) m6 0;

(A8) ‖m‖1 < 1, m ∈ Ls′((0,T );R) for some s′ > 1
1−β

and

‖m‖s′

1−‖m‖1
<

C17(1−β s′′)1/s′′

C18(1/λ1 +T β )T 1/s′′−β
,

whereC17 andC18 are the constants from (3.17) and 1
s′ +

1
s′′ = 1;

(A9) |m(t)|6 cm
Γ(1−γm)

t−γm a.e. t ∈ (0,T )with some γm < 1 and a sufficiently small cm > 0,
such that

cm E1−γm,2−γm−β (C19T 1−γm cm)<
C17

C18C19Γ(1−β )T 1−γm−β (1/λ1 +T β )
, (3.54)

whereC19 is the constant from (3.21).
Then Âk > C36

λk
, k ∈ N, whereC36 > 0 is a constant independent of k.

Since E1−γm,2−γm−β in the left hand side of (3.54) is locally bounded as an entire func-tion, the inequality (3.54) is satisfied for sufficiently small cm.

Proof. In case (A7), we have Mk ≥ 0 and by applying (3.17) we estimate:
Âk =

+∞

∑
i=0

(
(Mk∗)iEβ (−λktβ )

)
(T )> Eβ (−λkT β )> C17

1+λkT β
> C36

λk
,

where we takeC36 =
C17

1/λ1+T β
.

Secondly, let us consider the case (A8). We have the relation
Âk =

+∞

∑
i=0

(
(Mk∗)iEβ (−λktβ )

)
(T )> Eβ (−λkT β )−

∣∣∣∣∣
+∞

∑
i=1

(
(Mk∗)iEβ (−λktβ )

)
(T )

∣∣∣∣∣

> C36

λk
−
∣∣∣∣∣
+∞

∑
i=1

(
(Mk∗)iEβ (−λktβ )

)
(T )

∣∣∣∣∣ ,
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where we treat the series similarly to (3.49):
∣∣∣∣∣
+∞

∑
i=1

(
(Mk∗)iEβ (−λktβ )

)
(T )

∣∣∣∣∣=
∣∣∣∣∣
+∞

∑
i=0

(
(Mk∗)i

λke−λkt
β
∗m∗Eβ (−λktβ )

)
(T )

∣∣∣∣∣

6
+∞

∑
i=0
‖m‖i

1‖m∗Eβ (−λktβ )‖∞ 6
C18‖m∗ t−β‖∞

λk(1−‖m‖1)
6 C18‖t−β‖s′′

λk(1−‖m‖1)
‖m‖s′ .

Then
Âk >

C36

λk
, whereC36 =

C17

1/λ1 +T β
− C18‖m‖s′

1−‖m‖1

(
T 1−β s′′

1−β s′′

)1/s′′

.

Finally, the case (A9) can be treated similarly to (A8) in the sense that we start fromthe estimate
Âk >

C17

λk(1/λ1 +T β )
−
∣∣∣∣∣
+∞

∑
i=1

(
(Mk∗)iEβ (−λktβ )

)
(T )

∣∣∣∣∣ ,

and estimate the series from above. As in (3.51) by means of Lemma 3.2, we obtain
∣∣∣∣∣
+∞

∑
i=1

(
(Mk∗)iEβ (−λktβ )

)
(T )

∣∣∣∣∣6
1
λk

C18Γ(1−β )
+∞

∑
i=1

(C19cm)
iT i(1−γm)−β

Γ(i(1− γm)+1−β )
.

The series starts with i = 1, thus we can extract the factor cm and reach the estimate
∣∣∣∣∣
+∞

∑
i=1

(
(Mk∗)iEβ (−λktβ )

)
(T )

∣∣∣∣∣6
1
λk

C18C19cmΓ(1−β )T 1−γm−β

×
+∞

∑
i=0

(C19cm)
iT i(1−γm)

Γ(i(1− γm)+2−β − γm)
=

C37

λk
cmE1−γm,2−γm−β (C19cmT 1−γm),

whereC37 =C18C19Γ(1−β )T 1−γm−β . We obtain the relation
Âk >

C36

λk
, where C36 =

C17

1/λ1 +T β
−C37cmE1−γm,2−γm−β (C19cmT 1−γm).

�
Corollary 3.2. Let the assumptions of Lemma 3.4 be satisfied, F = 0 andψ = 0. If u∈Us,β
for some s> 1 is a solution of IP2, then u = 0.

The proof is similar to the proof of the previous corollary.
Theorem 3.4. Let the assumptions of Lemma 3.4 be satisfied, ψ ∈ D(−L) and
F ∈ Lρ((0,T );L2(Ω)), with some ρ ∈ ( 1

β
,∞] and ∑

+∞

k=0 λ 2ω
k ‖Fk‖2

ρ < ∞ where ω is some
number satisfying the inequality

ω

{
> 1

βρ
in case ρ ∈ ( 1

β
,∞),

> 0 in case ρ = ∞.

Then IP2 has a unique solution u ∈ Us,β for any s ∈ (1, 1
β
). This solution satisfies the

estimates

‖u(0, ·)‖6C38

{
‖ψ‖D(−L)+

[+∞

∑
k=0

λ
2ω
k ‖Fk‖2

ρ

] 1
2
}
,
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and

‖u‖Us,β
6C39

{
‖ψ‖D(−L)+

[+∞

∑
k=0

λ
2ω
k ‖Fk‖2

ρ

] 1
2
+‖F‖Lρ ((0,T );L2(Ω))

}
, (3.55)

whereC38,C39 are constants.

Proof. Let us estimate B̂k from above. As in (3.47), we deduce the relation
|B̂k|=

∣∣∣
+∞

∑
i=0

(
(Mk∗)ie−λkt

β
∗Fk
)
(T )
∣∣∣6C30λ

ω−1
k ‖Fk‖ρ .

This estimate together with Lemma 3.4 and (3.53) yields |ϕk|6C38{λk|ψk|+λ ω
k ‖Fk‖ρ}.Now the assertions of the theorem follow by means of arguments similar to the proof ofTheorem 3.3. �

70



4 Inverse problem for a generalized fractional derivative and
reconstruction of time- and space-dependent sources

In this Chapter we assume that the overdetermination condition is given not only at thefinal moment of time T , but in its neighbourhood. Main results of this Chapter have ap-peared in the Publication III. All scalar functional spaces are real by default in this Chapter.
4.1 Formulation of problems
We are solving problems with higher order generalized fractional derivatives in Riemann-
Liouville RD{k},na and Caputo sense CD{k},na :

(RD{k},na v)(t) =
dn

dtn

∫ t

a
k(t− τ)v(τ)dτ, (CD{k},na v)(t) =

∫ t

a
k(t− τ)v(n)(τ)dτ,

t > a, n ∈ {0}∪N, k ∈ L1,loc(0,∞).

We utilize D{k},na as a unified notation that stands either for RD{k},na or CD{k},na .

In case k(t) = t−β

Γ(1−β ) , β ∈ (0,1) we have that RD{k},na and CD{k},na are the Riemann-
Liouville and Caputo fractional derivatives of the order n+β −1, i.e.

(RD{k},na v)(t) = (RDn+β−1
a v)(t) =

dn

dtn

∫ t

a

(t− τ)−β

Γ(1−β )
v(τ)dτ, (4.1)

(CD{k},na v)(t) = (CDn+β−1
a v)(t) =

∫ t

a

(t− τ)−β

Γ(1−β )
v(n)(τ)dτ. (4.2)

Our basic inverse problem consists in reconstruction of a function u at 0 < t < T bymeans of measurements of u(t) and its generalized fractional derivative in a left neigh-borhood of T .Let 0< t0 < T . IP1. Given ϕ,g : (t0,T )→ R, find u : (0,T )→ R such that
u|(t0,T ) = ϕ and D{k},n0 u|(t0,T ) = g . (4.3)

An example of IP1 is the reconstruction of physical quantities in constitutive relationsinvolving fractional derivatives. In the subdiffusive model of heat flow discussed in theSection 1.6 the flux is proportional to a time fractional derivative of antigradient of thetemperature (see (1.26)). In this context IP1 means the reconstruction of the history oftemperature bymeans of measurement of temperature and flux in a left neighborhood ofa time value T . Similar meaning for IP1 can be given in the Scott-Blair’s model of viscoelas-ticity. Then the stress is proportional to a time fractional derivative of thestrain [65].We use the results obtained for IP1 in order to investigate an inverse problem of re-construction of a history of a source in a general PDE that includes as particular casesfractional diffusion and wave equations from the measurements in a left neighborhoodof final time T. That is formulated as follows:
IP2. Given ϕ,Φ : Ω× (t0,T )→ R, find u,F : Ω× (0,T )→ R, such that

(D{k},n0 Bu)(x, t)+Dlu(x, t)−Au(x, t) = F(x, t), x ∈Ω, t ∈ (0,T ), (4.4)
is fulfilled and

u|Ω×(t0,T ) = ϕ, F |Ω×(t0,T ) = Φ. (4.5)
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Here Ω ⊆ RN with some N ∈ N, Dl =
l
∑
j=1

q j
∂ j

∂ t j with some l ∈ N, q j ∈ R, and A and B

are operators that act on functions depending on x. Throughout the Chapter we assumethat A and Bwith their domainsD(A) andD(B) are such that A : D(A)⊆C(Ω)→C(Ω),
B : D(B)⊆C(Ω)→C(Ω) and B is injective.

The equation (4.4) generalizes different subdiffusion equations in Riemann-Liouville orCaputo form, these are
∂

∂ t
u− RD

{M},1
0 Lu = Q and CD

{k},1
0 u−Lu = F,

where L is an elliptic operator. In case of Riemann-Liouville subdiffusion equation
B = −L and in order to guarantee the injectivity of B, proper boundary conditions mustbe specified in the domain D(B).The equation (4.4) also includes the fractional wave equation [24, 62, 99]

CD
β

0 u+λ (−∆)α u = F, β ∈ (1,2), α ∈ [0.5,1], λ > 0

and the attenuated wave equation [17, 88]
∂ 2

∂ t2 u+µ
RD

β

0 u−λ∆u = F, β ∈ (0,1)∪ (1,2).

We point out that the operators A and B in (4.4) are not necessarily linear.
In case ifΦ= 0, IP2means a reconstruction of a source thatwas active in the past usinga measurement of the state of u in a left neighbourhood of T . Such an inverse problemmay occur in ground water pollution, seismology, etc.
Now we reduce IP2 to IP1. Let (u,F) solve IP2. Then the equation (4.4) restricted to

Ω× (t0,T ) has the form (D{k},n0 Bu)(x, t)+Dlϕ(x, t)−Aϕ(x, t) = Φ(x, t). Therefore, Bu isa solution of the following family of IP1:
Bu|Ω×(t0,T ) = Bϕ and D{k},n0 Bu|Ω×(t0,T ) = g, (4.6)

where
g(x, t) = Φ(x, t)+Aϕ(x, t)−Dl

ϕ(x, t), x ∈Ω, t ∈ (t0,T ). (4.7)
The solution of IP2 is expressed by means of Bu explicitly:

u = B−1Bu, F = D{k},n0 Bu+Dlu−Au.

4.2 Dual problem for IP1
Let us consider the case n = 1.We assume that k is a Sonine kernel and M is its associate,
i.e. M ∗ k = 1. Then firstly for D{k},10 = RD{k},10 and u ∈W 1

1 (0,T ) we have
RD{M},10

RD{k},10 u(t) =
d
dt

M ∗ d
dt

k ∗u =
d2

dt2 M ∗ k ∗u = u′(t), t ∈ (0,T ).

Secondly, in case D{k},10 = CD{k},10 for u ∈W 1
∞(0,T ), k ∗u′ ∈W 1

1 (0,T ) we have
CD{M},10

CD{k},10 u(t) = M ∗ d
dt

k ∗u′ =
d
dt

M ∗ k ∗u′ = u′(t), t ∈ (0,T ).
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Then, based on the relations (4.3), we write the problem for v(t) = D{k},10 u(t)

v|(t0,T ) = g, D{M},10 v|(t0,T ) = ϕ
′, (4.8)

which we call dual to the IP1 (4.3). After solving the problem (4.8) we can compute u that
satisfies (4.3). In case D{k},10 = RD{k},10 we compute u by the formula

u(t) = M ∗ v(t), t ∈ (0,T ). (4.9)
In case D{k},10 = CD{k},10 we obtain u′ = d

dt M ∗ v and therefore
u(t) = lim

τ→t+0
ϕ(τ)+M ∗ v(t)−M ∗ v(t0), t ∈ (0,T ). (4.10)

4.3 Uniqueness results
Lemma4.1. Let k be real analytic in (0,∞) and v∈ L1(0, t0). Thenw(t)=

∫ t0
0 k(t−τ)v(τ)dτ

is real analytic in (t0,∞).

Proof. The function k can be extended as a complex analytic function kC in an open do-main D⊂ C containing the positive part of the real axis. Let us define
wC(z) =

∫ t0

0
kC(z− τ)v(τ)dτ for z ∈ Dt0 = {z : z = ξ + t0, ξ ∈ D}.

Using the analyticity of kC, it is possible to show that functions u and v involved in theformula wC(t + is) = u(t,s)+ iv(t,s), are continuously differentiable and satisfy Cauchy-Riemann equations in {(t,s) : t+ is∈Dt0}. This implies thatwC is complex analytic inDt0 .Its restriction to the subset {z = t + i0 : t ∈ (t0,∞)} is the real function w, therefore w isreal analytic in (t0,∞).
We prove a uniqueness theorem for IP1.

Theorem 4.1. Assume that k satisfies the following conditions:

∃µ ∈ R :
∫

∞

0
e−µt |k(t)|dt < ∞, (4.11)

k is real analytic in (0,∞), (4.12)
k̂(s) cannot be meromorphically extended to the whole complex plane C. (4.13)

Then the following assertions hold.

(i) If u ∈ L1(0,T ), k ∗u ∈W n
1 (0,T ) and u|(t0,T ) = RD{k},n0 u|(t0,T ) = 0 then u = 0.

(ii) If u ∈W n
1 (0,T ) and u|(t0,T ) = CD{k},n0 u|(t0,T ) = 0 then u = 0.

Proof. (i) Let us extend u(t) by zero for t > T and define the function f : (0,∞)→ R:
f = RD{k},n0 u.

Since u(t) = 0, t > t0, it holds that
f (t) =

dn

dtn

∫ t0

0
k(t− τ)u(τ)dτ =

∫ t0

0
k(n)(t− τ)u(τ)dτ, t > t0.
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The function k is real analytic, therefore k(n) is also real analytic. Hence, Lemma 4.1 impliesthat f is real analytic in (t0,∞). Since f (t) = 0, t ∈ (t0,T ), and f is real analytic we obtainthat f (t) = 0, t > t0.Due to (4.11) the k̂(s) exists and is holomorphic for Res > µ . Moreover, in view the
properties of f , the f̂ (s) also exists and is expressed by the formula

f̂ (s) = snk̂(s)û(s)− p0sn−1− ...− pn−1, Res> µ, p j =
d j

dt j (k ∗u)(t)
∣∣∣
t=0
. (4.14)

Since the values f (t) and u(t) vanish for t > t0, f̂ and û are entire functions. Thus, the
functions snû(s) and f̂ (s)+ p0sn−1 + ...+ pn−1 are also entire. Assume that û does notvanish on C. The Identity theorem and the fact that û is entire imply that the set of zerosof û does not contain accumulation points. Then it follows from (4.14) that

k̂(s) =
f̂ (s)+ p0sn−1 + ...+ pn−1

snû(s)
for any s such that Res> µ and snû(s) 6= 0.

Therefore, the extension of k̂ is meromorphic on C. This contradicts to the assump-tion (4.13) of the theorem. Thus, the assumption û 6≡ 0 is invalid, which implies u = 0 in
L1(0,T ).(ii) At this part of the proof let us use the notation v := u(n). Then

v|(t0,T ) = RD{k},00 v|(t0,T ) = 0

and v, k∗v∈ L1(0,T ). Therefore, by the assertion (i) of this theorem v = 0. Consequently,
u(n) = 0 and u|(t0,T ) = 0 imply that u = 0 inW n

1 (0,T ).

Let us check if the kernels from the Section 1.7 satisfy the conditions of theTheorem 4.1.All of the kernels satisfy (4.11) and (4.12). Moreover, it is evident that the kernels (k1),(M1), (k2), (M2), (k4), (M4), (k5), (M5), (k6), (M6), (k8) satisfy (4.13), because Laplace trans-forms of these functions have branch points. To show that (k3) also satisfies (4.13) wecompute the limit under assumption that q≥ 0 and q 6= 0

lim
Args→±π

|s|=1

Im k̂(s) =
∫ 1

0
q(β )sin((β −1)(±π))dβ

<

>
0.

This shows that k̂(s) has a jump at s = −1, hence (4.13) holds. Similar result is valid for(M3).
Summing up, the solution of IP1 for a derivative containing a kernel (k1) - (k6), (M1) -(M6) or (k8) is unique.
The kernel of Caputo-Fabrizio fractional derivative (k7) does not satisfy (4.13), becauseit has the meromorphic in C Laplace transform. IP1 with this kernel has infinitely many

solutions. In case D{k},n0 = RD{k},n0 , the solution to homogeneous IP1 is any function u thatsatisfies the condition
∫ t0

0
e

β

1−β
τ u(τ)dτ = 0, u|(t0,T ) = 0.
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Similarly, in case D{k},n0 = CD{k},n0 , the solution to homogeneous IP1 is u such that
∫ t0

0
e

β

1−β
τ u(n)(τ)dτ = 0, u|(t0,T ) = 0.

Now we proceed to IP2. We introduce the set of functions U related to the operators
A, B and Dl :

U = {u : Ω× (0,T )→ R : u(·, t) ∈D(A)∩D(B) ∀t ∈ (0,T ),

u,Au,Bu ∈C(Ω× (0,T )) and q j
∂ j

∂ t j u ∈C(Ω× (0,T )), j = 1, . . . , l}.

From Theorem 4.1 we can immediately deduce a uniqueness statement for IP2.
Corollary 4.1. Let k satisfy (4.11) - (4.13). Then the following assertions hold.
(i) If (u j,Fj)∈ {u∈U : (k∗Bu)(x, ·)∈W n

1 (0,T )∀x∈Ω}×C(Ω×(0,T )), j = 1,2, solve
(4.4) with D{k},n0 = RD{k},n0 and (u1,F1)|Ω×(t0,T ) = (u2,F2)|Ω×(t0,T ) then (u1,F1) =
(u2,F2).

(ii) If (u j,Fj) ∈ {u ∈ U : Bu(x, ·) ∈W n
1 (0,T )∀x ∈ Ω}×C(Ω× (0,T )), j = 1,2, solve

(4.4) with D{k},n0 = CD{k},n0 and (u1,F1)|Ω×(t0,T ) = (u2,F2)|Ω×(t0,T ) then (u1,F1) =
(u2,F2).

Proof. Proof is technically the same in cases (i) and (ii). The condition u1|Ω×(t0,T )= u2|Ω×(t0,T )implies
(Bu1−Bu2)|Ω×(t0,T ) = 0. (4.15)

After subtracting the equations (4.4) corresponding to (u1,F1) and (u2,F2)we obtain theequation
D{k},n0 (Bu1−Bu2)(x, t)+Dl(u1−u2)(x, t)− (Au1−Au2)(x, t) = (F1−F2)(x, t),

x ∈Ω, t ∈ (0,T ). (4.16)
Since (u1,F1)|Ω×(t0,T ) = (u2,F2)|Ω×(t0,T ) we get from (4.16)

D{k},n0 (Bu1−Bu2)|Ω×(t0,T ) = 0. (4.17)
Then by applying Theorem 4.1 to the problem (4.15), (4.17) we obtain that Bu1 = Bu2.Consequently, since the operator B is injective it holds u1 = u2. Finally, the equation (4.16)implies F1 = F2.

4.4 Reduction to integral equations
In this subsection we reduce IP1 to integral equations. Let us assume that k satisfies (4.12).

Firstly, we consider the case D{k},n0 = RD{k},n0 . Assume that u ∈ L1(0,T ) solves IP1 and
k ∗u ∈W n

1 (0,T ). Then for t ∈ (t0,T )

∫ t

0
k(t− τ)u(τ)dτ =

∫ t0

0
k(t− τ)u(τ)dτ +

∫ t

t0
k(t− τ)ϕ(τ)dτ, (4.18)
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where the left hand side belongs toW n
1 (t0,T ) and the first addend in the right-hand sidebelongs toC∞(t0,T ]. Thus, for any δ ∈ (t0,T ) the data ϕ necessarily satisfies

∫ t

t0
k(t− τ)ϕ(τ)dτ ∈W n

1 (t0 +δ ,T ).

Applying dn

dtn to (4.18) we obtain:
RD{k},n0 u(t) =

∫ t0

0
k(n)(t− τ)u(τ)dτ + RD{k},nt0 ϕ(t), t ∈ (t0,T ).

Using the second condition in (4.3) and rearranging the terms we obtain the followingintegral equation of the first kind for u|(0,t0):
∫ t0

0
k(n)(t− τ)u(τ)dτ = f (t), t ∈ (t0,T ), where f = g− RD{k},nt0 ϕ. (4.19)

Secondly, let us consider the case D{k},n0 = CD{k},n0 , n ≥ 1. In a similar manner we
conclude that if u∈W n

1 (0,T ) solves IP1 then u(n)|(0,t0) is a solution of the integral equation
∫ t0

0
k(t− τ)u(n)(τ)dτ = f (t), t ∈ (t0,T ), where f = g− CD{k},nt0 ϕ. (4.20)

Since lim
τ→t−0

u( j)(τ) = lim
τ→t+0

ϕ( j)(τ), j = 0, . . . ,n− 1, the function u|(0,t0) is obtained from
u(n)|(0,t0) by the integration:

u(t) =
∫ t

t0

(t− τ)n−1

(n−1)!
u(n)(τ)dτ +

n−1

∑
j=0

lim
τ→t+0

ϕ
( j)(τ)

(t− t0) j

j!
, t ∈ (0, t0).

Due to Lemma 4.1, the integral operators involved in (4.19) and (4.20) map L1(0, t0)into the space of functions that are real analytic in t > t0. This means that IP1 is severelyill-posed and necessarily, f is real analytic in (t0,T ). In the next section we will derivesolution formulas for IP1 that contain the quantities
f (m)(t1), m ∈ {0}∪N,

where t1 is an arbitrary point in (t0,T ).
4.5 Solution formula to an integral equation with a power-type kernel
Theorem 4.2. Let α ∈R\Z, t1 > t0 > 0 and f ∈C∞(t0,∞). Let us introduce the following
family of sums that depend on a variable t ∈ (0, t0) and parameters α, f , t1, t0:

VN(α, f , t1, t0)(t) = (t1− t)−α−2
N

∑
n=0

AnPn

(
2t1(t1− t0)
t0(t1− t)

− 2t1− t0
t0

)
.

Here N ∈ {0}∪N∪{∞}, Pn are normalized in L2(−1,1) Legendre polynomials

Pn(t) =
b n

2 c

∑
l=0

cn,ltn−2l , where cn,l =

√
2n+1

2
1
2n (−1)l

(
n
l

)(
2n−2l

n

)
,
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and

An = An(α, f , t1, t0) =
b n

2 c

∑
l=0

cn,l

n−2l

∑
m=0

(
n−2l

m

)(
t0−2t1

t0

)n−2l−m

×
(

2t1(t1− t0)
t0

)m+1

Γ(α−m+1) f (m)(t1).

Assume that the given function f is such that the equation
∫ t0

0

(t− τ)α

Γ(α +1)
v(τ)dτ = f (t), t > t0 (4.21)

has a solution v ∈ L2(0, t0).
Then the seriesV∞(α, f , t1, t0)(t) converges almost everywhere in (0, t0) and

v(t) =V∞(α, f , t1, t0)(t), a.e. t ∈ (0, t0). (4.22)
Moreover, VN(α, f , t1, t0) → v in L2(0, t0) as N → ∞. If in addition, v ∈ BV [0, t0] 3,
thenV∞(α, f , t1, t0)(t) converges pointwise in (0, t0) and the estimate is valid:

|v(t)−VN(α, f , t1, t0)(t)| ≤
c(t)
N
, t ∈ (0, t0),

where c(t) is a positive constant depending on t.

Proof. After taking the n-th derivative of (4.21) we obtain for t1 > t0

1
Γ(α−n+1)

∫ t0

0
(t1− τ)α−nv(τ)dτ = f (n)(t1) , n ∈ {0}∪N. (4.23)

The substitution s = 1
t1−τ

under the integral takes (4.23) to the form
∫ 1

t1−t0

1
t1

snw(s)ds = Γ(α−n+1) f (n)(t1), n ∈ {0}∪N (4.24)
where w(s) = s−α−2v

(
t1− 1

s

).We would like to expand our function into series by means of orthonormal Legen-dre polynomials Pn ∈ L2(−1,1). Thus, we apply a linear substitution that takes us from
[ 1

t1
, 1

t1−t0
] to the interval [−1,1]:

s̃ = as+b, where a =
2t1(t1− t0)

t0
, b =−2t1− t0

t0
.

By applying this substitution to (4.24) we obtain
∫ 1

−1

1
an+1 (s̃−b)n w̃(s̃)ds̃ = Γ(α−n+1) f (n)(t1), n ∈ {0}∪N (4.25)

where w̃(s̃) = w(s).

Since the performed changes of variables under the integrals are diffeomorphic,
v ∈ L2(0, t0) implies w ∈ L2(

1
t1
, 1

t1−t0
) and w̃ ∈ L2(−1,1) (cf. [40] Section 16.4). Similarly,

v ∈ BV [0, t0] implies w̃ ∈ BV [−1,1].

3BV [0, t0] is a space of functions of bounded variation on [0, t0].
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Since w̃∈ L2(−1,1), it can be expanded into the Fourier-Legendre series. Let us derivethis expansion. It follows from (4.25) that
∫ 1

−1
s̃nw̃(s̃)ds̃ =

∫ 1

−1
((s̃−b)+b)nw̃(s̃)ds̃ =

n

∑
m=0

(
n
m

)
bn−m

∫ 1

−1
(s̃−b)m w̃(s̃)ds̃

=
n

∑
m=0

(
n
m

)
bn−mam+1

Γ(α−m+1) f (m)(t1), n ∈ {0}∪N.

It implies that for the normalized Legendre polynomials
∫ 1

−1
Pn(s̃)w̃(s̃)ds̃ =

b n
2 c

∑
l=0

cn,l

∫ 1

−1
s̃n−2lw̃(s̃)ds̃ =

b n
2 c

∑
l=0

cn,l

n−2l

∑
m=0

(
n−2l

m

)

×bn−2l−mam+1
Γ(α−m+1) f (m)(t1) = An.

Then
w̃(s̃) =

∞

∑
n=0

AnPn(s̃). (4.26)
The series (4.26) converges in L2(−1,1) and for almost every s̃ ∈ (−1,1) [71].For w̃ ∈ BV [−1,1] the series (4.26) is convergent pointwise for s̃ ∈ (−1,1) and accord-ing to the Theorem 1 [7]

|w̃(s̃)−
N

∑
n=0

AnPn(s̃)| ≤
c1(s̃)

N
, s̃ ∈ (−1,1),

where c1(s̃) is a positive constant.Since the change of variables s̃ = a
t1−t +b, t ∈ [0, t0], is diffeomorphic and

v(t) = (t1− t)−α−2w̃
(

a
t1− t

+b
)
,

all assertions of the theorem follow from the proved properties of the series (4.26).

Remark 4.1. It follows from (4.22) that for f of form f (t) =
∫ t0

0
(t−τ)α

Γ(α+1)v(τ)dτ , t > t0,
where v ∈ L2(0, t0), the sum of series V∞(α, f , t1, t0)(t) is independent of t1 > t0.

The partial sums VN(α, f , t1, t0)(t), N < ∞, however, still may depend on t1.
For example, if v = 1 then V0(α, f , t1, t0)(t) =

√
0.5

α+1 (t1− t)−α−2
[
tα+1
1 − (t1− t0)α+1

]
.

4.6 Solution formulas for inverse problems in case of usual fractional
derivatives

In this Section we consider IP1 and IP2 in case k(t) = t−β

Γ(1−β ) , β ∈ (0,1), n ≥ 1. Then
RD{k},n0 and CD{k},n0 are the Riemann-Liouville and Caputo fractional derivatives of theorder n+β −1 given by the formulas (4.1) and (4.2), respectively.
Theorem 4.3. Let k(t) = t−β

Γ(1−β ) , β ∈ (0,1), n≥ 1. Then the following assertions hold.
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(i) If u ∈ L2(0,T ), k ∗u ∈W n
1 (0,T ) and u solves IP1 with D{k},n0 = RDn+β−1

0 then

u(t) = F β ,n
R,t1

(g− RDn+β−1
t0 ϕ)(t), a.e. t ∈ (0, t0), (4.27)

where the operator F β ,n
R,t1

is given by the rule

F β ,n
R,t1

( f )(t) =V∞(−n−β , f , t1, t0)(t). (4.28)
(ii) If u ∈W n

2 (0,T ), solves IP1 with D{k},n0 = CDn+β−1
0 then

u(t) = F β ,n
C,t1

(ϕ;g−CDn+β−1
t0 ϕ)(t), t ∈ (0, t0), (4.29)

where

F β ,n
C,t1

(ϕ; f )(t)=
n−1

∑
j=0

lim
τ→t+0

ϕ
( j)(τ)

(t− t0) j

j!
+
∫ t

t0

(t− τ)n−1

Γ(n)
V∞(−β , f , t1, t0)(τ)dτ. (4.30)

The formulas (4.27) and (4.29) are valid for any t1 ∈ (t0,T ).

Proof. (i) Firstly, we represent the IP1 in form (4.19) with k(t) = t−β

Γ(1−β ) . That is identical to
(4.21) with α = −n−β , v(t) = u(t) and f (t) = g(t)− RDn+β−1

t0 ϕ(t). Thus, the Theorem4.2 implies (4.27).(ii) Similarly to the previous case we start from representing the problem in a form
(4.20) with k(t) = t−β

Γ(1−β ) . This gives us the relation (4.21) with α =−β , v(t) = u(n)(t) and
f (t) = g(t)−CDn+β−1

t0 ϕ(t). By applying Theorem 4.2 to it we obtain
u(n)(t) =V∞(−β , f , t1, t0)(t), a.e. t ∈ (0, t0), f = g−CDn+β−1

t0 ϕ.

Since the condition u|(t0,T ) = ϕ implies
u( j)(t0) = lim

τ→t+0
ϕ
( j)(τ), j = 0 . . .n−1,

the solution formula (4.29) is valid.

Remark 4.2. Let us consider the approximations of the exact solutions to IP1 with
k(t) = t−β

Γ(1−β ) . In case (i) this is given by the formula

uN,t1(t) =VN(−n−β , f , t1, t0)(t), t ∈ (0, t0), N < ∞,

where f (t) = g(t)− RDn+β−1
t0 ϕ(t).

In case (ii) the approximation is given the formula

uN,t1(t) =
n−1

∑
j=0

lim
τ→t+0

ϕ
( j)(τ)

(t− t0) j

j!
+
∫ t

t0

(t− τ)n−1

Γ(n)
VN(−β , f , t1, t0)(τ)dτ,

t ∈ (0, t0), N < ∞, where f (t) = g(t)−CDn+β−1
t0 ϕ(t).
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Then Theorem 4.2 can be used to compare uN,t1 with u in the process N→ ∞. In case
(i), uN,t1 |(0,t0) → u|(0,t0) in L2(0, t0) and uN,t1(t)→ u(t) a.e. t ∈ (0, t0). Similarly, in case

(ii), uN,t1 |(0,t0)→ u|(0,t0) in W n
2 (0, t0) and u(n)N,t1

(t)→ u(n)(t) a.e. t ∈ (0, t0).
If in addition to the assumptions of (i), u|(0,t0) ∈ BV [0, t0] holds then |uN,t1(t)−u(t)| is

of the order 1/N for every t ∈ (0, t0). Similarly, if in addition to the assumptions of (ii),
u(n)|(0,t0) ∈ BV [0, t0] is valid then |u(n)N,t1

(t)−u(n)(t)| is of the order 1/N for every t ∈ (0, t0).
The computation of uN,t1 is moderately ill-posed problem, because it contains the

derivatives of the finite order of the data.

Corollary 4.2. Let k(t) = t−β

Γ(1−β ) , β ∈ (0,1), n≥ 1. Then the following assertions hold.

(i) If (u,F) ∈ {u ∈U : (k∗Bu)(x, ·) ∈W n
1 (0,T )∀x ∈Ω}×C(Ω× (0,T )) solves IP2 with

D{k},n0 = RDn+β−1
0 then

u(x, t) =
[
B−1F β ,n

R,t1

(
g(x, ·)− RDn+β−1

t0 ϕ(x, ·)
)]
(t), (x, t) ∈Ω× (0, t0).

(ii) If (u,F) ∈ {u ∈ U : Bu(x, ·) ∈W n
2 (0,T )∀x ∈ Ω}×C(Ω× (0,T )), solves IP2 with

D{k},n0 = CDn+β−1
0 then

u(x, t) =
[
B−1F β ,n

C,t1

(
ϕ(x, ·);g(x, ·)−CDn+β−1

t0 ϕ(x, ·)
)]
(t), (x, t) ∈Ω× (0, t0).

In both cases g is given by (4.7), t1 is an arbitrary number in (t0,T ) and
F |Ω×(0,t0) =

[
D{k},n0 Bu+Dlu−Au

]∣∣∣
Ω×(0,t0)

.

Proof. The proof follows from the Theorem 4.3 and the relations (4.6), (4.7) that describethe transition from IP2 to IP1.
4.7 Solution formulas in case of tempered and Atangana-Baleanu deriva-

tives
In this subsection we derive the solution formulas for particular subcases of the general-ized fractional derivative of the order n = 1. They are based on solution formulas derived
for the usual fractional derivative and involve the operatorsF β ,1

R,t1
,F β ,1

C,t1
. Againwe assume

that t1 is an arbitrary number in the interval (t0,T ).Firstly, let us consider case of tempered fractional derivative with the kernel (k5):
Theorem 4.4. Let k(t) = e−λ t t−β

Γ(1−β ) +λ
∫ t

0
e−λτ τ−β

Γ(1−β ) dτ , 0 < β < 1, λ > 0. Then the following
assertions hold.

(i) If u ∈ L2(0,T ), k ∗u ∈W 1
1 (0,T ) and u solves IP1 with D{k},10 = RD{k},10 then

u(t) = e−λ tF β ,1
R,t1

(eλ tg− eλ t RD{k},1t0 ϕ)(t), a.e. t ∈ (0, t0). (4.31)
(ii) If u ∈W 1

2 (0,T ) solves IP1 with D{k},10 = CD{k},10 then

u(t) = lim
τ→t+0

ϕ(τ)−
∫ t0

t
e−λτF β ,1

R,t1

(
e−λτ(g− RD{k},1t0 ϕ)′

)
(τ)dτ, t ∈ (0, t0). (4.32)
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Proof. Before starting the proof, let us point out that k′(t) = e−λ t t−1−β

Γ(−β ) . Hence, for
t ∈ (t0,T ) and v ∈ L1(0, t0):

∫ t0

0
k′(t− τ)v(τ)dτ = e−λ t

∫ t0

0

(t− τ)−1−β

Γ(−β )
eλτ v(τ)dτ. (4.33)

(i) Firstly, the IP1 can be rewritten by means of (4.19) and then formula (4.33) leads usto the equation with the unknown term eλ tu(t)

∫ t0

0

(t− τ)−1−β

Γ(−β )
eλτ u(τ)dτ = eλ tg(t)− eλ t RD{k},1t0 ϕ(t), t ∈ (t0,T ).

Thus, by applying Theorem 4.2 and using the notation (4.28) we obtain (4.31).(ii) Let us write IP1 in the form (4.20), differentiate it and obtain for t ∈ (t0,T )
∫ t0

0
k′(t− τ)u′(τ)dτ =

d
dt
(g(t)−CD{k},1t0 ϕ(t)).

Then due to (4.33) we have
∫ t0

0

(t− τ)−1−β

Γ(−β )
eλτ u′(τ)dτ = eλ t d

dt
(g(t)−CD{k},1t0 ϕ(t))

and similarly to (i) we deduce the formula (4.32) using the notation (4.30).
Now we deal with the case (k4).

Theorem 4.5. Let k(t) = 1
Γ(1−β )e−λ tt−β , 0< β < 1, λ > 0. Then the following assertions

hold.

(i) If RD{k},10 u ∈ L2(0,T ), u ∈W 1
1 (0,T ) and u solves IP1 with D{k},10 = RD{k},10 then

u(t) = M ∗ e−λ tF 1−β ,1
R,t1

(eλ t
ϕ
′− eλ t RD{M},1t0 g)(t), t ∈ (0, t0), (4.34)

where M(t) = 1
Γ(β )e−λ ttβ−1 + λ

Γ(β )

∫ t
0 e−λτ τβ−1dτ is the associate kernel to k.

(ii) If u ∈W 1
2 (0,T ) solves IP1 with D{k},10 = CD{k},10 then

u(t) = lim
τ→t+0

ϕ(τ)−
∫ t0

t
e−λτF β ,0

R,t1

(
e−λτ(g−CD{k},1t0 ϕ)

)
(τ)dτ, t ∈ (0, t0). (4.35)

Proof. (i) Let us consider the dual problem for the function v = RD{k},10 u, that is (4.8).Therefore, we apply Theorem 4.4(i) to the dual problem (4.8) (with replacing β by 1−βand k by M in the formulation) and obtain:
v = e−λ tF 1−β ,1

R,t1
(eλ t

ϕ
′− eλ t RD{M},1t0 g)(t), a.e. t ∈ (0, t0).

Then by formula (4.9) we obtain the formula (4.34).(ii) Though it is possible to handle this case similarly to (i) by reducing it to Theorem4.4(ii), we treat this problem directly to derive a simpler solution formula.The IP1 (4.3) is reduced to (4.20) with n = 1. Thus,
∫ t0

0

(t− τ)−β

Γ(1−β )
eλτ u′(τ)dτ = eλ t(g−CD{k},1t0 ϕ).
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By applying Theorem 4.2 to the problem above and using the notation (4.28) we obtain
u′(t) = e−λ tF β ,0

R,t1
eλ t(g−CD{k},1t0 ϕ)(t), t ∈ (t0,T ).

This implies the formula (4.35).
To handle IP1 for derivatives that contain Mittag-Leffler functions, we need the follow-ing lemma.

Lemma 4.2. Let 0< β < 1, λ ∈ R and f ∈W 1
1 (0,T ).

Then the function p(t) =
∫ t

0(t−τ)β−1Eβ ,β (λ (t−τ)β ) f (τ)dτ is a solution of the equa-
tion

CDβ

0 p(t)−λ p(t) = f (t), t ∈ (0,T ),

and the function q(t) =
∫ t

0 Eβ (λ (t− τ)β ) f (τ)dτ is a solution of the equation

CDβ

0 q(t)−λq(t) = I1−β

0 f (t), t ∈ (0,T ).

Proof. The proof of the first assertion can be found e.g. in [20], p. 174, and the second
assertion follows from the first one because [tβ−1Eβ ,β (λ tβ )]∗ I1−β

0 f = Eβ (λ tβ )∗ f [37].

Next we consider the case of a tempered fractional derivative with the kernel (M6)denoted by k.
Theorem 4.6. Let k(t) = e−λ ttβ−1Eβ ,β (λ

β tβ ), 1
2 < β < 1, λ > 0. Then the following

assertions are valid:

(i) If u ∈W 1
1 (0,T ) and u solves IP1 with D{k},10 = RD{k},10 then

u(t) =
∫ t

t0
e−λτ(RDβ

0 −λ
β I)F β ,1

R,t1

(
eλτ(ϕ ′+λ

β g)− RDβ

t0eλτ g
)
(τ)dτ + lim

τ→t0
ϕ(τ),

t ∈ (0, t0). (4.36)
(ii) If u ∈W 2

1 (0,T ) and u solves IP1 with D{k},10 = CD{k},10 then

u(t)=
∫ t

t0
e−λτ(CDβ

0 −λ
β I)F β ,1

C,t1

(
eλτ g;eλτ(ϕ ′+λ

β g)−CDβ

t0eλτ g
)
(τ)dτ+ lim

τ→t0
ϕ(τ),

t ∈ (0, t0). (4.37)
Proof. Firstly we prove (ii). Let us define the function w as

w(t) = eλ t CD{k},1u(t) =
∫ t

0
(t− τ)β−1Eβ ,β (λ

β (t− τ)β )(eλτ u′(τ))dτ.

Due to Lemma 4.2, this function solves the equation
CDβ

0 w(t)−λ
β w(t) = eλ tu′(t), t ∈ (0,T ). (4.38)

Therefore, CDβ

0 w = eλ tu′+λ β w and in view of the conditions (4.3) we have the IP1 withusual fractional derivative
w|(t0,T ) = eλ tg, CDβ

0 w|(t0,T ) = eλ t
ϕ
′+λ

β eλ tg. (4.39)
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In order to apply Theorem 4.3 (ii) to this problem, we must verify that w ∈W 1
2 (0,T ) isvalid. Let us compute:

w′(t) = tβ−1Eβ ,β (λ
β tβ )u′(0)+ [tβ−1Eβ ,β (λ

β tβ )]∗ (eλ tu′)′(t).

Due to the assumptions 1
2 < β < 1 and u ∈W 2

1 (0,T )we have tβ−1Eβ ,β (λ
β tβ ) ∈ L2(0,T )and (eλ tu′)′ ∈ L1(0,T ). Using the Young’s theorem for convolutions, we deduce

w′ ∈ L2(0,T ). Thus w ∈W 1
2 (0,T ).By applying Theorem 4.3 (ii) to (4.39) we obtain

w(t) = F β ,1
C,t1

(eλ tg;eλ t
ϕ
′+λ

β eλ tg−CDβ

t0 eλ tg)(t), t ∈ (0, t0).

Since by (4.38), u′ = e−λ t(CDβ

0 −λ β I)w, this implies formula (4.37).
Secondly we prove (i). Let us define w(t) = eλ t RD{k},10 u(t). Then w(t) = ( d

dt −λ )z(t),where
z(t) =

∫ t

0
(t− τ)β−1Eβ ,β (λ

β (t− τ)β )(eλτ u(τ))dτ.

By Lemma 4.2 z solves the equation
CDβ

0 z(t)−λ
β z(t) = eλ tu(t), t ∈ (0,T ). (4.40)

Let us differentiate the equation (4.40) to derive the equation for w:
RDβ

0 (z
′−λ z)(t)+ RDβ

0 (λ z)(t)−λ
β z′(t) = λeλ tu(t)+ eλ tu′(t), a.e. t ∈ (0,T ).

That is
RDβ

0 w(t)−λ
β w(t)+λ (RDβ

0 z(t)−λ
β z(t)) = λeλ tu(t)+ eλ tu′(t), a.e. t ∈ (0,T ).

Since z(0) = 0, we have that RDβ

0 z = CDβ

0 z and using (4.40) again we obtain
RDβ

0 w(t) = λ
β w(t)+ eλ tu′(t), a.e. t ∈ (0,T ). (4.41)

Based on (4.41) and (4.3) we formulate IP1 for w:
w|(t0,T ) = eλ tg, RDβ

0 w|(t0,T ) = eλ t(ϕ ′+λ
β g). (4.42)

To apply Theorem 4.3 (i) we should prove that w ∈ L2(0,T ), and ( t−β

Γ(1−β )

)
∗w = I1−β

0 w ∈
W 1

1 (0,T ), that is RDβ

0 w ∈ L1(0,T ). Let us investigate
w(t) =

(
d
dt
−λ

)(
tβ−1Eβ ,β (λ

β tβ )
)
∗ (eλ tu(t)) = u(0)

(
tβ−1Eβ ,β (λ

β tβ )
)

+
(

tβ−1Eβ ,β (λ
β tβ )

)
∗ ((eλ tu(t))′−λeλ tu(t)), t ∈ (0,T ).

Since tβ−1Eβ ,β (λ
β tβ ) ∈ L2(0,T ) for β ∈ (1/2,1) and eλ tu(t) ∈W 1

1 (0,T ) we obtain that(
tβ−1Eβ ,β (λ

β tβ )
)
∗ ((eλ tu(t))′−λeλ tu(t)) ∈ L2(0,T ) , thus w ∈ L2(0,T ). Due to (4.41)

RDβ

0 w ∈ L1(0,T ), because w ∈ L2(0,T ) and u ∈W 1
1 (0,T ).That enables us to apply Theorem 3 (i) to (4.42):

w(t) = F β ,1
R,t1

(
eλ t(ϕ ′+λ

β g)− RDβ

t0eλ tg
)
(t), a.e. t ∈ (0, t0).

This in view of (4.41) implies the formula (4.36).
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Remark 4.3. It is possible to extend the range of β to 0 < β < 1 in Theorem 4.6 assum-
ing more regularity of u and the conditions u(0) = 0 and u′(0) = 0 in cases (i) and (ii),
respectively.

Finally, we consider the case of Atangana-Baleanu fractional derivative.
Theorem 4.7. Let k(t) = 1

1−β
Eβ

(
− β tβ

1−β

)
, 0< β < 1. Then the following assertions hold:

(i) If u ∈W 1
1 (0,T ) and u solves IP1 with D{k},10 = RD{k},10 then

u(t) =
(

1−β

β

RDβ

0 + I
)

F β ,1
R,t1

(
βg− RDβ

t0(ϕ− (1−β )g)
)
(t),

t ∈ (0, t0). (4.43)
(ii) If u ∈W 2

1 (0,T ) and u solves IP1 with D{k},10 = CD{k},10 then

u(t) =
(

1−β

β

CDβ

0 + I
)

F β ,1
C,t1

(
ϕ− (1−β )g; βg−CDβ

t0(ϕ− (1−β )g)
)
(t),

t ∈ (0, t0). (4.44)
Proof. (ii) Let us denote w = (1−β )CD{k},10 u. For this particular kernel type the relationholds:

w(t) =
∫ t

0
Eβ

(
−β (t− τ)β

1−β

)
u′(τ)dτ.

By Lemma 4.2 and the identity I1−β

0 u′ = CDβ

0 u, w solves the equation
CD

β

0 w(t)+
β

1−β
w(t) = CD

β

0 u(t), t ∈ (0,T ). (4.45)
Since the relation (4.3) is valid,w|(t0,T ) =(1−β )g. It follows from (4.45) thatCDβ

0 (u−w)=
β

1−β
w. Thus, we have the IP1 with usual fractional derivative

(u−w)|(t0,T ) = ϕ− (1−β )g, CDβ

0 (u−w)|(t0,T ) = βg.

To apply Theorem 4.3 (ii), we have to show that u−w ∈W 1
2 (0,T ). Since E ′

β
= 1

β
Eβ ,β and

Eβ (0) = 1, we obtain
(u−w)′ =

β

1−β
[tβ−1Eβ ,β (−

β tβ

1−β
)]∗u′.

Due to the assumptions of (ii), this belongs toL2(0,T ), hence u−w∈W 1
2 (0,T ). Accordingto Theorem 4.3 (ii)

(u−w)|(0,t0) = F β ,1
C,t1

(
ϕ− (1−β )g;βg−CD

β

t0(ϕ− (1−β )g)
)
. (4.46)

The relation (4.45) implies w = 1−β

β

CDβ

0 (u−w). Therefore,
w|(0,t0) =

1−β

β

CD
β

0 F β ,1
C,t1

(
ϕ− (1−β )g;βg−CDβ

t0(ϕ− (1−β )g)
)
.
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Hence, from (4.46) we obtain (4.44).
(i) Let us denote w = (1−β )RD{k},10 u. Then

w =
d
dt

z, where z(t) =
∫ t

0
Eβ

(
−β (t− τ)β

1−β

)
u(τ)dτ.

The function z solves the equation
CD

β

0 z(t)+
β

1−β
z(t) = I1−β

0 u(t), t ∈ (0,T ). (4.47)
Next we differentiate the equation (4.47) and obtain

RD
β

0 w(t)+
β

1−β
w(t) = RD

β

0 u(t), a.e. t ∈ (0,T ). (4.48)
Therefore RDβ

0 (u−w)(t) = β

1−β
w(t) that leads us to the IP1 with a usual fractional deriva-

tive
(u−w)|(t0,T ) = ϕ− (1−β )g, RDβ

0 (u−w)|(t0,T ) = βg.

Now we have to show that u−w ∈ L2(0,T ) and RDβ

0 (u−w)(t) ∈ L1(0,T ). Firstly,
w(t) =

d
dt

(
Eβ

(
− β

1−β
tβ

)
∗u(t)

)
= u(0)Eβ

(
− β

1−β
tβ

)
+Eβ

(
− β

1−β
tβ

)
∗u′(t).

Since Eβ

(
− β

1−β
tβ

)
∈ L2(0,T ) for any β ∈ (0,1) we obtain that w ∈ L2(0,T ). Due to the

Sobolev embedding Theorem u ∈W 1
1 (0,T )⊂ L2(0,T ). Thus, u−w ∈ L2(0,T ). Secondly,

RDβ

0 (u−w)(t) = β

1−β
w(t) ∈ L2(0,T ).We continue the proof by applying Theorem 3 (i) to the IP1 for u−w:
(u−w)|(0,t0) = F β ,1

R,t1

(
βg− RDβ

t0(ϕ− (1−β )g)
)
.

It follows from (4.48) that w = 1−β

β

RDβ

0 (u−w), thus, the formula (4.43) holds.
Similarly to Corollary 4.2, formulas of solutions of IP2 can be derived in cases of tem-pered and Atangana-Baleanu derivatives.Formulas of solutions of IP1 in case of multiterm and distributed fractional derivatives(kernels (k2) and (k3)) cannot be derived on the basis of Theorem 4.2. The problem ofreconstruction of explicit representations for solutions in these cases remains open.

85



Conclusions
In the thesis we discuss some inverse problems that arise in generalized subdiffusionmod-els. The problems considered in the thesis are new. In our treatment of subdiffusionmod-els we do not address fractional diffusion, since it is rather well-known. In the thesis wefocus on a generalized model, that maintain somewhat similar features and behaviour tothe fractional diffusion, but is much richer in its applications. Therefore, the complement
m to the fractional diffusion kernel was introduced in the Chapter 3 and the generalized
fractional derivative D{k}0 was introduced in the Chapters 2 and 4. We try to keep the as-sumptions on the kernels k and M of the generalized fractional derivative as general aspossible to make this research is compatible with wide range of potential applications .The content of the Chapters is based on the papers provided in the appendix.In the Introduction we discuss the formulation of the problems and their history. Westart from the discussion of the fractional diffusion and general concepts of inverse andill-posedness. We provide the insight on how this ideas have developed over time: at firstindependent from each other and over time by merging into a separate field of studies.Next we explain basic mathematical notations and concepts used in the thesis. Af-terwards, we provide the insight into the underlying physical models and explain threeapproaches to derive the subdifusion equation. We deeply analyze the potential theoret-ical applications of the problems with a generalized fractional derivative. Therefore, weprovide the list of subdiffusion kernels that fit into the description of the model and theirLaplace transforms. We discuss the properties of the kernels and refer to their applica-tions in the literature.In the Chapters 2 and 3 two different theoretical methods of handling the inverse prob-lems with final overdetermination are represented.Firstly, in the Chapter 2we discuss the problemof reconstruction of a space-dependentcomponent f of a source term F(t,x) = f (x)g(t,x) + h(t,x) in a subdiffusion equationwith a generalised fractional derivative. The problem is considered in a setting of C- andHölder spaces in time. The uniqueness of the solution is proved bymeans of the positivityprinciple and the existence and stability of the solution is shown by applying the Fredholmalternative. Thanks to the general problem formulation, namely to the assumption that
g = g(t,x), we are able to immediately apply this results to the inverse problem for re-action coefficient. We prove the global uniqueness and local existence and stability ofsolution to this problem. It is possible to apply similar approach to determine the higherorder coefficients of the equation as well. Moreover, we show how to apply these resultsto the problem with the integral overdetermination condition. We show how the con-crete kernels discussed before satisfy the conditions of the theorems of this Chapter, thatclarifies further applications in the literature.In Chapter 3 we consider the problem of reconstruction of a space-dependant term fof a source function F(t,x) = f (x)g(t)+h(t,x) along with a state function u.We formu-late the problems for the particular case of the kernel M that is a convolutional pertur-bation of a power function involved in the usual fractional derivative. This formulation isstill sufficiently general, since it contains as particular cases most important Sonine ker-nels occurring in the practice (except for the continuously distributed kernels). Moreover,having a kernel of a usual fractional derivative as a principal part of perturbed kernel M,enables us to use the well-elaborated theory of Mittag-Leffler functions. Since g = g(t)we are able to apply the Fourier method to the direct and the inverse problems, that can-not be applied in case g = g(t,x). This methods enables to prove the results under ratherweak assumptions on the data, in particular for g in Lp and the initial condition in L2. Bymeans of Fourier method we derive explicit solution formulas and obtain uniqueness, ex-
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istence and stability results for the both direct and inverse problems. Finally, we consideran inverse problem backward in time that is solved in a similar manner.The inverse source problems considered in the Chapters 2 and 3 are moderately ill-posed , since their solutions depend continuously on derivatives of the data of finite order.Therefore, in case approximate data are given with errors, regularization procedures canbe successfully applied.It is common to use a final time overdetermination data in order to reconstruct thespace-dependent unknown. In practice, however, it is not possible to measure the stateexactly at final time T . In fact a real measurement yields an average of u at some smallneighborhood of T . In Chapter 4 we propose a new approach to the inverse problemswith final overdetermination: we consider an inverse source problem with the extra datagiven in a neighbourhood of final time. Unlike problems with final overdetermination,such problem is severely ill-posed. Final data on a continuous interval makes it possibleto reconstruct the source term f (t,x).It turns out that an inverse problem with the overdetermination condition on a finaltime subinterval for a subdiffusion equation and a wide variety of other fractional PDEscan all be treated in the same way. Among these PDEs are the equations governing frac-tional wave processes, equations with non-linear unbounded space operators. Precisely,this is done by reducing the original problem to the problem of backward continuation
of function u, given the value of u and its generalized fractional derivative D{k}0 on a finaltime subinterval. We consider this backward continuation problem in details and provethe uniqueness result under very general assumptions on the kernel k. The uniquenessresult for the inverse source problem is obtained as the consequence of the latter result.Afterwards, for some particular cases of the kernel k we deduce explicit solution formulasof the backward continuation problem . These formulas involve infinite series and containall derivatives of the data. Approximation of the solutions by means of truncated seriesleads to moderately ill-posed problems (Remark 4.2).Finally, we would like to present some open questions that arise from the researchpresented in the thesis. These are:

• the inverse coefficient problem for r with non-zero initial condition;
• derivation of solution formulas in case of multiterm and distributed order deriva-tives for the backward continuation problem studied in Chapter 4;
• effective numerical methods to the problems studied in Chapter 4;
• generalization of results of Chapter 4 to the casewhenPDE involves a fractional timederivative and a non-local space operator (e.g. fractional Laplacian), derivation ofsolution formulas for the inverse problems in Chapter 4 in cases of multiterm anddistributed derivatives;. A problem consists in reconstruction of unknown source in

Ω×(0,T ) providedmeasurements are given inΩ′×(t0,T )whereΩ′ ⊂Ω, 0< t0 <
T .
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Abstract
Inverse Problems for Generalized Subdiffusion Equations
The thesis focuses on the inverse problems for subdiffusion equations with generalizedfractional derivatives that generalize previously studied inverse problems for the time frac-tional diffusion equation. Since generalized fractional derivative incorporates the cases ofusual fractional derivative, distributedorder and tempered fractional derivatives, Atangana-Baleanu fractional derivative, the problems with generalized fractional derivatives have alot more potential applications than their usual fractional analogues.The thesis is started by considering two inverse problems for a generalized subdiffusionequation with the final overdetermination condition in a setting ofC- and Hölder spaces.Firstly, a problem of reconstruction of a space-dependent component in a source term isstudied. Existence, uniqueness and stability of the solution to this problem are proved.Based on these results, an inverse problem of identification of a space-dependent coeffi-cient of a linear reaction term is considered. Thus, the uniqueness and local existence andstability of the solution to this problem are proved. This is done bymeans of the theory ofevolutionary integral equations, positivity principle, Fredholm alternative and fixed pointtheorem.Thenext object under consideration is an inverse problem to recover a space-dependentfactor of a source term in a perturbed time fractional diffusion equation in a setting ofLebesgue spaces. Afterwards, backward in time problem for the same equation is inves-tigated. Existence, uniqueness, and stability of solutions to these problems are proved,mainly by means of the Fourier method.Finally, two inverse problems with a generalized fractional derivative with an overde-termination condition given in the neighbourhood of the final time are investigated. Thefirst one is a problem of backward continuation of the function u based on its values andthe values of its fractional derivative in the neighborhood of the final time. The unique-ness of the solution to this problem is proved by considering the problem in the Laplacedomain. Afterwards, given measurements in a neighborhood of final time, the problemof reconstruction of a source term in an equation that generalizes fractional diffusion andwave equations is discussed. The source to be determined depends on time and all spacevariables. The uniqueness is proved based on the results for the backward continuationproblem. In addition, the explicit solution formulas to the both problems for some partic-ular cases of the generalized fractional derivative are derived.Open problems that arise from this research are formulated.
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Kokkuvõte
Pöördülesanded üldistatud subdifusioonivõrranditele
Väitekirjas tegeletakse pöördülesannetega subdifusioonivõrranditele, mis sisaldavad ül-distatud murrulisi tuletisi, ja üldistavad varem vaadeldud pöördülesandeid murrulise aja-tuletisega difusioonivõrrandile. Kuna üldistatudmurruline tuletis hõlmab erijuhtudena ta-valist murrulist tuletist, jaotatud ja tempereeritud tuletist ning Atangana-Baleanu tuletist,omavad taoliste tuletistega ülesanded palju suuremat rakenduspotentsiaali kui nende ta-valised murrulised analoogid.Kõigepealt käsitletakse kahte lõpptingimust kasutavat pöördülesannet üldistatud sub-difusioonivõrrandile C- ja Hölderi ruumides. Esimeses ülesandes on eesmärgiks määra-ta ruumimuutujast sõltuv allikakomponent. Tõestatakse selle ülesande lahendi olemas-olu, ühesus ja stabiilsus. Lähtudes neist tulemustest uuritakse pöördülesannet lineaarsereaktsiooniliikme ruumimuutujast sõltuva kordaja identifitseerimiseks. Tõestatakse selleülesande lahendi ühesus ja lokaalne olemasolu ning stabiilsus. Analüüsimisel kasutatakseevolutsiooniliste integraalvõrrandite teooriat, positiivsusprintsiipi, Fredholmi alternatiivija püsipunktiprintsiipi.Järgnevalt vaadeldakse pöördülesannet häiritudmurrulise tuletisega difusioonivõrran-di allikafunktsiooni ruumimuutujast sõltuva komponendimääramiseks lõpptingimuse alu-sel Lebesgue’i ruumides. Seejärel uuritakse ajas pööratud ülesannet sama võrrandi jaoks.Tõestatakse nende ülesannete lahendite olemasol, ühesus ja stabiilsus peamiselt Fourier’meetodi abil.Lõpuks käsitletakse kahte üldistatud murrulist tuletist sisaldavat pöördülesannet, miskasutavad vaatlusandmeid lõpphetke ümbruses. Esimesene ülesanne seisneb funktsiooni
u tahapoole jätkamises lähtudes funktsiooni u ja tema üldistatud murrulise väärtustestlõpphetke ümbruses. Tõestatakse selle ülesande lahendi ühesus Laplace’i teisenduse abil.Peale selle uuritakse ülesannetmurrulisi difusioonivõrrandeid jamurrulisi lainevõrrandeidüldistavas võrrandis sisalduva allikafunktsiooni määramiseks lõpphetke ümbruses tehtudmõõtmiste alusel. Allikafunktsioon võib sõltuda nii aja- kui ruumimuutujatest. Tõestatak-se selle ülesande lahendi ühesus kasutades ühesusteoreemi tahapoole jätkamise ülesan-de kohta. Lisaks tuletatakse mõlema ülesande lahendite jaoks ilmutatud lahendivalemeidteatud erijuhtudel.Peale selle formuleeritakse mõned lahendamata probleemid, mis lähtuvad väitekirjastehtud uuringutest.
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1 INTRODUCTION

Differential equations containing fractional time (and also space) derivatives of order less than 1 are extensively used to
model slow diffusion (subdiffusion) processes in physics, chemistry, biology, nuclear power engineering, etc.1-4

Sometimes parameters of processes or models (coefficients of equations, source terms, initial or boundary conditions)
are unknown. To determine unknown parameters, inverse problems that involve observation of states of processes are
solved.5-10

Usually an observation of a state over a whole space-time domain is not possible or not practical. Depending on possi-
bilities or unknowns to be recovered, measurements of the state in a subdomain, at a boundary of a space domain or at a
final time moment, are used in the reconstruction.6

Problems with final overdetermination for diffusion equations containing single fractional time (and also space) deriva-
tives were studied in papers11-16 (reconstruction of source terms) and Sakamoto and Yamamoto17 (reconstruction of an
initial state). An inverse problem to recover a source term in an equation containing multiple Caputo time derivatives by
means of local interior measurements was treated in Jiang et al.18

Recently, the second author19 introduced a perturbed time fractional diffusion equation that contains an additional
convolution term with a kernel m and generalizes diffusion models with multiple time fractional derivatives. The paper19

studies reconstruction of m and an order of a derivative from measurements over the time.
In the present paper, we consider 2 inverse problems for the mentioned perturbed equation: a problem to reconstruct a

space-dependent factor of a source function and a problem to determine an initial state. Additional data are given in the
form of final measurements. We prove existence and uniqueness of the solutions of posed inverse problems and derive
stability estimates. In addition, we consider a regularization and provide numerical examples.

We will establish the solvability in the L2-space, which means that solutions of the inverse problems are allowed to
have discontinuities. Proofs rely on positivity properties of solutions of involved direct problems. This brings along sign
or smallness restrictions on m.

Math Meth Appl Sci. 2018;41:1925–1943. wileyonlinelibrary.com/journal/mma Copyright © 2017 John Wiley & Sons, Ltd. 1925
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2 FORMULATION OF DIRECT AND INVERSE PROBLEMS

Let us consider the generalized subdiffusion equation19,20

ut(t, x) = 𝜘(M ∗ Δu)t(t, x) + Q(t, x), (1)

where u is a physical state, t is the time, x ∈ Rn is a space variable, Δ is the Laplacian, subscript t stands for the time
derivative, 𝛾 > 0 is a constant, Q is a source term, and ∗ denotes the time convolution, ie,

(v1 ∗ v2)(t) =
t

∫
0

v1(t − 𝜏)v2(𝜏)d𝜏.

The kernel M is a memory function that is related to a waiting time density of an underlying random walk process going
on in micro-level.20

In case of a power-type waiting time density, the kernel M has the form M(t) = t𝛽−1

Γ(𝛽)
, 0 < 𝛽 < 1, and (1) becomes the

celebrated time fractional diffusion equation4,20,21

ut = 𝜘D1−𝛽Δu + Q, (2)

where D1−𝛽v =
(

t𝛽−1

Γ(𝛽)
∗ v

)
t

is the Riemann-Liouville fractional derivative of the order 1 − 𝛽. More advanced fractional
diffusion models contain multiple Riemann-Liouville derivatives. Then (refer to Mainardi et al and Sokolov et al22,23),

M(t) = t𝛽−1

Γ(𝛽)
+

l∑
𝑗=1

a𝑗
t𝛽𝑗−1

Γ(𝛽𝑗)
, 0 < 𝛽 < 𝛽𝑗 < 1, (3)

or more generally, M(t) = ∫ 1
0 a(s) ts−1

Γ(s)
d𝜇, where a is an integrable function and 𝜇 is a Borel measure.22-24

In the present paper, we assume that (cf Janno19)

M(t) = t𝛽−1

Γ(𝛽)
+ m ∗ t𝛽−1

Γ(𝛽)
, (4)

where m is an integrable function and 0 < 𝛽 < 1. The function (4) includes as particular cases the kernels of the form (3)

(then m(t) =
l∑

𝑗=1
a𝑗

t𝛽𝑗−𝛽−1

Γ(𝛽𝑗−𝛽)
) and also M(t) = t𝛽−1

Γ(𝛽)
+ ∫ 1

𝛽 a(s) ts−1

Γ(s)
ds, (then m(t) = ∫ 1

𝛽 a(s) ts−𝛽−1

Γ(s−𝛽)
ds).

Plugging (4) into (1), we arrive at the perturbed time fractional diffusion equation

ut = 𝜘D1−𝛽(Δu + m ∗ Δu) + Q. (5)

This equation enables an immediate integration. Applying the operator of fractional integration I1−𝛽 = t−𝛽

Γ(1−𝛽)
∗ of the

order 1 − 𝛽 to (5), we obtain the equation
𝜕𝛽u = 𝜘(Δu + m ∗ Δu) + F (6)

that contains the Caputo fractional derivative of the order 𝛽, ie, 𝜕𝛽v = t−𝛽

Γ(1−𝛽)
∗ vt and in case m = 0 is referred to as a

normal form of the Equation 2.23 There F = I1−𝛽Q.
We mention that the Equation (6) can be obtained by means of other considerations, too. For instance, it is an extension

to the fractional case of the parabolic integro-differential equation ut = 𝜘(Δu+m ∗ Δu) + F that describes heat processes
with memory.25 Moreover, it is a generalization of an equation with multiple Caputo derivatives 𝜕𝛽u +

∑l
𝑗=1 b𝑗𝜕𝜇𝑗 u =𝜘Δu + z, 0 < 𝜇j < 𝛽 < 1, that was studied in previous works.18,26,27 Rewriting the latter equation as

𝜕𝛽u + k ∗ 𝜕𝛽u = 𝜘Δu + z, where k(t) =
l∑

𝑗=1
b𝑗

t𝛽−𝜇𝑗−1

Γ(𝛽 − 𝜇𝑗)
, (7)

defining m as a solution of the Volterra equation of the second kind m + k ∗ m = −k and applying the operator  + m ∗,
where  is the unity operator, to the Equation (7), we reach (6) with F = z + m ∗ z.

For the sake of generality, let us transform the Caputo derivative 𝜕𝛽u contained in (6) to the form D𝛽(u − u(0, x)) that
does not contain the first order derivative of u. We obtain the following equation: D𝛽(u − u(0, x)) = 𝜘(Δu + m ∗ Δu) + F.

Now we are in a situation to formulate problems to be treated in the present paper. Let Ω ∈ Rn be an n-dimensional
open bounded domain with sufficiently smooth boundary 𝜕Ω. In direct problem, we have to find a function u that satisfies
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the differential equation, initial and homogeneous boundary conditions:

D𝛽(u − 𝜑)(t, x) = 𝜘(Δu(t, x) + (m ∗ Δu)(t, x)) + F(t, x), x ∈ Ω, t ∈ (0,T),
u(0, x) = 𝜑(x), x ∈ Ω,u(t, x) = 0, x ∈ 𝜕Ω, t ∈ (0,T).

}
(8)

Here , is a boundary operator:

v(x) = v(x) or v(x) = 𝜗(x) · ∇v(x) + 𝜃v(x), 𝜃 > 0,

and 𝜗(x) is the outer normal of 𝜕Ω at x ∈ 𝜕Ω. A problem with nonhomogeneous boundary conditions can be transformed
to a problem with homogeneous boundary conditions by means of a simple change of variables.

Moreover, we formulate 2 inverse problems that use the final overdetermination condition

u(T, x) = 𝜓(x), x ∈ Ω, (9)

with a given observation function 𝜓 .
IP1. Let F have the form

F(t, x) = g(t)𝑓 (x) + h(t, x), (10)

where g and h are given functions. The aim is to find a function f such that the solution u of (8) with F of the form (10)
satisfies the condition (9).

We mention that in terms of the physical source function Q occurring in (5), the formula (10) has the form Q(t, x) =
q(t)f(x) + H(t, x), where g = I1−𝛽q and h = I1−𝛽H.

IP2. Find an initial state 𝜑 such that the solution u of (8) satisfies (9).
IP1 and IP2 in case m = 0 were studied in previous papers.11-14,16,17

3 DEFINITIONS, NOTATION, AND AUXILIARY STATEMENTS

Firstly, we introduce some spaces of abstract functions that map the interval (0,T) into a Banach space Y. As usual,
Lp((0,T);Y), p ∈ [1,∞], stands for the abstract Lebesgue space. The space C([0,T];Y) consists of abstract functions that
are continuous in the interval [0,T]. Next, let X be a Hilbert space.* We introduce the spaces

Hs
𝑝((0,T);X) = {w|(0,T) ∶ w ∈ Hs

𝑝(R;X)}, 𝑝 ∈ (1,∞), s > 0,

where

Hs
𝑝(R;X) = {w ∈ L𝑝(R;X) ∶ −1|𝜉|sw ∈ L𝑝(R;X)}

and  denotes the Fourier transform with the argument 𝜉 (Prüss29, p226; Zacher28, p28). Moreover, we define

0Hs
𝑝((0,T);X) = {w|(0,T) ∶ w ∈ Hs

𝑝(R;X), su𝑝𝑝w ⊆ [0,∞)}, 𝑝 ∈ (1,∞), s > 0.

In the particular case X = R, we drop the symbol of value space, ie, write Hs
𝑝(0,T) instead of Hs

𝑝((0,T);R) and 0Hs
𝑝(0,T)

instead of 0Hs
𝑝((0,T);R).

Next, we formulate a lemma that follows from discussions in Zacher.28, p28-29

Lemma 1. Let s ∈ (0, 1), p ∈ (1,∞). The operator of fractional integration of the order s, ie, Is = ts−1

Γ(s)
∗ , is a bijec-

tion from Lp((0,T);X) onto 0Hs
𝑝((0,T);X), the inverse of Is is the Riemann-Liouville fractional derivative Ds = d

dt
I1−s

and ||w||
0H𝛽

𝑝 ((0,T);X) = ||Dsw||L𝑝((0,T);X) is a norm in the space 0Hs
𝑝((0,T);X). Moreover, in case 𝑝 ∈ ( 1

s
,∞), it holds

Hs
𝑝((0,T);X) → C([0,T];X) and w(0) = 0 for w ∈ 0Hs

𝑝((0,T);X)

Another useful sentence is the Young's theorem for convolutions which states that for m ∈ Lq(0,T) and w ∈ Lp((0,T);Y)
with p, q ∈ [1,∞], the convolution m ∗ w belongs to the space m ∗ w ∈ Lr((0,T);Y) where 1+ 1

r
= 1

𝑝
+ 1

q
and the inequality

||m ∗ w||Lr((0,T);Y ) ≤ ||m||Lq(0,T)||w||L𝑝((0,T);Y ) is valid.†

*Or more generally, a Banach space of the class  28

†Here 1
s
= 0 iff s = +∞ (s is either p, q or r).
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In treatment of convolutional terms, we will apply norms with exponential weights. Let us define these norms in the
spaces of scalar functions Lp(0,T), p ∈ [1,∞]:

||w||𝑝;𝜎 = ||e−𝜎tw||L𝑝(0,T), where 𝜎 ≥ 0.

If 𝜎 = 0, then || · ||p;𝜎 becomes the usual norm in Lp(0,T) and we denote it by || · ||p. The following equivalence relations
are valid:

e−𝜎T||w||𝑝 ≤ ||w||𝑝;𝜎 ≤ ||w||𝑝.
Note that the weight can be easily brought into the convolution, ie, e−𝜎tm ∗ w = (e−𝜎tm) ∗ (e−𝜎tw) and the Young's
inequality extended to the weighted norms:

||m ∗ w||r;𝜎 ≤ ||m||q;𝜎||w||𝑝;𝜎 , 1 + 1
r
= 1

𝑝
+ 1

q
. (11)

Finally, in case p < ∞, ||w||p;𝜎 → 0 as 𝜎 → ∞.
An important tool in the analysis of fractional differential equations is the family of Mittag-Leffler functions

E𝛼(z) =
+∞∑
k=0

zk

Γ(𝛼k + 1)
, E𝛼,𝛾 (z) =

+∞∑
k=0

zk

Γ(𝛼k + 𝛾)
, z ∈ C. (12)

The function E𝛼,𝛾 is entire in case 𝛼 > 0, 𝛾 > 0.30 The formulas (12) immediately imply E𝛼,1 = E𝛼 and

E𝛼(0) = 1 , E𝛼,𝛼(0) =
1

Γ(𝛼)
, E′

𝛼 = 1
𝛼

E𝛼,𝛼. (13)

Let us point out some useful properties of E𝛽(−z) and E𝛽,𝛽(−z) in case 𝛽 ∈ (0, 1). The functions E𝛽(−z) and E𝛽,𝛽(−z) are
completely monotonic for z ∈ [0,∞) and satisfy the asymptotic relations (see Gorenflo et al30)

zE𝛽(−z) = 1
Γ(1 − 𝛽)

+ O(z−1) as z → ∞, (14)

z2E𝛽,𝛽(−z) = − 1
Γ(−𝛽)

+ O(z−1) as z → ∞. (15)

Since E𝛽(−z) is bounded for z ≥ 0 and (14) holds, there exist C1,C2 > 0 such that
C1

1 + z
≤ E𝛽(−z) ≤ C2

1 + z
≤ C2

z
for z ≥ 0. (16)

In addition to the Mittag-Leffler functions, we introduce the 𝛼-exponential function31:

e𝜆t
𝛼 = t𝛼−1E𝛼,𝛼(𝜆t𝛼), 𝛼 > 0. (17)

The relations (13) and (17) yield the following formula:

∫
t

0
𝜆e−𝜆𝜏𝛽 d𝜏 = 1 − E𝛽(−𝜆t𝛽). (18)

Moreover, the formula (18) in view of the relations

0 < E𝛽(−z) ≤ 1, z ≥ 0, (19)

following from the complete monotonicity of E𝛽(−z) and E𝛽(0) = 1, implies

||𝜆e−𝜆t
𝛽 ||1 ≤ 1, 𝜆 > 0. (20)

We complete this section proving a technical lemma. It will be applied in proofs of Theorem 2 (ii), Theorem 3, and
Lemma 4.

Lemma 2. There exists a constant C3 > 0 such that

(𝜆e−𝜆t
𝛽 ∗)iE𝛽(−𝜆t𝛽) ≤ C2Ci

3

𝜆t𝛽
, t > 0, 𝜆 > 0, i ∈ N. (21)

Proof. The convolution formula of Mittag-Leffler functions (see Haubold et al,32 (11.12)) implies

𝜆e−𝜆t
𝛽 ∗ E𝛽(−𝜆t𝛽) = 𝜆t𝛽E2

𝛽,𝛽+1(−𝜆t𝛽) = 𝜆t𝛽
𝛽

E𝛽,𝛽(−𝜆t𝛽). (22)
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Here, E𝛾
𝛼,𝛽 is the 3-parametric Mittag-Leffler function and we used the formula E2

𝛽,𝛽+1(z) =
1
𝛽

E𝛽,𝛽(z) (Haubold et al,32

(11.4)), too. The asymptotic relations (14), (15), and Γ(1 − 𝛽) = (−𝛽)Γ(−𝛽) yield

z2E𝛽,𝛽(−z) = 𝛽zE𝛽(−z) + O(z−1) as z → ∞.

Thus, there exists z0 > 0 such that z
𝛽

E𝛽,𝛽(−z) ≤ (1 + 𝜖)E𝛽(−z) for z > z0 where 𝜖 > 0 is some fixed number. On the
other hand, since zE𝛽,𝛽(−z) ∈ C[0, z0] and E𝛽(−z) is decreasing, we obtain z

𝛽
E𝛽,𝛽(−z) ≤ C4E𝛽(−z) for 0 ≤ z ≤ z0 where

C4 =
max 𝑦E𝛽,𝛽 (−𝑦)

0≤𝑦≤z0

𝛽E𝛽 (−z0)
. Therefore, z

𝛽
E𝛽,𝛽(−z) ≤ C3E𝛽(−z) for any z ≥ 0, where C3 = max{1 + 𝜖;C4} and from (22), we have

𝜆e−𝜆t
𝛽 ∗ E𝛽(−𝜆t𝛽) ≤ C3E𝛽(−𝜆t𝛽). (23)

So we continue the iterations and obtain

(𝜆e−𝜆t
𝛽 ∗)iE𝛽(−𝜆t𝛽) ≤ Ci

3E𝛽(−𝜆t𝛽).

Finally, estimating E𝛽(−𝜆t𝛽) by means of (16), we reach (21).

4 RESULTS CONCERNING DIRECT PROBLEM

Firstly, we put the direct problem (8) into a context of functional spaces. Let || · || and ⟨·, ·⟩ stand for the norm and the
inner product in the space L2(Ω), respectively. We define the operator L = −𝜘Δ with the domain (L) = {z ∈ W 2

2 (Ω) ∶z = 0 in 𝜕Ω} in the space L2(Ω).
Let 0 < 𝜆1 ≤ 𝜆2 ≤ … be the eigenvalues and v1, v2, … the corresponding orthonormal eigenvectors of the operator L.

Then the system of functions vk, k ∈ N, forms a basis in the space L2(Ω) and ||z||(L) =
[∑+∞

k=1 𝜆
2
k⟨z, vk⟩2] 1

2 is a an equivalent
norm in the space (L).

In the sequel, we will search for the solution u of (8) from the following set:

𝒰r,𝛽 = {u ∈ Lr((0,T);(L)) ∩ C([0,T];L2(Ω)) ∶ u − u(0) ∈ 0H𝛽
r ((0,T);L2(Ω))}.

Let us introduce a notation for the Fourier coefficients of data functions involved in the direct problem:

uk(t) = ⟨u(t, ·), vk⟩, Fk(t) = ⟨F(t, ·), vk⟩, 𝜑k = ⟨𝜑, vk⟩, k ∈ N.

Proposition 1. Let F ∈ Lp((0,T);L2(Ω)) with some p ∈ (1,∞), m ∈ L1(0,T) and 𝜑 ∈ L2(Ω). Then the following
assertions are valid.

(i) If u ∈ 𝒰r,𝛽 with some r ∈ (1,∞) is a solution of the direct problem (8), then the Fourier coefficients uk, k ∈ N,
belong to

�̂�r,𝛽 = {w ∈ C[0,T] ∶ w − w(0) ∈ 0H𝛽
r (0,T)}

and are solutions of the following sequence of problems for k ∈ N:

D𝛽(uk − 𝜑k)(t) + 𝜆kuk(t) + 𝜆k(m ∗ uk)(t) = Fk(t), t ∈ (0,T), (24)

uk(0) = 𝜑k. (25)

(ii) If (24), (25) have solutions uk ∈ �̂�r,𝛽 , k ∈ N, with some r ∈ (1,∞) such that u =
+∞∑
k=1

ukvk ∈ 𝒰r,𝛽 , then u is a

solution of the direct problem (8).

Proof.

(i) Let u ∈ 𝒰r,𝛽 with some r ∈ (1,∞) solve (8). Since u − u(0) = u − 𝜑 ∈ 0H𝛽
r ((0,T);L2(Ω)), by Lemma 1

there exists û ∈ Lr((0,T);L2(Ω)) such that u − 𝜑 = I𝛽 û and û = D𝛽(u − 𝜑). Let us denote ûk(t) = ⟨û(t, ·), vk⟩.
Due to û ∈ Lr((0,T);L2(Ω)), we have ûk ∈ Lr(0,T). On the other hand, uk − 𝜑k = ⟨u − 𝜑, vk⟩ = ⟨I𝛽 û, vk⟩ =
I𝛽⟨û, vk⟩ = I𝛽 ûk. This relation with Lemma 1 implies uk − 𝜑k ∈ 0H𝛽

r (0,T) and D𝛽(uk − 𝜑k) = ûk. Further,
from u ∈ 𝒰r,𝛽 ⊂ C([0,T];L2(Ω)), we immediately have uk ∈ C[0,T]. Moreover, taking the inner product of
the initial condition u(0, ·) = 𝜑 with vk, we deduce (25). The relation uk − 𝜑k ∈ 0H𝛽

r (0,T) with (25) and
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uk ∈ C[0,T] proves that uk ∈ �̂�r,𝛽 . The deduced equalities û = D𝛽(u − 𝜑) and D𝛽(uk − 𝜑k) = ûk imply
⟨D𝛽(u −𝜑), vk⟩ = D𝛽(uk −𝜑k). Moreover, ⟨Lu, vk⟩ = ⟨u,Lvk⟩ = 𝜆k⟨u, vk⟩ = 𝜆kuk. Consequently, taking the inner
product of the equation D𝛽(u − 𝜑) + Lu + m ∗ Lu = F with vk, we obtain the Equation (24).

(ii) Let the assumptions of (ii) hold for uk. Denote R = D𝛽(u − 𝜑 − 𝜌) + Lu + m ∗ Lu − F and 𝜌 = u(0, ·) − 𝜑. Then
u ∈ 𝒰r,𝛽 solves the problem D𝛽(u− �̃�)+Lu+m ∗ Lu = F̃, u(0, ·) = �̃�, where F̃ = F+R and �̃� = 𝜑+𝜌. Applying
the proved statement (i) to this problem, we see that uk, k ∈ N, solve the problems D𝛽(uk − �̃�k) + 𝜆kuk + 𝜆k(m ∗
uk) = F̃k, uk(0) = �̃�k, where F̃k = Fk + ⟨R, vk⟩ and �̃�k = 𝜑k + ⟨𝜌, vk⟩. Comparing these problems with (24), (25),
we see that ⟨R, vk⟩ = 0, ⟨𝜌, vk⟩ = 0, k ∈ N. This implies R = 0, 𝜌 = 0. Consequently, u is a solution of (8).

Theorem 1. Let m ∈ L1(0,T) and k ∈ N. Then the following statements hold.

(i) (uniqueness) If Fk = 0, 𝜑k = 0 and uk ∈ �̂�r,𝛽 with some r ∈ (1,∞) solves (24), (25) then uk = 0.
(ii) If Fk ∈ Lp(0,T) with some 𝑝 ∈ ( 1

𝛽
,∞) then the problem (24), (25) has a solution uk in the space �̂�𝑝,𝛽 . This solution

is represented by the uniformly in [0,T] converging series

uk(t) = 𝜑k

(+∞∑
i=0

(Mk ∗)i

)
E𝛽(−𝜆kt𝛽) +

(+∞∑
i=0

(Mk ∗)i

)
∫

t

0
e−𝜆k(t−𝜏)
𝛽 Fk(𝜏)d𝜏, (26)

where Mk(t) = −𝜆k ∫
t

0
e−𝜆k(t−𝜏)
𝛽 m(𝜏)d𝜏. (27)

Proof.

(i) Let Fk = 0, 𝜑k = 0 and uk ∈ �̂�r,𝛽 with some r ∈ (1,∞) solve (24), (25). Since uk(0) = 𝜑k = 0, we have
uk ∈ 0H𝛽

r (0,T). Denoting yk = D𝛽uk, we obtain uk = I𝛽yk and yk ∈ Lr(0,T), by Lemma 1. Moreover, from the
equation for uk, we deduce the homogeneous Volterra equation of the second kind yk + Kk ∗ yk = 0 with the
kernel Kk = 𝜆k

t𝛽−1

Γ(𝛽)
+ 𝜆km ∗ t𝛽−1

Γ(𝛽)
∈ L1(0,T). Such an equation has only the trivial solution. Consequently, yk = 0

and uk = 0.
(ii) Assume Fk ∈ Lp(0,T) for some 𝑝 ∈ ( 1

𝛽
,∞). Let us consider the Volterra equation of the second kind yk + Kk ∗

yk = Rk, where Kk is defined before and Rk = Fk − 𝜆k𝜑k − 𝜆km ∗ 𝜑k ∈ Lp(0,T). It has a solution yk ∈ Lp(0,T)
(Gripenberg et al33, Sect. 2.3). Let us define uk = I𝛽yk + 𝜑k. By Lemma 1, uk−𝜑k ∈ 0H𝛽

𝑝 (0,T) and yk = D𝛽(uk−𝜑k).
From the equation of yk, we deduce the Equation (24) for uk. Since 𝑝 ∈ ( 1

𝛽
,∞), we obtain uk −𝜑k ∈ C[0,T] and

uk(0) − 𝜑k = 0. This implies (25) and uk ∈ �̂�𝑝,𝛽 . The existence assertion of (ii) is proved.
Finally, let us deduce the formula (26) with (27). To this end, we need a solution formula of the fractional
differential equation D𝛽w + 𝜆w = z. It can be found, eg, in Samko et al.34, Example 42.2 Provided z ∈ Lp(0,T), the
solution w ∈ 0H𝛽

𝑝 (0,T) of this equation is given by w = e−𝜆t
𝛽 ∗ z. Rewriting (24) in the form of the equation

D𝛽wk + 𝜆kwk = zk, where wk = uk − 𝜑k, zk = Fk − 𝜆k𝜑k − 𝜆km ∗ uk and solving, we obtain uk = e−𝜆t
𝛽 ∗ zk + 𝜑k.

Using (18), (27), we transform the latter relation to the Volterra equation

uk(t) = Qk(t) + Mk ∗ uk(t), t ∈ (0,T), (28)

with Qk = 𝜑kE𝛽(−𝜆kt𝛽) + e−𝜆kt
𝛽 ∗ Fk ∈ C[0,T]. Next, let us show that Mk ∗ ∈ ℒ (C[0,T]). Since m ∈ L1(0,T), it

holds that Mk ∈ L1(0,T), hence for any w ∈ C([0,T]), we have Mk ∗ w ∈ C[0,T]. Due to (11) and (20), we obtain

||Mk||1;𝜎 ≤ ||m||1;𝜎||𝜆ke−𝜆kt
𝛽 ||1;𝜎 ≤ ||m||1;𝜎||𝜆ke−𝜆kt

𝛽 ||1 ≤ ||m||1;𝜎. (29)

For any w ∈ C[0,T], we have ||Mk ∗ w||∞;𝜎 ≤ ||Mk||1;𝜎||w||∞;𝜎 ≤ ||m||1;𝜎||w||∞,𝜎 . Consequently, Mk ∗ ∈
ℒ (C[0,T]). Moreover, there exists sufficiently large 𝜎 such that ||Mk ∗ || ℒ (C[0,T]) ≤ ||m||1,𝜎 < 1. Applying the
theorem about the continuously inverse operator (see Trenogin35, p140), we express the solution of (28) by means
of the uniformly convergent Neumann series (26).

Theorem 2. Assume m ∈ L1(0,T). Then

(i) (uniqueness) if F = 0, 𝜑 = 0 and u ∈ 𝒰r,𝛽 with some r ∈ (1,∞) solves the direct problem (8) then u = 0;
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(ii) if 𝜑 ∈ L2(Ω) and F = 0, then the direct problem (8) has a solution u that belongs to 𝒰r,𝛽 for any r ∈ (1, 1
𝛽
) and

this solution has the form

u(t, x) =
+∞∑
k=1

𝜑k

(+∞∑
i=0

(Mk ∗)i

)
E𝛽(−𝜆kt𝛽)vk(x); (30)

(iii) if 𝜑 = 0 and F ∈ Lp((0,T);L2(Ω)) with some 𝑝 ∈ ( 1
𝛽
,∞) then direct problem has a solution u ∈ 𝒰𝑝,𝛽 and the

solution has the form

u(t, x) =
+∞∑
k=1

(+∞∑
i=0

(Mk ∗)i

)
∫

t

0
e−𝜆k(t−𝜏)
𝛽 Fk(𝜏)d𝜏 vk(x). (31)

Proof.

(i) is an immediate consequence of Proposition 1 (i) and Theorem 1 (i).
(ii) Let us consider the sequence of problems (24), (25) with Fk = 0. By Theorem 1 (ii), they have solutions uk ∈ �̂�𝑝,𝛽

for any 𝑝 ∈
(

1
𝛽
,∞

)
. The aim is to show that u =

+∞∑
k=1

ukvk ∈ 𝒰r,𝛽 for any r ∈
(

1, 1
𝛽

)
. Then the existence assertion

follows by Proposition 1 (ii) and the formula (30) is obtained from (26). We start by showing u ∈ C([0,T];L2(Ω)).
Since uk − 𝜑k ⊂ C[0,T] and vk ∈ L2(Ω), it follows that ukvk ∈ C([0,T];L2(Ω)). Now let us show that the series

u =
+∞∑
k=1

ukvk is uniformly convergent in [0,T] and therefore defines a continuous function. From (26) by means

of Young's inequality (11), (19), and (29), we obtain

e−𝜎T|uk(t)| ≤ |𝜑k|
(+∞∑

i=0
||Mk||i1;𝜎

)
||E𝛽(−𝜆kt𝛽)||∞;𝜎 ≤ |𝜑k|

(+∞∑
i=0

||m||i1;𝜎
)

≤ |𝜑k|
1 − ||m||1;𝜎

provided 𝜎 is sufficiently large to guarantee ||m||1;𝜎 < 1. In view of 𝜑 ∈ L2(Ω), for any 𝜀 > 0, there exists K𝜖 ∈ N
such that

∑+∞
k=K𝜖

𝜑2
k < (1−||m||1;𝜎 )2

e2𝜎T 𝜀. Thus,

‖‖‖‖‖‖

+∞∑
k=K𝜖

uk(t)vk

‖‖‖‖‖‖

2

=
+∞∑

k=K𝜖

|uk(t)|2 ≤ e2𝜎T

(1 − ||m||1;𝜎)2

+∞∑
k=K𝜖

𝜑2
k < 𝜖 ∀t ∈ [0,T].

Therefore, this series is uniformly convergent and u ∈ C([0,T];L2(Ω)). Secondly, we prove that u ∈
Lr((0,T);(L)). To this end, we investigate

||u(t, ·)||(L) =
⎧
⎪⎨⎪⎩

+∞∑
k=1

𝜆2
k𝜑

2
k

[+∞∑
i=0

(Mk ∗)iE𝛽(−𝜆kt𝛽)

]2⎫⎪⎬⎪⎭

1
2

. (32)

For each term of the inner series in view of (27), we get

|(Mk ∗)iE𝛽(−𝜆kt𝛽)| ≤ (|m| ∗)i(𝜆ke−𝜆kt
𝛽 ∗)iE𝛽(−𝜆kt𝛽).

Hence, Lemma 2 implies |(Mk ∗)iE𝛽(−𝜆kt𝛽)| ≤ (|m| ∗)iC2Ci
3[𝜆kt𝛽]−1. Now, we use this inequality in (32). We

reach the following estimate:

||u(t, ·)||(L) ≤
⎧⎪⎨⎪⎩

+∞∑
k=1

𝜑2
k

[+∞∑
i=0

(|m| ∗)i C2Ci
3

t𝛽

]2⎫⎪⎬⎪⎭

1
2

=

[+∞∑
i=0

(|m| ∗)i C2Ci
3

t𝛽

]
||𝜑||.

Let us choose 𝜎 such that C3||m||1;𝜎 < 1. Since 1
t𝛽
∈ Lr(0,T) for r ∈ (1, 1

𝛽
), due to (11), we obtain the estimate

||u||Lr((0,T);(L)) ≤ C2e𝜎T

[+∞∑
i=0

Ci
3||m||i1;𝜎

]
||t−𝛽||r;𝜎||𝜑|| < ∞.
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This proves u ∈ Lr((0,T);(L)). Finally, we need to show that u − u(0, ·) ∈ 0H𝛽
r ((0,T);L2(Ω)). Due to the

proved uniform convergence of u =
+∞∑
k=1

ukvk and the initial conditions uk(0) = 𝜑k, we have u(0, ·) = 𝜑. Let

yk = D𝛽(uk − 𝜑k). From the Equation (24) (there Fk = 0), we obtain yk = −𝜆kuk − m ∗ 𝜆kuk. Consider the
function y defined by 𝑦 =

∑+∞
k=1 𝑦kvk. In previous part of the proof of (ii), we showed that Lu =

∑+∞
k=1 𝜆kukvk ∈

Lr((0,T);L2(Ω)). Thus, y ∈ Lr((0,T);L2(Ω)). Moreover, the series defining y is absolutely convergent for a.e
(t, x) ∈ (0,T) × Ω. That allows us to use the Tonelli's theorem to deduce the relation

I𝛽𝑦 = I𝛽
+∞∑
k=1

𝑦kvk =
+∞∑
k=1

I𝛽𝑦kvk =
+∞∑
k=1

(uk − 𝜑k)vk = u − 𝜑.

In view of y ∈ Lr((0,T);L2(Ω)) and Lemma 1, we get that u − 𝜑 ∈ 0H𝛽
r ((0,T);L2(Ω)).

(iii) Applying the operator I𝛽 to the equation in (8), it is transformed to the following evolutionary integral equation
in the space L2(Ω):

u(t) + (a ∗ Lu)(t) = −(a ∗ m ∗ Lu) + (a ∗ F)(t), t ∈ (0,T), (33)

where a(t) = t𝛽−1

Γ(𝛽)
. The assertion (iii) partially follows from Theorem 8.7 of Prüss29 applied to this equation.

However, in our case, the validity of assumptions of this theorem is not directly transparent and has to be
verified. Let us list these assumptions with corresponding reasonings:

1. L ∈  ,‡ because L is a normal and sectorial operator, and 𝜃L = 0, because L has positive real spectrum (cf
Prüss29, Sect. 8.7, comment c) (i));

2. a is 1-regular and 𝜃a-sectorial with 𝜃a = 𝜋∕2, because a is completely monotone (it follows from Proposition
3.3 of Prüss29);

3. 𝜃a + 𝜃L < 𝜋, because 𝜃a = 𝜋
2

and 𝜃L = 0;
4. lim

𝜇→∞
|â(𝜇)|𝜇𝛽 < ∞ where â is the Laplace transform of a, because â(𝜇) = 1

𝜇𝛽 .

Theorem 8.7 of Prüss29 implies that (33) has a solution u in the space L𝑝((0,T);(L)). Bringing all terms of (33)
except for u to the right-hand side, we obtain u = I𝛽y, where y = −Lu − m ∗ Lu + F ∈ Lp((0,T);L2(Ω)). Thus, Lemma
1 implies u ∈ 0H𝛽

𝑝 ((0,T);L2(Ω)). Since 𝑝 ∈ ( 1
𝛽
,∞), we obtain u ∈ C([0,T];L2(Ω)) and the homogeneous initial

condition u(0, ·) = 0. The proved properties of u show that u ∈ 𝒰𝑝,𝛽 . Applying the operator D𝛽 to (33), we reach the
differential equation in (8). Finally, the formula (31) follows from (26). The proof is complete.

Theorem 8.7 of Prüss29 implies the existence of a solution of (8) in case 𝜑 ≠ 0, too, but under the stronger assumption
𝜑 ∈ (L). The assertion (ii) of Theorem 2 in the particular case m = 0 follows from Sakamoto and Yamamoto.17, Theorem 2.1

5 RESULTS CONCERNING IP1

Let us introduce the notation for Fourier coefficients of functions involved in IP1: fk = ⟨f, vk⟩, hk(t) = ⟨h(t, ·), vk⟩, 𝜓k =
⟨𝜓, vk⟩, k ∈ N.

Proposition 2. Assume that g ∈ Lp(0,T), h ∈ Lp((0,T);L2(Ω)) with some 𝑝 > 1
𝛽
,m ∈ L1(0,T) and 𝜑,𝜓 ∈ L2(Ω). If

f ∈ L2(Ω) is a solution of IP1, then fk, k ∈ N, are solutions of the sequence of linear equations

Ak𝑓k = 𝜓k − Bk, Ak =
+∞∑
i=0

(
(Mk ∗)ie−𝜆kt

𝛽 ∗ g
)
(T),

Bk = 𝜑k

+∞∑
i=0

(
(Mk ∗)iE𝛽(−𝜆kt𝛽)

)
(T) +

+∞∑
i=0

(
(Mk ∗)ie−𝜆kt

𝛽 ∗ hk

)
(T).

(34)

Conversely, if 𝑓k, k ∈ N, are solutions of the Equations (34) and
∑+∞

k=1 𝑓
2
k < ∞ then 𝑓 =

∑+∞
k=1 𝑓kvk ∈ L2(Ω) solves IP1

and the related solution of the direct problem (8) belongs to 𝒰r,𝛽 for any r ∈
(

1, 1
𝛽

)
.

‡ is the space of operators with bounded imaginary powers.
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Proof. Let f ∈ L2(Ω) solve IP1. Then the functions 𝜑 and F = gf+h satisfy the assumptions of Theorem 2 (ii) and (iii),
respectively. Thus, the related solution of the direct problem (8) belongs to 𝒰r,𝛽 for any r ∈

(
1, 1

𝛽

)
. Using Proposition

1 and Theorem 1, we deduce the formula (26) with Fk = gfk + hk. Setting there t = T and replacing uk(T) by 𝜓k, we
obtain (34). Conversely, let 𝑓k, k ∈ N, solve (34) and

∑+∞
k=1 𝑓

2
k < ∞. By Theorem 2, the problem (8) with F = gf + h

and 𝑓 =
∑+∞

k=1 𝑓kvk has a solution u ∈ 𝒰r,𝛽 for any r ∈
(

1, 1
𝛽

)
. Again, by Proposition 1 and Theorem 1, we reach (26).

Comparing it with (34), we see that uk(T) = 𝜓k, k ∈ N. This implies (9). Thus, f solves IP1.

Now, we prove a basic lower estimate of Ak in (34). We do it separately for the cases of negative, small and positive m.

Lemma 3. Assume that m ∈ L1(0,T) and there exist T1 ∈ (0,T), g0 > 0 such that one of the following conditions is
valid:

(A1) m ≤ 0, g ∈ Lp(0,T) with some 𝑝 > 1
𝛽

, g ≥ 0 and g(t) ≥ g0 a.e. t ∈ (T1,T);

(A2) g ∈ L∞(0,T), g ≥ 0, g(t) ≥ g0 a.e. t ∈ (T1,T), and ||m||1 < g0C5

g0C5+||g||∞ , where C5 = 1 − E𝛽(−𝜆1(T − T1)𝛽);
(A3) m ≥ 0, g ∈ W 1

1 (0,T), g − m ∗ g ≥ 0, g′ ≥ 0 and (g − m ∗ g)(t) ≥ g0 for t ∈ (T1,T).
Then Ak ≥ C6

𝜆k
, k ∈ N, where C6 > 0 is a constant independent of k.

Proof. Firstly, we consider the case (A1). Note that m ≤ 0 implies Mk ≥ 0. Thus, due to (18), the properties of g and
the monotonicity of E𝛽(−z), we obtain

Ak ≥ (e−𝜆kt
𝛽 ∗ g)(T) ≥ g0||e−𝜆kt

𝛽 ||L1(0,T−T1) =
(1 − E𝛽(−𝜆k(T − T1)𝛽))g0

𝜆k
≥ C6

𝜆k
, (35)

where C6 = [1 − E𝛽(−𝜆1(T − T1)𝛽)]g0.
In case (A2), by means of (11) and (35), we deduce

Ak ≥ (e−𝜆kt
𝛽 ∗ g)(T) −

|||||

+∞∑
i=1

(
(Mk ∗)ie−𝜆kt

𝛽 ∗ g
)
(T)

|||||
≥ (1 − E𝛽(−𝜆1(T − T1)𝛽))g0

𝜆k
−

+∞∑
i=1

||Mk||i1 ||e−𝜆kt
𝛽 ||1 ||g||∞.

Using (20) and (29), we obtain Ak ≥ C6
𝜆k

, where C6 = [(1 − E𝛽(−𝜆1(T − T1)𝛽))]g0 − ||m||1
1−||m||1 ||g||∞ > 0.

Finally, we treat the case (A3). We point out that Ak can be represented as

Ak =

(+∞∑
i=0

(Mk ∗)2i

)
e−𝜆kt
𝛽 ∗

(
g − 𝜆ke−𝜆kt

𝛽 ∗ g ∗ m
)
(T). (36)

By means of the integration by parts, we have
(

d
dt

E𝛽(−𝜆kt𝛽)
)

∗ g = E𝛽(−𝜆kt𝛽)g(0) − g + E𝛽(−𝜆kt𝛽) ∗ g′.

Since −𝜆ke−𝜆kt
𝛽 = d

dt
E𝛽(−𝜆kt𝛽), it holds that

g − 𝜆ke−𝜆kt
𝛽 ∗ g ∗ m = g +

(
d
dt

E𝛽(−𝜆kt𝛽)
)

∗ g ∗ m = g(0)E𝛽(−𝜆kt𝛽) ∗ m + g′ ∗ E𝛽(−𝜆kt𝛽) ∗ m + g − m ∗ g.

Therefore, in view of the assumptions (A3), we have g − 𝜆ke−𝜆kt
𝛽 ∗ g ∗ m ≥ g − m ∗ g ≥ 0. Moreover, Mk ∗ Mk =

(−m) ∗ 𝜆ke−𝜆kt
𝛽 ∗ (−m) ∗ 𝜆ke−𝜆kt

𝛽 ≥ 0. We get from (36)

Ak ≥ (
e−𝜆kt
𝛽 ∗ (g − m ∗ g)

)
(T).

Then similarly to (35), Ak ≥ C6
𝜆k

, where C6 = [1 − E𝛽(−𝜆1(T − T1)𝛽)]g0.

From Proposition 2 and Lemma 3, we easily deduce the uniqueness assertion for IP1.

Corollary 1. Let the assumptions of Lemma 3 be satisfied, 𝜑 = 0, h = 0 and 𝜓 = 0. If f ∈ L2(Ω) is a solution of the IP1,
then f = 0.
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Proof. If f ∈ L2(Ω) is a solution of the inverse problem, then by Proposition 2, the formulas (34) are valid and it yields
from the assumptions of the corollary that 𝜓k = Bk = 0, k ∈ N. On the other hand, Lemma 2 implies Ak > 0, k ∈ N.
Therefore, the solution of (34) is fk = 0, k ∈ N. Thus f = 0.

Remark 1. Recall that the physical source contains a time factor q that is connected with g by the formula g(t) =
I1−𝛽q(t) = ∫ t

0
(t−𝜏)−𝛽

Γ(1−𝛽)
q(𝜏)d𝜏 (see a remark after the formulation of IP1 in Section 2). The conditions for g in (A1)

and (A2) may be satisfied in case of q that changes the sign or vanishes before T. For instance, defining q(t) ={
1 if t < T − 𝜖
−1 if t > T − 𝜖 where 0 < 𝜖 < 2−

1
1−𝛽 T or q(t) =

{
1 if t < 𝜂
0 if t > 𝜂 where 0 < 𝜂 < T, (A1) and (A2) hold for g.

Therefore, the assertion of Lemma 3 holds provided m ∈ L1(0,T) is negative or small enough, and the solution of IP1
is unique.

The case m ≤ 0 is comparable with results of the paper,12 where a reconstruction of f in the heat equation with
memory ut = Lu+m ∗ Lu+ g(t, x)f(x) from final data was considered. Uniqueness was proved under cone conditions
that are even stronger than m ≤ 0.

The coupled conditions for m and g in (A3) cover all positive integrable m. This means that for any m ∈ L1(0,T),
m ≥ 0, it is possible to find a function g so that (A3) is valid. Let us construct such a g. Choose an arbitrary z ∈ W 1

1 (0,T)
so that z ≥ 0, z′ ≥ 0 and z(t) ≥ z0 > 0, t ∈ (T1,T) and define g as a solution of the Volterra equation of the second kind
g−m ∗ g = z. Then g′ −m ∗ g′ −g(0)m = z′ , hence g′ =

∑+∞
i=0 (m ∗)i(z′+g(0)m) ≥ 0. So the conditions (A3) are satisfied.

To formulate an existence theorem for IP1, we have to introduce fractional powers of L and related domains. The
operator Ls, s ≥ 0, can be defined by the relation Lsz =

∑+∞
k=1 𝜆

s
k⟨z, vk⟩vk and has the domain

(Ls) =
⎧
⎪⎨⎪⎩

z ∈ L2(Ω) ∶ ||z||(Ls) ∶=

[+∞∑
k=1

𝜆2s
k ⟨z, vk⟩2

] 1
2

< ∞
⎫
⎪⎬⎪⎭

in the space L2(Ω).17 Evidently, (L0) = L2(Ω).

Theorem 3. Let the assumptions of Lemma 3 be satisfied, 𝜓 ∈ (L) and h ∈ L𝜌((0,T);(L𝜔)),
∑+∞

k=0 𝜆
2𝜔
k ||hk||2𝜌 < ∞

with some 𝜌 ∈ ( 1
𝛽
,∞], where 𝜔 > 1

𝛽𝜌
for 𝜌 ∈

(
1
𝛽
,∞

)
and 𝜔 = 0 for 𝜌 = ∞. Moreover, let one of the following conditions

be valid:

(A4) 𝜑 ∈ (L);
(A5) 𝜑 ∈ (Ls) for some s ∈ [0, 1) and m ∈ Lr(0,T) for some r > 1

1−𝛽(1−s)
;

(A6) 𝜑 ∈ L2(Ω) and ∃cm ≥ 0, 𝛾m < 1 ∶ |m(t)| ≤ cm
Γ(1−𝛾m)

t−𝛾m a.e t ∈ (0,T).

Then IP1 has a unique solution f ∈ L2(Ω) and the related solution of the direct problem (8) belongs to 𝒰r,𝛽 for any
r ∈

(
1, 1

𝛽

)
. This solution satisfies the estimate

||𝑓 || ≤ C7

⎧
⎪⎨⎪⎩
||𝜓||(L) + ||𝜑||(LΘ) +

[+∞∑
k=0

𝜆2𝜔
k ||hk||2𝜌

] 1
2
⎫
⎪⎬⎪⎭
, (37)

where the exponent 𝛩 equals 1, s and 0 in cases (A4), (A5), and (A6), respectively, and C7 is a constant that depends on
C6,m,T and 𝛽.

Proof. Let us consider the formula of Bk in (34). Firstly, we estimate the term containing hk by means of (11) and (29):
|||||

+∞∑
i=0

(
(Mk ∗)ie−𝜆kt

𝛽 ∗ hk

)
(T)

|||||
≤ e𝜎T

+∞∑
i=0

||Mk||i1;𝜎||e−𝜆kt
𝛽 ∗ hk||∞ ≤ e𝜎T

+∞∑
i=0

||m||i1;𝜎||e−𝜆kt
𝛽 ∗ hk||∞. (38)

In case 𝜌 = ∞, by means of (20), we obtain ||e−𝜆kt
𝛽 ∗ hk||∞ ≤ ||e−𝜆kt

𝛽 ||1||hk||∞ ≤ 𝜆−1
k ||hk||∞. Next, let 𝜌 ∈

(
1
𝛽
,∞

)
. We

note that the boundedness of E𝛽,𝛽(−z) for z ≥ 0 and the asymptotical relation (15) imply the inequality E𝛽,𝛽(−z) ≤ C8
z1−𝜔

for z ≥ 0 with some constant C8. Thus,

e−𝜆kt
𝛽 = t𝛽−1E𝛽,𝛽(−𝜆kt𝛽) ≤ C8𝜆𝜔−1

k t𝛽𝜔−1.
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Due to the assumed inequality 𝜔 > 1
𝛽𝜌

, it holds t𝛽𝜔−1 ∈ L𝜌′ (0,T), where 1
𝜌
+ 1

𝜌′
= 1. We obtain ||e−𝜆kt

𝛽 ∗ hk||∞ ≤
C8𝜆𝜔−1

k ||t𝛽𝜔−1||𝜌′ ||hk||𝜌 = C9𝜆𝜔−1
k ||hk||𝜌. Let us continue the estimation of (38). For any 𝜌 ∈ ( 1

𝛽
,∞], we have

|||||

+∞∑
i=0

(
(Mk ∗)ie−𝜆kt

𝛽 ∗ hk

)
(T)

|||||
≤ C10 e𝜎T

+∞∑
i=0

||m||i1;𝜎𝜆𝜔−1
k ||hk||𝜌 = C11𝜆𝜔−1

k ||hk||𝜌 (39)

with C10 = max{1;C9},C11 = e𝜎T C10
1−||m||1;𝜎 , provided 𝜎 is large enough to guarantee ||m||1;𝜎 < 1.

Secondly, we estimate the factor of 𝜑k in (34). In the general case, when m ∈ L1(0,T) (it is so in the case (A4)), we
have due to (19) and (29) that

|||||

+∞∑
i=0

(
(Mk ∗)iE𝛽(−𝜆kt𝛽)

)
(T)

|||||
≤ e𝜎T

+∞∑
i=0

||m||i1;𝜎||E𝛽(−𝜆kt𝛽)||∞ ≤ C12. (40)

In case (A5), by means of (16), (20), and (29), we obtain the estimate

|||||

+∞∑
i=0

(
(Mk ∗)iE𝛽(−𝜆kt𝛽)

)
(T)

|||||
=
|||||
E𝛽(−𝜆kT𝛽) −

+∞∑
i=0

(
(Mk ∗)i𝜆ke−𝜆kt

𝛽

∗ m ∗ E𝛽(−𝜆kt𝛽)
)
(T)||| ≤ E𝛽(−𝜆kT𝛽) + e𝜎T

+∞∑
i=0

||m||i1;𝜎||m ∗ E𝛽(−𝜆kt𝛽)||∞.

(41)

Since E𝛽(−𝜆kt𝛽) ≤ C2
1+𝜆kt𝛽

≤ C2
(𝜆kt𝛽 )1−s , s ∈ [0, 1), we estimate

||m ∗ E𝛽(−𝜆kt𝛽)||∞ ≤ 𝜆s−1
k ||m||r||t−𝛽(1−s)||r′ ,

where 1
r
+ 1

r′
= 1. In this point, we have ||t−𝛽(1−s)||r′ < ∞ because of the assumption r > 1

1−𝛽(1−s)
. Thus, from (41), we

obtain
|||||

+∞∑
i=0

(
(Mk ∗)iE𝛽(−𝜆kt𝛽)

)
(T)

|||||
≤ C14𝜆s−1

k (42)

with C14 = 1
T𝛽(1−s) +

e𝜎T C2
(1−||m||1;𝜎 ) ||m||r||t−𝛽(1−s)||r′ . Finally, if the assumptions (A6) hold for m, we deduce

|||||

+∞∑
i=0

(
(Mk ∗)iE𝛽(−𝜆kt𝛽)

)
(T)

|||||
≤ +∞∑

i=0

((
cmt−𝛾m

Γ(1 − 𝛾m)
∗
)i

(𝜆ke−𝜆kt
𝛽 ∗)iE𝛽(−𝜆kt𝛽)

)
(T).

Using Lemma 2 and the formula ta

Γ(1+a)
∗ tb

Γ(1+b)
= t1+a+b

Γ(2+a+b)
repeatedly, we continue the estimation:

|||||

+∞∑
i=0

(
(Mk ∗)iE𝛽(−𝜆kt𝛽)

)
(T)

|||||
≤ +∞∑

i=0

(
ci

mti(1−𝛾m)−1

Γ(i(1 − 𝛾m))
∗

C2Ci
3

𝜆kt𝛽

)
(T)

= 1
𝜆k

C2Γ(1 − 𝛽)
+∞∑
i=0

(C3cm)iTi(1−𝛾m)−𝛽

Γ(i(1 − 𝛾m) + 1 − 𝛽)
= C15𝜆−1

k ,

(43)

where C15 = C2T−𝛽Γ(1 − 𝛽)E1−𝛾m,1−𝛽(C3cmT1−𝛾m ). Summing up, (40), (42), and (43) imply

|||||

+∞∑
i=0

(
(Mk ∗)iE𝛽(−𝜆kt𝛽)

)
(T)

|||||
≤ C16𝜆Θ−1

k (44)

with C16 = max{C12;C14;C15} for all cases (A4)-(A6).
Now, we are able to estimate the quantity fk in (34). Lemma 3 and the relations (39), (44) yield |𝑓k| ≤ C7{𝜆k|𝜓k| +

𝜆Θk |𝜑k| + 𝜆𝜔
k ||hk||𝜌}, where C7 = 1

C6
max{1;C11;C16}. Assumptions of the theorem yield

∑+∞
k=1 𝑓

2
k < ∞. Therefore,
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Proposition 2 implies that 𝑓 =
∑+∞

k=1 𝑓kvk ∈ L2(Ω) solves IP1. Finally, plugging the deduced estimate for |fk| into the
relation ||𝑓 || = [∑+∞

k=1 |𝑓k|2]1∕2 and using the triangle inequality in l2-space, we obtain (37).

The condition |m(t)| ≤ cm
Γ(1−𝛾m)

t−𝛾m , cm ≥ 0, 𝛾m < 1 in assumption (A6) holds for kernels of the special form m(t) =
l∑

𝑗=1
a𝑗

t𝛽𝑗−𝛽−1

Γ(𝛽𝑗−𝛽)
, 𝛽 j > 𝛽, j = 1, … , l, that occur in models with multiple Riemann-Liouville derivatives (see Section 2). More-

over, this condition is valid for the kernel m in the Equation (6) that results from (7). Then the relation m + k ∗ m = −k
is valid, and we have m =

∑∞
i=0 (−k ∗)i(−k). The right formula in (7) implies |k(t)| ≤ ck

Γ(1−𝛾k)
t−𝛾k with some ck ≥ 0, 𝛾k < 1.

Estimating m by means of the formula ta

Γ(1+a)
∗ tb

Γ(1+b)
= t1+a+b

Γ(2+a+b)
, we obtain |m(t)| ≤ cm

Γ(1−𝛾m)
t−𝛾m with 𝛾m = 𝛾k and

cm = ckΓ(1 − 𝛾k)E1−𝛾k ,1−𝛾k (ckT1−𝛾k ).

6 RESULTS CONCERNING IP2

Proposition 3. Assume that F ∈ Lp((0,T);L2(Ω)) with some 𝑝 > 1
𝛽
,m ∈ L1(0,T) and 𝜓 ∈ L2(Ω). If 𝜑 ∈ L2(Ω) is a

solution of IP2, then 𝜑k, k ∈ N, are solutions of the sequence of linear equations

Âk𝜑k = 𝜓k − B̂k, Âk =
+∞∑
i=0

(
(Mk ∗)iE𝛽(−𝜆kt𝛽)

)
(T),

B̂k =
+∞∑
i=0

(
(Mk ∗)ie−𝜆kt

𝛽 ∗ Fk

)
(T),

(45)

where 𝜓k = ⟨𝜓, vk⟩ as in the case of IP1. Conversely, if 𝜑k, k ∈ N, are solutions of the Equations (45) and
∑+∞

k=1 𝜑
2
k < ∞

then 𝜑 =
∑+∞

k=1 𝜑kvk ∈ L2(Ω) solves IP2 and the related solution of (8) belongs to 𝒰r,𝛽 for any r ∈
(

1, 1
𝛽

)
.

The proof is similar to the proof of Proposition 2.
Next, we derive a basic lower estimate for Âk in case of negative or small m. We have no results in case of general positive

m. Lack of an additional degree of freedom (as the function g in IP1) makes the study of the case m ≥ 0 very complicated.

Lemma 4. Let one of the following conditions hold:

(A7) m ∈ L1(0,T), m ≤ 0;
(A8) m ∈ Lr(0,T) with some r > 1

1−𝛽
and ||m||1 < 1,

||m||r
1 − ||m||1 <

C1(1 − 𝛽r′)1∕r′

C2(1∕𝜆1 + T𝛽)T1∕r′−𝛽 ,

where C1 and C2 are the constants from (16) and 1
r
+ 1

r′
= 1;

(A9) |m(t)| ≤ cm
Γ(1−𝛾m)

t−𝛾m a.e. t ∈ (0,T) with some 𝛾m < 1 and a sufficiently small cm > 0, such that

cm E1−𝛾m,2−𝛾m−𝛽
(

C3T1−𝛾m cm
)
< C1

C2C3Γ(1 − 𝛽)T1−𝛾m−𝛽
(
1∕𝜆1 + T𝛽

) , (46)

where C3 is the constant from (21).
Then Âk ≥ C17

𝜆k
, k ∈ N, where C17 > 0 is a constant independent of k.

We remark that E1−𝛾m,2−𝛾m−𝛽 in the left hand side of (46) is locally bounded as an entire function.

Proof. In case (A7), we have Mk ≥ 0 and by applying (16), we estimate

Âk =
+∞∑
i=0

(
(Mk ∗)iE𝛽(−𝜆kt𝛽)

)
(T) ≥ E𝛽(−𝜆kT𝛽) ≥ C1

1 + 𝜆kT𝛽 ≥ C17

𝜆k
,

where we take C17 = C1
1∕𝜆1+T𝛽 .
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Secondly, let us consider the case (A8). We have the relation

Âk =
+∞∑
i=0

(
(Mk ∗)iE𝛽(−𝜆kt𝛽)

)
(T) ≥ E𝛽(−𝜆kT𝛽) −

|||||

+∞∑
i=1

(
(Mk ∗)iE𝛽(−𝜆kt𝛽)

)
(T)

|||||
≥ C17

𝜆k
−
|||||

+∞∑
i=1

(
(Mk ∗)iE𝛽(−𝜆kt𝛽)

)
(T)

|||||
,

where we treat the series similarly to (41):
|||||

+∞∑
i=1

(
(Mk ∗)iE𝛽(−𝜆kt𝛽)

)
(T)

|||||
=
|||||

+∞∑
i=0

(
(Mk ∗)i𝜆ke−𝜆kt

𝛽 ∗ m ∗ E𝛽(−𝜆kt𝛽)
)
(T)

|||||
≤ +∞∑

i=0
||m||i1||m ∗ E𝛽(−𝜆kt𝛽)||∞ ≤ C2||m ∗ t−𝛽||∞

𝜆k(1 − ||m||1) ≤ C2||t−𝛽 ||r′
𝜆k(1 − ||m||1) ||m||r.

Then

Âk ≥ C17

𝜆k
, where C17 = C1

1∕𝜆1 + T𝛽 − C2||m||r
1 − ||m||1

(
T1−𝛽r′

1 − 𝛽r′

)1∕r′

.

Finally, the case (A9) can be treated similarly to (A8) in the sense that we start from the estimate

Âk ≥ C1

𝜆k(1∕𝜆1 + T𝛽)
−
|||||

+∞∑
i=1

(
(Mk ∗)iE𝛽(−𝜆kt𝛽)

)
(T)

|||||
,

and estimate the series from above. As in (43) by means of Lemma 2, we obtain
|||||

+∞∑
i=1

(
(Mk ∗)iE𝛽(−𝜆kt𝛽)

)
(T)

|||||
≤ 1

𝜆k
C2Γ(1 − 𝛽)

+∞∑
i=1

(C3cm)iTi(1−𝛾m)−𝛽

Γ(i(1 − 𝛾m) + 1 − 𝛽)
.

The series starts with i = 1; thus, we can extract the factor cm and reach the estimate
|||||

+∞∑
i=1

(
(Mk ∗)iE𝛽(−𝜆kt𝛽)

)
(T)

|||||
≤ 1

𝜆k
C2C3cmΓ(1 − 𝛽)T1−𝛾m−𝛽

×
+∞∑
i=0

(C3cm)iTi(1−𝛾m)

Γ(i(1 − 𝛾m) + 2 − 𝛽 − 𝛾m)
= C18

𝜆k
cmE1−𝛾m,2−𝛾m−𝛽

(
C3cmT1−𝛾m

)
,

where C18 = C2C3Γ(1 − 𝛽)T1−𝛾m−𝛽 . We obtain the relation

Âk ≥ C17

𝜆k
, where C17 = C1

1∕𝜆1 + T𝛽 − C18cmE1−𝛾m,2−𝛾m−𝛽
(

C3cmT1−𝛾m
)
.

Corollary 2. Let the assumptions of Lemma 4 be satisfied, F = 0 and 𝜓 = 0. If 𝜑 ∈ L2(Ω) is a solution of IP2, then
𝜑 = 0.

The proof is similar to the proof of the previous corollary.

Theorem 4. Let the assumptions of Lemma 4 be satisfied, 𝜓 ∈ (L) and F ∈ L𝜌((0,T);(L𝜔)),
∑+∞

k=0 𝜆
2𝜔
k ||Fk||2𝜌 < ∞

with some 𝜌 ∈ ( 1
𝛽
,∞], where 𝜔 > 1

𝛽𝜌
for 𝜌 ∈

(
1
𝛽
,∞

)
and 𝜔 = 0 for 𝜌 = ∞. Then IP2 has a solution 𝜑 ∈ L2(Ω) and the

related solution of the direct problem (8) belongs to 𝒰r,𝛽 for any r ∈
(

1, 1
𝛽

)
. This solution satisfies the estimate

||𝜑|| ≤ C19

⎧
⎪⎨⎪⎩
||𝜓||(L) +

[+∞∑
k=0

𝜆2𝜔
k ||Fk||2𝜌

] 1
2
⎫
⎪⎬⎪⎭
,

where C19 is a constant that depends on C17,m,T, and 𝛽.

Proof. Let us estimate B̂k from above. As in (39), we deduce the relation

|B̂k| =
|||||

+∞∑
i=0

(
(Mk ∗)ie−𝜆kt

𝛽 ∗ Fk

)
(T)

|||||
≤ C11𝜆𝜔−1

k ||Fk||𝜌.

This estimate together with Lemma 4 yields |𝜑k| ≤ C19{𝜆k|𝜓k|+ 𝜆𝜔
k ||Fk||𝜌}. Now the assertions of the theorem follow

by means of arguments similar to the proof of Theorem 3.
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7 REGULARIZATION

According to Theorem 3, the solution f of IP1 is stable with respect to 𝜓 in the norm of (L). However, if the function 𝜓
is given approximately in a norm weaker than (L), the stability of the solution is not ensured. That creates a necessity
to incorporate regularization into the numerical computations.

Now let us assume that instead of exact 𝜓 we are given 𝜓𝛿 ∈ L2(Ω), such that ||𝜓𝛿 −𝜓|| ≤ 𝛿. For the sake of simplicity,
we assume that the other data, ie, 𝜑 and h, are given exactly.

Since the solution has a closed form 𝑓 =
∑+∞

k=1
𝜓k
Ak

vk −
∑+∞

k=1
Bk
Ak

vk, we propose a direct method of regularization that
consists in truncation of the involved series and is known as a method of least error.36 Similar approach in case m = 0 was
exploited in Tuan and Dinh16 and Zhang and Wei.37 We define the approximate solution as

𝑓N,𝛿 =
N∑

k=1

𝜓𝛿
k

Ak
vk −

+∞∑
k=1

Bk

Ak
vk, 𝜓𝛿

k = ⟨𝜓𝛿, vk⟩.

Here, the number N works as a regularization parameter and depends on the noise level 𝛿. We skip the traditional part
of a priori parameter choice and go directly to the a posteriori choice, because the latter one will be applied in numerical
examples in next section. Namely, we choose N according to the discrepancy principle:

||𝑓N,𝛿 − 𝜓𝛿|| ≤ c𝛿 < ||𝑓N−1,𝛿 − 𝜓𝛿||, (47)

where c > 0 is a constant and  ∶ 𝑓 → 𝜓 is the input-output mapping. It is defined by the formula

𝑓 =
+∞∑
k=1

(Ak𝑓k + Bk)vk,

whereas the inverse mapping is given by 𝑓 = −1𝜓 =
∑∞

k=1
𝜓k
Ak

vk −
∑+∞

k=1
Bk
Ak

vk, that implies 𝑓N,𝛿 = −1𝜓N,𝛿 = 𝜓N,𝛿

where 𝜓N,𝛿 =
∑N

k=1 𝜓
𝛿
k vk.

Practically, the approximate value of N(𝛿) can be found as follows:

• starting with N = 1 and increasing it, compute the integrals

RN =
‖‖‖‖‖‖

N∑
k=1

𝜓𝛿
k vk − 𝜓𝛿

‖‖‖‖‖‖

2

= ∫Ω

[ N∑
k=1

𝜓𝛿
k vk(x) − 𝜓𝛿(x)

]2

dx; (48)

• stop when RN becomes smaller than or equal to c2𝛿2.

The current goal is to derive an error estimate for this method, ie, to estimate ||fN,𝛿 − f||, given that (47) holds. For this
reason, we impose the assumptions of the Theorem 3 on the data. Moreover, we assume that 𝜓 ∈ (L1+𝜇) for some 𝜇 > 0.

Firstly, let us deduce some auxiliary formulas. We obtain

c𝛿 < ||𝜓N−1,𝛿 − 𝜓𝛿|| ≤ ||(𝜓𝛿 − 𝜓) − (𝜓N−1,𝛿 − 𝜓N−1)|| + ||𝜓N−1 − 𝜓||,

||(𝜓𝛿 − 𝜓) − (𝜓N−1,𝛿 − 𝜓N−1)|| =
[+∞∑

k=N
(𝜓k − 𝜓𝛿

k )
2

]1∕2

≤ ||𝜓 − 𝜓𝛿|| ≤ 𝛿,

||𝜓N−1 − 𝜓|| ≤
[

1
𝜆2𝜇+2

N

+∞∑
k=N

𝜆2𝜇+2
k 𝜓2

k

]1∕2

=
||𝜓||(L1+𝜇)

𝜆𝜇+1
N

.

Therefore we obtain an estimate of 𝛿 in terms of 𝜆N:

𝛿 <
||𝜓||(L1+𝜇)

(c − 1)𝜆𝜇+1
N

. (49)

On the other hand,

||𝜓N,𝛿 − 𝜓|| = ||𝑓N,𝛿 −𝑓 || ≤ ||𝑓N,𝛿 − 𝜓𝛿|| + ||𝜓 − 𝜓𝛿|| ≤ 𝛿(c + 1). (50)
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Now, let us introduce the norm

||𝑓 ||(a) =
(+∞∑

k=1

1
A2a

k

𝑓 2
k

)1∕2

=

(+∞∑
k=1

𝜆2a
k

A
2a
k

𝑓 2
k

)1∕2

, Ak = Ak𝜆k.

Here Ak ≥ C6 > 0, by Lemma 3. It follows directly from the definition that ||𝑓 ||(0) = ||𝑓 ||L2(Ω) = ||𝑓 ||. Such a norm
definition applied to the Hölder inequality results in the interpolation inequality

||𝑓 || ≤ ||𝑓 ||1∕(𝜇+1)
(𝜇) ||𝑓 ||𝜇∕(𝜇+1)

(−1) . (51)

Since Ak ≥ C6, inequalities (49), (50) yield the estimate

||𝑓N,𝛿 − 𝑓 ||(𝜇) ≤ 𝜆𝜇+1
N+1

C1+𝜇
6

||𝜓N,𝛿 − 𝜓|| ≤ 𝜆𝜇+1
N+1𝛿(c + 1)

C1+𝜇
6

<
||𝜓||(L1+𝜇)(c + 1)

C1+𝜇
6 (c − 1)

(
𝜆N+1

𝜆N

)𝜇+1

.

There exist c, c and a > 0 such that cka ≤ 𝜆k ≤ cka, k ∈ N.38 Thus, 𝜆N+1

𝜆N
≤ C∗ = c−1c2a and we obtain ||𝑓N,𝛿 − 𝑓 ||(𝜇) ≤

C𝜇+1
∗ ||𝜓||(L𝜇 )(c+1)

C1+𝜇
6 (c−1)

. On the other hand, ||𝑓N,𝛿−𝑓 ||(−1) = ||𝑓N,𝛿−𝑓 || ≤ (c+1)𝛿, by (50). Hence, by means of the interpolation
inequality (51), we derive the following error estimate for the discrepancy principle:

||𝑓N,𝛿 − 𝑓 || ≤ C20𝛿𝜇∕(𝜇+1), where C20 =
C∗||𝜓||1∕(1+𝜇)(L1+𝜇) (c + 1)

C6(c − 1)1∕(1+𝜇) .

A similar regularization scheme can be constructed for IP2 and the error estimate derived:

||𝜑N,𝛿 − 𝜑|| ≤ C21𝛿𝜇∕(𝜇+1), whereC21 =
C∗||𝜓||1∕(1+𝜇)(L1+𝜇) (c + 1)

C17(c − 1)1∕(1+𝜇) .

8 NUMERICAL EXAMPLES

Before we start, let us point out that in our computations, we strongly rely on the idea of the Fourier expansion and this
is argumented by the theoretical part of the article. All the data are decomposed into Fourier series with respect to the
eigenfunctions vk of the operator L.

To provide the numerical examples for the IP1, we use the simulation scheme that works as follows:

• given the exact function f a numerical solution unum(t, x) =
∑N∗

k=1 uk(t)vk(x) to the direct problem is found, where N∗ is
a sufficiently high predefined order of approximation;

• the function 𝜓(x) = unum(T, x) is computed, based on that the synthetic noisy data 𝜓𝛿 is generated;
• the approximation order N for the inverse problem is computed by the parameter choice rule (47) (eg, computing RN

by (48) until it is small enough);
• given 𝜓𝛿 and the order of approximation N the solution to IP1 f 𝛿 is computed.

For all the examples provided, we assume that the order of the fractional derivative is 𝛽 = 0.5. The memory kernel is
given by the formula m = − t𝛾−1

Γ(𝛾)
, eg, it is a fractional integral kernel. We fix 𝛾 = 0.1 in this relation.

The problems are considered in a domain Ω = (0, 1) and the boundary conditions are u(0, t) = u(1, t) = 0. Thus, all the
eigenfunctions vk and eigenvalues 𝜆k, k = 1, … ,max{N,N∗} are found analytically. Fourier coefficients are computed
by means of a trapezoidal rule. For this purpose, the grid Grid = ∪M

i=0{xi}, xi = i
M

, is defined.
Regarding the direct problem, we are looking for unum(t, x) =

∑N∗

k=1 uk(t)vk(x). As it has been shown before, for each
k = 1, … ,N∗, the coefficient uk is uniquely determined from (24), (25), that is equivalent to a weakly singular Volterra
equation of the second kind

uk(t) + 𝜆k

t

∫
0

(t − 𝜏)𝛽−1

Γ(𝛽)
uk(𝜏)d𝜏 + 𝜆k

t

∫
0

[
s𝛽−1

Γ(𝛽)
∗ m(s)

]|||||||s=t−𝜏

uk(𝜏)d𝜏 =
t

∫
0

(t − 𝜏)𝛽−1

Γ(𝛽)
Fk(𝜏)d𝜏 + 𝜑k, t ∈ (0,T).

Taking into account the particular form of m, each equation is solved by the linear spline collocation method on a
uniform mesh.
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Thus, we already know 𝜓(x) = unum(T, x) and continue with generation of the noisy data 𝜓𝛿(xi) = 𝜓(xi) + ri𝛿, ri ∼
U(−1, 1), i = 0, … ,M. In its turn, it enables us to determine the order N of approximation to the inverse problem IP1.

In all the examples provided constant in the discrepancy principle is chosen as c = 1.1.
As for the inverse problem IP1, to find 𝑓N,𝛿(x) =

∑N
k=1 𝑓

𝛿
k vk(x), we reuse the approach for solving the direct problem.

For this purpose, let us point out that

uk(t) = u1
k(t) + 𝑓𝛿

k u2
k(t), t ∈ [0,T],

where

• u1
k solves (24), (25) with Fk(t) = hk(t), t ∈ (0,T) and u1

k(0) = 𝜑k,
• u2

k solves (24), (25) with Fk(t) = g(t), t ∈ (0,T) and zero initial condition.

Finally, since 𝜓𝛿
k = uk(T), we compute the coefficients 𝑓𝛿

k by the formula

𝑓𝛿
k =

𝜓𝛿
k − u1

k(T)
u2

k(T)
, k = 1, … ,N.

Actually, u1
k(T) = Ak and u2

k(T) = Bk, where Ak,Bk are defined by (34).
Similar procedure is applied to provide the numerical examples for the IP2.
GNU Octave IDE has been used to run all the computations.
Example to the IP1. Given the input data h = 0, 𝜑(x) = x(1 − x), g(t) = t and the exact solution to the inverse problem

f(x) = 10x(1 − x)(2∕3 − x), we compute N under the level of noise 𝛿 and, afterwards, f N,𝛿 . We also compute the maximal
error on the grid

err = max
Grid

|𝑓 (xi) − 𝑓N,𝛿(xi)|.

Errors and N for different values of 𝛿 are listed in Table 1. Figure 1 illustrates the case 𝛿 = 0.001.
Example 1 to the IP2. The inverse problem IP2 is investigated for the similar functions. Namely, the source term F = 0

and 𝜑(x) = 10x(1 − x)(2∕3 − x). Errors and values of N are given in Table 2.

TABLE 1 Number N and
errors in Example to IP1

𝛿 N err

0.01 2 0.092959
0.001 4 0.032201
0.0001 8 0.010361

0 0.2 0.4 0.6 0.8 1
-0.4

-0.2

0

0.2

0.4

0.6

0.8

x

f

numerical

exact

FIGURE 1 Example to IP1: f and f N,𝛿 for 𝛿 = 0.001 [Colour figure can be viewed at wileyonlinelibrary.com]
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TABLE 2 Number N and
errors in Example 1 to IP2

𝛿 N err

0.01 2 0.094353
0.001 5 0.029403
0.0001 10 0.0066018

TABLE 3 Number N and errors in
Example 2 to IP2

𝛿 N rmse err1

0.01 5 0.27823 0.16459
0.001 17 0.18367 0.064002
0.0001 57 0.14417 0.020943

0.4 0.6 0.80 0.2 1
0

0.2

0.4

0.6

0.8

1

1.2

1.4
numerical
exact

FIGURE 2 Example 2 to IP2: Oscillations of 𝜑N,𝛿 near 𝜑 = 1 in case 𝛿 = 0.001 [Colour figure can be viewed at wileyonlinelibrary.com]

Example 2 to the IP2. In another example, F = 0, 𝜑 = 1 was taken. (Then 𝜑 ∈ (Ls), s < 1
4
.) The numerical solution

preserves constant error 1 at the boundary 𝜕Ω = {0; 1}. Therefore, instead of err we employ the root mean square error:

rmse =

[
1
M

M∑
i=0

(𝜑(xi) − 𝜑N,𝛿(xi))2

]1∕2

and maximal error on a subgrid

err1 = max
Grid∩[0.2,0.8]

|𝜑(xi) − 𝜑N,𝛿(xi)|.

Results are given in Table 3 and an illustration in Figure 2.
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Abstract. We consider two inverse problems for a generalized subdiffusion equa-
tion that use the final overdetermination condition. Firstly, we study a problem of
reconstruction of a specific space-dependent component in a source term. We prove
existence, uniqueness and stability of the solution to this problem. Based on these
results, we consider an inverse problem of identification of a space-dependent coef-
ficient of a linear reaction term. We prove the uniqueness and local existence and
stability of the solution to this problem.

Keywords: inverse problem, subdiffusion, final overdetermination, fractional diffusion.
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1 Introduction

Anomalous diffusion processes are described by different models [6]. Among
them stands out the time (or space-time) fractional diffusion equation that is
the most common way to represent a subdiffusion. For some situations such
approach does not work [19]. Therefore, more general models that unify wider
range of subdiffusion processes are introduced [19,25].

In this paper we use an operator that is more general than the fractional
time derivative:

D
{k}
t v =

d

dt
k ∗ v, (1.1)

where ∗ denotes the time convolution, i.e. (v1 ∗ v2)(t) =
∫ t
0
v1(t − τ)v2(τ)dτ.

Taken k = t−β

Γ (1−β) , (1.1) transforms into a well-known Riemann-Liouville frac-

�
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tional derivative. The operator corresponding to the Caputo fractional deriva-
tive denoted as DC(k)v was introduced by Luchko and Yamamoto in [23] and

also in [15].

The toolkit for treating such a type of derivative have been developed by
Prüss et al. [5]. They have created a setting to introduce the operator inverse

to D
{k}
t through the concept of Completely Positive kernels [5]: a kernel M ∈

L1,loc(R+) is called completely positive if there are k0 ≥ 0 and nonnegative
and nonincreasing k1 ∈ L1,loc(R+) such that M ∗ (k0δ + k1) = 1 holds. The
applications of this concept can be found in [1, 33, 34]. Another approach to
this issue has been developed by Kochubei [19].

Often parameters of models are unknown. Then additional observations
are performed and inverse problems solved to reconstruct unknown quantities
[12, 13, 16, 17, 20, 21]. In the present paper we consider two inverse problems
(IPs) that use final observation data: IP1 is to identify a space-dependent
factor f of a source term g(t, x)f(x); IP2 is to reconstruct a coefficient r(x) of
a linear reaction term.

IP1 for fractional and perturbed fractional diffusion equations is studied in
several papers. Theoretical and numerical results are obtained in the particular
case g = g(t) [7,17,18,26] and in the case g = g(t, x) [30,32]. In latter papers the
existence and uniqueness of solutions are proved for almost all scalar diffusion
coefficients. IP1 for a semilinear fractional diffusion equation is considered
in [15]. Uniqueness of the solution is proved.

In this paper we consider IP1 for a more general diffusion equation that
includes the operator (1.1) instead of the fractional derivative. We prove the
uniqueness of the solution to IP1 by applying a modified version of the positivity
principle from [15]. That falls into category of maximum principle results
[13, 20, 22]. Similar approaches to the inverse problems are well-known in the
domain of parabolic equations [2,12]. Next we prove the existence and stability
of the solution of IP1 by means of the Fredholm alternative. The uniqueness of
solution of IP2 follows from the IP1-results. Finally, we prove local existence
and stability of the solution to IP2 by means of the contraction argument.

2 Formulation of direct and inverse problems

Let us consider the generalized subdiffusion equation

Ut(t, x) = (M ∗ LU)t(t, x) +Q(t, x), (2.1)

where U physical state, t is the time, x ∈ Rn is a space variable, Q is a source
term, the operator L = L(x) is such that

L(x) = L1(x) + r(x)I, where L1(x) =

n∑

i,j=1

aij(x)
∂2

∂xi∂xj
+

n∑

j=1

aj(x)
∂

∂xj

and I is the unity operator. The kernel M is a memory function related to a
non-locality of the diffusion process.

Math. Model. Anal., 24(2):236–262, 2019.
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There are two ways to derive the equation (2.1) from physical laws. One
method consists in modelling continuous time random walk processes in micro-
level and taking a continuous limit in a macro-level [4] and another one uses
conservative laws and specific constitutive relations with memory [27].

Real world applications of the equation (2.1) include diffusion in fractal and
porous media, e.g. propagation of pollution, heat flow in media with memory,
dynamics of protein in cells, transport in dielectrics and semiconductors, usage
of optical tweezers, Hamiltonian chaos etc. [3, 4, 6, 27,31].

Let us assume that there is a function k such that k ∗M = M ∗ k = 1.
Then if we apply k∗ to (2.1), we obtain an equation that contains the explicit
differential operator L and is called the normal form of (2.1): k ∗ Ut(t, x) =
LU(t, x)+H(t, x), where H(x, t) := k∗Q(t, x). The term k∗Ut can be rewritten

in the form D
{k}
t (U −U(0, ·)) that does not contain the 1st order derivative of

U . Therefore, we get the equation

D
{k}
t (U − U(0, ·)) = LU(t, x) +H(t, x). (2.2)

Conversely, in case of sufficiently regular U , the equation (2.1) follows from
(2.2) by means of the application of the operator ∂

∂tM∗.
The equation (2.1) and its analogue (2.2) incorporate the following possi-

bilities:

1. The kernel M(t) = tβ−1

Γ (β) , 0 < β < 1, represents a power-type mem-

ory. Then (2.1) becomes the celebrated time fractional diffusion equation

Ut = κD1−βLU + Q, where D1−βv =
(
tβ−1

Γ (β) ∗ v
)
t

is the Riemann-

Liouville fractional derivative of the order 1 − β [4, 17, 20, 26]. For such

M , it holds k = t−β

Γ (1−β) and [k ∗ (v − v(0)]t = k ∗ vt = ∂βt v is the Caputo

fractional derivative.

2. The kernel M or its associate k is a linear combination of power functions
[25,31]:

M(t) =
tβ−1

Γ (β)
+

l∑

j=1

pj
tβj−1

Γ (βj)
, 0 < β < βj < 1, pj ≥ 0,

k(t) =
t−β

Γ (1− β)
+

l∑

j=1

qj
t−βj

Γ (1− βj)
, 0 < βj < β < 1, qj ≥ 0.

3. The kernel M has the form M(t) =
∫ 1

0
p(s) t

s−1

Γ (s)ds where p ≥ 0 is a

nonvanishing integrable function (cf. [3, 25, 31]). Such a kernel stands
for the distributed order fractional derivative that is used for modeling
diffusion with a logarithmic growth of the mean square displacement [19].

4. Tempered fractional calculus [29], that is another way to generalize a
fractional calculus, falls into the case

M(t) =
1

Γ (β)
e−λttβ−1 +

λ

Γ (β)

∫ t

0

e−λττβ−1dτ, λ > 0.
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This type of kernel is used for modelling the transition from anomalous
to normal diffusion.

Every presented example of M (or k) has a completely monotonic associate k
(or M) that solves k ∗M = 1 (see Section 3).

Let Ω ∈ Rn be an open bounded domain with the boundary ∂Ω. In direct
problem we have to find a function u that solves the initial-boundary value
problem

D
{k}
t (U − Φ)(t, x) = LU(t, x) +H(t, x), x ∈ Ω, t ∈ (0, T ),

U(0, x) = Φ(x), x ∈ Ω, (2.3)

B(U − b)(t, x) = 0, x ∈ ∂Ω, t ∈ (0, T ).

Here Φ and b are given functions and

Bv(x) = v(x) or Bv(x) = ω(x) · ∇v(x),

with ω · ν > 0 and ν(x) denoting the outer normal of ∂Ω at x ∈ Ω. An

important particular case is ω =
(∑n

j=1 aijνj |i=1,...,n

)
. Then the condition

B(U − b)|(t,x)∈(0,T )×∂Ω = 0 corresponds to the flux specified at ∂Ω.
Let us proceed to inverse problems. To this end we introduce the condition

U(T, x) = Ψ(x), x ∈ Ω, (2.4)

with a given observation function Ψ . Firstly, we formulate of an inverse source
problem. Let

H(t, x) = g(t, x)f(x) + h0(t, x), (2.5)

where the components gf and h0 may correspond to different sources or sinks.
The factor f is unknown and to be reconstructed by means of the data (2.4).
Since the whole function U is also unknown, the first inverse problem consists
in determination a pair of functions (f, U) that satisfies (2.3), (2.4) and (2.5).

In the second inverse problem, our aim is to identify the coefficient r of
the linear reaction term rU . In the mathematical formulation, the problem
consists in finding a pair (r, U) that satisfies (2.3) and (2.4). We can handle
the case of zero initial condition Φ = 0 (for details, see the end of Section 6).

Methods to be used in this paper require homogeneous boundary conditions.
Therefore, we perform the change of the second unknown u = U − b in our
problems. It brings along shifts of data by addends containing b.

Firstly, from (2.3) we obtain the following problem for u = U − b:

D
{k}
t (u− ϕ)(t, x) = Lu(t, x) + F (t, x), x ∈ Ω, t ∈ (0, T ),

u(0, x) = ϕ(x), x ∈ Ω, (2.6)

Bu(t, x) = 0, x ∈ ∂Ω, t ∈ (0, T ),

where

ϕ(x) = Φ(x)− b(0, x), (2.7)

F (t, x) = H(t, x) + Lb(t, x)−D{k}t (b− b(0, ·))(t, x). (2.8)

Math. Model. Anal., 24(2):236–262, 2019.
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The overdetermination condition (2.4) in terms of u has the form

u(T, x) = ψ(x), x ∈ Ω, (2.9)

where ψ(x) = Ψ(x)− b(T, x). Plugging (2.5) into (2.8) we obtain

F (t, x) = g(t, x)f(x) + h(t, x), (2.10)

where h(t, x) = h0(t, x) + Lb(t, x)−D{k}t (b− b(0, ·))(t, x).

In the reformulated first inverse problem (IP1), we seek for the pair of
functions (f, u) that satisfies (2.6), (2.9) and (2.10).

Let us reformulate the second inverse problem, too. From the relations
(2.3), (2.4) with Φ = 0 by means of the change of variable u = U − b, we obtain
the following problem for the pair (r, u):

D
{k}
t u(t, x) = L1u(t, x) + r(x)(u+ b)(t, x) + F1(t, x) x ∈ Ω, t ∈ (0, T ),

u(0, x) = 0, x ∈ Ω, Bu(t, x) = 0, x ∈ ∂Ω, t ∈ (0, T ), (2.11)

u(T, x) = ψ(x), x ∈ Ω,

where b(0, x) = 0, x ∈ Ω, the function ψ is expressed by ψ(x) = Ψ(x)− b(T, x)

and F1(t, x) = H(t, x) + L1b(t, x)−D{k}t b(t, x).

Thus, the reformulated second inverse problem (IP2) is to find the pair of
functions (r, u) that satisfies (2.11).

3 Basic assumptions

In this section we collect basic conditions on the domain, operator L and kernels
k and M that will be assumed throughout the paper.

We assume that ∂Ω is uniformly of the class C2 and ω ∈ (C1(∂Ω))n.
Moreover, we assume that aij , aj , r ∈ C(Ω) and the principal part of L is

uniformly elliptic, i.e.
n∑

i,j=1

aij(x)ξiξj ≥ c|ξ|2 ∀ξ ∈ Rn, x ∈ Ω for some c > 0.

Concerning the function k, we assume that

1. k belongs to L1,loc(0,∞) and is a solution of the equation M ∗ k = 1
with a kernel M ∈ L1,loc(0,∞) that satisfies the conditions

M ∈ C1(0,∞), lim
t→0+

M(t) =∞, M > 0, M ′ ≤ 0,

−M ′ is nonincreasing and convex;
(3.1)

2. k has the following properties:

k ∈ C(0,∞), lim
t→0+

k(t) =∞, k > 0, k is nonincreasing, (3.2)

∃tk > 0 : k(t) is strictly decreasing in (0, tk). (3.3)
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The assumptions (3.1) ensure the existence of a sufficiently regular solution
of the direct problem (see Lemma 3) and the assumptions (3.2), (3.3) are needed
for the application of a positivity principle to this solution.

We mention that restricting generality a bit it is possible to reduce all
conditions 1 and 2 to the single kernel M . Firstly, M ∈ L1,loc(0,∞) and
(3.1) imply the existence of a unique solution k ∈ L1,loc(0,∞) of the equation
k ∗M = 1 ( [10], Ch. 5, Corollary 5.6). Secondly, all properties (3.2), (3.3)
follow from conditions that are a bit stronger than (3.1). It is shown in the
following lemma. Proof is in Appendix.

Lemma 1. Let M ∈ L1,loc(0,∞) satisfy (3.1) and M ′ < 0, logM - convex,
log(−M ′) - convex. Then the solution of M ∗ k = 1 satisfies (3.2), (3.3).

The imposed assumptions on M and k hold for weakly singular completely
monotonic kernels from

CM={z∈L1,loc(0,∞)
⋂
C∞(0,∞) : lim

t→0+
z(t)=∞, (−1)iz(i)>0, i=0, 1, . . .}.

For M and k satisfying M ∗ k = 1, it holds M ∈ CM if and only if k ∈ CM
( [9], Theorem 3).

All examples of M and k given in Section 2 belong to CM.

4 Preliminaries

4.1 Functional spaces

Let X be a Banach space. Since k ∗M = 1, we have

D
{k}
t (M ∗ v) =

d

dt
k ∗M ∗ v =

d

dt
1 ∗ v = v, ∀v ∈ L1((0, T );X), (4.1)

where L1((0, T );X) is the space of functions u : (0, T )→ X that are integrable
in the Bochner sense on (0, T ). This means that the operator M∗ is a one-to-

one mapping from L1((0, T );X) to {M ∗ v : v ∈ L1((0, T );X)} and D
{k}
t is

the inverse of M∗.
As usual, let C([0, T ];X) stand for the Banach space of functions u :

[0, T ] → X that are continuous on [0, T ] with the norm ‖u‖C([0,T ];X) =
max
t∈[0,T ]

‖u(t)‖X and C0([0, T ];X) = {u ∈ C([0, T ];X) : u(0) = 0}. Based

on the relation (4.1), we introduce the functional space

C
{k}
0 ([0, T ];X) := M ∗ C([0, T ];X) = {M ∗ v : v ∈ C([0, T ];X)}.

It is a Banach space with the norm

‖u‖
C
{k}
0 ([0,T ];X)

= ‖D{k}t u‖C([0,T ];X).

Since M∗ ∈ L(C([0, T ];X), C0([0, T ];X)), it holds

C
{k}
0 ([0, T ];X) ↪→ C0([0, T ];X).
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We also define the space

C{k}([0, T ];X) := C
{k}
0 ([0, T ];X) +X

= {u : u(t) = u1(t) + u2, u1 ∈ C{k}0 ([0, T ];X), u2 ∈ X} (4.2)

that is a Banach space with the norm

‖u‖C{k}([0,T ];X) = ‖u− u(0)‖
C
{k}
0 ([0,T ];X)

+ ‖u(0)‖X .

Next we introduce the abstract Hölder spaces with corresponding norms

Cα0 ([0, T ];X) =
{
u ∈ C0([0, T ];X) :

‖u‖Cα0 ([0,T ];X) := sup
0<t1<t2<T

‖u(t2)− u(t1)‖X
(t2 − t1)α

<∞
}
,

Cα([0, T ];X) = Cα0 ([0, T ];X) +X,

‖u‖Cα([0,T ];X) = ‖u− u(0)‖Cα0 ([0,T ];X) + ‖u(0)‖X ,
where 0 < α < 1, and define the Banach spaces with norms

C
{k},α
0 ([0, T ];X) = M ∗ Cα0 ([0, T ];X), (4.3)

‖u‖
C
{k},α
0 ([0,T ];X)

= ‖D{k}t u‖Cα0 ([0,T ];X),

C{k},α([0, T ];X) = M ∗ Cα([0, T ];X) +X,

‖u‖C{k},α([0,T ];X) = ‖D{k}t (u− u(0))‖Cα([0,T ];X) + ‖u(0)‖X .
Let us establish some connections between the spaces (4.2), (4.3) and the

usual C, C1- and Hölder spaces. For C{k}([0, T ];X) the embeddings

C1([0, T ];X) ↪→ C{k}([0, T ];X) ↪→ C([0, T ];X) (4.4)

are valid. The right embedding follows from M∗ ∈ L(C([0, T ];X))1 . To prove
the left embedding, we choose some u ∈ C1([0, T ];X). Then

‖u‖C{k}([0,T ];X) =‖u−u(0)‖
C
{k}
0 ([0,T ];X)

+‖u(0)‖X =‖k∗u′‖C0([0,T ];X)+‖u(0)‖X

and since k∗ ∈ L(C([0, T ];X), C0([0, T ];X)), the left relation in (4.4) follows.

Analogous relations for the space C
{k},α
0 ([0, T ];X) are

C1+α
0 ([0, T ];X) ↪→ C

{k},α
0 ([0, T ];X) ↪→ Cα0 ([0, T ];X) (4.5)

where
C1+α

0 ([0, T ];X) = {u : u, u′ ∈ Cα0 ([0, T ];X)}.
The right embedding in (4.5) is a consequence of the fact that M∗ ∈
L(Cα0 ([0, T ];X)) (see Lemma 4.2 in [14]) and the left embedding in (4.5) can
be proved similarly to the left embedding in (4.4).

Under additional assumptions on M it is possible to show that the operator
M∗ increases the order of Hölder continuity of a function. Namely, the following
lemma is valid. Its proof is deferred to Appendix.

1 The symbol L stands for the space of linear and bounded operators.
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Lemma 2. If M(t) ≤ c1t
β−1, |M ′(t)| ≤ c2t

β−2, t ∈ (0, T ) for some c1, c2 ∈
R+, 0 < β ≤ α < 1 then M∗ ∈ L(Cα−β0 ([0, T ];X), Cα0 ([0, T ];X)).

Under conditions of Lemma 2, C
{k},α−β
0 ([0, T ];X) ↪→ Cα0 ([0, T ];X). In the

particular case M(t) = tβ−1

Γ (β) (then M∗ is the fractional integral of the order

β), it holds the equality C
{k},α−β
0 ([0, T ];X) = Cα0 ([0, T ];X) [15].

By exchanging M and k in above relations, we obtain definitions and em-
beddings of spaces that contain {M} instead of {k} in the superscript.

4.2 Abstract Cauchy problem

Let A : D(A)→ X be a linear densely defined operator in a Banach space X.
We say that A belongs to the class S(η, θ) for η ∈ R, θ ∈ (0, π) if

ρ(A) ⊃ Σ(η, θ) = {λ ∈ C : λ 6= η, arg|λ− η| < θ} and

‖(µ−A)−1‖L(X) ≤
C

|µ− η| ∀µ ∈ Σ(η, θ) for some constant C > 0.

An operator A ∈ S(η, θ) is closed. This implies that XA := D(A) is a Banach
space with the graph norm ‖w‖XA = ‖w‖X + ‖Aw‖X .

Obviously, S(η, θ1) ⊂ S(η, θ2) for θ1 > θ2. Operators of the class S(η, θ),
θ ∈

(
π
2 , π

)
, are the sectorial operators that generate analytic semigroups.

Now let us consider the Cauchy problem

D
{k}
t (u− ϕ)(t) = Au(t) + F (t), t ∈ [0, T ], u(0) = ϕ, (4.6)

with given F : [0, T ]→ X and ϕ ∈ X.

Lemma 3. Let A ∈ S(η, π2 ) for some η ∈ R. Then the following statements
are valid.
(i) (uniqueness) Let u ∈ C{k}([0, T ];X)

⋂
C([0, T ];XA) solve (4.6) and ϕ = 0,

F = 0. Then u = 0.
(ii) Let F ∈ Cα0 ([0, T ];X) and ϕ = 0. Then (4.6) has a solution u in the space

C
{k},α
0 ([0, T ];X)

⋂
Cα0 ([0, T ];XA). This solution satisfies the estimate

‖u‖
C
{k},α
0 ([0,T ];X)

⋂
Cα0 ([0,T ];XA)

≤ C1‖F‖Cα0 ([0,T ];X). (4.7)

(iii) Let F ∈ Cα([0, T ];X) and ϕ ∈ XA. Then (4.6) has a solution u in the
space C{k}([0, T ];X)

⋂
C([0, T ];XA). This solution satisfies the estimate

‖u‖C{k}([0,T ];X)
⋂
C([0,T ];XA) ≤ C2(‖F‖Cα([0,T ];X) + ‖ϕ‖XA). (4.8)

The constants C1 and C2 depend on M and A.

Proof. The change of variable v = D
{k}
t (u − ϕ) ⇔ u = M ∗ v + ϕ reduces

(4.6) of the integral equation

v(t) = A(M ∗ v)(t) + F (t) +Aϕ, t ∈ [0, T ]. (4.9)
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Provided F ∈ C([0, T ];X), ϕ ∈ XA, the function u ∈ C{k}([0, T ];X)
⋂

C([0, T ];XA) solves (4.6) if and only if v ∈ V := {v ∈ C([0, T ];X) : M ∗
v ∈ C0([0, T ];XA)} solves (4.9). Similar one-to-one correspondence holds for

u ∈ C
{k},α
0 ([0, T ];X)

⋂
Cα0 ([0, T ];XA) and v ∈ V α := {v ∈ Cα0 ([0, T ];X) :

M ∗ v ∈ Cα0 ([0, T ];XA)} in the particular case F ∈ Cα0 ([0, T ];X), ϕ = 0.

Since M satisfies the conditions (3.1) and A ∈ S(η, π2 ), we can apply results
of Ch. 3 of [28] to (4.9).

(i) Theorem 3.2 with Corollary 1.1 and Proposition 1.2 in [28] implies that
there exists a family of operators S : [0,∞)→ L(X) (called resolvent of (4.9))
so that a solution v ∈ V (if it exists) is represented by the formula v = d

dtS ∗F .
By assumptions of (i), (4.9) has a solution v ∈ V . Since F = 0, we have v = 0.
Thus, u = 0.

(ii) Theorem 3.3 (i) [28] implies that for F ∈ Cα0 ([0, T ];X) there exists a
solution v ∈ V α of (4.9). This proves the existence of the solution u ∈
C
{k},α
0 ([0, T ];X)

⋂
Cα0 ([0, T ];XA) of (4.6). The estimate (4.7) follows from

the bounded inverse theorem.

(iii) It is sufficient to prove this assertion in case F (t) ≡ ξ ∈ X, because the
problem with given pair of data (F,ϕ) can be splitted into two problems with
the data (F − F (0), 0) and (F (0), ϕ), respectively. For the first problem, the
assertion (ii) applies. Having proved (iii) for the second one, u is expressed as
the sum of solutions of these two problems and satisfies (iii), too.

Thus, let us assume that F (t) ≡ ξ ∈ X. Due to Proposition 1.2 (ii) [28],
(4.9) has the solution v = S(ξ +Aϕ) ∈ V . This implies the existence assertion
of (iii). Due to the strong continuity of S(t) [28], ‖S(t)‖L(X) ≤ C3, t ∈ [0, T ],
where C3 is a constant. Thus, ‖v‖C([0,T ],X) ≤ C3 (‖ξ‖X + ‖Aϕ‖X). Extracting
the term A(M∗v) from (4.9) and estimating it we obtain ‖A(M∗v)‖C0([0,T ],X) ≤
(C3 + 1)(‖ξ‖X + ‖Aϕ‖X). Consequently,

‖u‖C{k}([0,T ];X)
⋂
C([0,T ];XA) = ‖v‖V + ‖ϕ‖XA ≤ C4(‖ξ‖X + ‖ϕ‖XA)

with a constant C4. This implies (4.8). ut

4.3 Statements on direct problem

In order to apply Lemma 3 to the direct problem (2.6), we must introduce
appropriate Banach spaces of x-dependent functions and define realizations of
the operator L in these spaces so that they belong to S

(
η, π2

)
.

Let us introduce the following spaces and operators:

1. Xp = Lp(Ω), 1 < p <∞,
Ap : XAp → Xp with XAp = {z ∈W 2

p (Ω) : Bz|∂Ω = 0} and
Apz = Lz, z ∈ XAp .

2. X0 =

{
C0(Ω) = {z ∈ C(Ω) : z|∂Ω = 0} in case B = I,

C(Ω) in case B = ω · ∇,
A0 : XA0

→ X0 with XA0
= {z ∈ ⋂

1<p<∞
W 2
p (Ω) : Bz|∂Ω = 0, Lz ∈ X0}

and A0z = Lz, z ∈ XA0 .
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Corollary 1. Operators Ap, p ∈ {0}
⋃

(1,∞), are sectorial. Thus, Lemma 3
holds in cases X = Xp, A = Ap, p ∈ {0}

⋃
(1,∞) and applies to problem (2.6).

Proof. It follows from Theorems 3.1.2, 3.1.3 and Corollary 3.1.24 (ii) in [24].
ut

Lemma 4. Let K ∈ L1(0, T )
⋂
C1(0, T ), lim

t→0+
K(t) = ∞, K > 0, K be non-

increasing and ∃tK > 0 : K is strictly decreasing in (0, tK). Moreover, let
F ∈ C([0, T ]×Ω). Assume that u solves the problem

D
{K}
t (u− ϕ)(t, x) = Lu(t, x) + F (t, x), t ∈ (0, T ), x ∈ Ω,

u(0, x) = ϕ, x ∈ Ω

and satisfies the smoothness conditions u ∈ C([0, T ]×Ω), uxj ∈ C((0, T ]×Ω),

u ∈ C((0, T ];W 2
p (Ω)) for some p > n, L1u ∈ C((0, T ] × Ω), D

{K}
t (u − ϕ) ∈

C((0, T ]×Ω). Finally, let

lim
ε→0+

1

ε

∫ ε

0

K(τ)dτ sup
0≤s≤ε

|u(t−s, x)−u(t, x)| = 0, ∀t ∈ (0, T ], x ∈ Ω. (4.10)

If ϕ ≥ 0, F ≥ 0 and Bu|∂Ω ≥ 0 then the following assertions are valid.
(i) u ≥ 0;
(ii) if u(t0, x0) = 0 in some point (t0, x0) ∈ (0, T ]×ΩN , where

ΩN =

{
Ω in case B = I
Ω in case B = ω · ∇ ,

then u(t, x0) = 0 for any t ∈ [0, t0].

This lemma is a slight modification of a positivity principle that was proved
in [15] for a semilinear equation in case of a more smooth solution u ∈
C((0, T ];C2(Ω)) and strictly decreasing in (0, T ) kernel K.

To prove Lemma 4, we need the following auxiliary result. It is proved in
Appendix of the paper.

Lemma 5. Let w ∈W 2
p (Ω) for some p>n, L1w ∈ C(Ω) and x∗=argmin

x∈Ω
w(x).

In case x∗ ∈ ∂Ω we also assume that (ω · ∇w)(x∗) ≥ 0. Then L1w(x∗) ≥ 0.

Proof of Lemma 4. Without a restriction of generality we assume that r ≤ 0.
Otherwise it is possible to define ũ = e−σtu as in [15] and to consider the
corresponding problem for ũ. Such a problem also satisfies the assumptions of

Lemma 4 and has the coefficient r̃ = r − σ
∫ T
0
e−σsK(s)ds in place of r. Since

lim
t→0+

K(t) =∞, for sufficiently large σ, r̃ ≤ 0.

Let us suppose that (i) does not hold. Then there exists (t1, x1) ∈ (0, T ]×Ω
such that u(t1, x1) < 0 and (t1, x1) = argmin

x∈Ω,t∈[0,T ]

u(t, x). It was shown in [15]

(formula (37)) that the assumptions D
{K}
t (u − ϕ) ∈ C((0, T ] × Ω), (4.10),
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K > 0 and K – nonincreasing together with the relations u(t, x1) ≥ u(t1, x1)

and u(t1, x1) < 0 imply D
{K}
t (u − ϕ)(t1, x1) < 0. On the other hand, Lemma

5 applies to the function w = u(t1, ·) at x∗ = x1. We obtain L1u(t1, x1) ≥ 0.
Also r(x1)u(t1, x1) ≥ 0 and F ≥ 0. Thus, the left-hand side of the equation

D
{K}
t (u − ϕ)(t1, x1) = [Lu + F ](t1, x1) is negative, but the right-hand side is

nonnegative. We have reached a contradiction. The assertion (i) is valid.

Let us prove (ii). Let u(t0, x0) = 0 at (t0, x0) ∈ (0, T ] × ΩN . Define
t̂0 = inf

{
t : t ≤ t0, u(τ, x0) = 0 for τ ∈ [t, t0]

}
. If (ii) is not valid, then t̂0 > 0

and u(t, x0) ≥ δ, t ∈ (t2, t3) for some δ > 0 and (t2, t3) ⊂ (0, t̂0) such that
t̂0 − t2 < tK . Then, similarly to the proof in [15] p.138, from the assumptions

D
{K}
t (u− ϕ) ∈ C((0, T ]×Ω), (4.10), K > 0, K – nonincreasing and relations

u ≥ 0, u(t, x0) ≥ δ > 0, t ∈ (t2, t3), we derive

D
{K}
t (u− ϕ)(t̂0, x0) ≤ δ(K(t̂0 − t2)−K(t̂0 − t3)). (4.11)

Since 0 < t̂0 − t3 < t̂0 − t2 < tK and K is strictly decreasing in (0, tK), (4.11)

implies D
{K}
t (u − ϕ)(t̂0, x0) < 0. On the other hand, from u(t̂0, x0) = 0 and

u(t, x) ≥ 0, (t, x) ∈ (0, T ] × Ω, we conclude that (t̂0, x0) = argmin
x∈Ω

u(t̂0, x).

By Lemma 5, L1u(t̂0, x0) ≥ 0. Moreover, (ru)(t̂0, x0) = 0 and F ≥ 0. Left-

hand side of the equation D
{K}
t (u − ϕ)(t̂0, x0) = [Lu + F ](t̂0, x0) is negative,

but right-hand side is nonnegative. Again, we have reached the contradiction.
Thus, (ii) holds. 2

At this point we present somewhat more concrete assumptions on the input
data of the direct problem (2.6) that imply the assumptions of Lemma 4 and
Lemma 3.

Corollary 2. Let F ≥ 0, ϕ = 0 and one of the assumptions (a1)–(a3) hold:

(a1) F ∈ C{M},α([0, T ];X0) for some 0 < α < 1 and F (0, ·) = 0;

(a2) F ∈ Cα0 ([0, T ];X0) and M(t) ≥ ctγ−1, t ∈ (0, T ) for some c ∈ R+,
0 < γ < α < 1;

(a3) F ∈ Cα−β0 ([0, T ];X0) and c1t
γ−1 ≤ M(t) ≤ c2t

β−1, |M ′(t)| ≤ c3t
β−2,

t ∈ (0, T ), for some c1, c2, c3 ∈ R+, 0 < β ≤ γ < α < 1.

Then assertions Lemma 4 are satisfied by solution of the problem (2.6).

Proof. Defining X = X0, Lemma 3 with Corollary 1 implies that the solution
of (2.6) exists and satisfies the smoothness conditions of Lemma 4. It remains
to show that (4.10) holds.

The case (a1). The relations F ∈ C{M},α([0, T ];X0), F (0, ·) = 0 mean that
F = k ∗ F̂ , where F̂ ∈ Cα([0, T ];X0). Thus, it follows from Lemma 3 that the
function û that solves (2.6) with F,ϕ replaced by F̂ , ϕ̂ = 0 belongs to the space
C{k}([0, T ];X0). Next, after convolving equation for û with k it is easy to see
that u = k ∗ û solves (2.6) with F = k ∗ F̂ . Therefore, u ∈ k ∗C{k}([0, T ];X0),
that is u = k ∗M ∗ v = 1 ∗ v, v ∈ C([0, T ];X0). This allows us to conclude that
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u ∈ C1([0, T ];X0). Hence,

lim
ε→0+

1

ε

∫ ε

0

k(τ)dτ sup
0≤s≤ε

|u(t− s, x)− u(t, x)| = lim
ε→0+

1

ε

∫ ε

0

k(τ)dτ ·O(ε)

= 0, ∀t ∈ (0, T ], x ∈ Ω.

The case (a2). Again, by Lemma 3 (ii), u ∈ C{k},α0 ([0, T ];X0) and by (4.5),
u ∈ Cα0 ([0, T ];X0). The relation (4.10) follows from the estimate

lim
ε→0+

1

ε

∫ ε

0

k(τ)dτ sup
0≤s≤ε

|u(t− s, x)− u(t, x)| = lim
ε→0+

1

ε

∫ ε

0

k(τ)dτ ·O(εα)

≤ lim
ε→0+

O(εα)

εM(ε)

∫ ε

0

M(ε− τ)k(τ)dτ = lim
ε→0+

O(εα−γ) = 0 ∀t ∈ (0, T ], x ∈ Ω.

The case (a3). According to Lemma 3 (ii), F ∈ Cα−β0 ([0, T ];X0) implies

that u ∈ C{k},α−β0 ([0, T ];X0) = M ∗ Cα−β0 ([0, T ];X0). By Lemma 2 it holds
u ∈ Cα0 ([0, T ];X0). This enables us finish the proof as in case (a2). ut

5 Results on IP1

We will study IP1 in context of Hölder spaces with respect to t. For the sake
of generality, we will assume different orders of spaces related to g and h: for
g we use α1 and for h we use α2.

Theorem 1. Let one of the following assumptions be valid:

(A1) g ∈ C1+α1
0 ([0, T ];C(Ω)) for some 0 < α1 < 1;

(A2) g ∈ C{k},α1

0 ([0, T ];C(Ω)) and M(t) ≥ ctγ−1, t ∈ (0, T ) for some c ∈ R+,
0 < γ < α1 < 1;

(A3) g ∈ C
{k},α1−β
0 ([0, T ];C(Ω)) and c1t

γ−1 ≤ M(t) ≤ c2t
β−1, |M ′(t)| ≤

c3t
β−2, t ∈ (0, T ), for some c1, c2, c3 ∈ R+, 0 < β ≤ γ < α1 < 1.

Additionally, we assume that g ≥ 0, g1 := D
{k}
t g−Rg ≥ 0 where R := max

x∈Ω
r(x)

and

a.e. x ∈ Ω ∃tx ∈ (0, T ] : g(tx, x) > 0. (5.1)

In case B = I we also assume that ∀x ∈ ∂Ω, either g(T, x) > 0 or g(·, x) = 0.

Finally, let (f, u) ∈ C(Ω) ×
(
C
{k}
0 ([0, T ];C(Ω))

⋂
C0([0, T ];W 2

p (Ω))
)

for

some p > 1 solve IP1 for ϕ = 0, ψ = 0, h = 0. Then (f, u) = (0, 0).

Proof. We start the proof by showing that in case B = I, for any x ∈ ∂Ω such
that g(T, x) > 0, the equality f(x) = 0 is valid. To show this, we consider the
equality

D
{k}
t u(T, x) = f(x)g(T, x), x ∈ Ω,

that follows from equation (2.6) in view of ψ = 0. If x ∈ ∂Ω and B = I then the
left-hand side of this equality equals zero. Thus, f(x)g(T, x) = 0 and provided
g(T, x) > 0 we obtain f(x) = 0.
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Let us introduce the functions f+ = |f |−f
2 and f− = |f |+f

2 . Due to the

definition, f± ∈ C(Ω) and f± ≥ 0. Moreover,

in case B = I, for any x ∈ ∂Ω such that g(T, x) > 0, it holds f±(x) = 0. (5.2)

Firstly, we consider the problems

D
{k}
t u±(t, x) = Lu±(t, x) + g(t, x)f±(x), x ∈ Ω, t ∈ (0, T ),

u±(0, x) = 0, x ∈ Ω, Bu±(t, x) = 0, x ∈ ∂Ω, t ∈ (0, T ).
(5.3)

By assumptions of the theorem and (5.2), g(t, ·)f± ∈ X0, t ∈ [0, T ]. There-

fore, in cases (A1) and (A2) due to (4.5) we have gf± ∈ C{M},α1

0 ([0, T ];X0)
and gf± ∈ Cα1

0 ([0, T ];X0), respectively. Similarly, in case (A3) due to (4.5)
and Lemma 2 we obtain gf± ∈ Cα1

0 ([0, T ];X0). Moreover, gf± ≥ 0. The
assumptions of Corollary 2 are satisfied for the functions F = gf±. Hence, the
solutions u± of (5.3) satisfy the assertions of Lemma 4.

Secondly, let us consider the problems

D
{k}
t v±(t, x) = Lv±(t, x) + g1(t, x)f±(x), x ∈ Ω, t ∈ (0, T ),

v±(0, x) = 0, x ∈ Ω, Bv±(t, x) = 0, x ∈ ∂Ω, t ∈ (0, T ).
(5.4)

In case (A1) we have g′ ∈ Cα1
0 ([0, T ];C(Ω)). Thus, g1 = D

{k}
t g − Rg =

k ∗ g′ − Rg ∈ C{M},α1

0 ([0, T ];C(Ω)). From g(t, ·)f± ∈ X0, t ∈ [0, T ] we imme-

diately get g1(t, ·)f± ∈ X0, t ∈ [0, T ]. Therefore, g1f
± ∈ C{M},α1

0 ([0, T ];X0).
Using similar reasoning, we deduce g1f

± ∈ Cα1
0 ([0, T ];X0) and g1f

± ∈
Cα1−β

0 ([0, T ];X0) in cases (A2) and (A3), respectively. Moreover, g1f
± ≥ 0.

Again, the assumptions of Corollary 2 are satisfied for F = g1f
±. The solutions

v± of (5.4) satisfy the assertions of Lemma 4.
Let us point out that the problem for M ∗ v± is equivalent to the problem

for u± −RM ∗ u±. Thus,

v± = D
{k}
t u± −Ru±. (5.5)

Moreover, since f = f+ − f−, we have u = u+ − u−. Thus, ψ = u(T, ·) =
0 implies that u+(T, ·) = u−(T, ·). Let us denote x∗ = argmax

x∈Ω
u+(T, x) =

argmax
x∈Ω

u−(T, x). By definition, either f+(x∗) = 0 or f−(x∗) = 0. Let us

assume that f+(x∗) = 0 (the situation when f−(x∗) = 0 can be considered in
a similar manner).

Let us suppose that either x∗ ∈ Ω or B = ω · ∇ (the case x∗ ∈ ∂Ω and
B = I will be considered later separately). Then we can apply Lemma 5 to the
function w = −u+(T, ·). We get L1u

+(T, x∗) ≤ 0. Thus, from (5.3), (5.5) and
u+ ≥ 0, r ≤ R it follows:

v+(T, x∗) = L1u
+(T, x∗) + (r(x+)−R)u+(T, x∗) ≤ 0. (5.6)

Due to Lemma 4 (i),

v+(t, x) ≥ 0, (t, x) ∈ (0, T )×Ω. (5.7)
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Hence, (5.6) and (5.7) imply v+(T, x∗) = 0. Thus, by Lemma 4 (ii), v+(t, x∗) =

0, t ∈ [0, T ]. By formula (5.5) it means D
{k}
t u+(t, x∗) − Ru+(t, x∗) = 0, t ∈

[0, T ]. Applying M∗ to to this equality, we obtain the following homogeneous
Volterra equation of the second kind:

u+(t, x∗)−RM ∗ u+(t, x∗) = 0, t ∈ [0, T ].

It has only the trivial solution u+(t, x∗) = 0, t ∈ [0, T ]. Hence, u+(T, x∗) = 0.
Since x∗ is a maximum point of u+(T, x) and u+(T, x) ≥ 0, we also get

u+(T, x) = 0, x ∈ Ω. (5.8)

Now we consider the case x∗ ∈ ∂Ω, B = I, too. Then by Bu+|∂Ω = 0,
immediately u+(T, x∗) = 0 and again we have (5.8).

Since u = u+−u− and ψ = u(T, ·) = 0 holds, from (5.8) we get u±(T, x) = 0,
x ∈ Ω. Lemma 4 (ii) implies u±(t, x) = 0, (t, x) ∈ [0, T ] × Ω. Therefore,
u(t, x) = 0, (t, x) ∈ [0, T ] × Ω. From the differential equation for u we obtain
f(x)g(t, x) = 0, (t, x) ∈ [0, T ]×Ω. Finally, (5.1) yields f = 0. ut

Next we provide simple sufficient conditions that imply the assumption

D
{k}
t g −Rg ≥ 0 in Theorem 1. For this we need the following lemma.

Lemma 6. Let w ∈ C{k}([0, T ];R) be nonnegative and nonincreasing. Then

D
{k}
t w ≥ k(T )w.

Proof. The assertion follows from the estimate

D
{k}
t w(t) = lim

δ→0+

1

δ

[∫ t+δ

t

k(τ)w(t+δ−τ)dτ +

∫ t

0

k(τ)(w(t+δ−τ)

− w(t−τ))dτ
]
≥ lim
δ→0+

k(T+δ)
1

δ

[∫ t+δ

t

w(t+δ−τ)dτ +

∫ t

0

(w(t+δ−τ)

− w(t−τ))dτ
]
= k(T )w(t), 0 < t < T.

ut

Due to that Lemma 6, D
{k}
t g − Rg ≥ 0 holds provided along with other

assumptions on g in Theorem 1, g is nondecreasing in t and k(T ) ≥ R in case
R > 0.

Theorem 2. Let g, M satisfy the assumptions of Theorem 1 and the inequality
g(T, x) > 0, x ∈ Ω, hold. If ϕ,ψ ∈ XAp and h ∈ Cα2([0, T ];Xp), where
p ∈ {0}⋃(1,∞), 0 < α2 < 1, then IP1 has a unique solution (f, u) ∈ Xp ×
C{k}([0, T ];Xp)

⋂
C([0, T ];XAp) and the following estimate holds:

‖f‖Xp + ‖u‖C{k}([0,T ];Xp)
⋂
C([0,T ];XAp )

≤ C5

(
‖ϕ‖XAp + ‖ψ‖XAp + ‖h‖Cα2 ([0,T ];Xp)

)
. (5.9)
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If additionally ϕ = h(0, ·) = 0, then u ∈ C
{k},α
0 ([0, T ];Xp)

⋂
Cα0 ([0, T ];XAp)

where α =

{
α2, in case (A1),
min{α1, α2}, in cases (A2), (A3)

and the estimate

‖f‖Xp+‖u‖C{k},α0 ([0,T ];Xp)
⋂
Cα0 ([0,T ];XAp )

≤C6

(
‖ψ‖XAp+‖h‖Cα2

0 ([0,T ];Xp)

)
(5.10)

is valid. The constants C5 and C6 depend on the parameters M,L, g, p, α2.

Proof. Firstly, we are going to replace the overdetermination condition (2.9)
by a fixed-point equation with respect to f.

Suppose that (f, u) ∈ Xp × C{k}([0, T ];Xp)
⋂
C([0, T ];XAp) solves IP1.

Then, since (2.9) holds, the equation (2.6) at t = T with F = fg + h yields

f(x) =

(
D
{k}
t (u− ϕ)− ηu

)
(T, x)− (Ap − η)ψ(x)− h(T, x)

g(T, x)
, (5.11)

where η is chosen so that 0 ∈ ρ(Ap − ηI).
Let us split u into the sum of two functions: u = u1 + u2, such that

D
{k}
t u1 = Apu1 + fg, u1(0, ·) = 0,

D
{k}
t (u2 − ϕ) = Apu2 + h, u2(0, ·) = ϕ. (5.12)

In the context of IP1, u2 is a known function. According to Lemma 3, the

solution to (5.12) belongs to u2 ∈ C{k}([0, T ];Xp). Thus, v2 := D
{k}
t (u2−ϕ)−

ηu2 ∈ C([0, T ];Xp). Next we formulate the following problem:

D
{k}
t v1 = Apv1 + f(D

{k}
t g − ηg), v1(0, ·) = 0. (5.13)

Due to the assumptions (A1)–(A3) and (4.5), it holds D
{k}
t g ∈ Cα̂0 ([0, T ];C(Ω))

where

α̂ =

{
α1, in cases (A1), (A2),
α1 − β, in case (A3).

(5.14)

Thus, f(D
{k}
t g − ηg) ∈ Cα̂0 ([0, T ];Xp). According to Lemma 3, (5.13) has

a solution v1 in C
{k},α̂
0 ([0, T ];Xp)

⋂
Cα̂0 ([0, T ];XAp). It is easy to check that

v1 = D
{k}
t u1 − ηu1.

The notations introduced allow us to rewrite (5.11) in the form

f = Ff + G, (5.15)

where

G(x) =
v2(T, x)− (Ap − η)ψ(x)− h(T, x)

g(T, x)
, x ∈ Ω, (5.16)

(Ff) (x) = v1[f ](T, x)/g(T, x) (5.17)
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and v1[·] stands for the operator that assigns to f the solution v1 of (5.13).
Thus, (2.6), (2.9), (2.10) imply (5.15). On the other hand, taking into account
all the substitutions performed, we can move back from (5.15) to (5.11). To-
gether with (2.6) at t = T and (2.10) it implies (Ap−η)u(T, x) = (Ap−η)ψ(x).
Since (Ap − η) is injective, it yields (2.9). Consequently, IP1 is in the space
Xp×C{k}([0, T ];Xp)

⋂
C([0, T ];XAp) equivalent to the problem of finding the

pair of functions (f, u) that solves (2.6), (2.10), (5.15).

We point out that (5.15) is an independent equation for the first component
f of the solution of IP1. Let us analyse properties of the operator F involved in
this equation. By Lemma 3, v1[·] ∈ L(Xp;C

α̂
0 ([0, T ];XAp)). Thus, v1[·](T, ·) ∈

L(Xp, XAp).

Furthermore, XAp ↪→↪→ Xp. In case p ∈ (1,∞) it is a direct consequence
of W 2

p (Ω) ↪→↪→ Lp(Ω). In case p = 0 it follows from the continuous embedding

of XA0 in C1
B(Ω) := X0

⋂
C1(Ω) (see Theorems 3.1.19, 3.1.22 in [24]) and

C1
B(Ω) ↪→↪→ X0.

Therefore, v1[·](T, ·) : Xp → Xp is compact. Since 1
g(T,·) ∈ C(Ω) due to the

assumptions of this theorem, F : Xp → Xp is also compact.

Next, let us show that 1 /∈ σ(F). Firstly, let us consider the case p = 0.
Suppose that 1 ∈ σ(F). Then the equation f = Ff has a solution f ∈ X0,
f 6= 0. This means that the problem (2.6), (2.10), (5.15) with homogeneous
data ϕ = 0, ψ = 0, h = 0 has the nontrivial solution (f, u1) in the space

X0×C{k}0 ([0, T ];X0)
⋂
C0([0, T ];XA0

). But due to the Theorem 1, IP1 with a
homogeneous data has only the trivial solution in such a space. We came to a
contradiction. Consequently, 1 /∈ σ(F).

Secondly, let us consider the case p ∈ (1,∞). We again suppose that
1 ∈ σ(F), hence the equation f = Ff has a nontrivial solution f ∈ Xp.
The idea is to show that this solution actually belongs to X0. Then we can
apply the arguments from the previous case to show that 1 ∈ σ(F) leads to a
contradiction.

If p > n
2 , then v1[f ](T, ·) ∈ XAp ↪→ X0. Thus, f = Ff = 1

g(T,x)v1[f ](T, ·) ∈
X0. If p ≤ n

2 , then according to embedding theorems, XAp ↪→ Xp1 = Lp1(Ω),
where p1 = np

n−2p > p. Therefore, v1[f ](T, ·) ∈ Xp1 and f = Ff =
1

g(T,x)v1[f ](T, ·) ∈ Xp1 . After a finite number of iterations we obtain f ∈ Xpi ,

where pi = np
n−2ip >

n
2 (works for i > n

2p − 1). Next iteration gives f ∈ X0.

We have shown that the first case of Fredholm alternative is satisfied for
the equation (5.15). Consequently, the solution to (5.15) exists and is unique
for any G ∈ Xp and (I −F)−1 ∈ L(Xp).

Since F = fg + h is Hölder-continuous with values in Xp, Lemma 3 im-
plies that the problem (2.6), (2.10) has unique solution u ∈ C{k}([0, T ];Xp)

⋂

C([0, T ];XAp). This completes the proof of the existence and uniqueness as-
sertion of the theorem.

In the rest of the proof, Ĉ stands for a generic constant depending on the
parameters M,L, g, p, α2. Let us deduce the stability estimate (5.9). We obtain

‖f‖Xp ≤ ‖(I −F)−1‖L(Xp)‖G‖Xp ≤ Ĉ
(
‖h(T, ·)‖Xp + |η|‖ψ‖Xp + ‖ψ‖XAp
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+ ‖D{k}t (u2 − ϕ)− ηu2‖C([0,T ];Xp)

)
≤ Ĉ

(
‖h‖Cα2 ([0,T ];Xp) + ‖ψ‖XAp

+‖ϕ‖XAp
)
. (5.18)

Further, we note that g ∈ Cγ0 ([0, T ];C(Ω)) for any γ ∈ (0, 1) in case (A1) and
for γ = α1 in cases (A2), (A3). Using Lemma 3 we have

‖u‖C{k}([0,T ];Xp)
⋂
C([0,T ];XAp )

= ‖u1 + u2‖C{k}([0,T ];Xp)
⋂
C([0,T ];XAp )

≤ Ĉ(‖f‖Xp‖g‖Cγ0 ([0,T ];C(Ω)) + ‖h‖Cα2 ([0,T ];Xp) + ‖ϕ‖XAp ).

Together with the estimate of f (5.18) it implies (5.9).
In case ϕ = h(0, ·) = 0, the solution of (2.6), (2.10) belongs to the space

C
{k},α
0 ([0, T ];Xp)

⋂
Cα0 ([0, T ];XAp) and can be estimated as

‖u‖
C
{k},α
0 ([0,T ];Xp)

⋂
Cα0 ([0,T ];XAp )

≤ Ĉ(‖f‖Xp‖g‖Cγ0 ([0,T ];C(Ω))+‖h‖Cα2
0 ([0,T ];Xp)

).

This with (5.18) implies (5.10). ut

We point out that in case p = 0 and B = I, the assumptions of Theorem 2
allow to recover f ∈ X0 = C0(Ω) only. In order to fix that in the following
theorem we provide some additional conditions that are sufficient to restore
f ∈ C(Ω) in case B = I.

Theorem 3. Let g,M satisfy the assumptions of Theorem 2. If ϕ, ψ, Lϕ ∈
XAp for some p >

n

2
, Lψ ∈ C(Ω), h ∈ C{k},α2([0, T ];Xp)

⋂
C([0, T ];C(Ω)),

where 0 < α2 < 1 and h(0, ·) ∈ XAp then IP1 has a unique solution (f, u) ∈
C(Ω)× C{k}([0, T ];XAp). Moreover, Lu ∈ C([0, T ];C(Ω)) and the estimate

‖f‖C(Ω)+‖u‖C{k}([0,T ];XAp )
+‖Lu‖C([0,T ];C(Ω))≤ C7

(
‖ϕ‖Xp+‖Lϕ‖XAp

+‖ψ‖Xp+‖Lψ‖C(Ω)+‖h‖C{k},α2 ([0,T ];Xp)
⋂
C([0,T ];C(Ω))+‖h(0, ·)‖XAp

)
(5.19)

holds. If additionally ϕ=h(0, ·) =D
{k}
t h(0, ·) = 0, then u∈C{k},α

′

0 ([0, T ];XAp)
and the estimate

‖f‖C(Ω) + ‖u‖
C
{k},α′
0 ([0,T ];XAp )

+ ‖Lu‖C0([0,T ];C(Ω))

≤ C8

(
‖ψ‖Xp + ‖Lψ‖C(Ω) + ‖h‖

C
{k},α2
0 ([0,T ];Xp)

⋂
C0([0,T ];C(Ω))

)
(5.20)

is valid where α′ = min{α̂;α2} and α̂ is given by (5.14). The constants C7 and
C8 depend on M,L, g, p, α2.

Proof. Throughout the proof, Ĉ denotes a generic constant depending on
M,L, g, p, α2 and RHS stands for the expression in brackets at the right-
hand side of (5.19). By Theorem 2, IP1 has a unique solution (f, u) ∈ Xp ×
C{k}([0, T ];Xp)

⋂
C([0, T ];XAp). Let us consider the problem

D
{k}
t (w2−w2(0, ·)) = Apw2 +D

{k}
t (h−h(0, ·)), w2(0, ·) = Lϕ+ h(0, ·). (5.21)
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Under the assumptions of this theorem, Lemma 3 implies that (5.21) has a
unique solution w2 ∈ C{k}([0, T ];Xp) ∩ C([0, T ];XAp). Moreover, due to (4.7)

and (4.8), ‖w2‖C([0,T ];XAp )
≤ Ĉ(‖h‖C{k},α2 ([0,T ];Xp)

+‖h(0, ·)‖XAp +‖Lϕ‖XAp ).

It is easy to check that w2 = D
{k}
t ∗ (u2 − ϕ) and u2 = M ∗ w2 + ϕ where u2

solves (5.12). Therefore, we have u2 ∈ C{k}([0, T ];XAp) ↪→ C{k}([0, T ];C(Ω))
and

‖u2‖C{k}([0,T ];XAp )

≤ Ĉ
(
‖h‖C{k},α2 ([0,T ];Xp)

+‖h(0, ·)‖XAp+‖Lϕ‖XAp
)

+‖ϕ‖XAp . (5.22)

Let us consider the function G given by (5.16). (Recall that there v2 = w2 −
ηu2.) Due the proved properties of w2 and u2 and the assumptions of the

theorem, it holds G ∈ C(Ω) and ‖G‖C(Ω) ≤ Ĉ RHS.

Now, let us provide an estimate for ‖f‖C(Ω) using the formulas (5.15) and

(5.17). Since 1/g(T, ·) ∈ C(Ω) and v1[·](T, ·) ∈ L(Xp, XAp), we have

‖f‖C(Ω) ≤ ‖Ff‖C(Ω) + ‖G‖C(Ω) ≤ Ĉ‖v1[f ](T, ·)‖C(Ω) + ‖G‖C(Ω)

≤ Ĉ‖v1[f ](T, ·)‖XAp + ‖G‖C(Ω) ≤ Ĉ‖f‖Xp + ‖G‖C(Ω).

Since (I −F) is invertible in Xp, the estimate holds

‖f‖Xp ≤ ‖(I −F)−1‖L(Xp)‖G‖Xp ≤ Ĉ‖G‖C(Ω).

Thus, we obtain

‖f‖C(Ω) ≤ Ĉ RHS. (5.23)

Finally, let us derive an estimate for u and finish the proof of the first part

of the theorem. We have u = u1 + u2, where u1 = M ∗ w1, w1 = D
{k}
t u1 and

w1 solves the problem

D
{k}
t w1 = Apw1 + fD

{k}
t g, w1(0, ·) = 0.

Since fD
{k}
t g ∈ Cα

′
0 ([0, T ];Xp), Lemma 3 implies w1 ∈ Cα

′
0 ([0, T ];XAp) and

‖u1‖C{k},α′0 ([0,T ];XAp )
= ‖w1‖Cα′0 ([0,T ];XAp )

≤ Ĉ‖f‖C(Ω)‖D
{k}
t g‖Cα′0 ([0,T ];Xp)

.

Using here (5.23) we have

‖u1‖C{k},α′0 ([0,T ];XAp )
≤ Ĉ RHS. (5.24)

From (5.22) and (5.24) we obtain for u = u1 + u2 the estimate

‖u‖C{k}([0,T ];XAp )
≤ Ĉ RHS. (5.25)

It remains to estimate Lu in the space C([0, T ];C(Ω)). Using (5.25) we deduce

‖D{k}t (u− ϕ)‖C([0,T ];C(Ω)) ≤ Ĉ‖D
{k}
t (u− ϕ)‖C([0,T ];XAp )

≤ Ĉ RHS.
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From the expression Lu = D
{k}
t (u − ϕ) − fg − h due to the proved estimates

for D
{k}
t (u− ϕ) and f we obtain

‖Lu‖C([0,T ];C(Ω)) ≤ Ĉ RHS. (5.26)

Summing up, (5.23), (5.25) and (5.26) imply (5.19).
Now let us focus on the second part of this theorem that is concerned with

the particular case ϕ = h(0, ·) = D
{k}
t h(0, ·) = 0. Then RHS reduces to the ex-

pression in brackets at the right-hand side of (5.20). Lemma 3 implies that the
function w2 which solves (5.21) belongs the space Cα

′
0 ([0, T ];XAp), the func-

tion u2 = M ∗ w2 belongs to C
{k},α′
0 ([0, T ];XAp) and ‖u2‖C{k},α′0 ([0,T ];XAp )

≤
Ĉ‖h‖

C
{k},α2
0 ([0,T ];Xp)

. This relation by u = u1 + u2 and the estimates (5.23),

(5.24) and (5.26) implies (5.20). ut

Provided the assumptions of Theorem 3 hold and B = I, an explicit expres-
sion of the unknown function f at the boundary can be derived. Namely, setting
t = T and x ∈ ∂Ω in (2.6) and taking the relations F = fg+h and u(T, ·) = ψ

into account we obtain f(x) = − 1

g(T, x)
[Lψ(x) + h(T, x)], x ∈ ∂Ω.

6 Results on IP2

In the context of IP2 let us introduce the following sets for the coefficient r:

KR = {r ∈ C(Ω) : r(x) ≤ R, x ∈ Ω}, where R ∈ R.

Theorem 4. Let R be some real number and IP2 have two solutions (r, u),
(r1, u1), such that

r ∈ C(Ω), r1 ∈ KR, u, u1 ∈ C{k}0 ([0, T ];L1(Ω))
⋂
C0([0, T ];W 2

1 (Ω)),

u1 − u ∈ C{k}0 ([0, T ];C(Ω))
⋂
C0([0, T ];W 2

p (Ω))

for some p > 1 and the function U = u+b (and M) satisfy one of the following
assumptions:
(A4) U ∈ C1+α1

0 ([0, T ];C(Ω)) for some 0 < α1 < 1;

(A5) U ∈ C{k},α1

0 ([0, T ];C(Ω)) and M(t) ≥ ctγ−1, t ∈ (0, T ) for some c ∈ R+,
0 < γ < α1 < 1;

(A6) U ∈ C
{k},α1−β
0 ([0, T ];C(Ω)) and c1t

γ−1 ≤ M(t) ≤ c2t
β−1, |M ′(t)| ≤

c3t
β−2, t ∈ (0, T ), for some c1, c2, c3 ∈ R+, 0 < β ≤ γ < α1 < 1.

Additionally, we assume that

U ≥ 0, D
{k}
t U −RU ≥ 0, (6.1)

a.e. x ∈ Ω, ∃tx ∈ (0, T ] : U(tx, x) > 0.

In case B = I we also assume that ∀x ∈ ∂Ω, either U(T, x) > 0 or U(·, x) = 0.
Then (r1, u1) = (r, u).
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Proof. The difference (r̂, û) = (r1 − r, u1 − u) ∈ C(Ω) ×
(
C
{k}
0 ([0, T ];C(Ω))

⋂
C0([0, T ];W 2

p (Ω))
)

solves the problem

D
{k}
t û(t, x) = (L1 + r1)û(t, x) + U(t, x)r̂(x), x ∈ Ω, t ∈ (0, T ),

û(0, x) = 0, x ∈ Ω, Bû(t, x) = 0, x ∈ ∂Ω, t ∈ (0, T ), (6.2)

û(T, x) = 0, x ∈ Ω.

The inequalities (6.1) imply that D
{k}
t U −RrU ≥ 0, where Rr := max

x∈Ω
r1(x) ≤

R. Consequently, the assumptions of Theorem 1 are satisfied for the problem
(6.2) and we obtain r̂ = 0, û = 0. ut

Let us formulate a problem that contains approximate data:

D
{k}
t (ũ−ϕ̃)(t, x) = L1ũ(t, x)+r̃(x)(ũ+b̃)(t, x)+F̃1(t, x), x ∈ Ω, t ∈ (0, T ),

ũ(0, x) = 0, x ∈ Ω, Bũ(t, x) = 0, x ∈ ∂Ω, t ∈ (0, T ), (6.3)

ũ(T, x) = ψ̃, x ∈ Ω.

We are going to prove an existence and approximation theorem for this problem
in case its data vector D̃ = (b̃, F̃1, ψ̃) is close to the data vector D = (b, F1, ψ)
of the exact problem IP2.

Theorem 5. Assume that R ∈ R and IP2 has a solution (r, u) ∈ KR

× C{k}0 ([0, T ];L1(Ω))
⋂
C0([0, T ];W 2

1 (Ω)) such that U = u + b (and M) sat-
isfy one of the assumptions (A4)–(A6), the inequalities (6.1) and U(T, x) > 0,
x ∈ Ω. Then the following statements are valid.

(i) Let p ∈ {0}⋃
(n

2
,∞
)

, α2 ∈ (0, 1). There exist constants δ1 > 0 and K1 > 0

depending on M,L1, r, U, p, α2 such that if

D̃ −D ∈ D1 = Cα2
0 ([0, T ];C(p)(Ω))× Cα2

0 ([0, T ];Xp)×XAp

and ‖D̃ −D‖D1
≤ δ1, where C(p)(Ω) =

{
C(Ω), in case p ∈

(n
2
,∞
)
,

X0, in case p = 0,
then

problem (6.3) has a unique solution in the set

{
(r̃, ũ) : (r̃ − r, ũ− u) ∈ X1 := Xp ×

(
C
{k},α
0 ([0, T ];Xp)

⋂
Cα0 ([0, T ];XAp)

)
,

‖(r̃ − r, ũ− u)‖X1
≤ K1‖D̃ −D‖D1

}
,

where α =

{
α2, in case (A4),
min{α1, α2}, in cases (A5), (A6).

(ii) Let p ∈
(n

2
,∞
)

, α2 ∈ (0, 1). There exist constants δ2 > 0 and K2 > 0

depending on M,L1, r, U, p, α2 such that if

D̃ −D ∈ D2 =
(
C
{k},α2

0 ([0, T ];Xp)
⋂
Cα2

0 ([0, T ];C(Ω))
)2
× Yp
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and ‖D̃−D‖D2
≤ δ2 where Yp = {ψ : ψ ∈ XAp , Lψ ∈ C(Ω)}, then the problem

(6.3) has a unique solution in the set

{
(r̃, ũ) : (r̃−r, ũ−u) ∈ X2 := C(Ω)× Up,α′ , ‖(r̃−r, ũ−u)‖X2

≤ K2‖D̃−D‖D2

}
,

where Up,α′ = {v ∈ C
{k},α′
0 ([0, T ];XAp) : Lv ∈ C0([0, T ];C(Ω))}, α′ =

min{α̂;α2} and α̂ =

{
α1, in cases (A4), (A5),
α1 − β, in case (A6).

We mention that in this theorem, the operator Ap and the spaceXAp defined
on the basis of L = L1 + rI depend on the component r of the solution of the
exact problem IP2.

Proof. Let us denote the difference (r̂, û) = (r̃ − r, ũ− u). Then the problem
for the pair (r̂, û) reads

D
{k}
t û = (L1 + r)û+ r̂(u+ b) +

[
r̂û+ F̃1 − F1 + (r̂ + r)(b̃− b)

]
,

û(0, ·) = 0, Bû|∂Ω = 0, û(T, ·) = ψ̃ − ψ.
(6.4)

This problem can be treated as IP1 with f = r̂, g = u+ b, h = r̂û+ F̃1 −F1 +
(r̂+ r)(b̃− b). Therefore, applying the solution operator of IP1 A to (6.4), it is
reduced to the operator equation

(r̂, û) = F2(r̂, û), (6.5)

where F2(r̂, û) = A(r̂û+ F̃1 − F1 + (r̂ + r)(b̃− b), 0, ψ̃ − ψ).
We are going to show that F2 is a contraction in a ball ‖(r̂, û)‖X1

≤ ρ with a
suitable chosen ρ > 0. Firstly, we have to prove that this ball remains invariant
with respect to the operator F2. Let ‖(r̂, û)‖X1 ≤ ρ. According to (5.10),

‖F2(r̂, û)‖X1
≤ C6

(
‖ψ̃−ψ‖XAp +‖r̂û+F̃1−F1+(r̂+r)(b̃−b)‖Cα2

0 ([0,T ];Xp)

)
.

Let cp be an embedding constant such that ‖w‖C(Ω) ≤ cp‖w‖XAp . Then

‖r̂û‖Cα2
0 ([0,T ];Xp)

≤ ‖r̂‖Xp‖û‖Cα0 ([0,T ];C(Ω)) ≤ ‖r̂‖Xpcp‖û‖Cα0 ([0,T ];XAp )
≤ cpρ2.

Therefore,

‖F2(r̂, û)‖X1
≤ C6

(
‖ψ̃ − ψ‖XAp + cpρ

2 + ‖F̃1 − F1‖Cα2
0 ([0,T ];Xp)

+(ρ+R1)‖b̃− b‖Cα2
0 ([0,T ];C(p)(Ω))

)
≤ C6

(
cpρ

2 + (ρ+ 1 +R1)‖D̃ −D‖D1

)
,

where R1 = ‖r‖Xp in case p ∈
(n

2
,∞
)

and R1 = ‖r‖C(Ω) in case p = 0. Now

let us take ρ = K1‖D̃ −D‖D1 with a constant K1. Then

‖F2(r̂, û)‖X1
≤ C6

(
(cpK

2
1 +K1)‖D̃ −D‖D1

+ 1 +R1

)
‖D̃ −D‖D1

.
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In case ‖D̃ −D‖D1
≤ δ1 we have

‖F2(r̂, û)‖X1 ≤ C6

(
(cpK

2
1 +K1)δ1 + 1 +R1

)
‖D̃ −D‖D1 .

Let us define the constants as follows: K1 = C6(2 + R1), δ1 = 1
cpK2

1+K1
.

Then ‖F2(r̂, û)‖X1
≤ K1‖D̃ −D‖D1

. Consequently, for ‖(r̂, û)‖X1
≤ ρ we have

‖F2(r̂, û)‖X1
≤ ρ.

Secondly, inside the set ‖(r̂, û)‖X1
≤ ρ = K1‖D̃ −D‖D1

let us consider the
difference of F2 at (r̂1, û2) and (r̂2, û2). Assuming ‖D̃−D‖D1 ≤ δ1, we deduce
the estimate

‖F2(r̂1, û1)−F2(r̂2, û2)‖X1
≤ ‖A‖‖(r̂1 − r̂2)û1 + r̂2(û1 − û2)

+(r̂1 − r̂2)(b̃− b)‖Cα2
0 ([0,T ];Xp)

≤ C6

(
cpρ‖r̂1 − r̂2‖Xp

+cpρ‖û1 − û2‖Cα0 ([0,T ];XAp )
+ δ1‖r̂1 − r̂2‖Xp

)
≤ C6(cpK1δ1 + δ1)

×‖(r̂1 − r̂2, û1 − û2)‖X1
=

1

(2 +R1)
‖(r̂1 − r̂2, û1 − û2)‖X1

.

It shows that the operator F2 is a contraction in the ball ‖(r̂, û)‖X1 ≤ ρ.
According to the Banach fixed point theorem there exists a unique solution to
the equation (6.5) in that ball. This proves the assertion (i).

(ii) The proof of (ii) repeats the proof of (i) with appropriate changes of
spaces and norms. For A, the estimate (5.20) is used instead of (5.10). ut

Remark 1. In case the data of (6.3) are close to data of a process without
reaction (i.e. r = 0), Theorem 5 implies the existence of the reaction coefficient
r̃ in small.

Remark 2. Supposing the existence of a solution (r, u) of IP2, we ask: what are
sufficient conditions on the data that guarantee the validity of inequality-type
conditions (6.1) and U(T, x) > 0, x ∈ Ω in Theorems 4, 5? To answer this ques-
tion, we return to the problem (2.3) for U and set there Φ = H(0, ·) = 0. Let us
suppose that U is sufficiently smooth. Then constructing a corresponding prob-

lem for D
{k}
t U −RU and assuming D

{k}
t H−RH ≥ 0, (D

{k}
t Bb−RBb)|∂Ω ≥ 0,

Lemma 4 (i) implies the inequality D
{k}
t U − RU ≥ 0. Next, we consider the

conditions U ≥ 0 and U(T, x) > 0, x ∈ Ω. Let us assume that

∃µ ∈ C[0, T ], µ ≥ 0, µ 6= 0, µ− nondecreasing :

H(t, x) ≥ µ(t), x ∈ Ω, t ∈ [0, T ], Bb(t, x) ≥ µ(t), x ∈ ∂Ω, t ∈ [0, T ].

Define V = U − δ1 ∗ µ with δ > 0. The function V solves the problem

D
{k}
t V = LV +H1, V (0, ·) = 0 , B(V − (b− δ1 ∗ µ))|∂Ω = 0,

where H1 = H + δ(r1 ∗µ−D{k}t 1 ∗µ). Since D
{k}
t 1 ∗µ = k ∗µ, we get that for

sufficiently small δ,

H1(t, x) ≥ µ(t)[1− δ(max
x∈Ω

r(x)T + ‖k‖L1(0,T ))] ≥ 0, t ∈ [0, T ], x ∈ Ω
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and BV |∂Ω = B(b − δ1 ∗ µ)|∂Ω ≥ 0. Lemma 4 (i) yields V ≥ 0. Thus, U =

V + δ1 ∗ µ ≥ 0 and U(T, x) = V (T, x) + δ
∫ T
0
µ(τ)dτ > 0, x ∈ Ω.

At the end of this section, we make some general remarks. We applied
results on IP1 to analyze IP2. In a similar manner, results on IP1 can be
applied to study inverse problems to determine other coefficients of L, too.

The basic set of assumptions (A1)–(A3) for g involves the restriction
g(0, ·) = 0. This is due to the fact that in case g(0, ·) 6= 0 we cannot ensure
sufficient regularity of u to apply the positivity principle in the proof of Theo-
rem 1. In IP2, the function u+ b = U works as g. For that reason, we consider
the case Φ = U(0, ·) = 0 in IP2.

In the beginning of the proof of Lemma 4 we showed that the direct problem
with r > 0 can be reduced to a problem with r ≤ 0 by the change of unknown
ũ = e−σtu, where σ > 0. This suggests a possible exponential growth of u and
a related time limitation of the linear reaction model in case r > 0. For bigger
T , nonlinear reaction models are more relevant [6].

Solutions of IP1 and IP2 depend continuously on derivatives of the data
of finite order. This means that these problems are moderately ill-posed. In
case approximate data are given with errors, regularization procedures can be
effectively applied (cf. e.g. [17] for IP1 with g = g(t)).
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Appendix: Proofs of Lemmas 1, 2 and 5

Proof of Lemma 1. Theorems 3 and 4 of [9] guarantee that k is nonnegative,
nonincreasing and convex. Convexity implies the continuity of k. From the
equation M ∗ k = 1 we easily deduce lim

t→0+
k(t) = +∞, because in the opposite

case k is bounded from which it follows that lim
t→0+

(M ∗ k)(t) = 0.

Let us prove k > 0. Suppose that it is not true. Then in view of proved
properties of k, ∃t0 : k(t) > 0, t < t0 and k(t) = 0, t > t0. For t > t0 from

M ∗ k = 1 we get
∫ t0
0
M(t− τ)k(τ)dτ = 1. Therefore,

∫ t0
0
M ′(t− τ)k(τ)dτ = 0.
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The last equality contradicts to the assumptions k(t) > 0, t ∈ (0, t0) and
M ′ < 0. Thus, k > 0.

Finally, let us prove (3.3) Let us choose some t3 > 0. Since lim
t→0+

k(t) = +∞,

there exists an interval (0, δ), δ < t3, such that k(t) > k(t3) for t ∈ (0, δ).
Suppose that (3.3) is not true. Then we can find two points t1 < t2 in (0, δ)
so that k(t1) = k(t2). Consequently, for t1 < t2 < t3 we have k(t1) = k(t2) >
k(t3). Obviously, it contradicts to the convexity of k. Therefore, (3.3) is valid.
ut
Proof of Lemma 2 is similar to proof of Theorem 14 in [11] that is concerned

with the case M(t) = tβ−1

Γ (β) . Let z ∈ Cα−β0 ([0, T ];X). Then ‖M ∗ z(t)‖X ≤
const tβ−1 ∗ tα−β = O(tα). Secondly,

(M ∗ z)(t)− (M ∗ z)(t− h) = J1 + J2 + J3,

where

J1 = z(t)

∫ t

t−h
M(τ)dτ, J2 = −

∫ h

0

[z(t)− z(t− τ)M(τ)dτ,

J3 = −
∫ t

h

[z(t)− z(t− τ)]

∫ τ

τ−h
M ′(s)ds dτ.

Immediately, ‖J2‖X ≤ const
∫ h
0
τα−βτβ−1dτ = O(hα). Moreover,

‖J1‖X ≤ const tα−β
∫ t

t−h
τβ−1 = const tα−β [tβ − (t− h)β ],

‖J3‖X ≤ const

∫ t

h

τα−β
∫ τ

τ−h
sβ−2ds dτ = const

∫ t

h

τα−β [(τ − h)β−1 − τβ−1]dτ.

Further estimation of J1 and J3 can be performed exactly as in [11]. As a
result, we get ‖J1‖X , ‖J3‖X = O(hα). This completes the proof. ut
Proof of Lemma 5. Firstly, we point out that the assumption w ∈W 2

p (Ω), p > n

implies w ∈ C1(Ω). We will use maximum principles for elliptic equations in
Sobolev spaces to prove the lemma. Let us consider the case x∗ ∈ Ω. Suppose
that L1w(x∗) < 0. Then there exists a ball B(x∗, ε) ⊂ Ω and δ > 0 such that
L1w(x) ≤ −δ < 0 for x ∈ B(x∗, ε). Let us define the auxiliary function

z(x) = α|x− x∗|2 with α > 0 (7.1)

such that L1(w+ z) ≤ 0 in B(x∗, ε). Since w(x∗) ≤ w(x) and z(x∗) < z(x) for
x ∈ ∂B(x∗, ε), we get

(w + z)(x∗) < (w + z)(x), x ∈ ∂B(x∗, ε). (7.2)

On the other hand, due to L1(w+z) ≤ 0 it follows from the Theorem 9.1 [8] that
min

x∈B(x∗,ε)
(w + z)(x) = min

x∈∂B(x∗,ε)
(w + z)(x), that contradicts (7.2). Therefore,

the supposition L1w(x∗) < 0 was wrong.
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Next let us consider the case x∗ ∈ ∂Ω. Again, suppose L1w(x∗) < 0.
Then there exists B(x∗, ε) and δ > 0 such that L1w(x) ≤ −δ < 0 for x ∈
B(x∗, ε)

⋂
Ω. Similarly to the previous case we define z by (7.1) so that

L1(w + z) ≤ 0 in B(x∗, ε)
⋂
Ω. Then (w + z)(x∗) < (w + z)(x) for x ∈

B(x∗, ε)
⋂
Ω. Hence, Lemma 3.4 [8] is applicable and yields ∂w

∂ν (x∗) =
∂(w+z)
∂ν (x∗) < 0. That contradicts to ∂

∂νw(x∗) ≥ 0 following from the assump-

tion ∂
∂ωw(x∗) ≥ 0. Therefore, L1w(x∗) ≥ 0 holds. ut
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Abstract: In this article, we consider two inverse problems with a generalized fractional derivative.
The first problem, IP1, is to reconstruct the function u based on its value and the value of its fractional
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subdiffusion; fractional wave equation; generalized fractional derivative; Atangana–Baleanu
derivative

MSC: 35R30; 35R11

1. Introduction

Fractional derivatives are increasingly used in modeling various processes in physics, biology,
economics, engineering sciences, etc. [1]. In addition to classical fractional derivatives, several
generalizations have been introduced to better match the models to the reality in different situations.
In this paper, we work with generalized fractional derivatives of Riemann–Liouville and Caputo type
where the power-type kernel (fractional derivative case) is replaced by an arbitrary function k. Such
a generalization was previously used in [2–5] and covers many specific cases that are important in
applications (see Section 2.1).

Fractional derivatives of Riemann–Liouville and Caputo type are non-local: the derivative of
a function u(t) at t = T depends on values of u at t < T. We consider an inverse problem (IP1) to
recover a history of a function u at 0 < t < T by means of measurements of u(t) and its generalized
fractional derivative in a left neighborhood of T. To the authors’ knowledge, such a problem has not
yet been considered in the literature.

We use the results obtained for IP1 in order to investigate an inverse problem of reconstruction of
a history of a source in a general PDE that includes as particular cases fractional diffusion and wave
equations from the measurements in a left neighborhood of final time T (IP2).

Quite often in the inverse source problem, the goal is to determine a source that is either a space-
or time-dependent function. The space-dependent source term is usually reconstructed based on the
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final time overdetermination condition [6–11]. The time-dependent source term can be recovered
from additional boundary measurements [7] or from integral conditions [12,13]. In this paper [14], the
source term dependent on time and part of the space variables has been determined. In this paper, we
assume that the overdetermination condition is given not only at the final moment of time T, but in
its neighborhood. This enables us to reconstruct the source term that depends on both time and all
space variables.

In Section 2, we explain the concept of generalized fractional derivative with examples. Next, we
formulate the inverse problems and give hints to their physical applications. In Section 3, we prove
the uniqueness for a general class of kernels k and reduce IP1 to an integral equation that is further
used to derive the solution formulas. Finally, in Section 4, we derive the solution formulas in some
particular cases of k based on the expansion with the Legendre polynomials.

2. Problem Formulation

2.1. Generalized Fractional Derivatives

In this paper, Lp(0, T) and Wn
p (0, T) stand for real Lebesgue and Sobolev spaces.

We are solving problems with a generalized fractional derivative. This concept has been used
in [2–5]. We utilize D{k},na as a unified notation that stands for the generalized fractional derivatives in
Riemann–Liouville RD{k},na and Caputo sense CD{k},na :

(RD{k},na v)(t) =
dn

dtn

∫ t

a
k(t− τ)v(τ)dτ, (CD{k},na v)(t) =

∫ t

a
k(t− τ)v(n)(τ)dτ,

t > a, n ∈ {0} ∪N, k ∈ L1,loc(0, ∞).

The notation of generalized fractional derivative incorporates the following possibilities.
The basic case is

(k1) k(t) = t−β

Γ(1−β)
, β ∈ (0, 1). Then, RD{k},na and CD{k},na are the Riemann–Liouville and Caputo

fractional derivatives of the order n + β− 1, i.e.,

(RD{k},na v)(t) = (RDn+β−1
a v)(t) =

dn

dtn

∫ t

a

(t− τ)−β

Γ(1− β)
v(τ)dτ,

(CD{k},na v)(t) = (CDn+β−1
a v)(t) =

∫ t

a

(t− τ)−β

Γ(1− β)
v(n)(τ)dτ.

Moreover, in case k(t) = tβ−1

Γ(β)
, RD{k},0a is the Riemann–Liouville fractional integral of the order

β > 0, i.e.,

(RD{k},0a v)(t) = (Iβ
a v)(t) =

∫ t

a

(t− τ)β−1

Γ(β)
v(τ)dτ.

Often a memory is not of power-type. A direct generalization of (k1) leads to multiterm and
distributed order fractional derivatives [15–17]. These derivatives have the following kernels:

(k2) k(t) = ∑m
j=1 pj

t−βj

Γ(1−β j)
, β j ∈ (0, 1), pj 6= 0, and

(k3) k(t) =
∫ 1

0 p(β) t−β

Γ(1−β)
dβ, p ∈ L1(0, 1), respectively.

Distributed order and multiterm derivatives enable to model accelerating and retarding sub(super)
diffusion, since different powers of t dominate as t→ 0+ and t→ ∞ in the kernel. A proper choice of
p in (k3) allows modelling ultraslow diffusion [16].

The cases (k2) and (k3) can be unified to a form of Lebesque–Stiltjes integral k(t) =
∫ 1

0
t−β

Γ(1−β)
dµ(β),

but we will treat them separately.
Tempered fractional derivatives are used to describe slow transition of anomalous diffusion to

a normal one. There are two models of this type in the literature that differ in their mathematical
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derivations. The corresponding kernels are:
(k4) k(t) = e−λtt−β

Γ(1−β)
+ λ

∫ t
0

e−λττ−β

Γ(1−β)
dτ, 0 < β < 1, λ > 0 [18,19]; and

(k5) k(t) = e−λttβ−1Eβ,β(λ
βtβ), 0 < β < 1, λ > 0 [19,20].

We will call derivatives with kernels (k4) and (k5) tempered fractional derivatives of type I and
II, respectively.

Removing the singularity of kernels at t = 0 allows to highlight memory effects better [21]. In this
paper, we consider the following bounded kernels:

(k6) k(t) = 1
1−β e−

β
1−β t, 0 < β < 1 is the kernel of Caputo-Fabrizio derivative [21,22];

(k7) k(t) = 1
1−β Eβ

(
− βtβ

1−β

)
, 0 < β < 1 is a kernel of Atangana–Baleanu fractional derivative [23,24].

Here, Eβ and Eβ,β are one-parametric and two-parametric Mittag-Leffler functions, respectively, given
by the formulas:

Eα(t) =
∞

∑
n=0

tn

Γ(αn + 1)
, Re α > 0,

Eα,β(t) =
∞

∑
n=0

tn

Γ(αn + β)
, Re α > 0, Re β > 0.

2.2. Formulation of Inverse Problems

Let 0 < t0 < T < ∞. Our basic inverse problem consists in a reconstruction of a function in (0, t0)

provided that this function and its derivative are given in (t0, T).

IP1. Given ϕ, g : (t0, T)→ R, find u : (0, T)→ R such that

u|(t0,T) = ϕ and D{k},n0 u|(t0,T) = g . (1)

An example of IP1 is the reconstruction of physical quantities in constitutive relations involving
fractional derivatives. In the Scott–Blair model of viscoelasticity, the stress is proportional to a time
fractional derivative of the strain [25]. In this context, IP1 means the reconstruction of a history of the
strain of a body by means of the measurement of strain and stress in a left neighborhood of a time
value T. A similar meaning for IP1 can be given in the subdiffusion where the flux is proportional to a
time fractional derivative of the concentration (temperature) gradient [26].

Next, we formulate IP2 that is an inverse source problem that can be reduced to IP1:

IP2. Given ϕ, Φ : Ω× (t0, T)→ R, find u, F : Ω× (0, T)→ R, such that

(D{k},n0 Bu)(x, t) + Dlu(x, t)− Au(x, t) = F(x, t), x ∈ Ω, t ∈ (0, T) (2)

is fulfilled and

u|Ω×(t0,T) = ϕ, F|Ω×(t0,T) = Φ.

Here, Ω ⊆ RN with some N ∈ N, Dl =
l

∑
j=1

qj
∂j

∂tj with some l ∈ N, qj ∈ R, and A and B are

operators that act on functions depending on x. Throughout the paper, assume that A and B with their
domains D(A) and D(B) are such that A : D(A) ⊆ C(Ω)→ C(Ω), B : D(B) ⊆ C(Ω)→ C(Ω). We
also assume that B is invertible.

Equation (2) generalizes the fractional wave equation CDβ
0 u+λ(−∆)αu = F, β ∈ (1, 2), α ∈ [0.5, 1],

λ > 0 [13,27,28], the attenuated wave equation ∂2

∂t2 u + µ RDβ
0 u− λ∆u = F, β ∈ (0, 1) ∪ (1, 2) [29,30]

and different subdiffusion equations CD{k},10 u− λ∆u = F and ∂
∂t u− λ RD{k},10 ∆u = F, where k has
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one of the above forms (k1)–(k7) [16–18,20,23,26,31]. In the latter equation, B = −λ∆ and, in order to
guarantee the invertibility of B, proper boundary conditions must be specified in the domain D(B).

We point out that the operators A and B in (2) are not necessarily linear.
In case if Φ = 0, IP2 means a reconstruction of a source that was active in the past using a

measurement of the state of u in a left neighborhood of T. Such an inverse problem may occur in
seismology, ground water pollution, etc.

Now, we reduce IP2 to IP1. Let (u, F) solve IP2. Then, Equation (2) restricted to Ω× (t0, T) has
the form (D{k},n0 Bu)(x, t) + Dl ϕ(x, t)− Aϕ(x, t) = Φ(x, t). Therefore, Bu is a solution of the following
family of IP1:

Bu|Ω×(t0,T) = Bϕ and D{k},n0 Bu|Ω×(t0,T) = g, (3)

where

g(x, t) = Φ(x, t) + Aϕ(x, t)− Dl ϕ(x, t), x ∈ Ω, t ∈ (t0, T). (4)

The solution of IP2 is expressed by means of Bu explicitly: u = B−1Bu, F = D{k},n0 Bu + Dlu− Au.

3. Results in Case of General k

3.1. Uniqueness Results

Lemma 1. Let k be real analytic in (0, ∞) and v ∈ L1(0, t0). Then, w(t) =
∫ t0

0 k(t− τ)v(τ)dτ is real analytic
in (t0, ∞).

Proof. The function k can be extended as a complex analytic function kC in an open domain
D ⊂ C containing the positive part of the real axis. Let us define wC(z) =

∫ t0
0 kC(z− τ)v(τ)dτ for

z ∈ Dt0 = {z : z = ξ + t0, ξ ∈ D}. Using the analyticity of kC, it is possible to show that functions u
and v involved in the formula wC(t + is) = u(t, s) + iv(t, s), are continuously differentiable and satisfy
Cauchy-Riemann equations in {(t, s) : t + is ∈ Dt0}. This implies that wC is complex analytic in Dt0 .
On the other hand, its restriction to the subset {z = t + i0 : t ∈ (t0, ∞)} is the function w. Therefore, w
is real analytic in (t0, ∞).

We will denote the Laplace transform of a function f : (0, ∞)→ R by

f̂ (s) = (Lt→s f )(s) =
∫ ∞

0
e−st f (t)dt.

The symbol ∗ will stand for the time convolution, i.e., ( f1 ∗ f2)(t) =
∫ t

0 f1(t− τ) f2(τ)dτ.

We prove a uniqueness theorem for IP1.

Theorem 1. Assume that k satisfies the following conditions:

∃µ ∈ R :
∫ ∞

0
e−µt|k(t)|dt < ∞, (5)

k is real analytic in (0, ∞), (6)

k̂(s) cannot be meromorphically extended to the whole complex plane C. (7)

Then, the following assertions hold.

(i) If u ∈ L1(0, T), k ∗ u ∈Wn
1 (0, T) and u|(t0,T) =

RD{k},n0 u|(t0,T) = 0, then u = 0.

(ii) If u ∈Wn
1 (0, T) and u|(t0,T) =

CD{k},n0 u|(t0,T) = 0, then u = 0.
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Proof. (i) Let us extend u(t) by zero for t > T and define the function f : (0, ∞)→ R:

f = RD{k},n0 u.

Since u(t) = 0, t > t0, it holds that

f (t) =
dn

dtn

∫ t0

0
k(t− τ)u(τ)dτ =

∫ t0

0
k(n)(t− τ)u(τ)dτ, t > t0.

The function k is real analytic, therefore, k(n) is also real analytic. Hence, Lemma 1 implies that f is
real analytic in (t0, ∞). Since f (t) = 0, t ∈ (t0, T), and f is real analytic, we obtain that f (t) = 0, t > t0.

Due to (5) the k̂(s) exists and is holomorphic for Res > µ. Moreover, in view the properties of f ,
the f̂ (s) also exists and is expressed by the formula

f̂ (s) = sn k̂(s)û(s)− p0sn−1 − ...− pn−1, pj =
dj

dtj (k ∗ u)(t)
∣∣∣
t=0

, Res > µ.

Therefore,

k̂(s) =
f̂ (s) + p0sn−1 + ... + pn−1

snû(s)
for any s such that Res > µ and snû(s) 6= 0.

Since the values f (t) and u(t) vanish for t > t0, f̂ and û are entire functions. Thus, the function
f̂ (s) + p0sn−1 + ...+ pn−1 is also entire. Assume that û does not vanish on C. Then, by Identity theorem
and the fact that û is entire the set of zeros of û does not contain accumulation points. This implies
that the extension of k̂ is meromorphic on C. This contradicts to the assumption (7) of the theorem.
Therefore, the assumption û 6≡ 0 is invalid, which implies u = 0 in L1(0, T).

(ii) At this part of the proof, let us use the notation v := u(n). Then, v|(t0,T) =
RD{k},00 v|(t0,T) = 0

and v, k ∗ v ∈ L1(0, T). Therefore, by the assertion (i) of this theorem v = 0. Consequently, u(n) = 0
and u|(t0,T) = 0 imply that u = 0 in Wn

1 (0, T).

Let us compute the Laplace transform for the kernels from Section 1 to see if they satisfy the
conditions of Theorem 1.

(k1) In the basic case k(t) = t−β

Γ(1−β)
, β ∈ (0, 1), it holds k̂(s) = 1

s1−β .

(k2) Similarly for k(t) = ∑m
j=1 pj

t−βj

Γ(1−β j)
, 0 < β j < 1, pj 6= 0, we have k̂(s) = ∑m

j=1 pj
1

s1−βj
.

(k3) For the distributed fractional derivative k(t) =
∫ 1

0 p(β) t−β

Γ(1−β)
dβ, p ∈ L1(0, 1), the Laplace

transform is k̂(s) =
∫ 1

0 p(β) 1
s1−β dβ.

(k4) For the tempered fractional derivative of type I k(t) = e−λtt−β

Γ(1−β)
+ λ

∫ t
0

e−λττ−β

Γ(1−β)
dτ, 0 < β <

1, λ > 0, it holds k̂(s) = (s+λ)β

s .
(k5) For the tempered fractional derivative of type II k(t) = e−λttβ−1Eβ,β(λ

βtβ), 0 < β < 1, λ > 0,
we have that k̂(s) = 1

(s+λ)β−λβ [19].

(k6) The kernel of Caputo-Fabrizio fractional derivative k(t) = 1
1−β e−

β
1−β t, 0 < β < 1, has a

Laplace transform k̂(s) = 1
(1−β)s+β

.

(k7) In case of Atangana–Baleanu fractional derivative k(t) = 1
1−β Eβ

(
− βtβ

1−β

)
,

0 < β < 1, it follows from [32] that k̂(s) = sβ−1

(1−β)sβ+β
.
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The kernels (k1)–(k7) satisfy (5),(6). Moreover, it is evident that the kernels (k1), (k2), (k4), (k5),
(k7) satisfy (7), because Laplace transforms of these functions have branch points. To guarantee that
(k3) also satisfies (7) we assume additionally that p 6= 0, p ≥ 0. Then,

lim
Arg s→±π,
|s|=1

Im k̂(s) =
∫ 1

0
p(β) sin((β− 1)× (±π))dβ

<

>
0.

This shows that k̂(s) has a jump at s = −1, hence (7) holds.
Summing up, the solution of IP1 for a derivative containing a kernel (k1)–(k5) or (k7) is unique.
The kernel of Caputo-Fabrizio fractional derivative (k6) does not satisfy (7) because it has the

meromorphic in C Laplace transform. IP1 with this kernel has infinitely many solutions. Any function

such that
∫ t0

0 e
β

1−β τu(τ)dτ = 0, u|(t0,T) = 0 satisfies the homogeneous IP1 in case D{k},n0 = RD{k},n0

and any function such that
∫ t0

0 e
β

1−β τu(n)(τ)dτ = 0, u|(t0,T) = 0 satisfies the homogeneous IP1 in case

D{k},n0 = CD{k},n0 .

Now, we proceed to IP2. We define the following set related to operators A, B and Dl :

U = {u : Ω× (0, T)→ R : u(·, t) ∈ D(A) ∩D(B) ∀t ∈ (0, T),

u, Au, Bu ∈ C(Ω× (0, T)) and qj
∂j

∂tj u ∈ C(Ω× (0, T)), j = 1, . . . , l}.

From Theorem 1, we can immediately deduce a uniqueness statement for IP2.

Corollary 1. Let k satisfy (5)–(7). Then, the following assertions hold.

(i) If (uj, Fj) ∈ {u ∈ U : (k ∗ Bu)(x, ·) ∈ Wn
1 (0, T) ∀x ∈ Ω} × C(Ω× (0, T)), j = 1, 2, solve (2) with

D{k},n0 = RD{k},n0 and (u1, F1)|Ω×(t0,T) = (u2, F2)|Ω×(t0,T), then (u1, F1) = (u2, F2).
(ii) If (uj, Fj) ∈ {u ∈ U : Bu(x, ·) ∈ Wn

1 (0, T) ∀x ∈ Ω} × C(Ω × (0, T)), j = 1, 2, solve (2) with

D{k},n0 = CD{k},n0 and (u1, F1)|Ω×(t0,T) = (u2, F2)|Ω×(t0,T), then (u1, F1) = (u2, F2).

Proof. Proof is technically the same in cases (i) and (ii). After considering the formulation of IP2 in
terms of IP1 (3) and subtracting the corresponding equations for (u1, F1) and (u2, F2), we obtain that

(Bu1 − Bu2)|Ω×(t0,T) = 0 and D{k},n0 (Bu1 − Bu2)|Ω×(t0,T) = 0.

Then, it follows from Theorem 1 that (Bu1 − Bu2)|Ω×(0,T) = 0 and, consequently, since the
operator B is invertible it holds u1(x, t) = u2(x, t), (x, t) ∈ Ω× (0, T). Finally, the Equation (2) implies
F1(x, t) = F2(x, t), (x, t) ∈ Ω× (0, T).

3.2. Reduction to Integral Equations

In this subsection, we reduce IP1 to integral equations. Let us assume that k satisfies (6).
Firstly, we consider the case D{k},n0 = RD{k},n0 . Assume that u ∈ L1(0, T) solves IP1 and

k ∗ u ∈Wn
1 (0, T). Then,

∫ t

0
k(t− τ)u(τ)dτ =

∫ t0

0
k(t− τ)u(τ)dτ +

∫ t

t0

k(t− τ)ϕ(τ)dτ (8)

for t ∈ (t0, T), where the left hand side belongs to Wn
1 (t0, T) and the first addend in the right-hand

side belongs to C∞(t0, T]. Thus, the data ϕ necessarily satisfies
∫ t

t0
k(t− τ)ϕ(τ)dτ ∈ Wn

1 (t0 + δ, T),
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∀δ ∈ (t0, T). Applying dn

dtn to (8), using the second condition in (1) and rearranging the terms, we
obtain the following integral equation of the first kind for u|(0,t0)

:

∫ t0

0
k(n)(t− τ)u(τ)dτ = f (t), t ∈ (t0, T), where f = g− RD{k},nt0

ϕ. (9)

Secondly, let us consider the case D{k},n0 = CD{k},n0 , n ≥ 1. If u ∈ Wn
1 (0, T) solves IP1, then

u(n)|(0,t0)
is a solution of the integral equation

∫ t0

0
k(t− τ)u(n)(τ)dτ = f (t), t ∈ (t0, T), where f = g− CD{k},nt0

ϕ. (10)

Since lim
τ→t−0

u(j)(τ) = lim
τ→t+0

ϕ(j)(τ), j = 0, . . . , n− 1, the function u|(0,t0)
is obtained from u(n)|(0,t0)

by

the integration:

u(t) =
∫ t

t0

(t− τ)n−1

(n− 1)!
u(n)(τ)dτ +

n−1

∑
j=0

lim
τ→t+0

ϕ(j)(τ)
(t− t0)

j

j!
, t ∈ (0, t0).

Due to Lemma 1, the integral operators involved in (9),(10) map L1(0, t0) into the space of
functions that are real analytic in t > t0. This means that IP1 is severely ill-posed and necessarily, f
is real analytic in (t0, T). In the next section, we will derive solution formulas for IP1 that contain
the quantities

f (m)(t1), m ∈ {0} ∪N,

where t1 is an arbitrary point in (t0, T).

4. Solution Formulas in Particular Cases of k

4.1. A Basic Theorem

Theorem 2. Let α ∈ R \ Z, t1 > t0 > 0 and f ∈ C∞(t0, ∞). Let us introduce the following family of sums
that depend on a variable t ∈ (0, t0) and parameters α, f , t1, t0:

VN(α, f , t1, t0)(t) = (t1 − t)−α−2
N

∑
n=0

AnPn

(
2t1(t1 − t0)

t0(t1 − t)
− 2t1 − t0

t0

)
.

Here, N ∈ {0} ∪N∪ {∞}, Pn are normalized in L2(−1, 1) Legendre polynomials

Pn(t) =
b n

2 c
∑
l=0

cn,ltn−2l , where cn,l =

√
2n + 1

2
1
2n (−1)l

(
n
l

)(
2n− 2l

n

)
,

and

An = An(α, f , t1, t0) =
b n

2 c
∑
l=0

cn,l

n−2l

∑
m=0

(
n− 2l

m

)(
t0 − 2t1

t0

)n−2l−m

×
(

2t1(t1 − t0)

t0

)m
Γ(α−m + 1) f (m)(t1).

Assume that v ∈ L2(0, t0) and f is given by f (t) =
∫ t0

0
(t−τ)α

Γ(α+1)v(τ)dτ, t > t0. Then, the series
V∞(α, f , t1, t0)(t) converges almost everywhere in (0, t0) and

v(t) = V∞(α, f , t1, t0)(t), a.e. t ∈ (0, t0). (11)
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Moreover, VN(α, f , t1, t0) → v in L2(0, t0) as N → ∞. If in addition, v ∈ BV[0, t0], then
V∞(α, f , t1, t0)(t) converges pointwise in (0, t0) and the estimate is valid:

|v(t)−VN(α, f , t1, t0)(t)| ≤
c(t)
N

, t ∈ (0, t0),

where c(t) is a positive constant depending on t.

Proof. For t1 > t0 we have

1
Γ(α− n + 1)

∫ t0

0
(t1 − τ)α−nv(τ)dτ = f (n)(t1) , n ∈ {0} ∪N. (12)

The substitution s = 1
t1−τ under the integral takes (12) to the form

∫ 1
t1−t0

1
t1

snw(s)ds = Γ(α− n + 1) f (n)(t1), n ∈ {0} ∪N, (13)

where w(s) = s−α−2v
(

t1 − 1
s

)
.

We would like to expand our function into series by means of orthonormal Legendre polynomials;
thus, we apply a linear substitution that takes us from [ 1

t1
, 1

t1−t0
] to the interval [−1, 1], where such an

expansion can be applied:

s̃ = as + b, where a =
2t1(t1 − t0)

t0
, b = −2t1 − t0

t0
.

We also denote w̃(s̃) = w(s). Since the performed changes of variables under the integrals
are diffeomorphic, v ∈ L2(0, t0) implies w ∈ L2(

1
t1

, 1
t1−t0

) and w̃ ∈ L2(−1, 1) (cf. [33] Section 16.4).
Similarly, v ∈ BV[0, t0] implies w̃ ∈ BV[−1, 1].

Since w̃ ∈ L2(−1, 1), it can be expanded into the Fourier-Legendre series. It follows from (13) that
for n ∈ {0} ∪N

∫ 1

−1

1
an+1 (s̃− b)n w̃(s̃)ds̃ = Γ(α− n + 1) f (n)(t1)

and, therefore,

∫ 1

−1
s̃nw̃(s̃)ds̃ =

∫ 1

−1
((s̃− b) + b)nw̃(s̃)d˜s

=
n

∑
m=0

(
n
m

)
bn−m

∫ 1

−1
(s̃− b)m w̃(s̃)ds̃ =

n

∑
m=0

(
n
m

)
bn−mamΓ(α−m + 1) f (m)(t1).

It implies that for the normalized Legendre polynomials

∫ 1

−1
Pn(s̃)w̃(s̃)ds̃ =

b n
2 c

∑
l=0

cn,l

∫ 1

−1
s̃n−2lw̃(s̃)ds̃ =

b n
2 c

∑
l=0

cn,l

n−2l

∑
m=0

(
n− 2l

m

)

×bn−2l−mamΓ(α−m + 1) f (m)(t1) = An.

Then, w̃(s̃) = ∑∞
n=0 AnPn(s̃). This series converges in L2(−1, 1) and for almost every

s̃ ∈ (−1, 1) [34].
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For w̃ ∈ BV[−1, 1], the series for w̃ is convergent pointwise for s̃ ∈ (−1, 1) and according to
Theorem 1 [35]

|w̃(s̃)−
N

∑
n=0

AnPn(s̃)| ≤
c1(s̃)

N
, s̃ ∈ (−1, 1),

where c1(s̃) is a positive constant.
Since the change of variables s̃ = a

t1−t + b, t ∈ [0, t0], is diffeomorphic and v(t) = (t1 −
t)−α−2w̃( a

t1−t + b), all assertions of the theorem follow from the proved properties of the series
w̃(s̃) = ∑∞

n=0 AnPn(s̃).

Remark 1. It follows from (11) that for f of form f (t) =
∫ t0

0
(t−τ)α

Γ(α+1)v(τ)dτ, t > t0, where v ∈ L2(0, t0),
the sum of series V∞(α, f , t1, t0)(t) is independent of t1 > t0. The partial sums VN(α, f , t1, t0)(t), N < ∞,
however, still may depend on t1 in case of such f . For example, if v = 1, then V0(α, f , t1, t0)(t) =

√
0.5

α+1 (t1 −
t)−α−2

[
tα+1
1 − (t1 − t0)

α+1
]
.

4.2. Solution Formulas in Case of Usual Fractional Derivatives

In this subsection, we consider the case k(t) = t−β

Γ(1−β)
, β ∈ (0, 1), n ≥ 1. Then, RD{k},n0 and CD{k},n0

are the Riemann–Liouville and Caputo fractional derivatives of the order n + β− 1, respectively.

Theorem 3. Let k(t) = t−β

Γ(1−β)
, 0 < β < 1 . Then, the following assertions hold.

(i) If u ∈ L2(0, T), k ∗ u ∈Wn
1 (0, T) and u solves IP1 with D{k},n0 = RD{k},n0 , then

u(t) = F β,n
R,t1

(g− RD{k},nt0
ϕ)(t), a.e. t ∈ (0, t0), (14)

where the operator F β,n
R,t1

is given by the rule

F β,n
R,t1

( f )(t) = V∞(−n− β, f , t1, t0)(t). (15)

(ii) If u ∈Wn
2 (0, T), n ≥ 1, solves IP1 with D{k},n0 = CD{k},n0 , then

u(t) = F β,n
C,t1

(ϕ; g− CD{k},nt0
ϕ)(t), t ∈ (0, t0), (16)

where

F β,n
C,t1

(ϕ; f )(t) =
n−1

∑
j=0

lim
τ→t+0

ϕ(j)(τ)
(t− t0)

j

j!
+
∫ t

t0

(t− τ)n−1

Γ(n)
V∞(−β, f , t1, t0)(τ)dτ. (17)

The Formulas (14), (16) are valid for any t1 ∈ (t0, T).

Proof. (i) Firstly, we represent the IP1 in form (9) with k(t) = t−β

Γ(1−β)
. That is identical to

f (t) =
∫ t0

0
(t−τ)α

Γ(α+1)v(τ)dτ with α = −n − β, v(t) = u(t) and f (t) = g(t) − RDt0 ϕ(t) and Theorem
2 implies (14).

(ii) Similarly to the previous case we start from representing the problem in a form (10) with
k(t) = t−β

Γ(1−β)
. This gives us the relation f (t) =

∫ t0
0

(t−τ)α

Γ(α+1)v(τ)dτ with α = −β, v(t) = u(n)(t) and

f (t) = g(t)− CDβ,n
t0

ϕ(n)(t). By applying Theorem 2 to it, we obtain

u(n)(t) = V∞(−β, f , t1, t0)(t), a.e. t ∈ (0, t0), f = g− CD{k},nt0
u.
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Since the condition u|(t0,T) = ϕ implies u(j)(t0) = limτ→t+0
ϕ(j)(τ), j = 0 . . . n− 1, the solution

Formula (16) is valid.

Remark 2. Let us consider the approximations of the exact solutions defined by uN,t1(t) = VN(−n −
β, f , t1, t0)(t), t ∈ (0, t0), N < ∞, in case (i) and uN,t1(t) =

n−1
∑

j=0
lim

τ→t+0
ϕ(j)(τ) (t−t0)

j

j! +

∫ t
t0

(t−τ)n−1

Γ(n) VN(−β, f , t1, t0)(τ)dτ, t ∈ (0, t0), N < ∞, in case (ii). Then, Theorem 2 can be used to compare
uN,t1 with u in the process N → ∞. In case (i), uN,t1 |(0,t0)

→ u|(0,t0)
in L2(0, t0) and uN,t1(t) → u(t) a.e.

t ∈ (0, t0). Similarly, in case (ii), uN,t1 |(0,t0)
→ u|(0,t0)

in Wn
2 (0, t0) and u(n)

N,t1
(t) → u(n)(t) a.e. t ∈ (0, t0).

If in addition to the assumptions of (i), u|(0,t0)
∈ BV[0, t0] holds, then |uN,t1(t)− u(t)| is of the order 1/N

for every t ∈ (0, t0). Similarly, if in addition to the assumptions of (ii), u(n)|(0,t0)
∈ BV[0, t0] is valid, then

|u(n)
N,t1

(t)− u(n)(t)| is of the order 1/N for every t ∈ (0, t0).

Corollary 2. Let k(t) = t−β

Γ(1−β)
, 0 < β < 1. Then, the following assertions hold.

(i) If (u, F) ∈ {u ∈ U : (k ∗ Bu)(x, ·) ∈ Wn
1 (0, T) ∀x ∈ Ω} × C(Ω× (0, T)) solves IP2 with D{k},n0 =

RD{k},n0 , then

u(x, t) =
[

B−1F β,n
R,t1

(g(x, ·)− RD{k},nt0
ϕ(x, ·))

]
(t), a.e. (x, t) ∈ Ω× (0, t0).

(ii) If (u, F) ∈ {u ∈ U : Bu(x, ·) ∈ Wn
2 (0, T) ∀x ∈ Ω} × C(Ω × (0, T)), n ≥ 1, solves IP2 with

D{k},n0 = CD{k},n0 , then

u(x, t) =
[

B−1F β,n
C,t1

(ϕ(x, ·); g(x, ·)− RD{k},nt0
ϕ(x, ·))

]
(t), (x, t) ∈ Ω× (0, t0).

In both cases g is given by (4), t1 is an arbitrary number in (t0, T) and F|Ω×(0,t0)
=[

D{k},n0 Bu + Dlu− Au
] ∣∣∣

Ω×(0,t0)
.

Proof. The proof follows from Theorem 3 and the relations, (3), (4), that describe the transition from
IP2 to IP1.

4.3. Solution Formulas in Case of Tempered and Atangana–Baleanu Derivatives

In this subsection, we derive the solution formulas for particular subcases of the generalized
fractional derivative of the order n = 1. They are based on solution formulas derived for the usual
fractional derivative and involve the operators F β,1

R,t1
, F β,1

C,t1
. Again, we assume that t1 is an arbitrary

number in the interval (t0, T).
Firstly, let us consider the tempered fractional derivatives of type I.

Theorem 4. Let k(t) = e−λtt−β

Γ(1−β)
+ λ

∫ t
0

e−λττ−β

Γ(1−β)
dτ, 0 < β < 1, λ > 0. Then, the following assertions hold.

(i) If u ∈ L2(0, T), k ∗ u ∈W1
1 (0, T) and u solves IP1 with D{k},10 = RD{k},10 , then

u(t) = e−λtF β,1
R,t1

(eλtg− eλtRD{k},1t0
ϕ)(t), a.e. t ∈ (0, t0). (18)

(ii) If u ∈W1
2 (0, T) solves IP1 with D{k},10 = CD{k},10 , then

u(t) = lim
τ→t+0

ϕ(τ)−
∫ t0

t
e−λτF β,1

R,t1

(
e−λτ(g− RD{k},1t0

ϕ)′
)
(τ)dτ,

t ∈ (0, t0). (19)
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Proof. Before starting the proof, let us point out that k′(t) = e−λtt−1−β

Γ(−β)
. Hence, for t ∈ (t0, T) and

v ∈ L1(0, t0):

∫ t0

0
k′(t− τ)v(τ)dτ = e−λt

∫ t0

0

(t− τ)−1−β

Γ(−β)
eλτv(τ)dτ. (20)

(i) Firstly, the IP1 can be rewritten by means of (9), and then Formula (20) leads us to the equation
with the unknown term eλtu(t)

∫ t0

0

(t− τ)−1−β

Γ(−β)
eλτu(τ)dτ = eλtg(t)− eλtRD{k},1t0

ϕ(t), t ∈ (t0, T).

Thus, by applying Theorem 2 and using the notation (15), we obtain (18).
(ii) Let us write IP1 in the form (10), differentiate it and obtain for t ∈ (t0, T)

∫ t0

0
k′(t− τ)u′(τ)dτ =

d
dt
(g(t)− CD{k},1t0

ϕ(t)).

Then, due to (20) we have
∫ t0

0
(t−τ)−1−β

Γ(−β)
eλτu′(τ)dτ = eλt d

dt (g(t)− CD{k},1t0
ϕ(t)) and similarly to

(i) we deduce Formula (19) using the notation (17).

To handle IP1 for derivatives that contain Mittag-Leffler functions, we need the following lemma.

Lemma 2. Let 0 < β < 1, λ ∈ R and f ∈ W1
1 (0, T). Then, the function p(t) =

∫ t
0 (t− τ)β−1Eβ,β(λ(t−

τ)β) f (τ)dτ is a solution of the equation CDβ
0 p(t) − λp(t) = f (t), t ∈ (0, T), and the function q(t) =∫ t

0 Eβ(λ(t− τ)β) f (τ)dτ is a solution of the equation CDβ
0 q(t)− λq(t) = I1−β

0 f (t), t ∈ (0, T).

Proof. The proof of the first assertion can be found e.g., in [32], p. 174, and the second assertion
follows from the first one because [tβ−1Eβ,β(λtβ)] ∗ I1−β

0 f = Eβ(λtβ) ∗ f [6].

Next, we consider the case of a tempered fractional derivative of type II.

Theorem 5. Let k(t) = e−λttβ−1Eβ,β(λ
βtβ), 1

2 < β < 1, λ > 0. Then, the following assertions are valid:

(i) If u ∈W1
1 (0, T) and u solves IP1 with D{k},10 = RD{k},10 , then

u(t) =
∫ t

t0

e−λτ(RDβ
0 − λβI)F β,1

R,t1

(
eλτ(ϕ′ + λβg)− RDβ

t0
eλτ g

)
(τ)dτ

+ lim
τ→t0

ϕ(τ), t ∈ (0, t0). (21)

(ii) If u ∈W2
1 (0, T) and u solves IP1 with D{k},10 = CD{k},10 , then

u(t) =
∫ t

t0

e−λτ(CDβ
0 − λβI)F β,1

C,t1

(
eλτ g; eλτ(ϕ′ + λβg)− CDβ

t0
eλτ g

)
(τ)dτ

+ lim
τ→t0

ϕ(τ), t ∈ (0, t0). (22)

Here, I is the unity operator.

Proof. Firstly, we prove (ii). Let us define the function w as

w(t) = eλt CD{k},1u(t) =
∫ t

0
(t− τ)β−1Eβ,β(λ

β(t− τ)β)(eλτu′(τ))dτ.
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Due to Lemma 2, this function solves the equation

CDβ
0 w(t)− λβw(t) = eλtu′(t), t ∈ (0, T). (23)

Therefore, CDβ
0 w = eλtu′ + λβw and, in view of the condition (1), we have the IP1 with usual

fractional derivative:

w|(t0,T) = eλtg, CDβ
0 w|(t0,T) = eλt ϕ′ + λβeλtg. (24)

In order to apply Theorem 3 (ii) to this problem, we must verify that w ∈W1
2 (0, T) is valid. Let

us compute:

w′(t) = tβ−1Eβ,β(λ
βtβ)u′(0) + [tβ−1Eβ,β(λ

βtβ)] ∗ (eλtu′)′(t).

Due to the assumptions 1
2 < β < 1 and u ∈ W2

1 (0, T) we have tβ−1Eβ,β(λ
βtβ) ∈ L2(0, T) and

(eλtu′)′ ∈ L1(0, T). Using the Young’s theorem for convolutions, we deduce w′ ∈ L2(0, T). Thus,
w ∈W1

2 (0, T).
By applying Theorem 3 (ii) to (24), we obtain

w(t) = F β,1
C,t1

(eλtg; eλt ϕ′ + λβeλtg− CDβ
t0

eλtg)(t), t ∈ (0, t0).

Since by (23), u′ = e−λt(CDβ
0 − λβI)w, this implies Formula (22).

Secondly we prove (i). Let us define w(t) = eλtRD{k},10 u(t). Then, w(t) = ( d
dt − λ)z(t), where

z(t) =
∫ t

0
(t− τ)β−1Eβ,β(λ

β(t− τ)β)(eλτu(τ))dτ.

By Lemma 2, z solves the equation

CDβ
0 z(t)− λβz(t) = eλtu(t), t ∈ (0, T). (25)

Let us differentiate Equation (25) to derive the equation for w:

RDβ
0 (z
′ − λz)(t) + RDβ

0 (λz)(t)− λβz′(t) = λeλtu(t) + eλtu′(t), a.e. t ∈ (0, T).

That is

RDβ
0 w(t)− λβw(t) + λ(RDβ

0 (z)(t)− λβz(t)) = λeλtu(t) + eλtu′(t), a.e. t ∈ (0, T).

Since z(0) = 0, we have that RDβ
0 z = CDβ

0 z and using (25) again, we obtain

RDβ
0 w(t) = λβw(t) + eλtu′(t), a.e. t ∈ (0, T). (26)

Based on (1),(26), we formulate IP1 for w:

w|(t0,T) = eλtg, RDβ
0 w|(t0,T) = eλτ(ϕ′ + λβg). (27)
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To apply Theorem 3 (i), we should prove that w ∈ L2(0, T), and
(

t−β

Γ(1−β)

)
∗ w = I1−β

0 w ∈
W1

1 (0, T), that is RDβ
0 w ∈ L1(0, T). Let us investigate

w(t) =
(

d
dt
− λ

)(
tβ−1Eβ,β(λ

βtβ)
)
∗ (eλtu(t)) = u(0)

(
tβ−1Eβ,β(λ

βtβ)
)

+
(

tβ−1Eβ,β(λ
βtβ)

)
∗ ((eλtu(t))′ − λeλtu(t)), t ∈ (0, T).

Since tβ−1Eβ,β(λ
βtβ) ∈ L2(0, T) for β ∈ (1/2, 1) and eλtu(t) ∈ W1

1 (0, T), we obtain that
(
tβ−1Eβ,β(λ

βtβ)
)
∗ ((eλtu(t))′ − λeλtu(t)) ∈ L2(0, T); thus, w ∈ L2(0, T). Due to the (26) RDβ

0 w ∈
L1(0, T), because w ∈ L2(0, T) and u ∈W1

1 (0, T).
That enables us to apply Theorem 3 (i) to (27):

w(t) = F β,1
R,t1

(
eλt(ϕ′ + λβg)− RDβ

t0
eλtg

)
(t), a.e. t ∈ (0, t0).

This in view of (26) implies Formula (21).

Remark 3. It is possible to extend the range of β to 0 < β < 1 in Theorem 5 assuming more regularity of u
and the conditions u(0) = 0 and u′(0) = 0 in cases (i) and (ii), respectively.

Finally, we consider the case of Atangana–Baleanu fractional derivative.

Theorem 6. Let k(t) = 1
1−β Eβ

(
− βtβ

1−β

)
, 0 < β < 1. Then, the following assertions hold:

(i) If u ∈W1
1 (0, T) and u solves IP1 with D{k},10 = RD{k},10 , then

u(t) =
(

1− β

β
RDβ

0 + I
)
F β,1

R,t1

(
βg− RDβ

t0
(ϕ− (1− β)g)

)
(t),

a.e. t ∈ (0, t0). (28)

(ii) If u ∈W2
1 (0, T) and u solves IP1 with D{k},10 = CD{k},10 , then

u(t) =
(

1− β

β
CDβ

0 + I
)
F β,1

C,t1

(
ϕ− (1− β)g; βg− CDβ

t0
(ϕ− (1− β)g)

)
(t),

t ∈ (0, t0). (29)

Proof. (ii) Let us denote w = (1− β)CD{k},10 u. For this particular kernel type the relation holds:

w(t) =
∫ t

0
Eβ

(
− β(t− τ)β

1− β

)
u′(τ)dτ.

By Lemma 2 and the identity I1−β
0 u′ = CDβ

0 u, w solves the equation

CD
β
0 w(t) +

β

1− β
w(t) = CD

β
0 u(t), t ∈ (0, T). (30)

Since the relation (1) is valid, w|(t0,T) = (1− β)g. It follows from (30) that CDβ
0 (u− w) = β

1−β w.
Thus, we have the IP1 with usual fractional derivative

(u− w)|(t0,T) = ϕ− (1− β)g, CDβ
0 (u− w)|(t0,T) = βg.
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To apply Theorem 3 (ii), we have to show that u−w ∈W1
2 (0, T). Since E′β = 1

β Eβ,β and Eβ(0) = 1,

we obtain (u − w)′ = − 1
1−β [t

β−1Eβ,β(− βtβ

1−β )] ∗ u′. Due to the assumptions of (ii), this belongs to

L2(0, T), hence u− w ∈W1
2 (0, T). According to Theorem 3 (ii)

(u− w)|(0,t0)
= F β,1

C,t1

(
ϕ− (1− β)g; βg− CD

β
t0
(ϕ− (1− β)g)

)
. (31)

The relation (30) implies w = 1−β
β

CDβ
0 (u− w). Therefore,

w|(0,t0)
=

1− β

β
CD

β
0F β,1

C,t1

(
ϕ− (1− β)g; βg− CDβ

t0
(ϕ− (1− β)g)

)
.

Hence, from (31), we obtain (29).
(i) Let us denote w = (1− β)RD{k},10 u. Then

w =
d
dt

z, where z(t) =
∫ t

0
Eβ

(
− β(t− τ)β

1− β

)
u(τ)dτ.

The function z solves the equation

CD
β
0 z(t) +

β

1− β
z(t) = I1−β

0 u(t), t ∈ (0, T). (32)

Next, we differentiate Equation (32) and obtain

RD
β
0 w(t) +

β

1− β
w(t) = RD

β
0 u(t), a.e. t ∈ (0, T). (33)

Therefore, RDβ
0 (u− w)(t) = β

1−β w(t) that leads us to the IP1 with a usual fractional derivative

(u− w)|(t0,T) = ϕ− (1− β)g, RDβ
0 (u− w)|(t0,T) = βg.

Now, we have to show that u− w ∈ L2(0, T) and RDβ
0 (u− w)(t) ∈ L1(0, T). Firstly,

w(t) =
d
dt

(
Eβ

(
− β

1− β
tβ
)
∗u(t)

)
= u(0)Eβ

(
− β

1− β
tβ
)
+Eβ

(
− β

1− β
tβ
)
∗u′(t)

Since Eβ

(
− β

1−β tβ
)
∈ L2(0, T) for any β ∈ (0, 1), we obtain that w ∈ L2(0, T). Due to the Sobolev

embedding Theorem u ∈ W1
1 (0, T) ⊂ L2(0, T). Thus, u− w ∈ L2(0, T). Secondly, RDβ

0 (u− w)(t) =
β

1−β w(t) ∈ L2(0, T).
We continue the proof by applying Theorem 3 (i) to the IP1 for u− w:

(u− w)|(0,t0)
= F β,1

R,t1

(
βg− RDβ

t0
(ϕ− (1− β)g)

)
.

It follows from (33) that w = 1−β
β

RDβ
0 (u− w); thus, the Formula (28) holds.

Similarly to Corollary 2, formulas of solutions of IP2 can be derived in cases of tempered and
Atangana–Baleanu derivatives.

5. Conclusions

In this paper, two inverse problems were considered . The goal of IP1 was to reconstruct the
history of a function based on its value and the value of its generalized fractional derivative on a final
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time subinterval. Afterwards, the obtained results were applied to IP2 that includes reconstruction
of a source term in a fractional PDE based on the final time subinterval measurements. Defining the
overdetermination condition on a final time subinterval, not pointwise, enabled us to treat the problem
of the reconstruction of a source term (IP2) in a different manner than usual.

In this article, we have proved the uniqueness of the solution to IP1 and IP2 in case the
derivative contains general kernel k and derived the solution formulas for some particular cases
of k. Namely, these are the cases of usual fractional derivative, tempered, and Atangana–Baleanu
fractional derivatives.

In the case of multiterm and distributed fractional derivatives, solution formulas cannot be
derived by means of the method presented in this paper. The problem of reconstruction of explicit
representations for solutions in these cases remains open.

Since the IP1 and IP2 are severely ill-posed the solution formulas cannot be applied to the real-life
applications without prior regularization. Thus, the numerical analysis of the problems is another
non-trivial open question to be considered.
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