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Abstract 

With the development of IT technology, in modern society, IT security has become an 

important reliance to the information security and privacy. Although there are a number of 

security approaches, such as firewall and intrusion detection system, which can be used to 

protect the machines from being attacked, there is a lack of widely accepted mechanism to 

prevent machine users from fraud. Social engineering is the attack meaning smooth 

communicating with victim to reveal valuable information in order to bypass the secure 

perimeter in front of the information-related resources. To the best of author knowledge, risk 

cannot be eliminated thoroughly, but can be reduced and controlled. In this thesis, a novel 

taxonomy of social engineering attacks was proposed in order to understand the concept of 

the social engineering and gain insight of the representative social engineering attacks 

through applying the taxonomy to them. Furthermore, a multi-layer social engineering 

defense model is proposed to deal with the threats brought by the social engineering attacks. 

In each layer, different mechanisms are proposed respectively to facilitate the defense against 

to various social engineering techniques in order to effectively protect information-related 

resources and guarantee IT security. 

Keywords: Social Engineering, Psychological Vulnerabilities, Information System, IT 

Security, taxonomy, detection model, defense model. 

This thesis is written in English and is 66 pages long, including 6 chapters, 12 figures and 4 

tables. 

	
  

	
   	
  



	
  

 

Annotatsioon 

Seoses IT tehnoloogia arenguga kaasaegses ühiskonnas on IT turvalisus muutunud oluliseks 

usaldusväärseks abiks infoturbele ja privaatsusele. Kuigi turvalisusele on mitu lähenemist, 

nagu näiteks tulemüür ja sissetungimise tabamise süsteem rünnakute eest masinatele, puudub 

laialdaselt aktsepteeritud mehhanism ennetamaks arvutikasutajaid pettuse eest. 

Tehnosotsiaalne sahkerdamine on rünnak, mille käigus paljastatakse väärtuslik informatsioon 

läbi ohvriga suhtlemise. Selle informatsiooni abil mõõdetakse turvasüsteemidest erinevate 

ressursside ees. Tuginedes autori teadmistele riski ei ole võimalik ohtu täielikult kõrvaldada, 

kuid on võimalik seda vähendada ja kontrollida. Käesolevas magistritöös pakutakse välja 

tehnosotsiaalse sahkerdamise rünnakute uudne taksonoomia, eesmärgiga mõista 

tehnosotsiaalse sahkerdamise mõistet ja saada ülevaade tüüpilistest tehnosotsiaalse 

sahkerdamise rünnakutest neile taksonoomia rakendamise kaudu. Lisaks eelnevale esitatakse 

mitmekihiline tehnosotsiaalse sahkerdamise kaitsemudel tegelemaks tehnosotsiaalse 

sahkerdamise rünnakute poolt kaasnevate ohtudega. Igas kihis pakutakse välja erinevad 

mehhanismid et lihtsustada kaitset erinevate tehnosotsiaalse sahkerdamise tehnikate vastu, 

eesmärgiga kaitsta tõhusalt infoga seotud ressursse ja tagada IT turvalisus.  

 

Märksõnad: Tehnosotsiaalne sahkerdamine, psühholoogilised haavatavused, infosüsteem, IT 

turvalisus, taksonoomia, tabamise mudel, kaitsemudel. 
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1.   Introduction 

Information security and privacy are very important to personal assets, corporate properties, 

and even state secrets, however, various hacking threats are still prevalent [1] [2][3] (N. 

Perlroth)[4]. In modern society, people use various digital equipment, such as cell phones, 

laptops, tablet pads and personal computer, that are connected to the Internet in order to 

communicate and share information with each other. Hence, with the development of the IT 

technology, modern information security and privacy have been harmoniously combined with 

IT security (Hossein Bidgoli) [5] (Ji-Xuan Feng) [6]. IT security includes not only protecting 

organization’s systems from being attacked but also preventing system users from being 

tricked into leaking valuable information amongst other things. 

1.1.   Research motivation 

Due to the intelligence of blackhat community (Honeywall project) [7], today, there are many 

hacking techniques, such as buffer overflow, SQL injection, and cross-site scripting (XSS) 

that, can be used to attack  computer systems in order to access  sensitive information (R.C. 

Joshi) [8]. Most attacks exploit system’s vulnerabilities, which are often addressed through 

timely system updates and the use of security devices such as firewall and intrusion detection 

system (IDS). On the other hand, some hackers pioneered the art of human hacking (also 

called phreakers in some earlier articles (K. Mitnick) [32]) known as social engineering (SE) 

attacks to deceive the victims in order to get the valuable information, such as account names, 

ID numbers and even passwords, which can be used to bypass the access control and avoid 

intrusion detection. SE attacks are much more difficult for system administrators to defend 

against. A study from [9] shows that 48% of large companies and 32% of small companies 

across the globe were victims of 25 or even more SE attacks between 2009 to 2011. 

Additionally, the SANS institute reported that network attacks cost U.S. companies $266 

million every year and 80% of them are SE attacks [10]. 

A simple example of SE could be like this: a phreaker launches smooth talking to a victim 

and get a pair of legitimate account and password. Afterwards, the phreaker intrudes an 

inside system through authorized login and obtain secret information in terms of certain 

motives. This type of intrusion will be invisible to the secure perimeter. A more sophisticated 
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example could be like  case [11]. Thus, SE attacks have become a very important network 

threats to various organizations and enterprises.  

1.2.   Research questions 

In order to defend against the SE attacks, some research questions have to be taken into 

account. The research questions are proposed from a meta-how question that gets broken 

down into several deduced sub-how question, which can be described as follows: 

l   Meta-how: How to make contribution to the study of social engineering? 

¡   Sub-how1: How to classify different social engineering attacks? 

�   What are the attacking phases of social engineering attacks? 

�   What are the terminologies of social engineering attacks?  

�   What is the classification scheme of social engineering attacks? 

¡   Sub-how2: How to defense social engineering attacks? 

�   What is the decent security model can be used to defend against SE 

attacks? 

�   Where should be set security mechanism to protect from being attacked 

by social engineering? 

�   What security mechanism should be design? 

¡   Sub-how3: How to measure the security level to social engineering attacks?  

�   What is the metric of measurement? 

�   What are the criteria to design awareness questions? 

The sub-how questions will be respectively assigned to the contribution of the chapter 3, 4, 

and 5. The respectively assigned sub-how questions go through a "splitting function" inside 

the respective chapters to again deduced what-questions. Therefore, besides of the state of the 

art, the main contributions of this thesis are the answers to these research questions. 
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1.3.   Research methodology 

This master thesis applies a research methodology based on the action-design research (ADR) 

method (Maung K. Sein) [12], which is a research method for generating prescriptive design 

knowledge through building and evaluating ensemble IT artifacts in an organizational setting. 

1.3.1.   Problem Formulation 

This master thesis first reviewed the related work about SE security projects and research, 

including the SE taxonomies and conceptual models, the SE defense models and the 

measuring approaches. Thereafter, the problem space of the SE is presented and the increased 

security risks are identified. So, in order to approach the objectives for studying SE attacks, 

the main work of this thesis can be revealed from the problem space. 

1.3.2.   Proposal Design 

According the outcome of the problem formulation, the thesis focuses on three main 

proposals. First, a novel taxonomy of SE attacks is proposed, which can be used to classify 

and analyze the SE attacks, and even unveils the SE attacking space in order to provide some 

designing directions for security researchers to defend against social engineering based 

attacks. Second, based on the proposed taxonomy, some security approaches and models for 

defending against SE attacks can be improved. Therefore, a new SE defense model is 

proposed, which includes three layers: prevent, detect, and control. Each layer consists of 

several techniques and mechanisms to implement the defending functionality. This multi-

layer SE defense model can be extended through supplementing new techniques. Third, the 

thesis presents some suggestive measuring approaches for the security level against the SE 

attacks. These measuring approaches including the surveys, questionnaire and even interview 

to test the employees’ awareness and even some developed applications which can perform 

automated SE attacks to test the security level and train the employees’ awareness against SE 

attacks. 

1.3.3.   Formalization of Learning 

The outcome of the taxonomy of social engineering attacks can be used to generally classify 

any type of social engineering attacks. The taxonomy is a basic framework that can be 

extended through adding new class of concepts of social engineering attacks. The proposed 

social engineering defense model is a formulation that can be used to defend general social 



	
  

	
   14	
  

engineering attacks. The defense model can also be extended through adding new security 

mechanisms for future novel social engineering attacks. 

1.4.   Research objective 

The objective of this thesis work is to understand, measure and defend information systems 

against SE attacks through investigating the presented SE taxonomies, and related conceptual, 

attacking and defending models. The contributions of this thesis can be summarized as 

follows: 

1.   The related work of SE attacks is reviewed, including the taxonomies, a variety of 

models, measuring approaches and even some security standards in order to gain insight of 

the study field. 

2.   A novel taxonomy of social engineering attacks is proposed, which we apply to 

multiple types of social engineering attacks to make classification. 

3.   A multi-layer security model is proposed for effective defending against social 

engineering attacks in order to guarantee IT security and protect information-related 

resources. 

4.   Some measuring approaches are presented for the security level against the social 

engineering attacks. 

1.5.   Thesis organization 

The remainder of this thesis is organized as follows: chapter 2 reviews related work; chapter 

3 proposes a novel taxonomy of social engineering attacks and applies it to multiple 

representative SE attacks; chapter 4 proposes a multi-layer social engineering attacks defense 

model; chapter 5 suggest several measuring approaches to evaluate the security level under 

using the SE defense model; chapter 6 makes a conclusion and presents some future work. 
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2.   Related work 

In this chapter, the state of the art about social engineering will be presented. The materials 

will be organized into several subsections, i.e. SE taxonomies, measuring approaches, and SE 

related models, in order to gain insight of the study field and help us to discover the areas that 

can be improved as well. 

2.1.   Social engineering taxonomies 

Today we can learn more about social engineering attacks concepts, techniques with 

interesting real cases from various materials that are readily available such as books (Tipton) 

[13] (Hadnagy) [14] (Mann) [15], Particularly, we can know more about the study field by 

studying its  dedicated taxonomies which constitute to theoretical study of classifications. To 

the best of author’s knowledge, very little taxonomies that ware specifically designed for 

social engineering attacks existed a decade ago. However, in that period there existed a 

number of network attacks taxonomies (Lough) [16] (Hansman) [17] and secure computing 

[18]. Thereafter, some succeeding taxonomies of network attacks began to consider the 

classifications about social engineering. For example, Simmons et al. (Simmons) [19] 

proposed a taxonomy called AVOIDIT, which classifies cyber-attacks into six categories: 

attack vector, operational impact, defense, informational impact, and attack target. The attack 

vector is a vulnerability or path used to compromise a system, such as misconfiguration, 

buffer overflow, insufficient authentication validation, etc., and one of the subcategory of the 

attack vector is social engineering. Another taxonomy proposed by Van Heerden et al 

(Heerden) [20] consists of twelve classes and each class containing multiple subclasses. The 

social engineering is one of the subclasses of the class Attack Mechanism. Hence, both of 

AVOIDIT and Van Heerden’s taxonomy simply treated the social engineering as one of the 

attacking methods but did not unveil the technique details about social engineering attacks. 

Actually, there are some more details that can be studied in the social engineering attacks. In 

recent years, several novel taxonomies focusing on social engineering attacks have been 

proposed, which can help us to get out of the mess. 

In 2014, Katharina Krombholz et al. proposed a novel taxonomy (Krombholz) [21] aimed to 

classify social engineering attacks. This taxonomy proposed three main categories for 
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dissecting social engineering, and they are: channel, operator and type. The channel means 

the medium where the SE attacks conduct. The channel consists of e-mail, instant messaging, 

telephone, VoIP, social network, cloud and website. The Operator indicates the actor who 

launches the SE attacks, which can be human or software. The type refers to the approach 

that the SE attacks carry out.  The taxonomy concludes four approaches: physical, technical, 

social and socio-technical. Furthermore, the author summarized seven representative SE 

attack vectors (or scenarios): phishing, dumpster diving, shoulder surfing, reverse social 

engineering, waterholing, advanced persistent threat, and baiting (all these vectors will be 

described in chapter 3), nevertheless the author mentioned the fact that the individual SE 

attack scenario have not been technically exhausted. In order to verify the taxonomy, the 

author applied it to these representative attack scenarios, which proves the taxonomy works 

well in analyzing these typical SE attack vectors. Indeed, it is a scenario-driven taxonomy, 

which draws out the attacking characteristics from the actual attacking scenario and then 

categories the characteristics into taxonomy. However, this taxonomy is designed mainly 

from the attack point of view, lacks of the characteristics of defending methods against SE 

attacks. 

Another novel taxonomy of SE attacks was proposed by the paper (Heartfield) [22] in 2015. 

Just in contrast to the Krombholz’s work, this proposal designed the taxonomy from a 

defense perspective. It adopts three distinct control stages, which includes orchestration, 

exploitation, and execution, defined by CESG [23] as the basic categories of the taxonomy. 

For each stage, it poses questions that can help to develop the technical protection 

mechanisms. The answers to these questions compose the corresponding categories, which 

consequently establish the whole taxonomy. The Orchestration consists of target type (target 

of choice or opportunity), attacking mode (manual or automated), and attacking approach 

(software, hardware without software or hardware with software). The Exploitation includes 

the deception vector (cosmetic, behavior, or hybrid) and the manipulation interface (user 

interface or programmatic interface). The Execution is comprised of execution steps (single 

or multiple) and attack persistence (one-off or continual). Hence, this taxonomy is defense 

stage driven, and in each stage, it depicts several mutual-exclusive sub-categories whose 

characteristics should be considered in order to develop the technical protection mechanisms. 

The taxonomy is not exhaustive and can be expanded based on the three main categories. The 

taxonomy was evaluated by applying to 30 different attacks observed in the wild, which is 

aimed to help in developing the technical protection mechanisms. 
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In addition, the paper (F. Mouton) [24] proposed an ontological model to define the social 

engineering domain. The set of the categories provided by this social engineering ontology 

can be considered as the taxonomy of social engineering. This model defines a social 

engineering attack, using either direct communication or indirect communication, has one 

social engineer, one target, one or more compliance principles, one or more techniques, one 

medium, and one goal. These six entities are defined as classes in the model. 

2.2.   Measuring approaches 

It is important to study the methods of measuring the security level to social engineering, 

because one cannot protect what cannot measure. At present, the great percent of information 

security depends on the individuals rather than the technical security measures [25] (Jagatic) 

[26]. Hence, unlike the traditional technical vulnerabilities, social engineering attacks focus 

on human being’s psychological vulnerabilities.  

The individuals in charge of information security in an organization are all the employees. 

The paper (Manjak) [27] measures the value of the information security awareness efforts in 

the organization through applying various social engineering tactics targeting the employees 

that an information security awareness campaign is designed to counter. Although employees’ 

awareness can be improved by security education, there are several obstacles for education 

employees, such as poor awareness program design, lack of executive level support, 

budgetary constraints, etc.  However, the security awareness is not training. It actually relies 

on the employees’ consciousness and attitude. Employees will not be motivated to improve 

the security awareness if they see no reason to concern the information security. Hence, in 

order to address the employees’ ignorance, the first task is to convince staff that they have 

personal stock in the effort to secure the organization’s information assets. In addition, the 

behaviors that would put the organization’s assets at risk have to be identified. Through 

several information collecting methods, such as surveys, questionnaires and interviews, the 

core message can be identified for avoiding risk behaviors. 

Using the standard security policy is an effective way to help the organizations to train the 

employee and control security risk. At present, there are a number of standard security 

standards, such as the “Big Five”: ISO/IEC 27001, BS 7799, COBIT, PCI DSS, ITIL&ISO 

2000. However, few of them include policies covering social engineering attacks. ISO/IEC 
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270321, extended from ISO/IEC 27001, is a completely new international standard published 

by ISO that covers the baseline security practices for all stakeholders in cyberspace. In 

particular, it provides technical guidance for addressing social engineering attacks. Thus, the 

organization concerning information security can choose ISO/IEC 27032 to implement the 

cyber security framework to prevent social engineering attacks. However, this new security 

standard still remains to be seen how it will turn out in practice and how widely it will be 

accepted. Using the security standards makes an ease of security measurement. ISO270042 

defines a measurement method with the following steps: 1.	
   Complete list of the controls 

implemented in accordance with Annex A of ISO27001 standard; 2. Method for 

measurement of attributes associated with controls; 3. Base measure for the control attributes; 

4.Generation of the indicator. 

Marcus Nohlberg et al. proposed a new interview protocol (Nohlberg) [28] to measure the 

readiness of an organization using security policy to deal with automated social engineering 

attacks. The interview protocol consists of a questionnaire which covers 15 areas of the 

conceptual model of SE (Nohlberg) [29], and the assessment of the response to the questions 

was reported based on a well-established behavior/attitude/knowledge triad matrix. Each item 

of the triad has a 3-level grading scale: none (0), informal (+1), formal (+2). Thus, the best 

possible score for an organization are six points in each of the 15 areas, which is equivalent 

to 90 points in total. 

Indeed, the behavior/attitude/knowledge triad was inspired by the paper (Kruger) [30], which 

proposed a prototype for assessing information security awareness. This paper presented the 

methodology used to develop the measuring tool through answering two questions: what to 

measure and how to measure. It proposed a tree structure of problem that is developed based 

on three dimensions: attitude, knowledge, and behavior, to answer the first question. The 

three dimensions were technically borrowed from the field of social psychology which 

proposes that learned predispositions to respond in a favorable or unfavorable manner to a 

particular object have three components: affect, behavior and cognition. It also proposed a 

questionnaire based scoring model to answer the second question. In the scoring model the 

awareness also has a 3-level grading scale: good, average, and poor, which have the score of 

measurement 80-100, 60-79, 59-less, respectively. Although it was a generic assessing 

prototype and was not aimed to measure the security awareness program to social 
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
1	
  http://www.iso27001security.com/html/27032.html	
  
2	
  http://www.iso27001security.com/html/27004.html	
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engineering attacks, the proposed methodology is valuable to help other security researchers 

to develop novel measuring tools. 

The work mentioned above mainly focused on discussing the measuring methodology, but 

consider little or did not unveil the detail of how to set the questionnaire and what kind of 

questions should be asked. The paper (Cheng) [31] presented that security metrics can be 

considered as a standard (or system) used for quantitatively measuring an organization’s 

security posture, so in order to get an accurate assessment, simple but meaningful metrics are 

necessary. Although it proposed security metrics for general cyber situational awareness, it 

still can inspire the security researcher to design effective metrics for the awareness program 

against social engineering attacks. 

2.3.   Social engineering related models 

In this subsection, SE related models, such as conceptual models, detection models and 

protection models, are presented in order to study how social engineering attacks can be 

prevented. 

2.3.1.   Conceptual models 

A taxonomy is also a conceptual model. However, in this subsection, several dedicated 

conceptual models of social engineering will be presented.  

 Mitnich [32], proposed a conceptual model that describe social engineering attack cycle 

(SEAC) from the perspective of attackers, however, the SEAC model is explained too briefly 

and lacks detailed explanations. Based on that, a new model which describes the cycle of 

deception from the perspective of attacker, defender and victim is proposed by Nohlberg and 

his (Nohlberg) [29]. The model has five steps in each cycle. That is, if an attacker is not able 

to meet the requirement in one step, his attack will fail. Similarly, if one of the steps in the 

defense cycle can stop the attacker, the attack will fail as well. Otherwise, the attacker will be 

successful and even is going to be able to do it again. This model can be used to build 

defenses or to map and describe an attack. The paper (Mouton) [33] proposed another social 

engineering attack framework combining the previous SE ontological model (Mouton) [24] 

and extended Mitnick’s social engineering attack cycle through specifying attack steps. It 

provides full details in every attacking step and make it can map historical SE attacks to a 

standardized format. 
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A system archetype is a good way to conceptualize a warfare framework of social 

engineering through describing the relations between the system, the countermeasures and 

the intruder. The paper (Gonzalez) [34] uses system archetypes as idealized patterns to 

describe the main modes of social engineering attacks. From both the attack and defense 

perspectives, the presented system archetypes unveil the two feedback loops, called 

controlling balancing (B) and reinforcing (R) loops, whose four basic combinations can be 

used to describe the intended consequence (IC) of the social engineering attack and the 

unintended consequence (UC) as organizational defense. The UC is the result of the 

organizational reaction to the SE attacks. However, SE attackers also have solution loop 

(SOL) to deal with the reaction of the organizational reaction, and always seek the ways to 

outsmart the single-loop defense lines. So, the paper suggests designing organizational 

security controls that can provide multi-layer feedback against the combined action of SE 

attacker’s IC and SOL. 

The system archetype approach is good at conceptualizing the SE to a high level of 

abstraction. However, the power of its analysis still remains questionable in terms of 

clarifying the techniques in detail. The paper (Tetri) [35] proposed a conceptualization of SE 

consisting different dimensions of SE can be used to exam the techniques of SE. Through 

reviewing the techniques used in actualizing the attacks, the paper extracted three different 

dimensions of SE techniques: persuasion, fabrication, and data gathering. After that, it 

proposed an abstract SE framework: intruder-techniques-dupe. The authors emphasized that 

in real scenario the SE attacker would use multidimensional approaches to attack 

organization, which can prove, in particular case, the information security policy is the 

weakest link rather than the human element. 

In particular, Sherly Abraham et al. developed a framework (Abraham) [36] that shows the 

steps social engineering malware executes to be successful. Indeed, this paper reveals some 

malware using social engineering channels to be activated, which includes psychological and 

technical ploys. The psychological techniques include some persuasive tactics as well, such 

as using the victim’s curiosity, empathy, excitement, fear and greed. The authors claimed that, 

although it is important for organizations to build comprehensive information security 

program, the SE malware cannot be mitigated by organizations alone, the shared 

responsibility of governments, ISPs, end users, and international bodies is needed to combat 

SE malware. 
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2.3.2.   Detection models 

The target of social engineering attacks is often the employees who have limited knowledge 

about the information technology infrastructure. The paper (Bezuidenhout) [37] proposes a 

social engineering attack detection model (SEADM), which can be used by the workers to 

detect social engineering attacks from the requesters in a call centre environment. The 

authors claimed that the social engineers often use psychological vulnerabilities to influence 

the victim’s emotional state and cognitive abilities in order to get objective information. 

Hence, in order to enhance the individual’s awareness to the social engineering requests, the 

paper proposed an automated self-evaluation electronic questionnaire. If the individual is 

detected to emotional, the call or the email request will be elevated to another individual. 

However, this strategy could initiate the work responsibility shift and even promote further 

frustration with all individuals involved. 

In the previous SEADM, the determining of one’s emotional state is subjective, and it is 

impossible to make instantaneous decision whilst working under pressure. Thus, the paper 

(Mouton) [38] improved the SEADM by proposing and incorporating a cognitive functioning 

psychological measure in order to determine the emotional state and decision-making ability. 

This paper applied three psychological measures from Psychology Experiment Building 

Language (PEBL): Wisconsin Card Sorting Test, Eriksen’s Flanker Test and the Dot 

Judgment Test. In order to incorporate the psychological measures into the SEADM, the 

paper suggests the individual to apply two shorten versions of the three measures, one at the 

initial state and the other at the end state of the SEADM. Due to each measure only spends up 

to third seconds, which will not compromise the efficiency in the call environment. 

The previous two papers related to SEADM both focus on the call centre environment using 

bidirectional communication. Hence, the paper (Mouton) [39] therefore proposes a revised 

version of social engineering attack detection model, namely SEADMv2, through extending 

the model to be able to cater for SE attacks that use bidirectional communication, 

unidirectional communication or indirect communication. Thus, the SEADMv2 is more 

capable and can be applied to map much more general SE attacks. 

Inspired by the generic network intrusion detection system (IDS), which uses the signature-

based approach to detect the malicious network traffic, the paper (Bhakta) [39] present a 

novel approach based on a pre-defined Topic Blacklist (TBL) to detecting social engineering 

attacks by verifying whether the discussion topics of each line of text generated by the 
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potential attacker matches the topic in the TBL. The experimental results show that this 

approach has high detection accuracy and low false positive rates. 

2.3.3.   Protection models 

The paper (Gragg) [41] firstly defined seven psychological vulnerabilities: strong affect, 

overloading, reciprocation, deceptive relationships, diffusion of responsibility and moral duty, 

authority, integrity and consistency, and then it defined a multi-level defense that will address 

these psychological triggers. The multi-layer defense includes security policy, security 

awareness training for employees, resistance training for key personnel, ongoing reminders, 

social engineering land mines (SELM), and incident response. 

The study (Mataracioglu) [42] proposed a qualitative method	
   called security lifecycle model 

against social engineering attacks (SLM-SEA). Although this approach still mainly focuses 

on enhancing the individuals’ awareness to prevent social engineering, it proposed a 

comprehensive model consisting of user training, testing, measuring, and result feedback, 

which fits the Plan-Do-Check-Act (PDCA) cycle using in all ISMS [43] processes. Hence, 

the PDCA cycle may work in every management system. 

2.4.   Conclusion 

Therefore, through reviewing the state of the art of social engineering, a solid basic 

knowledge of the study field can be obtained. Although, the present SE taxonomies can be 

improved into a much more complete one, which combined with the proposed conceptual 

models and frameworks of social engineering provide us a formalized knowledge in this 

study field.  They are also the basement of the measuring approaches.  

Due to the targets of the SE attacks are the individuals involved in the information security, 

the target of measuring approaches is the awareness programs, the applied security standards 

and the SE security models which educate and train the employees of the organization. On 

type of measuring approach is to launch the real SE attacks to the target organization, but this 

method has law and ethics problem. Hence, an ethical methodology of measuring the value of 

the information security awareness efforts is questionnaire based interview to the employees 

of the organization. Beside, the evaluation value depends on the good metrics that can make 

the questionnaire simple but meaningful. 
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Nevertheless, currently most of the SE attacking defense approaches focuses on enhancing 

the victim’s awareness from the psychological perspective. There is a lack of a 

comprehensive and effective social engineering defense model that can provide multi-layer 

defense including security policy, individual education, even automated protection 

mechanism, and even incident response, etc, in order to mitigate the SE attacks to 

organizations. 
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3.   Taxonomy of social engineering 

Taxonomy is the theoretical study of classification. A taxonomy of the social engineering 

attacks can help researchers to explore the problem space and evaluate the applicability and 

scope of proposed solutions for a variety of current and future threats. In this chapter, a novel 

taxonomy of social engineering attacks is proposed and it is applied to several typical SE 

attacks as case study in order to validate its effectiveness in classifying real instances. 

3.1.   Classification scheme 

As we all know, a general network intrusion can be divided into five steps: reconnaissance, 

scan, exploit, gain access and maintain access. For the social engineering attacks, specially, 

Kevin Mitnick’s model (Mitnich) [32] proposed another five steps: research, developing trust, 

exploiting trust and utilize information. Similarly, Gartner proposed a social engineering 

attack cycle (Gartner) [44]: information gathering, relationship development, exploitation and 

execution. Furthermore, some other proposals (Heartfield) [22] (Nohlberg) [29] dissected the 

social engineering attack into several phases in order to discover the common characteristics. 

Admittedly, it is a good way to analyze the SE attack in order to abstract the categories to 

form the classification scheme. However, these proposed taxonomies and conceptual models 

put too great emphasis on describing the step-by-step approaches while giving little support 

to the characteristics in each attacking step, which cannot greatly help gaining an insight of 

the social engineering attacks, and is also not be able to help developing effective defense 

strategies due to the weak investigation capability. 

The objective is to provide a taxonomy of social engineering attacks that can be used as both 

a holistic study and a foundation for developing a SE defense model. Therefore, the novel 

taxonomy of social engineering attacks including three phases: orchestration, exploitation, 

and compromise, as the main categories of the taxonomy. However, in each phase, enough 

subclasses are provided in terms of the characteristics of the phase in order to fully analyze 

and classify the real instances. Figure 1 presents an overview of the novel proposed 

taxonomy of social engineering attacks. 
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Figure 1. An overview of the novel taxonomy of social engineering attacks 

Nevertheless, some principles need to be taken into account in order to define a high quality 

taxonomy. These requirements were listed in a comprehensive list, which can be briefly 

concluded into a number of terms: acceptable, comprehensible, completeness/exhaustive, 

determinism, mutually exclusive, repeatable, consistency, will defined, unambiguous and 

useful. The detail definitions of these terms can refer to in paper (Hansman) [17]. The 

taxonomy also complies these principles, however, note that it is hard to say the presented 

classification scheme is completeness or exhaustive, because it is infeasible to excavate all 

the classes that can cover the increasing number of characteristics in the study field. So, the 

taxonomy is a framework that can be extended by adding new classes to meet the 

requirement of completeness. 

In the next three subsections, the three phases with their subclasses will be described in detail. 
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3.1.1.   Orchestration 

The orchestration phase includes the arrangement of the attacking target, actor, goal and 

persistency. 

Target (TG) 

This class refers to the methodology applied to select the attacking target in the orchestration 

phase. An explicit (TG1) attack aims to the target of choice, which means an adversary has a 

specific object of attack. So, the adversary will do a lot of explicit research and 

reconnaissance about the specific target in order to collect the dedicated information for 

attacking the object. In contrast, a promiscuous (TG2) attack aims to the target of 

opportunity. In this case, the adversary aims to a group of general objects that have the 

opportunity to be attacked, rather than focuses on attacking a specific one. 

Actor (AC) 

This class presents the entity originating the attack. A human (AC1) can directly conduct an 

attack, though the concurrent number of attack is limited due to the low capacity of 

individual operation. Thus, in this case the adversary has to manually conduct the attack step-

by-step. Software (AC2) has a higher capacity compared to the human, so it can 

automatically conduct multiple attacks in the same time. Hence, the software is able to attack 

a number of targets simultaneously in a short time. 

Goal (GL) 

This class indicates the purpose of the social engineering attack. Admittedly, there are a 

number of SE attack goals. Here, three common and widely accepted goals are listed. The 

financial gain (GL1) refers to financial or other gain such as stealing cash or credit cards, 

manipulation of the stock market, and even corporate espionage attempting to gain a business 

competitive advantage. The unauthorized access (GL2) means gain access to the sensitive 

information by breaching the access control, such as access the sensitive information through 

using an inside legitimate pair of account and password or exploiting vulnerability to bypass 

the secure perimeter from outside. Instead of gaining some value, the service disruption 

(GL3) is aimed to break the functionality in order to make the service stop working due to 

some motives such as bragging rights and political struggle. 
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Persistency (PS) 

The persistency describes the intentions of the attacker, which result in one-off or persistent 

deception. The one-off (PS1) attack, just as its name implies, launches one time and will not 

continually execute. The spamming is typical of one-off SE attack. The adversary sets 

spoofed webpage to gather information, which once succeeded, redirects the user to 

legitimate websites and disappear. The persistent (PS2) attack refers to long-term, mostly 

Internet-based attacks for financial gain. This attack causes advanced persistent threat which 

will not expire upon one time successful exploitation but will periodically conduct in order to 

gain further profit. 

3.1.2.   Exploitation 

The exploitation phase presents the factors involved in bypassing the secure perimeter, which 

includes the techniques, the psychological triggers, the medium and the communication. 

Techniques (TC) 

The techniques represent the approaches used to exploit the vulnerabilities in social 

engineering attacks. It includes four subclasses: physical, technical, social and hybrid. 

1)   Physical (TC-PH) 

The physical approaches refer to those where the adversary performs some forms of physical 

activities for gathering information (see Figure 2). The dumpster diving (TC-PH1) 

represents the action of digging through trash at corporations in search sensitive data. The 

shoulder surfing (TC-PH2) indicates the observation techniques, such as looking over 

someone’s shoulder, in order to get security information.  
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Figure 2. Physical approaches: dumpster diving and shoulder surfing 
	
  

2)   Technical (TC-TC) 

The technical approaches refer to the technical actions mainly carried out over the Internet to 

gather sensitive information.  

The phishing (TC-TC1) is the attempt to acquire sensitive information, such as username, 

passwords, credit card details, etc., or to make someone to act in a desired way by 

masquerading as a trustworthy entity in an electronic communication. The general phishing 

will attack a group of targets of opportunity. However, the spear-phishing (TC-TC1S) focus 

on attacking some specific individuals or cooperators, thus it requires the adversary to gather 

information on the intended target in advance. So, the spear-phishing needs more effort but 

also has a higher success rate than the general phishing attacks.  

The waterholing (TC-TC2) refers to the adversary compromise websites which are often 

browsed or are likely to be of interest to the targets of choice, and infect them with malware, 

and then waits the target victims getting infected at the waterhole.  

The baiting (TC-TC3) is like the real-world Trojan Horse that exploits the victims’ greedy 

and curiosity to access the malware infected temptation, which could be physical media or 

software and online item. The baiting attack is very similar to the phishing attack, while the 

baiting is more like a gift or a good left in somewhere can be found by the victims. 
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3)   Social (TC-SC) 

The social approaches rely on socio-psychological triggers to manipulate the victims in order 

to get sensitive information.  

The persuasion (TC-SC1) is aimed to get a victim to comply with an inappropriate request 

to make them perform some illicit action based on some psychological triggers, such as 

purported authority. One representative persuasion is diversion theft (TC-SC1D), which is 

also known as the “Corner Game” or “Round the Corner Game”. It is a “Con” exercised by 

professional thieves, normally against a transport or courier company. The objective of 

diversion theft is to persuade the persons responsible for a legitimate delivery that the 

consignment is requested elsewhere – hence, “round the corner”.  

The pretexting (TC-SC2) refers to the art of creating and using a fabricated scenario (the 

pretext) that can be used to increase the chance the victim divulge sensitive information or 

perform actions that would be unlikely in ordinary circumstances. In comparison with the 

persuasion, pertexting stands for deceiving the dupe though using some of the techniques, 

such as impersonation, name-dropping and using false ID, etc.  

The quid pro quo (TC-SC3), meaning “something for something” or “this for that” in Latin, 

refers to the social engineering attacks promise a benefit in exchange for information. This 

benefit usually assumes the form of a service, whereas baiting frequently takes the form of a 

good. 

The reverse social engineering (TC-SC4) is a type of attacks calling back when the victim 

needs help from someone who claimed can solve the problem, which relies on the established 

trust between the attacker and the victim, so that the attacker will be allowed to gain the 

privileged information. 

4)   Hybrid (TC-HB) 

This hybrid approaches refer to the exploiting techniques consisting of multiple different 

single approaches described above. One typical hybrid approach is the tailgating. 

The tailgating (TC-HB1), also known as “piggybacking”, refers to that type of attacks 

involve the adversary who lacks of the proper authentication seek entry to a restricted area 

through following a person who has legitimate access (see Figure 3).  
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Figure 3. One type of hybrid approach: tailgating 
	
  

These restricted areas, i.e. organizations and corporations, are often secured by unattended 

and electronic access control such as RFID based entrance guard card. For instance, the 

adversary impersonates a delivery driver and waits outside a building. When an employee 

appears to gain security’s approval and open the door, the adversary will hold the door open, 

or the employee may hold the door open for the trailing adversary following common 

courtesy, or the attacker may even ask the employee to hold the door open while the 

legitimate employee may fail to ask for identification for any of several reasons, such as 

accept a fabricated assertion that the attacker has forgotten or lost the appropriate identity 

token. 

The vishing (TC-HB2), known as phone phishing, is the act of using the telephone in an 

attempt to scam the dupe into surrendering private information that will be used for identity 

theft. The scammer usually pretends to be a legitimate business, and fools the victim into 

thinking he or she will profit. 

Psychological Triggers (PT) 

As we all know, social engineering is a social exercise, the attackers usually exploit the 

victims’ psychological triggers, or psychological vulnerabilities, to get the desired sensitive 

information. Hence, it is necessary to make sense of the psychological triggers that take 

effect during a social engineering attack. 

Strong affect (PT1) : it is a trigger using a heightened emotion as a powerful distraction, 

such feeling a strong sense of surprise, anticipation or even anger, to interfere with the 
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victim’s ability to evaluate and think logically when arguments are being presented. This 

psychological trigger could be fear, excitement, panic, curious and greedy, etc., which are 

always exploited by the persuasion technique. 

Overloading (PT2) : it refers to the victim has too much information to process but does not 

have enough time to evaluate it. Hence, this is a trigger reducing the victim’s ability to 

process and scrutinize the argument so that the target is more willing to accept arguments that 

should have been challenged 

Reciprocation (PT3) : this trigger relies on the social interaction rule: if someone give us 

something or promise us something, we should return the favor. The reasoning follows that 

people are more willing to comply with a request if the requester has treated them favorably 

in the past. So, this trigger can be exploited by some techniques, such as quid pro quo and 

reverse social engineering. 

Deceptive Relationships (PT4) : this trigger indicates that the attacker builds the fabricated 

relationship with the target in order to increase the chance the dupe divulge private 

information to the attacker. The reason is people are more willing to comply with requests 

from friends or people they like and perform activity under a legitimated and trustworthy 

relationship. So, one way of doing this is sharing information through discussing a common 

enemy. Another example is the attacker appears to the target as if they are very much alike, 

e.g., have the same interests or desire the same things out of life. This trigger can be exploited 

by the pretexting techniques. 

Diffusion of Responsibility and Moral Duty (PT5) : this trigger means victims are more 

willing to accept requests or perform actions when they feel it is none of their business or 

they will not be held solely responsible for their actions. Hence, this psychological trigger 

can also be exploited by the pretexting techniques. 

Authority (PT6) : it indicates that people are easily to response the requests given by the 

people with more authority than they have. This trigger can be exploited by the persuasion 

and pretexting techniques. 

Integrity and consistency (PT7) : this trigger refers to people have a tendency to follow 

commitments and comply the request consistent with them, even though commitments may 

not very wise at the first place. 
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Social Validation (PT8): this trigger means victims are more easily to comply to requests if 

they are seen as the socially correct thing to do. The tailgating techniques can exploits this 

trigger through using victim’s common courtesy to open the door for the adversary. 

Scarcity (PT9): this trigger presents people are more likely to comply with a request that is 

scarce or decreasing in availability. The reason hiding behind is people subconsciously 

approve the fact that objects are valued because of their rarity. 

Medium (MD) 

The medium refers to the channel through which the social engineering attacks perform the 

exploitation. 

Pamphlets (MD8): the social engineers often use pamphlets to perform social techniques 

such as the reverse social engineering to the targets of opportunity. 

Storage media (MD6): it is a physical medium that can be used to perform baiting attacks 

through exploiting the victims’ greedy and curiosity. 

Paper mail (MD2): the social engineers sending paper mail to victims can perform social 

exploiting techniques such as reverse social engineering attacks. Furthermore, the victims’ 

paper mails including sensitive personal information are also the resource to the dumpster 

diving attack. 

Email (MD1): it is the most common medium used by the technical and social exploiting 

techniques, such as phishing and reverse social engineering attacks. 

Face-to-face (MD3): the face-to-face conversation is the direct way aimed to get sensitive 

information from the victims through exploiting psychological triggers. 

Telephone/VoIP (MD4): it is commonly used by the social exploiting techniques in order to 

make the victims leak sensitive information through exploiting psychological triggers as well. 

Instant messaging (MD5): it is a type of online chat that offers real-time text transmission 

over the Internet, which is increasingly popular among social engineers to perform phishing 

and reverse engineering and even identity theft by exploiting trustworthy relationship. 
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Website/Software (MD7): it is mainly used to facilitate the waterholing attacks. In addition, 

it can also fabricate malicious webpage as the victims’ intended webpage to perform phishing 

attacks. 

Social network (MD9): social engineers can use it to fabricate fake identities and complex 

lure information in order to build trustworthy relationship with the victims. 

Cloud (MD10): the social engineers can use the cloud service in collaboration scenario to 

make the victim hand sensitive information over in a share directory. 

Communication (CM) 

This class presents the communication strategies to facilitate the social engineering 

techniques. The communication strategy consists of two subclasses: direct communication 

and indirect communication, and furthermore, the direct communication can be divided into 

two subclasses: bidirectional communication and unidirectional communication. The 

bidirectional communication (CM1) indicates the attacker and the victim both participate in 

the conversation, such as the face-to-face, telephone/VoIP, instant messaging, and even the 

email send by the attacker to the target and the victim replies to the attacker. The 

unidirectional communication (CM2) means the conversation is one-way only from the 

attacker to the victim, such as the phishing attacks. Another case in point is that the attacker 

sends a message through paper mail without a return address so that the victim cannot reply 

to the attacker. The indirect communication (CM3) occurs when there is no actual 

interaction between the attacker and the victim but the communication occurs by some third-

party medium. A representative social engineering attack belong to this category is the 

baiting, which could be a malware-infected storage medium found by the victim and 

thereafter the victim infects the malware through plugging the storage medium into personal 

computer due to some curiosity and greedy. 

3.1.3.   Compromise 

The compromise phase describes the way to gain access, maintain access and hide the illicit 

access. So, this phase consists of interface manipulation, execution steps, maintaining access 

and evidence dash. 
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Interface manipulation (IM) 

This class refers to the interface, through which the victim target can be compromised by the 

attack vector. The user interface (IM1) manipulation is aimed to abuse the functionality 

provided by the user interface of the target system, which can be hardware and software user 

interfaces. For example, the result of tailgating is gaining access of the target corporate 

settings through the hardware user interface, i.e. the entrance of the building. The 

programmatic interface (IM2) manipulation refers to exploit the program flaw or the 

vulnerability of a target system through program modification. 

Execution steps (ES) 

This class indicates one social engineering attack could consist of one or multiple steps. The 

single step (ES1) means the attack vector only needs to carry out one individual action to 

achieve the result. The multiple-step (ES2) attack must consist of more than one steps to 

facilitate the execution in order to finish the compromise. 

Maintaining access (MA) 

This class presents the approaches that the adversaries used to maintain access to the 

compromised system. To set backdoor (MA1) means to leave an easier way back into the 

compromised system later. By using this method, even the vulnerability is patched later, the 

adversary can still gain access to the victim system for future use. To add a new account 

(MA2) refers to create a legitimate account against to the access control in order to freely 

pass in and out the victim system in the future, e.g. to fabricate an entrance guard card or key 

so that the adversary can enter the victim organization or house when there is no one else in 

there. 

Evidence dash (ED) 

This class indication the adversary covers the tracks and hides the intrusion after achieving 

the objectives. The recruit (ED1) refers to use the trustworthy to recruit the victim to work 

for the attacker or even as an ambassador to find new victims. The cloak (ED2) is the actions 

performed after compromising a victim in order to camouflage the illegal activities. 
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3.2.   Applying the taxonomy to real social engineering attacks 

In this subsection first a case study is presented to explain how to use the proposed taxonomy 

to classify and analyze social engineering attack. Thereafter, more real social engineering 

attacks will be classified in order to unveil the attacking space by using the novel taxonomy. 

3.2.1.   Case study 

The Amazon’s customer service backdoor [11] is taken into account as an instant to apply the 

taxonomy. The case described a story where the social engineering attackers impersonating 

the victim try to exploit the psychology trigger of the Amazon’s customer service in order to 

get private information of the victim’s credit card for financial gain. So, it can use the novel 

taxonomy to analyze this SE attack by classifying each attacking step. 

In the orchestration phase, each action’s classification should be TG1, AC1, GL1, and PS2. 

The reasons can be shown as follows: 

Target: The attacks focus on gaining the information of the specific victim’s credit card, so 

the target was classified as explicit. 

Actor: The attacks were launched by online-chatting and telephone conversation to contact 

with the custom service, it therefore was classified human actor. 

Goal: The attacker is aimed to use the victim’s credit card to buy something, so it is obvious 

the goal is financial gain. 

Persistency: The story shows the social engineering attacks were continually happened, 

including three times within several months. So, it was classified as persistent attack. 

In the exploitation phase, the classifications are: TC-SC2, PT4, MD4, MD5, and CM1. The 

classifications can be presented in detail as follows:  

Techniques: the attacker impersonated the victim in order to deceive the custom service, so it 

was classified as pretexting. 

Psychological trigger: Even though the attacker tries many times to exploit the custom 

service through using the impersonation, the service stuffs were not compromised by the 

adversary. So, it was classified as deceptive relationships. 
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Medium: The story shows the conversations between the attacker and the custom service 

stuff were established through online chatting application and Telephone service. Therefore, 

the mediums were instant messaging and telephone/VoIP. 

Communication: In this case, both the attacker and the custom service stuff participated in the 

conversation, so the communication is bidirectional.  

In the compromise phase, these classifications can be obtained: IM1 and ES1. The 

classifications can be presented in detail as follows: 

Interface manipulation: the attacker just use the normal system interface of the bank that the 

victim’s credit card belongs to. So, it was classified as user interface. 

Execution steps: after the attacker get the information of the credit card, he only needs on 

step to compromise the victim’s account in the back e-system. Therefore, it was classified as 

single-step. 

Maintaining access: in this case, the story did not show the attacker set any backdoor to 

maintain the access. 

Evidence dash: the story also did not mention any activity the attacker performed in order to 

hide his track. 

So, it has presented how to apply the proposed taxonomy to classify and analyze a real social 

engineering attack. The taxonomy can fully classify a SE attack. However, note that it is 

possible that some SE attacks lack of the values in some classes. For example, the case 

mentioned above does not have value in maintaining access and evidence dash. It is normal 

because some SE attacks are not completely performed or were not fully described so that 

some relative classes cannot be used to classify them. In contract, some class may have 

multiple values, such as the medium using in this case. Because a SE attack could consists of 

using different mediums to perform their exploiting. In the next subsection, several other SE 

attacks are selected as the supplement to the case mentioned above to show richer social 

engineering classifications. 

3.2.2.   Classification and analysis 

In this subsection, the proposed taxonomy is applied to classify several representative social 

engineering attacks provided by the paper (Heartfield) [22] as well as the case described in 
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the last subsection, which were presented in Table 1. Note that some attacks in paper 

(Heartfield) [22] are not typically social engineering attack. For example, some man-in-the-

middle attack, such as WiFi Evil Twin phishing and HTTPS man-in-the-middle adware, 

which are general cyber attacks based on network programming techniques. 

The classifications of these representative instances show that nowadays most of SE attacks 

are automated and aimed to the targets of opportunity. For example, the malware and 

malicious website based phishing attacks. The reason is the fact that the new technology, i.e. 

IT technology, based SE attacks and can hide the attacker’s real identity. Hence, the technical 

exploitation approaches are much more popular than others among present SE attacks. 

Though the attacking techniques became more automated, the main human being’s 

psychological trigger used for exploiting by the SE attacks is still the deceptive relationships. 

Many traditional SE attacks launched by social engineers often rely on the pretexting in order 

to fabricate the deceptive relationships. However, the present programmatic automated SE 

attacks can use the trustworthy that is established by the application entities, such as webpage, 

software, digital file, etc., which the victims widely accept, to embed the malicious code to 

directly infect the victims. The main attacking goals are financial gain and unauthorized 

access. 

Table 1 Applying the taxonomy to multiple SE attacks 

SE attacks Orchestration Exploitation Compromise 

Amazon’s custom service 
backdoor [11] 

TG1, AC1, GL1, PS2 TC-SC2, PT4, MD4, MD5, 
CM1 

IM1, ES1 

Drive-by download attack 
(Cova et al.) [45] 

TG1/TG2,  AC2, GL2, 
PS1 

TC-TC2, PT4, MD7, CM3 IM2, ES1 

Malver tisements in social 
media (Li et al.) [46] 

TG2, AC2, GL2, PS2 TC-TC1, PT4, MD9, CM3 IM1,  ES1, ED2 

Fake mobile applications 
(Felt and Wagner) [47] 

TG2, AC2, GL2, PS2 TC-TC1, PT4, MD7, CM3 IM2, ES2 

Instant Message Phishing—
Automated (Mannan and 
Oorschot) [48] 

TG2, AC2, GL2, PS2 TC-TC1, PT4, MD5, CM2 IM1, ES1 

Multimedia Masquerading 
(Ford et al.) [49] 

TG2, AC2, GL2, PS1 TC-TC1, PT4, MD9, CM3 IM2,  ES1, ED1 

NFC Phishing (Madlmayr et 
al) [50] 

TG2, AC2, GL2, PS1 TC-TC1, PT6, CM3 IM2, ES2 
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SE attacks Orchestration Exploitation Compromise 

Peripheral Masquerading by 
USB (Jacobs) [51] 

TG1/TG2,  AC2, GL2, 
PS2 

TC-TC3, PT1, MD6, CM3 IM2, ES2, MA1, 
ED2 

Ransomware (Gazet) [52] TG2, AC2, GL1, PS2 TC-TC3, PT6, MD7, CM3 IM2, ES2, MA1, 
ED1 

SMS Worm --Selfmite 
(Ducklin) [53] 

TG2, AC2, GL2, PS1 TC-TC1, PT1, MD5, CM2 IM2, ES2, ED1 

Furthermore, with the development of IT technology, some new attacking mediums have 

been appeared, such as the NFC tag in the NFC phishing attack. The newer technology the 

attacker uses can lead to more difficult to defend the SE attack. 

The table also presents the representative malware-based SE attacks can automatically 

perform the camouflage activities after compromising the victims, such as setting backdoors, 

hiding the tracks, and even spreading the malware to other victims. 

In addition, theoretically, according to the class combination of this classification scheme, 

there are 1140480 types of SE attacks in the attacking space. However, in practice, the 

number of types of SE attacks is much less. Because some class values have specific 

relationship to other class values. For example, the medium “face to face” indicates that the 

communication way must be “bidirectional”. 

3.3.   Conclusion 

In this chapter, a novel taxonomy of social engineering attacks is proposed. For the research 

questions, the classification scheme is defined, each terminology is described, and the three 

attacking phases are used to organize the classes into a formal conceptual model. The 

taxonomy is applied into a real SE attack in detail in order to present how to use the 

classification scheme to analyze the attack. Then a number of typical SE attacks is classified 

by applying the taxonomy. The classification result shows that this taxonomy can fully 

classify the real SE attacks, where the security researchers can gain an insight of the study 

field. Furthermore, the new taxonomy as a conceptual model can be extended through adding 

new classes or new values in the existing classes. For instance, in the class medium, the NFC 

tag can be added as a new value. It is hoped that this work can be used for further study of SE 

attacks and even inspire the idea to defend the SE attacks.  
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The problem of this chapter is the factor that the taxonomy has not been properly formalized. 

The taxonomy can be formalized in an ontology (supportive OWL3 or NeOn4) or in concept 

maps5. Thereafter, it is needed more time budget to deduce a set of pattern specifications. A 

properly formalized taxonomy can deduce a set of pattern specification, which can be used to 

better diagnose with more discernment social engineering attacks. In the next step, a 

translation of the findings into an attack-process tree based on the process-tree formalizations 

should be worked out as well.  

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
3	
  https://www.w3.org/2001/sw/wiki/OWL	
  
4	
  http://neon-­toolkit.org/wiki/Main_Page.html	
  
5	
  http://cmap.ihmc.us/docs/conceptmap.php	
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4.   Social engineering defense model 

As stated, the taxonomy is used to gain insight of social engineering attacks. However, the 

goal of this thesis is to propose defense solutions to protect information system resource from 

being attacked by social engineering. In this chapter, therefore, according to the knowledge 

of the proposed taxonomy, a multi-layer social engineering defense model is designed, which 

includes three security levels: prevent, detect and control. 

	
  

Figure 4. Social engineering defense model 

In each layer, several strategies and mechanisms are proposed to defend the social 

engineering attacks and protect the potential victims. Each layer will be described in detail in 

the next subsections. 

4.1.   Prevent 

The first defense layer is aimed to remove the vulnerabilities, which can be exploited by the 

social engineering attacks. 

4.1.1.   Security policy 

Well defined and documented security policy is the foundation for defending SE attacks. 

Organizations often use information security management system (ISMS) to provide a 

framework for information security risk management. ISMS consists of sets of security 

policies to define, construct, develop and maintain the computer system (including hardware 

and software resources) based security within companies. There were several security 
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standards for IT Governance which leads to information security, and the big five of ISMS 

standards are ISO27001, BS7799, PCIDSS, ITIL and COBIT. These policies dictate the way 

where computer resources can be used. 

However, most security standards and policies are defined to address general information 

security risks, including viruses, worms, hackers, phishers, and social engineers, threaten 

organizations. Hence, these general security policies are ineffective owing to a failure to 

acknowledge all that is actually required to cope with social engineering attacks. For 

defending social engineering attacks, the set of policies provided by the security standards 

should cover not only the computer-based risks but also the human-based risks. 

Therefore, as stated in chapter 2, organizations are recommended to apply (if the budget is 

available) the ISO/IEC 27032 which is a new international standard published by ISO that 

covers the baseline security practices for all stakeholders in cyberspace, but particularly, 

provides technical guidance for addressing social engineering attacks. However, this novel 

security standard still needs to be validated how it will turn out in practice and how widely it 

will be accepted. But it will function much better as a supporting standard for ISO27001 

implementation than as an independent framework. 

In addition, an entire life cycle of security standards includes research, getting policies down 

in writing, getting management buy-in, getting them approved, getting them disseminated 

across the enterprise, keeping users aware of them, getting them enforced, tracking them and 

ensuring that they are kept current, getting rid of old policies, and other similar tasks. Unless 

an organization recognizes the various functions involved in the policy development task, it 

runs the risk of developing policies that are poorly thought out, incomplete, redundant, not 

fully supported by users or management, superfluous, or irrelevant. 

4.1.2.   Awareness training 

Once the foundation of a security policy has been established and approved, all employees 

should be trained in security awareness. Thus, though the organizations apply appropriate 

security standards, they still need to train the employees’ awareness to defend the SE attacks. 

Indeed, an effective security policy life cycle should include the functions and corresponding 

responsibilities, such as security awareness tasks and even policy compliance oversight. 

Therefore, the security policy development for SE attacks beyond simple policy writing and 
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implementation. It also requires much more activities than staffing a newly created policy, 

e.g. making employees aware of it, and ensuring that they comply with its provisions. 

This task can be done by defining the awareness needs of various audience groups within the 

organization (executives, line managers, users, etc.); determining the most effective 

awareness methods for each audience group (i.e., briefings, messages, courses); and 

developing and disseminating awareness materials (presentations, posters, mailings, etc.) 

regarding the need for adherence to the policy. The awareness function also includes efforts 

to integrate up-to-date policy compliance and enforcement feedback as well as current threat 

information to make awareness information as topical and realistic as possible. The final task 

is measuring the awareness of employees with the policy and adjusting awareness efforts 

based on the results of measurement activities (that will be described in Chapter 5). 

However, the conventional human being involved awareness training methods, such as 

educational courses, routine remind, interview, awareness quiz and survey, etc., are labor 

intensive, repeated and even perhaps tedious. At present, there are some automated tools can 

be used to train and promote user awareness by simulating real world social engineering 

attacks. For example, the King Phisher6 is an open-source tool for automatically training the 

users’ awareness to prevent phishing attacks (see Figure 5). It can be used to run campaigns 

ranging from simple awareness training to more complicated scenarios in which user aware 

content is served for harvesting credentials. 

Nevertheless, the previous mentioned methods (even though there are several automated 

tools can be applied to address the repeated tasks) are passive solutions that enforce the 

employees to be aware of the sensitive information protected by the security policy. Indeed, 

awareness training does not simply require the employees to keep secret of the sensitive 

information, but desire them to know how to identify confidential information and understand 

their responsibility to protect it. Thus, a positive method is to combine the employee’s profit, 

which could be the bonus, reward or merit pay, with the sensitive information security. 

Thereafter, all employees will actively improve their awareness because the information 

security has associated to their own financial benefit. 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
6	
  https://n0where.net/phishing-­‐campaign-­‐toolkit-­‐king-­‐phisher/	
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Figure 5. King Phisher dashboard 

Furthermore, some resistance based awareness training should be taken into account for the 

key personnel, such as secretaries, receptionists, system administrators, business assistants, 

customer service staffs, etc., whose job is to help others especially the general public and 

those whose job includes escalated rights. 

4.1.3.   Update & patch 

This mechanism is aimed to timely repair the physical, technical and even psychological 

vulnerabilities. 

If the corporation has a good financial position, it is suggested to update the office facilities 

(see Figure 6). For example, in order to prevent the dumpster diving, the organization should 

equip the paper shredder to avoid the sensitive information leaving over in the trash. 

Furthermore, using the fingerprinting based authentication approach replace the password 

typing based access control to avoid shoulder surfing. 
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Figure 6. Equipment update for preventing physical SE approaches: paper shredder and fingerprint 
identification 
	
  

Another case in point is to hire the security guards at the entrance of building and some 

restricted areas as the supplement of the electronic access control. All persons entering the 

building are required to swipe the ID card. The one no ID entry has to register his 

information and pass the security check by the security guards. 

Furthermore, the security policy should update timely in case the organization’s equipments 

are upgraded or the security policy is no longer effective for the current security purpose. It is 

aimed to address the process of ensuring the currency and integrity of the policy. This 

includes tracking drivers for changes (i.e., changes in technology, processes, people, 

organization, business focus, etc.) that may affect the policy; recommending and coordinating 

policy modifications resulting from these changes; and documenting policy changes and 

recording change activities. This function also ensures the continued availability of the policy 

to all parties affected by it, as well as maintaining the integrity of the policy through effective 

version control. 

 

4.2.   Detect 

Though the organizations can apply security policy to form the first line of defense, it is not 

enough to defend against SE attacks. There are still some security concerns that have to be 

taken into account. First, the organization cannot completely ensure that all the employees are 

objectively aware of the confidential information. Second, even if the employees have well 
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trained and more aware of sensitive information’s, there is still a risk of leaking sensitive 

information subjectively. Though the information security can associate to the employee’s 

financial benefit to reduce this risk, there still has the hidden danger when the employee is 

extorted or even bribed or by a higher financial benefit from the attacker. Third, the outdated 

policy and the violation of the security policy are hidden risks as well. Thus, if it is assumed 

that the social engineering attack has broken the first defense layer, the second defense layer 

needs to detect these attacks and make alerts in time.  

As stated, social engineering is the exploitation of the natural human tendency to trust. Hence, 

the SE attack detection is aimed to detect the attack that exploits human vulnerabilities. In 

this section, two approaches are described to detect the SE attack: attack detection and 

emotion detection. Attack detection is used to detect the attack pattern spread through the 

digital media, such as email, instant messaging, website, etc., which can be analyzed by 

security program. However, there are some conventional human-based SE attacks just using 

sophisticated conversation by face to face and telephone/VoIP, which is difficult to be 

analyzed by automated program. Hence, another approach is proposed, emotion detection, 

which is used to detect the employee’s emotion state in order to determine when to make an 

alert. These two detection approaches will be described in the next two subsections. 

4.2.1.   Attack detection 

As stated, there are two effective ways to exploit psychological weakness of the target: 

phishing and dialog-based attack. The phishing is often based on the unidirectional 

communication media and dialog-based attacks are often based on the bidirectional 

communication media. Hence, both of them have the probability to be detected by automated 

program.  

In this subsection, a novel authentication and topic blacklist based SE detection model is 

proposed (see Figure 7). In this SE detection model, there are two authentications: 

relationship authentication and resource access authentication. The relationship 

authentication is used to check whether the request sender is trusted to the receiver. The 

resource access authentication is aimed to determine if the request sender has the privilege to 

access the intended resource.  
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Figure 7. An overview of SE detection model  
	
  

On the other hand, the sensitivity of the resource itself is another important concern that the 

model has to take into account. Hence, the topic blacklist (TBL) is proposed to check if the 

sender requests sensitive information or not. The TBL is a list of statement topics, which 

describe a sensitive operation associating to a sensitive data. So, each topic consists of two 

elements: an action and a resource. The action describes an operation that the request receiver 

may perform, while the resource is the sensitive information system resource to which access 

is restricted or at least should be authenticated. The TBL can be generated according to the 

existing security policy document associated with the information system, or based on 

common security requirements. The form of each topic is a two-tuple, such as {“send”, 

“money”}, {“tell”, “account number”} and {“input”, “password”}, etc. 

Furthermore, four warning levels are proposed: pre-caution, low-level warning, middle-level 

warning and high-level warning. Besides, three corresponding responses are suggested as 

well: perform the request, defer the request and deny the request. 
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So, it is assumed that the SE attacks are launched by email, instant message, SMS text, social 

media chat, etc. The requested message is already provided in the text form. This SE 

detection model will first check whether the sender is trusted. If the sender is not trusted with 

the receiver, the model will make a pre-caution to the receiver. Then, if the request message 

does not hit the topic blacklist, the receiver will perform the request. Otherwise, if the request 

message hits the blacklist, the model will make a high-level warning and deny the request.  

On the other side, the requested message sender is trusted. So, when the requested message 

does not include any topic inside the blacklist, the receiver performs the request. Then, if the 

requested message hit the TBL, the model will first check whether the sender is authenticated 

to access the resource. If the sender is authenticated, the model will make a low-level 

warning, and performs the request. The model makes the low-level warning is aimed to 

remind the receiver that the sender could be an SE attacker who has got all authentication 

information from a victim then bypassed these two authentications. Because the technique to 

completely determine whether the sender is a true legal user or a SE disguiser is beyond the 

scope of this thesis, so it can simply consider the sender passing the two authentications is 

legal user but the model generates a low-level warning as a reminder. However, if the request 

sender is not authenticated to access his intended resource, the model will make a middle-

level warning and then defer the request, which means the sender needs to perform further 

authentication and his request will put into a waiting list. This approach can deter the SE 

attack but still keep the possibility to answer the legal user when he passes the authentication. 

4.2.2.   Emotion detection 

As mentioned before, some SE attack is hard to detect by the proposed detection model. 

Hence, the employee’s emotion detection is proposed as a supplement. To our best 

knowledge, change in emotional state will have an influence over the individual’s cognitive 

functioning. In other words, the employee’s emotional state can affect his awareness of the 

sensitive information. However, it is not an easy task to determine one’s emotional state, and 

it is even an impossible task for an individual to adjust his or her own emotional state, 

because individuals have their own perception of emotional state and even some individuals 

are unable to perform this kind of task in a rational way when their emotions are irrationally 

challenged. Hence, it is desired to propose an emotion detection model for automatically 

performing this task. 
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Before the emotion detection model is proposed, some basic concepts of emotional state 

should be comprehended. First, one’s emotional state is something that can stay constant for 

a long time unless the individual experience great discomforting incident, such as economic 

crisis, health issue, loved ones die, etc., which have intense effect on the cognitive function. 

Second, however, an individual’s emotional state can be impacted in a short time when the 

individual is under attack by the SE attacker. The experiencing severe stress will have an 

influence over the individual’s cognitive function (Mathews) [54]. Thereafter, the emotion 

detection model can be proposed as Figure 8 shows. 

	
  

Figure 8 An overview of the emotion detection model 

The model itself is not complex, which has two types of warning: pre-caution and alert, as 

well as three suggestive responses. However, the emotional state measurement approaches 

are the most essential components. Two types of emotional state measurement approaches are 

proposed: long-term psychological measure and instant mood metric. 

The long-term psychological measure should not be lengthy but should be effective to 

determine the level of cognitive function of an individual before the individual start working. 

There are several well developed psychological measures that can be found in the 
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Psychological Experiment Building Language (PEBL), which is an open source project that 

allows easy creation of computer based psychological measures 7 . In this thesis three 

representative psychological measures are applied: Wisconsin Card Sorting Test (Monchi) 

[55], Eriksen’s Flanker Test (Eriksen) [56], and Dot Judgment Task (Cicchetti) [57] (see 

Figure 9).  

	
  

Figure 9 Long-term psychological measures 

On the other hand, the instant mood metric is aimed to monitor the individual’s emotional 

state during working period through measuring some physical signs such as pulse wave and 

brain wave. At present, there are a number of wearable instruments that can monitor the 

individual’s physical signs in order to determine the mood situation and emotional state, such 

as Moodmetric ring8 and Muse brain sensing headband9 (see Figure 10). 

	
  

Figure 10 Wearable devices for instant mood metric 

All the emotional state measurement approaches are summarized in Table 2. 

Table 2 The representative emotional state measurement approaches 
Measurement approach Usage in the model Expense 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
7	
  http://pebl.sourceforge.net/	
  
8	
  http://urbanwearables.technology/moodmetric-­‐smart-­‐jewelry-­‐emotional-­‐guidance/	
  
9	
  http://www.choosemuse.com/what-­‐does-­‐muse-­‐measure/	
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Measurement approach Usage in the model Expense 

Wisconsin Card Sorting Test Long-term psychological measure Free 

Eriksen’s Flanker Test Long-term psychological measure Free 

Dot Judgment Task Long-term psychological measure Free 

Mood metric ring Instant mood metric Budget 

Brain sensing headband Instant mood metric Budget 

So, it is assumed that the employee works as a call centre agent. Before start working, the 

employee has to take a long-term psychological measure to determine if the emotional state is 

suitable for working. If the result indicates that the individual’s emotional state is not good 

for providing service, the model will generate a pre-caution and the employee should put off 

work. In contrast, the employee can wear the mood monitoring device and get to work. When 

the employee receives a request and the mood metric result is good enough at that time, the 

employee can perform the request. Otherwise, the emotion detection model will make an alert 

and the request will be elevated to other employee who has stable mood at that time to deal 

with. 

4.3.   Control 

The third defense layer is aimed to record the malicious behavior and perform the data 

capture for further investigation, so that even the social engineer has compromised the victim 

system, his activity is still under control by the security mechanism.  

4.3.1.   Phone-call recording 

This mechanism should be used to capture the social technique based activity happened in the 

call center environment, such as the e-bank system where the call center agents will directly 

communicate with the social engineer. Indeed, the phone-call recording mechanism has been 

applied widely in many bank call centers. For example, the user will be asked at the 

beginning of the conversation with the call center agent that this talk will be recorded. 

Therefore, it can be imagined that even the social engineer can disguise perfectly bypass the 

detection layer, his malicious behavior has been captured. These data can be used to track the 

social engineer and even applied as the evidence of crime. 
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4.3.2.   Digital surveillance 

The digital surveillance is aimed to capture the physical malicious behavior, such as 

dumpster diving, shoulder surfing, and even tailgating. The surveillance camera is the widely 

used device to facilitate the monitoring task. It can be seen that many public places, e.g. super 

markets, hospitals, banks, etc., using digital surveillance. Definitely, many enterprises also 

apply the surveillance camera as a security approach. Note that the camera should be 

equipped not only at the entrance but also should be fixed inside of the enterprises in order to 

monitor the potential insider social engineering behavior. The captured data by the camera 

can be used to track the social engineer and even applied as the evidence of crime as well. 

4.3.3.   Malware analysis and forensic 

This mechanism is designed to capture the malicious activity launched by the technical SE 

attacks, i.e. computer-based automated malware. 

It is recommend using honeypot system (Spitzner) [58] to facilitate the data capture task. 

Honeypot is a information system used to be probed, attacked and compromised in order to 

capture the malicious behavior for further investigation. Figure 11 shows a representative 

generation II honeynet system, which is a network consisting of multiple honeypots 

following certain network topology. 

	
  

Figure 11. Gen II honeynet 
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In a typical corporate network, there often will be two subnets separated by a router. The 

internal network is the network of an organization which is protected by a firewall, and the 

Demilitarized Zone (DMZ) is the subnet where the honeypots are located. The honeypots can 

be running on physical machines or virtual machines. Usually, the DMZ is a copy of the 

internal network. The internal network always stores security information. Thus, a firewall 

stands in front of the internal network. The firewall allows the output traffic from the internal 

network freely, but filters some input traffic which are not permitted. For instance, some 

firewall rules can be set up so that the internal network cannot be accessed from outside but 

can be accessed by the user from DMZ. 

There is a gateway called Honeywall which is used to monitor the honeypots, observe and 

record the adversaries’ behavior when they compromise the honeypots. Honeywall is a 

gateway device that separates the honeypots from the rest of the world. Any traffic going to 

or from the honeypots must go through the Honeywall. This gateway is traditionally a layer 2 

bridging/switching device, meaning the device should be invisible to anyone interacting with 

the honeypots. From the diagram, it can be observed that the Honeywall has 3 interfaces. The 

first 2 interfaces (eth0 and eth1) are what segregate the honeypots from everything else, and 

they are bridged interfaces that have no IP stack. The 3rd interface (eth2, which is optional) 

has an IP stack allowing for remote administration. Note that Honeywall is only one type of 

containment device gateway, so it can be substituted by future advanced devices. 

With the development of virtualization technology, many virtual honeypots has been 

proposed and widely used for research and production purposes. Currently, there are several 

virtual honeypots focusing on capturing and analyzing automated malware, such as malicious 

webpage, infected file, etc. Cuckoo sandbox10  is one of the virtual honeypots aimed to 

capture and analyze the automated malware. Therefore, in the Gen II honeynet architecture, 

the virtual machine can install the cuckoo sandbox running as a virtual honeypot to perform 

the malware capture and analysis task.  

For example, a Windows virtual honeypot installed cuckoo sandbox can deal with PDF 

document that contain malware samples. Assume that the virtual machine was installed 

Adobe Acrobat Reader and had Internet connection, which are the requirements that can 

make the malware analysis running smoothly. The steps of how to apply the cuckoo sandbox 

to analysis the PDF file as a malware document are described in Appendix I. 
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
10	
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   53	
  

4.4.   Conclusion 

In this chapter, a multi-layer social engineering defense model is proposed, which is the 

decent security model to the research question one of this chapter. To the research question 

two and three of this chapter, the answers can be summaries as follows. The first layer, 

prevent layer, focus on preprocess the potential vulnerabilities that can be exploited by the SE 

attackers. The second layer, detect layer, is used to detect the SE attack that has broken the 

first layer. The third layer, control layer, is aimed to control every malicious behavior for 

further investigation or using as crime evidence, even if the social engineer compromised the 

information system resource. In each layer, several mechanisms are proposed to facilitate the 

defense purpose against different social engineering techniques in order to effectively protect 

the information-related resources and guarantee IT security. Besides, the proposed model is 

extendable, which means in the future more advanced mechanisms can be integrated into this 

SE defense model to improve its effectiveness. 

The drawback of this chapter is the factor that the content of this chapter could be written in a 

far more detailed way with a pattern catalog of pattern specifications deduced from a nice 

taxonomy in chapter 3. In the future, therefore, a detailed social engineering defense model 

will be proposed in terms of pattern specifications deduced from a formalized taxonomy. 
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5.   Measuring approaches 

In this chapter, several suggestive measuring approaches will be provided without the 

complete implement. Despite this thesis does not emphasis on the study of measuring 

approaches. Two types of measuring approaches are considered: human-based measuring 

approach and computer-based measuring approach, which will be described in the next 

subsections. 

5.1.   human-based measuring approach 

The human-based measuring approach focuses on measuring the employees’ awareness to the 

social engineering attacks. The conventional measuring approaches are survey, questionnaire 

and even individual interview. In this thesis it is suggested to apply the score based 

measuring approach. A scoring scheme is proposed as Table 3 shows. 

Table 3 Score grading for human-based measuring approach 
Awareness Level	
   Measurement Score Grade	
  

Negative	
   0-­‐19	
  
Weak-­‐negative	
   20-­‐39	
  
Average	
   40-­‐59	
  
Weak-­‐positive	
   60-­‐79	
  
Positive	
   80-­‐100	
  

The scoring scheme has five grades, which can be used to any survey, questionnaire and even 

individual interview that are used to test the employees’ awareness consisting of knowledge, 

attitude and behavior. Definitely, there could be some other dimensions of employees’ 

awareness can be used to test as well. The scoring scheme is helpful to quantify the human-

based measuring approach for ease of generating statistics and making report. 

Another essential concern is how to design the questions that will be used in the survey, 

questionnaire and interview. However, it is a complicated issue to design simple but effective 

measuring questions. The work of setting the effective questions to test the employees’ 

awareness can be designed according to the behavior/attitude/knowledge triad matrix [29]. 

The first task is to determine what to measure. To this end, a value tree similar to the one in 

Fig.12 can be constructed. 
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Figure 12 Tree structure of problem 

From the tree, the social engineering related aspects are identified that can be measured to 

cover the knowledge, attitude and behavior dimensions with the associated focus areas in 

each dimension. Then, a questionnaire containing several questions (some questions are 

aimed to measure more than one aspect), to capture the information required is developed and 

tested at the region’s head office as well as at one of the operational sites in the region. 

Different tests are performed and include tests using open-ended questions, multiple-choice 

questions, one-on-one contact with respondents and the use of e-mail facilities.  

The example of questions can be described as follows: 

Question to test knowledge:  
Internet access on the company’s systems is a corporate resource and should be used for 
business purposes only.                 1. True         2. False       
3. Do not know 
 
Question to test attitude:  
Mobile equipment is usually covered with existing insurance cover and there is no special 
need to include them in security policies.     1. True         2. False       3. Do 
not know 
 
Question to test behavior:  
I am aware that you should never give your password to somebody else – however, my work 
is of such a nature that I do give my password from time to time to a colleague (only to those 
that I trust!).         1. True         2. False 
 

Thereafter, every region can get an awareness score according to the answers. The awareness 

score divide the full score of this region can calculate the awareness level of the employee in 

this region. For example, the awareness score is 68, so the awareness level is weak-positive 

in terms of Table 3 
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The above mentioned example of questions is only a sample. The further work of proposing 

effective questions for enhancing the employees’ awareness needs other security researchers 

to address in the future. 

5.2.   computer-based measuring approach 

The computer-based measuring approach is aimed to measure the organizational computer-

based security mechanism against social engineering. This approach can include a number of 

technical penetrating tests over the information system resource that should be protected by 

the organizational security mechanism. Penetration Testing evaluates the effectiveness of the 

information security program and identifies weaknesses. Penetration tests are great leverage 

points for the security group to get management exposure and emphasize the importance 

towards critical security programs. 

This thesis does not focus on analyzing and applying the social engineering toolkits for 

penetrating tests. This work just lists several SE toolkits that could be taken into account to 

apply by the interested researchers (see Table 4). 

Table 4 A list of SE toolkits for penetrating tests 
Tool Usage 

Metasploit11 General 

SET12 (Social-Engineer Toolkit) Social engineering dedicated 

SecurityIQ13 Phishing dedicated 

SET is an open-source Python-driven tool. It is a dedicated social engineering framework 

aimed at penetration testing around social engineering. Hence it is the most popular toolkits 

among social engineer. Metasploit is a general penetrating toolkit that can be used to perform 

a variety of network attacking, such as buffer overflow, DDoS, SQL Inject, etc. Nevertheless, 

it also integrates the SET. Hence the Metasploit user can enjoy using the SET over 

Metasploit. SecurityIQ is a dedicated fully customizable Spear Phishing Simulator, which can 

help the penetrator in charge of security protect their organization by combining a phishing 

simulator and security awareness learning management platform into a single easy to use 

solution. 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
11	
  https://www.rapid7.com/resources/videos/phishing-­‐campaigns-­‐in-­‐metasploit-­‐pro.jsp	
  
12	
  https://www.trustedsec.com/social-­‐engineer-­‐toolkit/	
  
13	
  http://resources.infosecinstitute.com/phishing-­‐and-­‐social-­‐engineering-­‐techniques/	
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A penetration test’s main purpose is to simulate an attacker and the ability to impact the 

business’ ability to generate revenue. All the tools mentioned above can simulate attackers 

attempting to circumvent security controls and gain unauthorized access to systems. They can 

be used to impact the organization in a way to identify systemic weaknesses within the 

overall information security program. They will penetrate an organization and attempt to 

identify weaknesses and attempt to gain access to sensitive systems, intellectual property, 

and/or key business systems. 

5.3. Conclusion 

This chapter suggests two measuring approaches: human-based measuring approach and 

computer-based measuring approach. The measurement score grade is proposed as the metric. 

The tree structure of problem can be used to deduce the criteria to set awareness questions. 

There are two shortcomings in this chapter. First, the methodology of proposing awareness 

questions is not proposed. Second, the author should develop an automated SE penetration 

test through any suggestive social engineering toolkits. These two task could be the work in 

the future. 
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6.   Conclusion and Future Work 

Social engineering attack is an open issue and big challenge to the IT security of the modern 

organizations. In this thesis, the author performed a study work on understanding SE attacks, 

defending SE attacks and measuring security mechanisms against SE attacks.  

First, the author reviewed the state of the art of the social engineering including the 

conceptual models, taxonomies, security policies, detection models, and measuring 

approaches. Though there are a number of proposals but some open issues were not 

addressed very well. For example, there is not a detailed taxonomy of SE attacks which can 

be used to fully analyze SE attacks. There is also a lack of an extendable SE defense model 

which can be used to deal with different SE attacks. Hence, they are the problem space where 

the author can make effort. 

Second, a novel taxonomy of social engineering attacks was proposed. It is a detailed 

taxonomy, however, it is still can be extended based on the current structure for the future 

categories. Thanks to this novel SE taxonomy, the security researchers can gain insight of 

different SE attacks due to its fully classification scheme. It can also help the security 

researchers to predict the future SE attacks in terms of the attacking space that can be formed 

by the combination of different categories. 

Third, a multi-layer social engineering defense model was designed and proposed. This SE 

defense model consists of three layers: protect, detect and control. Each layer has its own 

defending aim. The protect-layer is aimed to mitigate the potential social engineering 

vulnerabilities, though we know risk cannot be eliminated but can only be reduced. The 

detect-layer is used to detect the malicious behavior that is intended to exploit the SE 

vulnerabilities. And the control-layer is to guarantee that any malicious will be captured even 

though the SE attackers compromised the information system resources. Hence, in each layer 

several mechanisms are proposed to facilitate these defending aims in order to resist different 

SE attacks. Furthermore, the SE defense model can be extended through adding new 

advanced mechanisms into the corresponding layer for the future. 

Fourth, several suggestive measuring approaches are provided, including human-based 

measuring approach and computer-based measuring approach. The author prefers using 
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scoring scheme to quantify the measuring approach of psychology awareness. Some 

candidate social engineering toolkits are listed for penetrating tests.  

However, the work including the taxonomy and the defense model that can be improved if 

the author formalized the taxonomy in ontology, and deduce the pattern specifications from 

the taxonomy in order to properly analyze real social engineering scenarios. In addition, a 

translation of the findings into an attack-process tree should be worked out to help proposing 

a detailed social engineering defense model. Furthermore, it is planned to develop some 

penetrating tests based on the SET to evaluate the proposed SE defense model. That can be 

conducted by launching a variety of social engineering attacks to the information system 

resource that are conducted under the proposed SE defense model. Hope this work is useful 

and can bring inspiration to the interested security researchers and other people in the field. 
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Appendix I 

First, on the host (which is a Linux OS, i.e. Ubuntu), open a new Terminal and type the 

following command line: 

$ python uti 

ls/submit.py --platform windows --package pdf shares/aleppo_plan_cercs.pdf 

The Aleppo_plan_cercs.pdf is the malware document. Then if the process is successful, you 

will get an output as the following screenshot: 

 

Cuckoo will then start taking the latest snapshot of the virtual machine that has been made. 

Windows will open the PDF document automatically. 
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It seems that the document cannot be opened. You may want to know why. The answer to 

this may be available at the Cuckoo report. Click on OK in the information window. Wait a 

moment to make sure that Cuckoo can log all the activities happening. Close Adobe Reader 

and wait until VM closes automatically.  

After the VM has closed and task 12 (this task ID may be different in your OS) is finished, 

let's see the report.html file which is available at storage/analyses/12. Now, you can open the 

report.html file in your web browser. 

 

And the report in the VirusTotal section will be: 
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From the report of VirusTotal, one can see that the malware PDF is a Trojan. McAfee 

antivirus called this malware Artemis!BC403BEF3C23, while ClamAV seems to not 

recognize it. Kaspersky calls it by the name Backdoor.Win32.DarkKomet.rzh. Whatever 

the name is, it is concluded that the document may harm your computer by because it 

contains Trojan inside it. 
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