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1 Introduction

The early 2020s reminded us how fragile our global economy is: the Covid-19 pandemic
had long-lasting effects on production and the supply chains [6]. Since the maritime
sector has an enormous role in global transportation, disruption of maritime traffic can
have serious consequences, as was proven in 2021, when the 400-metre-long container
ship Ever Given blocked the Suez Channel. The ship was refloated after a six-day salvage
operation. The numbers show the importance of the waterways. Approximately 12% of
global trade, around one million barrels of oil and roughly 8% of liquefied natural gas
pass through the canal. Each day had a severe impact on countless countries and
businesses [7].

Until recently, the maritime sector was considered safe from cyberattacks due to the
lack of Internet connectivity and the isolated nature of ships at sea. But now, this
situation is changing. During recent years, the sector has experienced several cyber
incidents, such as IT outages, ransomware attacks or data breaches [132]. There are
several reasons for this. Along with increasing automation, data and navigational
networks are growing more complex and becoming a critical part of ships. To optimise
the resources of maritime transportation and make it economical, ships are becoming
centrally controlled, meaning that they are becoming more vulnerable to cyber threats.
The importance of keeping in touch with society has been growing constantly, especially
during the pandemic when the crew was not allowed to leave the ships for months. The
International Transport Workers’ Federation reported that "Seafarers’ groups had won
the right to mandatory social connectivity for crews, including Internet access." To fulfil
this requirement, ships will be even more vulnerable [40].

To address the problem, maritime organisations, such as shipbuilders, ship owners,
the International Maritime Organisation (IMO) and classification societies in various
countries, have announced laws and regulations regarding cybersecurity on ships. On 1
January 2021, the IMO released the Maritime Cyber Risk Management in Safety
Management Systems to manage maritime cybersecurity [97].

Every industry has its unique features, making it difficult to defend against
cyberattacks, such as in the maritime sector, where ships have high complexity and
limited communication bandwidth [153]. While experts can easily access land-based IT
infrastructures, the case is different on ships. Their systems are not prepared to handle
remote failures, and there is no cyber expert on board to investigate an incident and
introduce security measures when needed. These circumstances call for solutions that
can detect cyberattacks and related system anomalies as soon as possible.

To reduce the impact of a cyber incident, it must be detected as soon as possible,
which introduces the need for highly accurate incident detection systems. Regular
intrusion detection systems can identify anomalies on hosts and in network traffic very
efficiently but cannot deal with application-level anomalies, such as irregular sensor
values or abnormal system behaviour. To address this issue, new application-level
anomaly detection methods are required [191, 55].

To develop such methods, realistic maritime lab environments and real-life datasets
are needed. Unfortunately, existing research has often relied on private data, and there
are only a few publicly available maritime-specific datasets [189].

Vendor-developed proprietary protocols make the situation more complicated, since
they are often not designed to handle cyberattacks. Moreover, proprietary protocols
reduce the interoperability of devices and introduce the need to develop a custom
attack-detection system for each such protocol. Furthermore, since proprietary
protocols are often not sufficiently documented, understanding the nature of the
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protocol requires reverse engineering. However, manual reverse engineering of these
protocols is a highly complex and time-consuming procedure that should be avoided.
Automated protocol reverse engineering can significantly reduce the complexity of this
process [190].

Equipping ships with cyber incident detection and security monitoring solutions can
be difficult, since the IT/OT infrastructure is certified by authorities, so they cannot be
changed without massive administrative work. For example, the selection of the
intrusion detection system (IDS) is crucial, as it involves a trade-off between component
performance, system complexity, installation and cost [187]. To find the optimal solution,
several aspects must be considered [186], including the performance and applicability of
IDSs [184].

1.1 Research Objectives

A literature review helps to summarise and synthesise the arguments and ideas of existing
knowledge in a particular field and gives direction for future research [104]. To gain a clear
understanding in the field of maritime cybersecurity monitoring, our systematic literature
review [180] highlighted several research gaps, which this thesis aims to bridge:

e The lack of maritime-specific lab environments.

e The absence of publicly available, maritime-related on-board communication
datasets.

e The critical need for specialised on-board systems that can significantly enhance
vessel cybersecurity.

e The limited availability of released algorithm implementations, which creates a
need for dedicated maritime IDS solutions capable of processing both proprietary
and standardised maritime protocols.

¢ The need for published research on the vulnerability of maritime protocols.

The thesis consists of nine chapters. After a brief state-of-the-art introduction to the
maritime cyber domain, Section 4 presents the environments developed for maritime
cybersecurity research and education. Section 5 details the generated publicly available
datasets, which serve as an effective tool for research, testing and validation. Section 6
sheds light on the vulnerability of maritime protocols and their exploitation, highlighting
the superior efficiency of automated reverse engineering compared to manual methods.
Section 7 then introduces various anomaly detection methods applicable to ships’ OT
environments. Section 8 discusses open-source intrusion detection systems, their
performance and applicability in ships’ networks, and touches on related challenges.

1.1.1 Research Datasets and Environments

Improving the sector’s cybersecurity requires special environments for 1) personnel
education and 2) technology research. The requirements for these environments are
defined by several aspects, such as purpose, flexibility, interoperability and cost.

The literature review revealed a research gap: the need for a comparative analysis of
different research and educational environments from these perspectives. This analysis
motivated the development of three distinct architectural options for building the
maritime laboratory. Each environment was designed for different purposes, as
introduced in Section 4.
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Another requirement is the availability of a dataset for developing, testing and
validating results. Although some publicly available data sources exist, they often serve
special purposes and contain only a limited amount of data compared with the original
datasets. This limitation reduces their usability. The specific research objectives related
to the datasets and the research and education environment addressed in this thesis are
as follows.

e RO1: Implementation of different architectures for research and educational
laboratories.

e RO2: Collection, analysis and publication of maritime datasets.

1.1.2 Maritime-Specific Communication Protocol Analysis and Anomaly Detection

Like other sectors, the maritime industry uses well-documented communication
protocols, and often domain-specific proprietary ones developed by individual vendors.
These proprietary protocols are often ill-prepared for cyberattacks. They are vulnerable
because they are either legacy systems, carry inherited weaknesses or were just
optimised for a specific purpose without security features. Exploiting such weaknesses
can have serious consequences, making it essential for defence solutions, such as IDSs,
to be prepared to handle the situation. Special dissectors are needed for these protocols
that are not easily available.

Developing dissectors requires a solid understanding of the protocols, gained either
from public documentation or reverse engineering. This thesis introduces the results of
the manual reverse engineering of a closed protocol and discusses an automated method
that reduces human resource demands.

A thorough understanding of the protocol is also crucial for more efficient anomaly
detection. Defence systems, such as IDSs, should be enhanced with capabilities that
consider the specifics of the application area — in this case, the operational technology
system of ships. Section 7 focuses on anomaly detection in AlS, one of the most common
maritime-specific protocols.

These needs motivated the following research objectives:

e RO3: Maritime-specific protocol analysis and vulnerability exploitation.

e RO4: Data analysis and anomaly identification in the AIS dataset, including the
development of new anomaly detection methods, using statistical analysis and
inductive logic programming.

1.1.3 Selection and Deployment of IDS Engines into Shipboard OT Systems Networks
One key condition for reducing the effectiveness of cyberattacks, and thereby minimising
the potential damage, is early detection, followed by incident management and the
necessary countermeasures. However, several factors complicate detection, such as the
scale of attacks, the various on-board systems, the large volume of network traffic and
the closed nature of the protocols used.

Once closed communication is processed and an anomaly detection method is in
place, there are two options for implementing anomaly detection on board: developing
new software from scratch or extending an existing IDS solution with new features. The
latter approach has the advantage of using the full range of detection logic that an IDS
engine can offer, such as tens of thousands of regular signatures for detecting a large
number of known attacks in the network.
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The third part of the thesis investigates the selection and deployment of maritime IDSs
to achieve the following research objective:

e RO5: Examination and introduction of key considerations for integrating IDSs into
marine vehicles, including a comparative performance analysis of open-source IDSs
for resource-constrained environments.

1.2 Contribution to the Field

This thesis is based on a collection of peer-reviewed scientific publications published in
reputable journals and presented at international conferences. Its primary objective is to
improve the cybersecurity of the maritime sector, and its main contributions to the field
are as follows:

1. Development of various research and education environments to support
successful and high-level cyber education and research.

2. Generation and analysis of a novel and publicly available dataset that enables the
exploration of anomalies in real-world AlS data.

3. Vulnerability analysis and exploitation of standardised and proprietary protocols
enabling researchers and industry to develop defence solutions for on-board
communication systems.

4. Development of methods for anomaly detection in AIS data that can be used for
cyber defence solutions.

5. On-board applicability and performance analysis of open-source IDSs,
demonstrating their usability in shipboard environments.

For clarity, Table 1 provides a mapping of the sections to the corresponding research
objectives, publications and contributions of this dissertation.

Table 1: Mapping of the thesis chapters to research objectives, publications and contributions.

Chapters | Research Objectives | Publications | Contributions
4 RO1 I, 1, v 1
5 RO2 v, IX 2
6 RO3 1, 1V, VI 3
7 RO4 IX, X, XI 4
8 RO5 V, VII, VI, XII 5

1.3 Thesis Structure

The thesis consists of nine chapters. After a brief state-of-the-art introduction to the
maritime cyber domain, Section 4 presents the environments developed for maritime
cybersecurity research and education. Section 5 details the generated publicly available
datasets, which serve as an effective tool for research, testing and validation. Section 6
sheds light on the vulnerability of maritime protocols and their exploitation, highlighting
the superior efficiency of automated reverse engineering compared to manual methods.
Section 7 then introduces various anomaly detection methods applicable to ships’ OT
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environments. Section 8 discusses open-source intrusion detection systems, their
performance and applicability in ships’ networks, and touches on related challenges.

Finally, Section 9 summarises the contributions of this research to the identified
scientific challenges and outlines several future research perspectives.
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2 Background
2.1 On-Board Operational Technology Systems

Various systems installed on vessels are considered part of the on-board operational
technology. Farah et al. [54] described the most common examples, providing a
comprehensive overview of various systems and technologies used on ships to ensure
efficient operation, safety and compliance.

Power Management System (PMS). One of the key functions of the PMS is to control
the diesel generator(s) on board the ship. This includes starting and stopping the
generator(s) as needed, as well as adjusting their output to maintain optimal
performance and efficiency. The PMS uses real-time information from sensors and
monitoring systems to analyse the load on the ship’s electrical system and to make
decisions about how to best distribute the load among the available generators. Using
an optimal equal-load division strategy, the PMS ensures that each generator operates at
a consistent and efficient level while meeting the ship’s overall power demand. The PMS
may also adjust the operational settings of the generators based on specific conditions,
such as changes in weather or sea conditions, to maintain stability and reliability.

Engine. Ships are powered by marine engines, which are specialised engines designed
to provide the propulsion and electrical power needed to operate the vessel. There are
several different types of marine engines, including diesel engines, gas turbine engines
and steam turbines.

Diesel engines are the most common type of engine used on ships. They operate by
compressing air into a cylinder and then injecting diesel fuel into the compressed air. The
heat of the compressed air ignites the fuel, creating an explosion that drives a piston and
turns a crankshaft. The motion of the crankshaft is then used to power the ship’s propeller.

Gas turbine engines are another type of engine used on ships. They operate by
compressing air, mixing it with fuel and igniting the mixture in a combustion chamber.
The hot gases produced by combustion then flow through a turbine, which turns a shaft
connected to the propeller.

Nuclear engines use nuclear reactors to generate heat, which is used to produce
steam that drives a turbine. The heat is generated by a controlled nuclear reaction,
which produces large amounts of energy from minimal fuel. Nuclear engines are
primarily used on naval vessels, such as aircraft carriers and submarines, but are not
commonly used in commercial shipping due to their high cost and strict regulatory
requirements.

Hybrid engines use a combination of power sources to provide propulsion and
electricity to the ship. For example, a hybrid engine might combine a diesel engine with
an electric motor or a battery bank. The diesel engine provides primary propulsion and
electrical power, while the electric motor or battery bank provides additional power
during peak loads or when the ship is operating in a low-emission mode. Hybrid engines
are becoming more common in commercial shipping as operators look for ways to
reduce emissions and improve fuel efficiency.

Water Ingress Detection System (WIDS). This is a specialised technology used to
detect the presence of water in areas where it should not be present. Each vessel must
be equipped with a WIDS, in accordance with SOLAS Chapter XII, Regulation 12. The
system typically consists of sensors or detectors placed in strategic locations to monitor
for the presence of water. If a specific level of water is detected, an audible and visual
alarm must be triggered to notify the relevant personnel. This allows for quick action to
be taken to prevent damage to the structure or any equipment located in the affected
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area.

Thrusters. These are a type of propulsion system that generates lateral force,
enabling the ship to move sideways. They are commonly used on large vessels for
efficient manoeuvring, especially during low speeds and docking. A thruster consists of a
propeller mounted in a tunnel in the ship’s hull and driven by an electric motor.
Thrusters can be located at both the bow and the stern of a vessel, depending on the
specific needs and requirements of the ship. They are often used in combination with
other propulsion systems, such as main engines and rudders, to provide the necessary
control and manoeuvrability for the safe and efficient operation of large vessels.

Emergency Shut Down (ESD). The ESD is a safety feature that is activated in the
event of an emergency, such as a fire. It runs a sequential shutdown of pumps and valves
to prevent the spread of the incident and minimise damage. The system is typically
automated and can be triggered by various sensors and detectors, such as fire detection,
overfilling or pressure sensors.

Once activated, the system sends signals to the control room or central monitoring
station, which then initiates the shutdown of pumps and valves in a predefined sequence
according to safety protocols. The shutdown process is designed to minimise the risk of
further harm or damage by shutting down critical systems in a systematic and controlled
manner.

Marine Heavy Fuel Oil (HFO) Treatment System. This system treats heavy fuel oil used
as fuel for marine engines. The system removes impurities and contaminants that might
cause engine damage and reduce engine efficiency.

The system typically consists of a series of components that work together to treat the
fuel, including separators, filters and purifiers. These components remove water, dirt and
other impurities from the fuel, ensuring that it meets the required specifications for use
in marine engines. The HFO Treatment System is an essential component of the marine
engine system, as it helps to ensure that the fuel used in the engine is of high quality and
free from contaminants.

Fuel Oil System (FOS). The FOS is a critical component of a marine vessel propulsion
system responsible for receiving, storing and delivering fuel oil to the propulsion system.
Fuel oil is typically stored in large on-board tanks and transferred to the engine via a
piping system that includes pumps, filters and other equipment. The FOS also includes
fuel treatment equipment, which is used to remove impurities and contaminants from
the fuel before it is used in the engine. This can include centrifugal separators, filters and
purifiers, which remove water, dirt and other impurities from the fuel, ensuring that it
meets the required specifications for use in marine engines. In addition to providing fuel
to the engine, the FOS also includes systems to monitor and control the fuel oil supply,
such as flow metres, pressure sensors and control valves. This enables the crew to
monitor fuel consumption and adjust the fuel supply as needed to optimise engine
performance and efficiency.

Lubricating Oil System (LOS). The LOS is a critical subsystem of a marine engine,
responsible for the efficient operation and long-term reliability of the engine. It provides
a continuous supply of clean oil to the engine’s moving parts, which helps to reduce
friction, dissipate heat, and prevent wear and tear on engine components. Typically, it
includes several oil pumps, filters, coolers and reservoirs. Pumps circulate oil throughout
the engine, while filters remove any impurities or contaminants. Coolers help dissipate
the heat generated by the engine, which can extend the life of the lubricating oil and
prevent engine damage.

The LOS also includes sensors that allow the crew to monitor the system’s performance
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and identify any issues or potential problems. For example, pressure sensors can detect
changes in oil pressure, which may indicate a problem with the system or the engine. In
addition, oil temperature can help the crew adjust the engine’s operating conditions to
optimise performance and efficiency.

Gyrocompass. This is a type of gyroscope commonly used for navigation. It provides
information about the vessel’s heading, which is the direction in which the vessel is
pointing relative to magnetic north. Using the principles of gyroscopic motion, it
maintains a fixed heading relative to true north, regardless of the vessel’s speed or
direction. This makes it a valuable tool for navigation, as it provides an accurate and
reliable indication of heading, which can be used to determine the vessel’s position and
course.

Echo-sounder. Also known as a depth sounder or sonar, this device is used to measure
the depth of water beneath a vessel. It operates by emitting a sound signal, or "ping",
which travels through the water and reflects off the seabed or other underwater objects,
such as rocks or wrecks. The time it takes for the sound signal to travel to the seabed
and back to the echo sounder is used to calculate the depth of the water. Echo-sounders
are typically mounted on the bottom of the vessel, and the collected data is displayed
on a screen or monitor on the bridge or in the control room. Operators use this data
to determine water depth, locate underwater hazards and map the topography of the
seabed.

Cargo management system. This system supports the loading, stowage and discharge
of cargo on a ship. It includes a variety of equipment and software designed to ensure the
safe and efficient transport of goods by sea.

Components typically include:

e Cargo planning software, used to plan the loading and stowage of cargo on the ship,
taking into account factors such as the weight, volume and stability of the cargo, as
well as the draught, trim and stability of the ship.

e Cargo handling equipment, such as cranes and winches, used to load and unload
cargo.

e Cargo monitoring systems, including sensors and instrumentation, used to monitor
the condition and location of the cargo on board the ship.

e Cargo securing systems, used to secure the cargo in place during transit to prevent
shifting or damage.

e Ballast water management systems, used to maintain vessel stability during loading
and unloading operations.

Fresh Water Generator (FWG). This system is used to produce fresh water from
seawater. It is an essential component of many vessels, particularly those operating in
areas where freshwater supplies are limited or unavailable. The system typically includes
several components, such as a pre-treatment unit to remove larger particles and
contaminants, a high-pressure pump to push the seawater through a series of reverse
osmosis membranes, and a post-treatment system to adjust the pH and mineral content
of the fresh water.

Central Cooling Water System (CCWS). This system is used to cool various
components of the vessel, such as the engine, the generator, the air conditioning system
and other equipment that generates heat during operation. It is a closed-loop system
that circulates seawater through a series of heat exchangers to remove excess heat and
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dissipate it into the surrounding seawater. The CCWS is an essential component of many
vessels, as it helps to regulate the temperature of the various components on board and
prevent overheating, which can lead to equipment failure and other safety hazards. By
using seawater as a cooling medium, the system can also conserve freshwater supplies,
which is particularly important on long voyages or in areas where fresh water is scarce.

Sewage Treatment Plant (STP). This system treats wastewater generated on board
before it is discharged into the sea. It is designed to remove impurities, contaminants
and pathogens from wastewater, making it safe for marine discharge. The STP reduces
the environmental impact of wastewater discharge and ensures compliance with
regulations governing marine pollution. Treating wastewater on board helps reduce the
risk of contamination and disease transmission in the marine environment.

Air Condition Plant (ACP). The refrigeration or air conditioning plant on a ship is a
system used to maintain stable temperature and humidity levels in the living quarters and
cargo compartments. It is designed to regulate temperature and humidity to ensure the
comfort and safety of crew and passengers, as well as to preserve the quality and safety
of any perishable or temperature-sensitive cargo being transported.

Anchor and Mooring Winch Control System. This system controls the operation of
the anchor and anchor-lifting mechanisms. These winches are critical components of the
vessel’s navigation and are used to secure the vessel in place when at anchor or moored to
a pier or buoy. The system includes components such as electric motors, hydraulic pumps,
control panels and sensors. It provides power to the winches, which wind in or let out the
anchor chain or mooring lines as required to secure the vessel.

The control system allows the operator to control the speed and direction of the
winches, as well as to monitor the tension on the anchor chain or mooring lines. It may
also include automatic features such as auto-tensioning or auto-winding, which help to
ensure that the vessel remains securely anchored or moored, even in adverse weather
or sea conditions.

Collectively, these systems support the functional and regulatory compliance of
marine vessels. Unlike communication systems, they are typically monolithic, with
internal control systems and limited attack vectors.

2.2 Communications Systems

The communication systems on a ship are a vital component of its navigation and
operation. They enable the crew to remain connected to other vessels, shore-based
facilities and emergency services, as well as to receive weather and navigation
information.

2.2.1 Navigation Aids

Global navigation satellite system (GNSS) refers to a constellation of satellites that
transmit positioning and timing data to GNSS receivers, which then use these data to
determine location. By definition, GNSS provides global coverage. Examples include
Europe’s Galileo, the USA's NAVSTAR Global Positioning System (GPS), Russia’s
Global’'naya Navigatsionnaya Sputnikovaya Sistema (GLONASS) and China's BeiDou
Navigation Satellite System.

2.2.2 Situational Awareness

Radio detection and ranging (RADAR) is a high-frequency electromagnetic device
designed to detect air, surface and coastal targets, determine their parameters, including
movement parameters, and transmit information to ship visualisation and analysis
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equipment.

The automatic identification system is an essential maritime safety system. As a
significant part of the thesis discusses AlS, it is introduced in detail in Section 2.3.

Navigation text (NAVTEX) is a system used to broadcast information on maritime
safety, weather forecasts, navigational warnings and other important messages to ships
in coastal waters and on the high seas. Under IMO regulations, NAVTEX must be
installed on all passenger and cargo ships of 300 gross tonnage or more. NAVTEX is a
worldwide automated system that uses NBDP technology to transmit text messages in a
standardised format. The messages are broadcast on designated frequencies that are
allocated for the use of NAVTEX by the International Telecommunication Union (ITU).
NAVTEX messages are typically transmitted both in the language of the coastal state and
in English [87].

The emergency position-indicating radio beacon (EPRIB) is an emergency device
used to transmit a distress signal to search and rescue authorities in the event of an
emergency at sea. When activated, the transmitter sends a distress signal via satellite,
VHF or a combination, depending on the technology. EPIRBs are designed to
automatically activate when a vessel experiences a critical event, such as sinking,
capsizing or other distress situations [73].

The search and rescue transponder (SART) is a self-contained waterproof transponder
intended for emergency use at sea. It may be either a radar-SART or a GPS-based AlS-
SART (automatic identification system SART). The radar-SART helps locate a survival craft
or distressed vessel by creating a series of dots on a rescuing ship’s radar display. It only
responds to a 9 GHz X-band (3 cm wavelength) radar and is not seen on the S-band (10
cm) or on other radars. The radar-SART may be activated by any X-band radar within a
range of approximately 8 nautical miles (15 km) [36].

2.2.3 Communication

The Global Maritime Distress and Safety System (GMDSS), as defined in Chapter 5 of
the International Convention for the Safety of Life at Sea (SOLAS), describes the
navigational system of vessels and establishes the mandatory installation of GMDSS.
Developed by the IMO in cooperation with the International Telecommunication Union
(ITU), International Radio Consultative Committee (CCIR) and International Maritime
Satellite Organization (INMARSAT), GMDSS is a distress and safety radio communication
system. It serves as an interconnected maritime communication network that helps
ships avoid maritime emergencies and alert others to bout such threats. It provides
radio communication with ships in distress and transmits information related to
navigation safety, including navigational and meteorological warnings [95].

A GMDSS system may include high-frequency (HF) radiotelephone and radiotelex
(narrow-band direct printing) equipment, with calls initiated through digital selective
calling (DSC). Maritime safety information can also be broadcast worldwide on HF
narrow-band direct printing channels.

Very high frequency (VHF) radio is a short-range radio communication system used
for ship-to-ship and ship-to-shore communication. Civilian marine VHF radio is used in the
frequency range of 156 to 174 MHz, with a channel width of 16 kHz and a channel spacing
of 25 or 12.5 kHz. For VHF maritime radio service, 56 VHF channels are used (simplex and
duplex channels), among which channel 16 (156.8 MHz) is the international calling and
distress channel. VHF channel 70 (156.525 MHz) is used for DSC calls, regardless of the
type of call, while other VHF channels are used for other types of communication. The
transmitting power is 25 W for fixed-mount devices and 1 W for handheld devices. The
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expected transmitting range of the device is between 10 and 50 NM [129].

High frequency (HF) radio is an effective long-range communication paradigm that
offers over-the-horizon communication capabilities, which means it can transmit signals
beyond the visual range of the transmitting and receiving stations. HF communication
uses radio waves in the frequency range of 3 to 30 MHz to transmit data and voice
communications. Due to the properties of these frequencies, they can penetrate the
ionosphere and propagate over long distances, even over the curvature of the Earth.
This makes HF communication a useful tool for long-range communication, especially in
areas where other forms of communication may not be available [194].

Satellite communication systems use satellites to provide long-range voice and data
communication, including email, internet access, and weather and navigation
information. Maritime satellite communications are based on services operating on
certain frequencies (L-band, C-band, Ku-band, Ka-band and HTS). Inmarsat is an
international organisation that operates the only global satellite system for mobile
communications. Established in 1979, mainly on the initiative of the IMO, its initial
mandate was to serve the maritime community by improving communications and radio
navigation for the safety of life at sea and efficient ship management. Inmarsat provides
the space segment necessary for instant, reliable distress and safety services, as well as
general satellite communications for the maritime community. It offers multiple basic
satellite communication systems designed to support most of the GMDSS medium- and
long-range communications functions: Inmarsat-A and Inmarsat-C. Inmarsat also offers
Inmarsat-E and the L-band EPIRB system [101].

Digital selective calling (DSC) is recommended by the ITU as it is responsible for
issuing alerts to rescue authorities anywhere in the world. It also enables vessels to
receive distress calls from others [200].

In general, communication systems on a ship are essential for ensuring the safety and
efficient operation of the vessel and must be regularly maintained and inspected to ensure
their proper functioning and reliability.

2.3 Automatic Identification System (AIS)

The AlS is a crucial system for ensuring situational awareness at sea [2, 14]. AlS-equipped
ships continuously transmit their unique identifiers and other essential navigation details,
such as position, speed and course. It helps identify vessels, assists in target tracking and
simplifies information exchange. Ships send their static and dynamic data regularly (Table
2) over VHF AIS transceivers.

Table 2: AlS default timing [96]

Type of Ship General Reporting Interval
Ship at anchor 180 sec
Ship O to 14 knots 12 sec
Ship 0 to 14 knots and changing course 4 sec
Ship 14 to 23 knots 6 sec
Ship 14 to 23 knots and changing course 2 sec
Ship >23 knots 3 sec
Ship >23 knots and changing course 2 sec

The IMO requires a specified set of ships to be equipped with AIS to improve the
safety of life at sea, the safety and efficiency of navigation, and the protection of the
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marine environment. It is mandatory for all vessels over 300 gross tons on international
voyages, 500 gross tons on non-international voyages, and all passenger ships under
IMO regulations [96].

AIS was initially designed to enable communication between ships and shore, but it
has also found a role in ship-to-ship communication. The system uses VHF radio signals
to send and receive information about the ship’s identity, position, course, speed and
other relevant details. This information can be used by other vessels, as well as by shore-
based authorities, to monitor and manage maritime traffic, improve safety and prevent
collisions. In addition to the mandatory installation on large vessels and passenger ships,
many small vessels also use AIS voluntarily as an added safety measure. AlS is also used by
search and rescue authorities to locate vessels in distress and by environmental agencies
to monitor vessel traffic and prevent pollution incidents [175].

The AIS network consists of mobile stations (ships, EPIRBs, AlS-equipped satellites and
aircraft) and fixed stations, such as shore stations, repeaters and aids to navigation (ATON).
GPS is essential for AlS, and most transceivers have built-in GPS receivers and external
GPS ports. Each AIS transceiver has a unique nine-digit maritime mobile service identity
(MMSI) number, which includes a three-digit MID indicating the country of registration
and a six-digit serial number, while ATON MMSiIs start with "99", followed by the MID
and a four-digit serial number. The MMSI is transmitted in every message to identify the
sender [14].

The AIS has a data link service (DLS) sublayer, which provides the AlS frame format.
Each AIS frame consists of a preamble, followed by the start flag and subsequently the data
field, a 16-bit cyclic redundancy check (CRC) [17] field to detect errors in the AIS frames,
and a stop flag. Finally, a 24-bit temporary buffer that supplements the frame can be
used for various purposes, such as bit stuffing, distance delay, repeater delay and jitter
effects [62].

AlS transponders mainly use two dedicated frequencies: 161.975 MHz and 162.025
MHz in the VHF band. Since AIS signals have a limited horizontal range, traffic
information is only available in coastal zones or ship-to-ship range [64]. When satellites
are used to receive AIS transmissions and forward them to vessel traffic services, the
system is referred to as Satellite-AlS (S-AIS) [27].

AlS transponders use one of the different forms of time-division multiple access
(TDMA). The self-organising time division multiple access (SOTDMA) and dynamic slot
reservation (DSR) selection methods under high data link load reduce the probability of
message collisions. To achieve this, transmitters must change their time slot regularly to
maintain [100]. This condition makes anomaly detection more challenging and does not
provide any defensive measures against spoofing or jamming.

Kessler and Zorri [107] described several attacks against AIS and identified the
underlying protocol’s vulnerabilities.

o It lacks validity checks: messages are assumed to be correct.
¢ It does not support timing checks: AIS messages contain no timestamp information.

e It does not support authentication: there is no mechanism to authenticate the
sender.

e It lacks integrity checks: AlS messages are broadcast unencrypted and unsigned.

Kessler and Zorri also identified the absence of security features in the AIS protocol
as the root cause of these vulnerabilities. As the system is not secured by design,
malicious actors can spoof or jam the system [130] and manipulate or falsify data,
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leading to the dissemination of incorrect vessel information [46, 45, 1, 181]. Amro et
al. [41] further described how the AlS system can be exploited for command and control
in cyberattacks.

Detecting anomalies in the transmitted data can help identify such attacks early and
initiate appropriate countermeasures. This motivated the thesis to investigate new
anomaly detection methods.

2.4 Marine Communication Protocols

Industrial control systems (ICSs) are required to monitor industrial processes such as
logistics, manufacturing or transportation. Real-time response, high availability and
reliability are the key requirements of these systems. Different industries often have
unique, sector-specific protocols to meet these requirements.

The National Marine Electronics Association (NMEA) is a global organisation focused
on marine electronics interface standards to improve technology and safety.

2.4.1 NMEA-0183 Protocol

In the early 1980s, the NMEA issued the NMEA-0183 standard, which defines the interface
between various marine electronic equipment and navigational computers, allowing them
to share vital information [116]. NMEA-0183 evolved from earlier NMEA standards (-0180
and -0182) and is based on the serial communication protocol standard R$422 (Standard:
EIA-422-A). This underlying protocol supports data exchange between one talker and up
to 10 listeners, using 7-bit ASCIl-encoded sentences up to 82 characters long [49].

2.4.2 IEC61162-1 Protocol
In 1997, NMEA-0183 v.1.5 was translated into the international industrial standard
IEC61162-1. The most widely used communication protocols in navigation follow the
IEC61162 standard, a collection of standards from the International Electrotechnical
Commission (IEC) for "digital interfaces for navigation equipment within a ship” [67].
Several standard versions were published during the long evolution of IEC61162. While
the IEC61162-1 protocol was designed to work over serial lines, its gradual development
led to protocols that operate over Ethernet, such as OneNet, which provides a standard
method for sharing NMEA-2000 data over a local area network (LAN).

2.4.3 IEC61162-450 Protocol

Over the years, the number of on-board sensors and the complexity of ship control
systems have increased. Along with this, Ethernet networks with Internet Protocols (IPs)
have become predominant. As Rgdseth and Christensen noted in [140], in 2007, Swedish
experts proposed an Ethernet-based interface standard for maritime navigation and
radio communication equipment and systems. This proposal was accepted in March
2008 by Working Group 6 (Digital Interfaces) of Technical Committee 80 of the IEC. The
standard was published as IEC61162-450 [68].

Although the new protocol offers more flexible services, the data format still follows
the first version, in which sensor data is transferred in the IEC61162-1 sentence format.
This new protocol, referred to as light-weight Ethernet (LWE), was developed for use in
instrument- or process-layer networks, designed with moderated complexity to be
implementable on devices with limited resources, such as embedded computers, radios
and AIS receivers.

The LWE protocol is based on the standard User Datagram Protocol (UDP), in which
the talker sends multicast packets that propagate over the ship’s network. IEC61162-450
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supports four general communication patterns for data transmission: multi-sentence
message (MSM), binary image transfer (BIT), command-response pair (CRP) and sensor
broadcast message (SBM). Current research focuses on the latter.

According to [77], SBM is a standard UDP packet that enables the transmission of
IEC61162-1 sentences in a network environment from multiple talkers to multiple
listeners. The payload of the UDP packet contains a six-byte static header (UdPbC'0’) and
one or more transport, annotate and group (TAG) blocks, followed by the original data
(IEC61162-1 sentence). Figure 3 shows the structure of the IEC61162-450 packet.

Table 3: IEC61162-450 packet structure

Byte Offset Function Example Value
00 IEC61162-450 Header UdpPbC'0’
06 Delimiter \
07 Parameter code s
08 Parameter code delimiter | :
09 System function indicator | SIO011
15 Parameter field delimiter | ,
16 Parameter code n
17 Parameter code delimiter | :
18 Parameter value 683
21 Checksum delimiter *
22 Checksum value 16
23 Delimiter \
24 IEC61162-1 data $TIROT,123.45*hh

2.4.4 Proprietary Protocols

Vendors often develop devices using proprietary, closed communication protocols to
keep their specifications secret in an attempt to provide security. However, it is common
knowledge in the security community that "security by obscurity” is poor practice [44].

2.5 Cyber Situation in Maritime

The importance of local and international trade by sea is growing with the global
economy. This is especially crucial in markets that prioritise sustainable development,
cost-effectiveness, efficiency and environmentally friendly operations. The maritime
industry is responsible for handling more than 80% of global trade [173, 146].

As technology plays an increasingly significant role in the global maritime industry, it
is vital to recognise the potential risks associated with it. In recent decades, maritime
systems have become more digitalised and interconnected to improve efficiency, leading
to substantial cybersecurity challenges within the sector [39, 106, 57, 54].

One such risk is the threat of cyberattacks, which can have significant impacts on
international shipping. Raising awareness and understanding of this risk is essential to
mitigate and prevent potential damage to the industry [173].

Babineau et al. [50] discussed cybersecurity risks for shipboard system, highlighting
piracy, terrorism and cyber warfare as the main domains of cybersecurity risk related to
shipboard control systems.

Ten years later, a comprehensive survey by Farah et al. [54] outlined the current
cyber situation in the sector. According to their work, cyber incidents can affect the
entire maritime infrastructure, including ports, ships, information systems and
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operational technologies. Recent examples show that maritime companies are not
protected against computer viruses [156], ransomware attacks [83, 4, 34], GPS
spoofing [93, 28], and navigation system attacks [66, 59, 93]. According to Per Hakon et
al. [132], the maritime sector typically experiences incidents with low frequency but high
impact, making them difficult to predict and prepare for.

Peng et al. [144] recently published a bibliometric analysis of maritime cybersecurity,
reviewing academic publications on maritime cybersecurity and providing a
comprehensive overview of research progress and focus areas. They highlight that
maritime cybersecurity research mainly addresses transport-related cyberattacks,
autonomous vessels, AlS, maritime communication and UAVs. Their results also point to
room for improvement in maritime communication systems and overall maritime
cybersecurity.

Symes et al. [169] investigated real-word cyberattacks and their consequences on
autonomous vessels, finding that these vessels often have relatively easy-to-breach
security systems. The consequences of cyberattacks include financial loss, loss of cargo
and potential breach of oceanic airspace, which can trigger military action.

Li et al. [121] provide a comprehensive survey of maritime cybersecurity, tackling the
protection of key digital assets—including AIS, GNSS, ECDIS, VDR, RADAR, VSAT and
GMDSS —in interconnected shipping systems, from vessels to ports and broader supply
chains. The review combines analyses of real-world incidents, technical vulnerabilities,
countermeasures and emerging trends to highlight how the maritime industry can
strengthen its cyber resilience.

The literature reviewed above highlights the need for improvements in the maritime
sector, which motivated this thesis.

2.6 Cyber Landscape of Ship’s OT Systems

Among the systems introduced in Section 2.1, Akpan et al. [40] identified the main on-
board automation components targeted by malicious actors.

Electronic navigation equipment used on modern ships has undoubtedly reduced
collision incidents on ships over the years [90], but it still suffers from a number of
cybersecurity vulnerabilities [168, 127]. Melad et al. in [133] reviewed 46
maritime-related cyber incidents, four of which targeted ships’ operational technology
(OT) systems.

As discussed in Section 2.1, ships have multiple OT systems that can impact the safety
and security of the vessel, its crew and its cargo. Each of these systems is typically
developed and produced by different vendors, resulting in wide variation in their
cybersecurity readiness.

Integrating these disparate OT systems under a common shield can significantly
increase the cyber resilience of a ship and can also improve the effectiveness of security
measures such as intrusion detection and incident response. By implementing a holistic
cybersecurity strategy that considers the ship’s systems as a whole, rather than just
individual components, it is possible to identify and address potential vulnerabilities
across the ship’s entire cyber ecosystem.

However, OT system integration presents its own set of challenges. One of the biggest
is the need to ensure compatibility between different systems, which can be particularly
difficult given the wide variety of vendors and technologies involved. In addition, the
integration process can be complex and time-consuming, requiring significant resources
and expertise.

Ships are no longer isolated systems but are now part of a connected ecosystem that
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includes multiple communication systems, as introduced in Section 2.2. These
communication systems offer potential attack surfaces for cybercriminals. The increasing
optimisation of marine traffic, along with the need for pre-calculated and continuously
updated routes, requires ships to be online continuously. This means that they are
connected to various communication systems, including satellite communication, GPS
and other wireless networks.

In addition to the need for connectivity for operational purposes, the crew also
requires communication systems to stay in touch with family and friends. This includes
Internet access, social media and other communication channels that can be accessed
via the ship’s network. While these systems provide critical services to the ship and
important benefits for the crew’s well-being, they also represent potential attack
surfaces that can be targeted by cybercriminals.

To minimise the impact of a cyberattack, early detection is essential. To support this
goal, new detection methods are introduced in Section 7. For a deeper understanding of
the theoretical foundation underlying the chosen approach, the following section
provides a detailed explanation.

2.7 Inductive Logic Programming

Inductive logic programming (ILP) is a branch of machine learning that merges inductive
reasoning with logic programming, typically using languages such as Prolog. It operates
within the framework of clausal logic, where examples, background knowledge and
learnt hypotheses are all represented as logical clauses. ILP systems use this consistent
logical format to reason and learn. Given a set of facts representing background
knowledge and labelled examples (positive and negative), an ILP system constructs a
logic-based hypothesis that explains all positive examples while excluding negative ones.
Formally:

e given a finite set of clauses B (background knowledge), and sets of clauses E+ and
E— (positive and negative examples, respectively),

¢ find a theory X, such that XU B is correct with respect to E+ and E—.

By the correctness of theory ¥, we mean that ZU B |= e+, Ve+ € E+ (completeness),
and ZUB £ e—,Ve— € E— (consistency).

The process of finding a correct theory in ILP typically involves two fundamental
operations: specialisation and generalisation. If the current theory, when combined with
the background knowledge, incorrectly explains some negative examples, it is
considered too broad and must be specialised—that is, made more restrictive—to
eliminate these incorrect implications. On the other hand, if the theory fails to account
for all the positive examples, it is too weak and requires generalisation; it must be
expanded to ensure that all positive examples are correctly explained by it in
conjunction with the background knowledge.
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3 Related Work

3.1 Datasets, Testbeds and Research Environments in Maritime

A cybersecurity testbed is a controlled environment designed to simulate real-world
cyber threats, attacks and defences for research, testing and training. It enables
organisations, researchers and cybersecurity professionals to evaluate security
measures, detect vulnerabilities and develop countermeasures without risking actual
systems.

3.1.1 Testbeds and Research Environments in Maritime

These environments usually provide realistic network simulation, mimicking enterprise or
critical infrastructure networks. They allow for testing malware, cyberattacks, penetration
techniques and security tools in a controlled environment, ensuring that experiments do
not affect live systems [134].

Recent literature introduces testbeds that can support research related to
cybersecurity in the maritime field.

Conti et al. [70] provided an extensive review of testbeds and cyber ranges in their
study. Their work explores the architecture of ICSs, detailing their components, common
protocols and the types of attacks they face. Although the publication presents a vast
array of testbeds, none specifically address marine-related systems.

Kavallieratos et al. [105] reviewed various cyber-physical testbeds that can support
cybersecurity research. Their study categorises testbeds into physical, virtual and hybrid
models while describing their functionalities, including vulnerability analysis, training,
defensive mechanisms, impact assessment of cyberattacks, and threat analysis.

Sicard et al. [162] introduced a cybersecurity testbed designed for the naval defence
sector, incorporating ICS components. Their work focuses on four primary systems:
direction, energy, artillery and propulsion. The proposed testbed includes various
programmable logic controllers (PLCs), human-machine interfaces (HMIs), physically
simulated actuators and sensors for propulsion, direction and energy control, and
artillery (76 mm main gun and motors for moving the gun turret). The system includes
computers for attack generation. However, it does not cover navigational devices.

Similarly, Puys et al. [148] presented hardware-in-the-loop labs that facilitate
cybersecurity awareness training and supervisory control and data acquisition (SCADA)
research but also lack a focus on maritime systems.

Tam et al. [170] proposed the Cyber-SHIP platform, a sophisticated research
environment for maritime cybersecurity that integrates real maritime equipment for
both testing and data generation. Although this platform provides an excellent
environment for penetration testing, its implementation requires substantial financial
investment.

Becmeur et al. [53] presented a platform to generate propulsion, engine control and
navigation data based on scenario traces for the evaluation of the intrusion detection
algorithm. Their system included physical elements: a fan to simulate the propeller of the
ship and a steering control to simulate the changes in direction of the ship. Their solution
used common industrial communication protocols, such as Modbus, DNP3 and S7.

Raimondi et al. [150] proposed a testbed to train maritime SOC teams in cyber
exercises. The testbed was implemented using Linux containerisation. It featured a ship
simulator transmitting NMEA messages via a Python script to other components.
Suricata IDS handled network monitoring with Lua scripting for NMEA parsing, while
Splunk served as the cyber situational awareness console, forwarding data to a central
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SIEM server. The authors demonstrated the training process with an exercise in which
false NMEA messages disrupted the gyrocompass, requiring the trainees to detect the
attack using Splunk queries.

Longo et al. [125] recently introduced a virtual testbed for maritime cybersecurity.
The solution relies on open-source components and provides a testbed that includes
network infrastructure and core components of the on-board cyber-physical systems.
The infrastructure is easy to replicate and can be utilised as a suitable training
environment for seafarers and cybersecurity operators in the maritime domain.

Basels et al. [52] discussed the Radar Cyber Security Lab, an environment to evaluate
the vulnerability of navigation radars and address related network attacks. The ecosystem
includes two main parts, an offensive toolkit and a defensive toolkit: with the offensive
one, the network-based attacks can be executed against maritime navigation radars using
various protocols, while the defensive part offers radar-specific network-based IDSs.

In March 2025, iTrust—the Centre for Research in Cyber Security at Singapore
University of Technology and Design—launched MariOT, the world’s first industrial-grade
hybrid shipboard OT testbed for maritime cybersecurity research, education, training
and cyber exercises [37].

MariOT combines physical shipboard OT and ship-shore interface systems with
virtual simulations, using industry-standard communication protocols. Its open
framework enables realistic cyberattack scenarios and allows researchers to test
detection and defence mechanisms in a safe, controlled environment.

As the first maritime cyber-physical system testbed, MariOT strengthens iTrust’s
position as a global leader in cyber-physical security. It supports the research,
development and validation of cybersecurity solutions for deployment in shipboard OT
systems.

Beyond research, MariOT provides hands-on training for maritime stakeholders—
including the MPA, port operators, cybersecurity vendors, ship owners and classification
societies—and helps develop workforce expertise in maritime cybersecurity. Its remote
link to CEMS’ simulator further enhances training by embedding cyberattack scenarios
into navigation exercises, raising crew situational and safety awareness.

3.1.2 Maritime-Related Communication Datasets

Literature also investigates the cybersecurity aspects of various on-board ship systems
using different datasets.

Some sources provide publicly available historical AlS data, such as Marrinetraffic [21],
Spire Global [19] or AISHub [8]. These sources are reliable, but they contain only a fraction
of the content of the received messages. This is because these entities focus mainly on
the ships’ trajectory, position and movement, where only aggregated data is required [35].
Furthermore, these datasets are not fine-grained enough to support detailed AlS-related
research.

Wolsing et al. [196] introduced various network attacks against the marine radar
system. Their publication relies on real-world radar data combined with radar network
attacks. They published a comprehensive dataset (RadarPWN) that can be used for cyber
research.

Many research papers are based on datasets that are not publicly available [180]. For
example, Ristic et al. [151] introduced the statistical analysis of vessel movement patterns
in ports and waterways, using self-reported AIS data. The authors used simulated data
for training and testing their anomaly detector and then tested it with datasets collected
in Gulf St Vincent (Port Adelaide) and Port Jackson (Sydney Harbour). These datasets are
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not publicly available.

Hadzig et al. [86] introduced a probabilistic graphical model to represent and manage
the uncertainty of AIS data. The publication does not mention whether the model was
validated on real or simulated data.

Shahir et al. [160] introduced an anomaly detection framework to analyse, detect,
and differentiate interaction patterns and anomalies for marine vessels. Their method
was validated on AIS data collected by the U.S. Coast Guard. In this dataset [20], the
records are filtered to include a reduced number of samples per minute, which means
that their characteristics are slightly different from the original. A ship’s position should
be transmitted several times a minute, but the given dataset samples the transmissions at
one-minute intervals. This solution reduces the size of the data and is perfect for trajectory
analysis but hides some finer details.

Amro et al. [43] presented a methodical framework for anomaly detection of sensor
data in the NMEA format. Their work was validated on simulated network data, and the
anomalies were created with their developed tool, the NMEA-Manipulator. As the
validation data are synthetic, their features likely differ from those of data collected from
real ships.

Sicard et al. in [162] introduced a maritime-specific testbed, dataset generation
methods and described four possible cyberattack scenarios, but the study did not
publish the relevant datasets.

Spravil et al. [166] focused on the detection of GPS spoofing with the analysis of
relevant NMEA messages. To assess their framework’s performance, the authors created
the MARSIM dataset, which contained a large number of different GPS spoofing attacks
and normal GPS data. The dataset was released into the public domain [165], making this
one of the few studies to provide a publicly available maritime-specific dataset.

The limited availability of realistic and publicly accessible datasets motivated this
thesis to collect, analyse and publish datasets for research purposes.

3.2 Maritime Protocol Vulnerability Analysis and Exploitation

Sections 2.3 and 2.6 shed light on cyber weaknesses in the OT systems of ships. These
systems often rely on standardised communication protocols; however, vendors
frequently develop proprietary protocols to find a trade-off between industry needs and
the complexity of the protocol, often without adequately considering
cybersecurity [140].

3.2.1 Maritime Protocol Vulnerability Analysis

The research community has shared findings that focus on vulnerabilities and
weaknesses in existing navigational equipment, tracking and monitoring
systems [176, 51, 82, 145]. These publications discuss external communication
weaknesses rather than those linked to on-board communications.

To address this gap, Frgystad et al. in [78] offer a public key infrastructure (PKI)
design to improve the cybersecurity of digital communication in the maritime sector.
This solution brings reliable communication to the industry but does not aim to defend
on-board communication.

The Baltic Marine Environment Protection Commission [77] focuses on a modern
on-board communication protocol (IEC61162-450) [68] and offers an extension that
could improve the resilience of the ships’ navigational systems. The paper discusses the
AlIS protocol, and the recommended measures may improve the overall security of the
system. It does not evaluate the general shortcomings of the protocol.
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In the ICS context, Drias et al. [75] introduce an attack taxonomy model that focuses
on Modbus and Distributed Network Protocol 3 (DNP3) protocols to evaluate several
types of attacks that can harm ICS. Although DNP3 is commonly used in the power
industry, Modbus is also widely used on board ships. Xu et al. [198] introduce several
protocols and their cyber vulnerabilities in the power industry. While these works shed
light on the weaknesses of ICS protocols (also used on ships), they focus on power
generation systems rather than navigation. This thesis addresses this gap by focusing on
navigational networks and protocols, as similar vulnerabilities may have distinct
consequences for maritime safety.

Tran et al. [178] discussed the security risks of several marine network protocols, such
as AIS and NMEA-0183, and newer protocols, such as OneNet, but did not focus on
proprietary protocols.

Although maritime cybersecurity has gained attention, the cyber weaknesses of
on-board communication protocols—especially proprietary ones—have received little
attention. This may stem from the perception of ships as isolated systems with minimal
attack surface, which creates a false sense of security. In reality, when ships are in port
during maintenance, on-board control systems can be connected to other networks and
devices, or exposed to unauthorised personnel, either accidentally or intentionally.
Furthermore, the crew is likely to change over a vessel’s lifetime, so a former crew
member could leave behind a malicious payload.

Although new vessels are equipped with advanced automation systems to improve
safety and efficiency, these systems often introduce cyber weaknesses [168, 127]. This
modernisation highlights the importance of maritime protocol research. The thesis
addresses the problem by introducing navigational on-board communication protocols
and examining their susceptibility to cyberattacks.

3.2.2 Automated Protocol Reverse Engineering

As manual protocol reverse engineering is a laborious process, automated methods are
required, especially when protocols are frequently updated. To date, no studies have
evaluated the application of automated protocol reverse engineering (APRE) techniques
to maritime protocols, though numerous studies have evaluated their application to
land-vehicle Control Area Network (CAN) bus protocols [202, 182, 139].

For example, Yu et al. [202] use genetic programming to identify rules that correlate
integer bytes with values found in the output of a vehicle diagnostics application.
However, a limitation of their approach assumes that fields have byte-divisible lengths
and known endianness. Verma et al. [182] propose a modular four-stage pipeline,
CAN-D, that infers field boundaries, endianness, signedness and physical interpretations
for each CAN message type using linear regression. Both approaches rely on a
ground-truth signal generated by the vehicle’s diagnostic protocol. However, maritime
components do not transmit an open diagnostic protocol. In our application of linear
regression to infer bits correlated with values of interest, we assume that ground-truth
signals can instead be acquired from external devices (e.g. GPS) or from captured
metadata (e.g. timestamps or packet lengths).

Most existing APRE techniques have been evaluated on traditional IT protocols, such
as file sharing, which may not necessarily translate to maritime protocols. For some
techniques, the authors have released code (Nemesys [112] and NetPlier [201]), but
these techniques only infer field boundaries, whereas our security research also requires
syntax and semantic information. Recent advances in APRE have used deep-learning
methods to infer field semantics, but no accompanying code has been
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provided [199, 204].
Our APRE method shows that basic statistical techniques, combined with contextual
information, are sufficient to generate the desired outputs.

3.3 Intrusion Detection Systems

As ships are increasingly using integrated systems that rely on digitalisation and
automation, the urgent need for cyber risk management has emerged. As technology
continues to develop, IT and OT systems are increasingly networked and more
frequently connected to the Internet, raising the risk of unauthorised access or malicious
attacks on the ships’ systems. In addition, risks can also arise from personnel accessing
on-board systems.

The Baltic and International Maritime Council (BIMCO)—one of the largest
international shipping associations representing shipowners—issued the Guidelines on
Cyber Security Onboard Ships [56] in 2018. The guidelines highlight the differences
between IT and OT systems and suggest removing the barrier between technologies
through close cooperation between responsible units and management.

Cybersecurity risk management is an ongoing process to identify, analyse, evaluate
and address cybersecurity threats in maritime organisations. This complex process goes
far beyond the scope of this thesis, which examines only the on-board, OT-related
cybersecurity solutions.

When discussing system resilience to cyberattacks, we generally refer to
implemented intrusion detection or prevention mechanisms (to guard against software
attacks, insider threats, external adversaries, etc.). Intrusion detection mechanisms can
broadly be classified into two types: anomaly detection and misuse detection. Anomaly
detection identifies system indicator deviations from predefined normal behaviour
profiles, while misuse detection identifies known forms of system exploitation using
predetermined adversary behaviour patterns (e.g. rules or signatures) [38].

Due to the nature of the ship bridge environment—where a complex mixture of
TCP/IP and industrial protocol communications takes place—the system is exposed to
both off-the-shelf, known attacks and unstudied protocol-specific attacks. This raises the
importance of using a multiplex approach to detect potentially malicious activity on
board.

A network-based intrusion detection system (NIDS) monitors and logs network traffic
for signs of malicious activity and generates an alert when a suspicious event is
discovered [48]. If configured, it will notify the designated personnel to investigate
certain alerts and take further action.

In contrast, a host-based intrusion detection system (HIDS) provides a deeper, more
localised level of security analysis by monitoring potential attacks on individual computers
where the IDS or its agent is installed. Such software monitors computer resources, such
as memory and CPU usage, running processes, and system and application logs.

Although IDSs do not prevent attacks but rather detect them, they can help avert
disasters. If appropriate personnel are notified in time, malicious actions can potentially
be stopped and identified before major damage is done to the ship or anyone aboard. In
short, the purpose of IDSs is to monitor specified traffic on a given network and, when
needed, alert professionals for review. The purpose of intrusion prevention systems
(IPSs) is similar to that of IDSs; however, IPSs are also allowed to take predefined actions,
such as blocking or altering specific traffic [137].

Only limited literature focuses on intrusion detection in shipboard OT systems. The
following section discusses the related work.
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3.3.1 Intrusion Detection for RADAR and Global Navigation Satellite Systems

Situational awareness and accurate navigation are essential for safe shipping. Several
systems support navigation, among them RADAR, which provides images of surrounding
objects, such as ships or land, and various GNSS that provide the precise positions of
ships. GPS, Galileo, GLONASS, BeiDou and other regional systems have become
indispensable for navigation, and reliance on them has increased substantially over the
past decade due to their exceptional usefulness. At the same time, these systems can be
attacked by malicious actors, so anomaly detection is crucial for safe sailing. Several
studies have addressed this topic.

Longo et al. [126] investigated cybersecurity threats to maritime radar systems,
introducing attacks capable of compromising the integrity of data displayed on a radar
system and presenting a detection system to highlight anomalies in the radar video feed.

Longo et al. [124] proposed a novel threat model that exploits cyberattack capabilities
against radar systems to simulate the effects of electronic countermeasures. In their work,
they introduced various jamming techniques and discussed possible countermeasures.

Cohen et al. [65] introduced RadArnomaly, a deep-learning-based anomaly detection
system designed to protect radar systems from data manipulation attacks. Although the
model demonstrates high detection accuracy, its scope is confined to anomalies in
internal data, leaving broader network-level cyber threats unaddressed. This limitation
underscores the need to expand its capabilities to encompass a wider range of threats in
real-world maritime environments.

Basels et al. [52] presented a maritime Radar Cyber Security Lab (RCSL), in which they
addressed various network-based cyberattacks against maritime navigation radars. They
also introduced network-located defence solutions: a set of rules for open-source
signature-based IDS, where the IDS either uses the radar image of the previous rotation
(Image-Delta) or the verified positions of landmarks on nautical charts (Chart-Diff).

Lebrun et al. [120] proposed an approach for detecting anomalous events, such as
potential attack attempts, based on measurements recorded by continuously operating
GNSS reference stations (CORS). Although promising, this approach is difficult to adopt on
board ships.

Savolainen et al. [155] published the first unsupervised long short-term memory
(LSTM)-based autoencoder for GNSS anomaly detection. Their solution successfully
indicates anomalies in simulated radio frequency signals. Despite promising results, the
approach cannot be implemented on all GNSS receivers used on ships.

Boudehenn et al. [61] focused on detecting GPS spoofing-induced anomalies. They
analysed NMEA messages that carried GPS information and proposed a one-class
support vector machine (OC-SVM). Their solution is easy to implement and requires little
computational power, making it suitable for deployment on low-end hardware. Tests
using both simulated and real-life data collected from a small boat showed that the
OC-SVM-based anomaly detection method achieved high recall and precision.

Spravil et al. [166] also focused on the detection of GPS spoofing with the analysis
of relevant NMEA messages. They developed dedicated monitoring modules that could
be easily integrated into a ship’s network. To demonstrate the viability of this approach,
they introduced a publicly available maritime NMEA-based anomaly (MANA) detection
framework, selecting five methods and combining them into an ensemble. According to
their experiments, the ensemble achieved a higher recall than any individual method, as
it flagged an anomaly if any of the five methods indicated one.
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3.3.2 Anomaly Detection in AlS Data

In addition to the radar systems discussed above, another important system that
significantly improves situation awareness is the AIS. This system, however, was not
designed for attacks and can easily be hacked or falsified. Extensive literature is available
focusing on anomaly detection in AIS data, with approaches including statistical,
rule-based and neural-network-based machine learning methods. Several notable
publications discuss this topic.

Amro et al. [43] published an overview of anomaly analysis and detection in NMEA
messages generated by various on-board sensors. Their research aimed to identify
potential anomalies and their malicious causes. To achieve this objective, the authors
developed an anomaly detection method for NMEA messages by identifying critical
message types, analysing potential anomalies and attack techniques using the MITRE
ATT&CK framework and evaluating detection approaches.  They found that a
specification-based approach, using predefined rules to identify anomalies, was the
most effective. In addition, frequency-based anomaly detection was recommended for
attacks that alter message rates. Although the study examined attack scenarios, it lacked
precision and recall metrics. Key limitations included false positives, undetected
sophisticated attacks, incomplete protocol coverage and limited consideration of
anomalies. The authors also discussed potential deployment strategies for NMEA
intrusion detection systems on vessels.

Iphar et al. [99, 98] examined the weaknesses of AIS and proposed more than 900
rules and integrity items to evaluate the integrity and quality of AIS message data. These
rules can be used for rule-based anomaly detection. The prototype was evaluated on
about 24 million real-life AIS messages collected over 6 months; however, the study did
not evaluate the system on a larger number of cases or assess the system'’s false positive
rate.

Gamage et al. [79] provided a comprehensive survey on the applications of machine
learning techniques in maritime surveillance to detect abnormal vessel behaviour.

Ristic et al. [151] analysed vessel motion patterns in ports and waterways based on
transmitted positions. They extracted motion patterns from historical data and
constructed models using adaptive kernel density estimation to predict vessel motion.
The work focused on detecting anomalies in ship trajectories.

Hadzagic and Jousselme [86] introduced a situational analysis model for vessel
tracking to support the detection of deviations from intended destinations. Their
Bayesian network-based probabilistic graphical model also supported the detection of
anomalies in ship trajectories.

These papers provide in-depth analyses of trajectory-related irregularities, offering a
comprehensive understanding of this aspect of vessel tracking, but they do not introduce
methods for detecting anomalies in AIS transmissions or data.

Campbella et al. [63] introduced machine-learning techniques for invalid AIS message
detection. The study identified several features to be evaluated by the applied methods,
including the standard deviation and mean time between messages and discrepancies in
distance calculations.

Kontopoulos et al. [114] presented a distributed architecture for the real-time
detection of spoofing and falsification attacks in AIS data streams. Their method
calculated the average speed on the shortest path between the reported positions from
two consecutive AlS messages. They validated their solution using data gained from a
publicly available data source [21], noting that future work should focus on reducing
false positives and expanding to cover more attack types.
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Industrial control systems (ICS) is a term used to describe several types of systems, such
as distributed control systems, supervisory control data acquisition, industrial automation
systems, and industrial automation and control systems. ICSs are specialist information
systems that differ significantly from traditional IT systems. As ICSs use tailored protocols
that meet strict timing and reliability requirements, traditional IT systems for intrusion
detection and prevention do not meet the need for monitoring malicious events in ICS
environments [159].

Since a vessel can be considered a system of distributed control systems [172], much
of the analysed literature on IDSs comes from the ICS field.

Several surveys are available in the field of ICS cybersecurity. A 2017 survey by Idaho
National Laboratory [94] provides a good overview of security tools for the ICS
environment but does not focus on the available literature on the topic. Hung-Jen et
al. [122] published an overview of modern IDSs, focusing on their taxonomy but without
discussing their usability in industrial environments.

Urbina et al. [179] explore physics-based attacks, offering a unified taxonomy that
allows for the identification of limitations, unexplored challenges and new solutions, but
limited their scope to such attacks.

Gupta et al. [84] survey the challenges in the field of communication with UAVs; while
detailed, the publication only lightly touches on intrusion detection.

Khraisat et al. [109] provide a broad review of techniques, datasets and challenges
related to IDSs, but do not explore ICS-specific issues in depth.

Tan et al. [174] survey recent security advances in smart grids using a data-driven
approach, focusing on this emerging technology in power distribution, but cover only a
fraction of the broader cybersecurity landscape.

Komninos et al. [113] discuss the same topic but explore issues related to smart grid
and smart home security.

Moustafa et al. [135] provide a comprehensive review of network anomaly detection,
which is an essential part of the field, but omit other important approaches.

Asharf et al. [47] recently published a comprehensive review of Internet of Things
(loT) technologies, protocols, architectures and threats, including an overview of
intrusion detection models for compromised loT devices.

According to the literature, an IDS deployed on board ships should be a hybrid solution
that examines more than two characteristics of the defended systems. The solution should
focus on network traffic and various sensor values, as well as their behaviour. This finding
shaped the focus of the thesis.

3.3.3 Anomaly Detection in Ships’ Other OT Systems

Ship control systems are a combination of cyber and physical subsystems and have
inherent vulnerabilities that leave them susceptible to internal or external attacks. These
attacks often cause anomalies in OT that can lead to cascading failures, making this an
important topic in the literature.

Smith et al. [164] modelled a ship power system in Python using a long-short-term
memory (LSTM) machine learning algorithm to detect anomalies on board OT. Their model
generated predictive data to be compared with actual sensor values.

Riveiro et al. [152] published a review and highlighted the need for large volumes of
heterogeneous, multidimensional and dynamic sensor data analysis for maritime
anomaly detection. This need comes from the diversity of ship OT systems and their
specific protocols. The research aimed to find anomalies in different systems separately.

Schroeder et al. [157] used non-intrusive load monitoring techniques and methods to
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identify faults and anomalies in operational technology power systems. They tested
three supervised ML algorithms—convolutional neural networks (CNN), support vector
machines (SVM) and LSTM—to detect and classify various artificially generated
anomalies. The algorithm used pattern recognition for the detection of anomalies in
power consumption.

A recent publication by Hotellier et al. [92] discusses a behaviour-based intrusion
detection approach for naval systems. Their solution, which targets process-aware
attacks, uses Zeek to process network traffic captured on Ethernet networks and
fieldbuses and demonstrates effective anomaly detection on Modbus RTU
protocol-based communication in a realistic naval testbed.

For low-level monitoring of Modbus RTU fieldbus traffic in ship ICSs, Sicard et al. [162]
propose using Zeek IDS with a specialist protocol parser and traffic capture hardware,
while recommending commercial IDS sensors for regular network monitoring.

Xing, Cao and Chen [197] proposed an anomaly detection method for the ship
information system (SIS) using risk data analysis. They introduced a cooperative state
space control model and a critical state estimation (CSE) algorithm based on the
industrial state modelling language. Simulations validated the method against sensor
signal attacks, but no controller implementation details or validation data were
published.

Boudehenn et al. [60] used the Teager-Kaiser operator for anomaly detection in a
ship’s propulsion system under cyberattacks. While the method detected anomalies
during PLC attacks, the evaluation was limited to short-term analysis without the
assessment of long-term detection rates, false positives or computational costs; data
and code were not released.

Qiu et al. [149] proposed a particle-filter-based anomaly detection method for a ship’s
cyber-physical system (CPS) using propulsion system data. They trained the model during
the ship’s first sailing week and evaluated it over 3.5 days, but did not clarify whether the
detected anomalies were due to cyberattacks or normal navigation. The study did not
provide precision or recall analysis, did not report computational cost, and did not make
the experimental data or implementation publicly available.

3.3.4 Anomaly Detection for Maritime Networks

Gyamfi et al. [85] developed an adaptive incremental passive-aggressive ML (Al-PAML)
method for network attack detection (NADS) in loT-based maritime transportation
systems (MTS). They proposed a resource-efficient multi-access edge computing (MEC)
setting to run NADS at network edges, mitigating data saturation through an advanced
data updating technique. Computationally intensive tasks were deployed on MEC
servers, with Markov chains optimising execution by predicting server availability. The
experiments used a real 10T-MEC network and the CICDD0S2019 dataset, achieving
lower latency than the benchmark models in DDoS attacks.

Liu et al. [123] introduced a CNN-MLP-based intrusion detection model for MTS,
trained via federated learning (FedBatch). CNN handled feature extraction, while MLP
classified attacks locally. Their method reduced computational demands and preserved
data privacy by sharing only model parameters, using batch-federated aggregation to
handle network constraints. Tested on the NSL-KDD dataset, the model achieved 88.1%
accuracy, outperforming state-of-the-art CNNs. However, the dataset lacked
maritime-specific data.

Kumar et al. [115] developed a monitoring system using cyber threat intelligence (CTI)
with a long short-term memory (LSTM) variational autoencoder and Bi-GRU for loT attack
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detection. However, the system was validated using the TON-IoT dataset, which lacks
maritime relevance, and no computational cost assessments were provided.

Ptasinski et al. [147] proposed a statistical ciphertext flow analysis method based on
maximum entropy estimates to detect network flooding DoS attacks in the US Navy’s
Automated Digital Network System (ADNS) INC Ill. Their model defined normal traffic
classes and identified anomalies by comparing the observed traffic with a baseline.
Although effective, it occasionally restricted normal traffic.

Zainudin et al. [203] introduced a blockchain-based decentralised trust aggregation
solution for SDN-enabled marine traffic services. Their federated IDS framework used
proof-of-authority blockchain and CNN-based intrusion detection, achieving strong results
on the X-1loTID dataset.

Tiwari et al. [177] developed a lightweight security model for maritime loT sensor
networks, optimising network layer protection using Enhanced LightGBM. Their
approach achieved high performance with low computational cost and bandwidth
usage, but relied on the non-maritime DS20S dataset.

Popli et al. [163] proposed a federated learning framework for intrusion detection in
the distributed networks of underwater drones. Their method uses federated learning
(FL) to monitor underwater loT networks. A global model is shared with devices for local
training, and updates are aggregated to refine the model. They compared FL with
centralised ML using the CICIDS2017 dataset and evaluated attack detection using their
lab-developed SOLIDS dataset, which simulates maritime traffic and DDoS attacks. The
study also analysed computational costs, confirming the practicality of the method.

3.4 Identified Research Gaps

The growing cybersecurity challenges in the maritime sector motivated our systematic
literature review, which analysed the existing body of research on monitoring systems in
maritime environments [180]. It identified several critical research gaps that hinder the
advancement of robust cybersecurity solutions in the maritime domain. These gaps can
be categorised as follows.

¢ Need for a maritime cybersecurity research and education environment: There is a
pressing demand for dedicated research and training platforms that simulate
real-world maritime cyber threats and vulnerabilities. Such environments would
enable researchers and practitioners to develop, test and refine security solutions
in a controlled setting.

¢ Need for openly available maritime cybersecurity-related datasets: The scarcity of
publicly accessible datasets presents a significant challenge for researchers working
on cyber threat analysis and mitigation strategies. Without real-world data, the
development of accurate and effective security solutions remains constrained.

e Understudied machine-learning-based anomaly detection methods in the field:
Although machine learning has shown substantial success in cybersecurity in
various domains, its application in maritime anomaly detection remains limited.
More research is needed to explore and validate Al-driven approaches tailored to
maritime cyber threats.

e Lack of on-board cybersecurity solutions for OT systems: Many maritime systems
rely on OT, which is often outdated and vulnerable to cyberattacks. The absence of
effective security solutions tailored to OT in ships and offshore platforms increases
the risk of cyber incidents.
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e Limited understanding of proprietary on-board communication protocols: Many
maritime systems utilise proprietary communication protocols that are poorly
documented or inaccessible to the research community. This lack of transparency
limits efforts to analyse protocol vulnerabilities and design appropriate security
measures.

3.4.1 Contribution of This Thesis
This thesis addresses these critical research gaps by proposing innovative solutions that
improve cybersecurity in the maritime sector. It explores the development of open
research and education platforms, investigates the creation of publicly available
datasets, and advances the use of machine learning techniques for maritime anomaly
detection. In addition, it contributes to the security of operational technology by
designing on-board cybersecurity solutions and conducting an in-depth analysis of
proprietary maritime communication protocols.

By addressing these pressing issues, this research aims to improve the resilience of
maritime systems against emerging cyber threats and contribute to the broader field of
maritime cybersecurity.
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4 Research and Education Environments

4.1 Motivation and Novelty

As maritime operations become increasingly dependent on digital systems, the security
of shipboard software and communication protocols is a growing concern. The literature
review highlighted the need for a comprehensive vulnerability analysis of maritime
software and protocols, as cyber threats targeting these systems pose significant risks to
navigation, operational efficiency and safety.

To address these challenges, controlled research environments play a crucial role.
These environments can facilitate systematic investigations by enabling the generation
and collection of relevant network data. By simulating real-world maritime
communication scenarios, researchers can analyse protocol behaviours, detect
anomalies and uncover security weaknesses.

Special environments can also support seafarer education. Although these experts are
trained for maritime operations, their education should include cybersecurity and digital
hygiene. In realistic environments, they can experience the signs and consequences of
attacks, which prepares them to take early action.

Although cybersecurity is a growing concern for the maritime sector, many vendors
and research institutions are making significant efforts to address these challenges. To
better understand maritime cyber threats and increase resilience to cybercrime, sector-
specific research environments are needed.

Table 4 provides an overview of relevant publications and the main features of the
environments they introduce. Most support research and, to some extent, the education
of IT experts (e.g. SOC analysis) but not the training of seafarers. Only a few offer
realistic environments, and only a small number address navigation devices and
maritime protocols. Just a fraction of the publications introduce attacks against
applications; most focus on actuators, targeting commonly used ICS protocols.

This chapter—building on the work presented in [188, 185, 193]—addresses this
challenge by introducing three environments that can be used for navigation
system-related research and education purposes and by discussing their advantages
over existing approaches.

The main novelty lies in the involvement of maritime systems and sector-specific
protocols, including standardised and proprietary ones. Section 2.4 presents
vulnerability research executed in these environments, which is primarily based on
various attack scenarios.

From an educational perspective, the target audience of the introduced Multi-Purpose
Cyber Environment (MPCE)—presented in Section 4.2—and the Hybrid Cyber Research
Environment (HCRE)—presented in Section 4.4—is seafarers. These environments offer
them a space to familiarise themselves with the symptoms of an attack. Another novel
feature is the integration of real-life AlS data to make the operational picture in training
more realistic. Unlike previously published environments, the MPCE and HCRE also offer
external access, providing services without requiring on-site presence.
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4.2 Multi-Purpose Cyber Environment

Cybersecurity encompasses various domains, including application security, data
protection, network security, disaster recovery and business continuity planning,
operational security, cloud security, critical infrastructure security, physical security, and
end-user education.

Technology, human factors and regulatory frameworks play a crucial role in
addressing cybersecurity challenges. This is especially true in the maritime industry,
where these elements are closely interconnected. Research can further enhance their
combined effectiveness in safeguarding maritime cybersecurity. This environment can
support cyber research and seafarer education by enabling realistic attack simulations in
real-life settings.

4.2.1 Main features

This environment relies heavily on Transas equipment, widely used across the maritime
industry. Since the vendor uses a closed communication protocol, variability testing of the
product is otherwise highly restricted—a limitation this environment helps to overcome.
It can be used as a network traffic source essential for gaining a deeper understanding of
the closed protocol.

The setup enables penetration testing on devices, simulation of cyberattacks and
analysis of scenarios in which the bridge system experiences connectivity loss, receives
incorrect sensor input or suffers internal system compromises.

Since the simulator was originally designed for ship operations training, the sensor
values and ship behaviour it generates are highly realistic. For example, wind direction
and speed influence the ship’s speed and drift. This makes it possible to generate realistic
sensor data that can be used for detecting anomalies in ship behaviour.

The environment also offers valuable support for seafarers’ cyber education, as it
provides a realistic setting to address cyberattacks against navigation devices during
simulated operations, such as mooring or sailing.

4.2.2 System Setup

This environment is built around the Transas NTPRO 5000 navigational simulator [32],
which was designed specifically for seafarer training. It includes a visualisation module
responsible for audio and visual output, displayed on several screens, as shown in Figure 1.

The high-level structure of the research environment is shown in Figure 2. The
training environment setup includes a network, positioned on the left side, that controls
the simulator based on the selected scenario.

The multi-function display (MFD) acts as the electronic chart display and information
system (ECDIS) within the simulator. On this computer, two vendor-developed services
(RADAR and sensor data server) run, filtering out navigation-related information from the
network traffic and converting it to an ECDIS-compatible format.

Instructors can set parameters affecting the simulated ship, such as visibility, wind and
weather conditions, current and tides, marine traffic and the position of other ships, all of
which define the RADAR picture and NMEA messages. This feature is extremely important,
as it can generate operational values similar to those of real ships.

The setup has been extended with a gateway computer, which transforms the
simulator’s communication into the format used on real ships. This novel solution
enables communication analysis, vulnerability analysis and cybersecurity research.
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Figure 1: Multi-Purpose Cyber Environment setup

4.2.3 Use Case

To create a realistic dataset, the simulator was set to different propeller speeds and, in
addition to the different rudder angles and wind speeds, the ship’s velocity, drift and
turning speed were recorded. This highly realistic, complex data set can be used for

detecting anomalous ship behaviour, as well as for model training and testing.
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Computer

ECDIS
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Figure 2: High-level architecture of the Multi-Purpose Cyber Environment
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4.2.4 Contribution

The main contribution was the creation of a highly realistic multi-purpose cyber
environment enabling the seamless execution of maritime cybersecurity research and
experiments.

To achieve this, a Navi-Sailor 5000 simulator—originally designed for ship crew
training in navigation and operation—was extended with additional components. The
highly realistic system simulates the values of the OT process based on variables such as
wind speed and direction, wave height and direction, propulsion and steering. The
system uses a proprietary protocol.

The main challenge was converting this vendor- and simulation-specific
communication into a ship-network-specific format. To address this, a novel solution was
introduced: the original system was extended with an additional computer running a
service that converts the protocols and makes network traffic available on the
researcher side. This side includes the researcher’s computer and an additional MFD.
Both the ECDIS and the network traffic are identical to those in real integrated ship
bridge systems.

These technical innovations significantly eased data acquisition during the
experiments and research presented in Section 6.

4.3 Light-Weight Cyber Research Environment

The environment described above provides high-quality, realistic sensor value
simulations, transmitted via a proprietary protocol, and can be extended with converters
to support additional maritime protocols. However, its core infrastructure requires
significant financial resources and substantial physical space for deployment. This fact
motivated the development of a Light-Weight Cyber Research Environment
(LWCRE) [185] that supports the vulnerability analysis of components using the
IEC61162-450 standardised protocol introduced in Section 2.4.3.

4.3.1 Main Features

The LWCRE is a simple, highly cost-effective and flexible testbed, as both the researcher’s
machine and the ECDIS computer can run a wide range of software. The only apparent
bottleneck is the chain of protocol converters, since the testbed converts IEC61162-1
sentences into IEC61162-450 format. However, this limitation can be easily handled, as
the researcher’s and ECDIS computers are on the same network, which allows for the
use of any Ethernet-based protocol as needed.

The system is highly scalable and adaptable, since it can easily accommodate devices
and services according to specific research objectives. However, the processing power
and other resources for the individual components are limited by the host computers, and
the simple setup accommodates only a single user at a time, leading to low shareability.
Nonetheless, the straightforward design allows experienced users to easily access and use
the system with minimal training.

One key limitation is the absence of external connections, which makes the
environment fully isolated and limits interoperability.

4.3.2 System Setup
The high-level design of the environment is shown in Figure 3.

The setup consists of a host computer and two protocol converters, keeping costs
low. The host computer runs sensor simulator software and provides a virtualisation
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Figure 3: Structure of the Light-Weight Research Environment

environment that hosts three virtual machines: the ECDIS, the researcher’s and the
attacker’s machine.

The host computer runs sensor simulator software [154] that can generate sensor
values and send them over the USB port to the first protocol converter—the
Sealink+8.5C produced by Sealevel Ltd. [158], which has eight independent serial ports
that support the TIA / EIA-422 [26] protocols. At this stage, the simulated sensor values
are in IEC61162-1 format, identical to those of real-world ship systems. These signals are
then passed on to a second converter, the data converter unit (DCU) DCU450 (301001),
which transforms them into IEC61162-450 format. The communication at this point again
matches real ship systems but now uses an Ethernet protocol. The converter sends the
data through the host computer’s network adapter to the virtual network that connects
the three virtual machines.

The ECDIS machine runs navigational software, with the basic setup using Navi-Sailor
4000 [23] software, which is widely used in maritime transport. This software serves as
the user interface and visualises data from other system components (i.e. AlS and NAVTEX
messages, sensory information).

The attacker’s machine, built on Kali Linux 2023.2a [15], is used to execute various
attacks against the ECDIS software that uses the IEC61162-450 protocol. The malicious
packets are sent over the virtual network. During our research, a serious of attacks were
executed to demonstrate vulnerabilities in the software and protocol.

The researcher’s machine, also running Kali Linux 2023.2a, is used to collect and
analyse the network traffic.

4.3.3 Use Case

According to Kim et al. [110, 131], the STRIDE methodology, which encompasses spoofing,
tampering, repudiation, information disclosure, denial of service (DoS) and elevation of
privilege, is well suited for threat modelling in distributed control systems.

We used our test environment to conduct vulnerability research on a specific ECDIS
device and the standardised IEC61162-450 protocol. Their vulnerabilities were successfully
exploited through various attacks (spoofing, tampering, injection, and DoS) targeting the
communication between the DCU and the MFD.

4.3.4 Contribution

The main contribution of this research was the design and implementation of an
innovative, light-weight research environment. Compared to the MPRE—introduced in
Section 4.2—this environment is more cost-effective and flexible, requires less space, is
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easier to set up, and still provides effective support for maritime cyber research.

It enabled the development and execution of various cyberattacks against a Navi-Sailor
4000 ECDIS [23] by exploiting the IEC61162-450 communication protocol’s weaknesses.
To demonstrate the system’s vulnerability, we successfully performed replay, injection,
modification and eavesdropping attacks against the system. These attacks undermined
the system'’s confidentiality, integrity and availability (CIA triad), highlighting the fragility
of navigation systems.

In addition, the optimal attack rate was calculated using a Monte Carlo-like
simulation [88]. Our results showed that the transmission frequency of malicious
packets significantly influenced the success rate of suppressing the attacked sensor
values. Specifically, the probability of a successful attack increased sharply until
malicious packets were sent at less than 0.68 times the original sensor value, as shown
in Figure 4. This novel finding is crucial for keeping attacks as silent as possible.

0.8 - |

0.6 - |

0.4 B
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Successful Attack Ratio

| | | |
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Ratio of Malicious to Benign Values

Figure 4: Probability of successful injection attack

4.4 Hybrid Cyber Research Environment

While the previously introduced research environments can support maritime cyber
research, they have two main drawbacks: they handle only (highly realistic) simulated
sensor values and contain hardware components, making their scaling costly. For
institutions aiming to provide high-level cyber education, a realistic environment scaled
to ten or twenty instances is often needed.

The innovative Hybrid Cyber Research Environment (HCRE) contains AlS data collected
from real-world environments, making the operational picture in training more realistic.
Another novelty is its target audience, as the HCRE is designed to specifically enhance the
cyber skills of seafarers.

4.4.1 Main Features

The HCRE offers a scalable research and education platform with minimal hardware
requirements, since it needs only one AlIS receiver and one computer to supply real AlS
data to each instance. Although the server that hosts the students’ virtual machines may
require a significant investment upfront, this resource can be reused for other courses,
as the HCRE's virtual part is easy to rebuild. To support remote education, the system is
accessible through VPN.
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4.4.2 System Setup

The system architecture—divided into physical and virtual components—is shown in
Figure 5. The physical layer includes the AlS receiver, the AIS relay computer, the firewall
and the host computer.

Sensor simulator machine 4—-| Attacker machine |
- e
Wind | Compass S5 Network monitor
Weather | Velocity | [ | § % machine
=]
Depth AlS ~—-| ECDIS machine |
Host Computer
AIS Relay
TE Computer
Internet <—> 5 % I
A= | AIS Receiver |

Figure 5: Structure of the Hybrid Research and Education Environment

The AIS receiver captures real-life AIS signals and, after decoding, sends them to the
AIS Relay computer over TIA/EIA-422 protocol [26]. The AIS Relay computer
encapsulates the messages into UDP packets and forwards them to the virtual
environment. The pfSense-based [25] firewall ensures Internet communication, while
providing protection against external threats by applying network-level filtering rules
and by enforcing strict inbound and outbound rules.

The host Computer hosts the virtual parts of the environment.

The virtual layer consists of four virtual machines:

1.

The ECDIS machine runs the ECDIS software. The basic setup uses simple OpenCPN,
which is commonly used on pleasure crafts [24]. This software acts as the interface
and visualises the data generated by AIS and other system components (i.e. AlS
messages and sensory information).

. The attacker machine is built on Kali Linux 2023.2a [15] and launches various

attacks (e.g. network scanning, man-in-the-middle (MITM) and DoS) within the
environment.

The network monitor machine runs Zeek [33] and Suricata [11] to store and analyse
network packets regarding the normal behaviour of system components (benign
traffic) and attack-related behaviour (attack traffic).

The sensor simulator runs NemaStudio to generate network traffic using the NMEA
protocol [154]. It can simulate various source devices (e.g. AlS, RADAR or sensors)
within different vessel contexts. As the environment utilises a real AlS receiver that
already collects real-world data, the simulator is used to generate additional sensor
data, such as wind, heading and weather information.

4.4.3 Use Case

In this setup, the sensor simulator generated various sensor values (e.g. GPS, RADAR,
AIS, wind speed and direction), which were forwarded, along with real-world AIS data, to
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the ECDIS machine. The ECDIS visualised these values, while the researcher or educator
conducted different attacks against the system. Network traffic, both under normal
conditions and during attacks, could be recorded and analysed on the network monitor
machine or shared more widely.

4.4.4 Contribution
The easy-to-scale environment emulates a small-scale maritime network to facilitate
research on various offensive and defensive aspects of cybersecurity. It closely replicates
the communication and operational framework of real-world maritime systems,
enabling in-depth analysis of vulnerabilities, attack vectors and mitigation strategies.
Within this controlled setting, a series of cyberattacks were conducted, targeting
both the application and network layers. These attacks simulate real-world threats that
maritime systems may face, including DoS attacks, MITM interceptions and various
exploitation techniques aimed at compromising system integrity and data confidentiality.
To support further research, benign and malicious network traffic was captured,
covering all system activities. These captured traces were systematically organised and
published as the MarCyb dataset [192], which is publicly available in raw format.
Researchers and practitioners can utilise this dataset to develop and evaluate intrusion
detection mechanisms, analyse attack patterns, and improve maritime cybersecurity.

4.5 Summary

This chapter compared the features of various cyber research and educational
environments, highlighting the need for new solutions that focus specifically on
maritime systems and protocols and offer unique learning environments for seafarers.

Three dedicated research environments—summarised in Table 5—were introduced.
These environments serve as practical platforms for both academic and industry-driven
studies, facilitating hands-on experimentation and cybersecurity training. By simulating
real-world maritime conditions, they enable researchers and students to analyse protocol
behaviour, test security mechanisms and explore software vulnerabilities in a controlled
setting.

Table 5: Summary of the main details of the environments

. Multi-Function Light-Weight Research | Hybrid Research
Environment . . .
Cyber Environment Environment Environment
Complexity Very complex Simple Complex
Cost Very high Low Moderate
Flexibility Moderate Moderate High
Components Physical Mainly physical Mainly virtual
. . Ethernet-based, Layer 2-7,
SF:Jr 2?222?: Maam::::{; F:]nleef:ly’ application level, Ethernet-based
PP IEC61162-450 protocols
Remote Possible No Yes
Access
D f .
egrge ° High Moderate Moderate
Realism

Beyond vulnerability analysis, these research environments enable a wide range of
cybersecurity applications. They can be used for penetration testing, IDS evaluation and
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the development of defensive mechanisms tailored to maritime systems. Furthermore,
their accessibility promotes knowledge sharing and education, allowing students and
professionals to gain hands-on experience in analysing and securing shipboard
communication networks.

The Multi-Purpose Cyber Environment offers a realistic ship bridge environment where
seafarers can safely experience the signs and consequences of cyberattacks or malware. It
provides a unique data source, as realistic sensor values are generated in NaviNet protocol
format, which also supports research and vulnerability testing. However, this solution is
less affordable, challenging to scale, and requires specialist knowledge for installation of
the Transas simulator environment, although limited human effort is needed for ongoing
maintenance.

The Hybrid Research Environment addresses these challenges by using only limited
hardware resources and providing an easy-to-scale education environment. Despite its
simple setup, this environment also enables research, network traffic generation and
vulnerability testing.

The virtualisation technology limits the types of software that can be installed in this
environment, as some vendors define special hardware requirements that cannot be
met by virtualisation. The same applies to licensing. Vendors often sell software with
individual licences, which makes scaling less affordable. Installing the system requires
only moderate expertise, as the entire installation process can be scripted (this is a
matter for further research).

The further needs are twofold. To scale the environment to 20 instances for a
university class, a powerful server is needed, capable of running more than 60 virtual
machines, possibly up to 80 or more. Therefore, it is preferable to use a cloud-based
environment. Although this solution is more expensive, the environment would need to
be installed and run only during class sessions, which makes it affordable.

The third introduced solution is the Light-Weight Research Environment, which relies
on minimal hardware but still includes realistic components. It mainly supports, but is not
limited to, research related to the IEC61162-450 protocol. Being compact, this solution
supports remote work, although it is limited by its use of simulated sensor values. It is
easy to install or reinstall, inexpensive to maintain and requires only basic IT knowledge.
Thanks to its isolated, virtual nature, it is particularly well suited for offensive research
activities.

Each environment addresses different needs. Almost fully virtual setups are best
suited for training courses that involve breaking systems and where rapid redeployment
of a clean environment is essential. On the other hand, labs that involve more real
hardware are better suited for monitoring research and training, where systems are not
broken but their behaviour is monitored in read-only mode and realism is critical.

The next chapters will detail how these environments were applied in practical
cybersecurity research, specifically focusing on maritime dataset generation, protocol
vulnerability analysis and exploitation.
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5 Maritime Datasets
5.1 Motivation and Novelty

As highlighted in Section 1, the importance of cybersecurity is constantly growing. The
previous section introduced controlled research environments that can support
maritime cybersecurity research and education. Another critical challenge identified in
Section 3.1.2 is the limited number of publicly available maritime datasets for
cybersecurity research. Without real-world data, it remains difficult to develop and
validate effective security solutions, which limits the advancement of anomaly detection
and vulnerability assessment methods in the maritime domain.

Compared to other datasets, such as RadarPWN (radar-specific), MARSIM
(GPS-specific) and SOLIDS (maritime loT-specific), the dataset introduced in this thesis
focuses on a different system: the AlS.

Online AlS-specific data feeds, such as Marinetraffic, Spire Global and AIS Hub, focus
solely on ship positions. Unlike the AIS system, where position data are sent several times
per minute, these sources distribute only a few positions per minute. Moreover, historical
data are available only on a contract basis, and other types of AlS-transmitted data are not
available.

To address this gap, two datasets were collected and made publicly available to
support maritime cybersecurity research. These datasets provide valuable network data
that can be used for protocol analysis, anomaly detection and evaluation of security
measures. This section introduces these publicly available datasets and seeks to support
further advancements in maritime cybersecurity, enabling the development and
validation of novel security methodologies.

5.2 AIS Dataset

Section 2.3 introduced AIS, a crucial situational awareness system at sea, along with its
vulnerabilities. Kessler et al. [107] describe several types of attacks against AIS and also
discuss the system’s vulnerabilities.

The anomaly detection solutions described in Section 3.3.2 are often validated on
simulated data, which raises the need for real-life datasets. To address this need, a
six-month-long dataset was collected and published.

5.2.1 Data Collection Method

The setup of the data collector system—deployed near the port of Tallinn, Estonia, at
N59.462N, E24.666 40m ASL—is shown in Figure 6. It uses a ground-plane-designed base
station antenna [3] tuned to the AIS transmission frequency range.

AIS Receiver Raspberry Pj 3 |-Reverse SSH Data collector
POerTy ¥4 2 = Connection computer

Figure 6: Structure of the Hybrid Research and Education Environment

The AIS receiver provides access to vessel information when vessels are within range.
It receives AlS signals, decodes them, checks their integrity and sends the decoded data
to the navigation device in NMEAO183 sentences [62]. The Comar Systems AlS receiver
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(R500Ni, Comar Systems, United Kingdom) contains an AIS receiver interfaced with a
Raspberry Pi 3 (RPi) computer [5]. The receiver’s coverage area is shown in Figure 7.

AIS messages contain a CRC mechanism in the DLS sublayer, as introduced in
Section 2.3. This mechanism supports the integrity check performed by the receiver. If
the check fails, most receivers drop the packet and do not indicate the failed check or
dropped message. In contrast, this receiver sends an empty NMEA sentence if a received
AIS message fails the integrity check—for example, if the CRC validation is invalid or the
received packet is incomplete—which helps analyse malformed packets. The analysis of
such malformed messages is further explained in Section 5.2.4.

Sometimes packets pass the integrity check, meaning the checksum matches the
payload, but the decoded data is invalid (e.g. out-of-range values). As these packets have
valid CRCs and pass the integrity check, the radio cannot indicate this error; only further
analysis reveals that the content is invalid. We refer to these as error packets.

61.0-
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Figure 7: Receiver coverage

The radio unit of the R500Ni sends the collected data to the computer unit via a serial
protocol. All decoded messages, collected by a self-developed script, are deposited hourly
in separate files, and a scheduled task sends these files daily to the data collection server.
This method provides safe storage for the collected data and ensures small file sizes for
faster data loading.

To handle the large volume of data securely, a storage server was set up at the NATO
Cooperative Cyber Defence Centre of Excellence. This server establishes a reverse SSH
connection to the data collector and stores the data sent by the receiver.

5.2.2 Data Preparation
The data preparation phase involved merging the one-hour recorded files into a single file
and converting timestamps to UNIX time for better dataset management. A detailed data
cleaning process was then performed to identify and correct errors in the collected data.
During analysis, it was found that the receiver sometimes transmitted empty NMEA
sentences due to malformed messages. These messages were systematically examined,
followed by statistical analyses to identify patterns. Such anomalies were treated as
distinct cases for separate analysis, as will be detailed in Section 5.2.4.
All methods ensured consistency in the handling of data anomalies, leading to a
rigorous evaluation of the dataset.
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5.2.3 Data Analysis

The data collection period spanned 181 days, from 8 September 2022, 00:00, to 8 March
2023, 00:00. Over this period, 71,251,552 AIS messages were collected. Within this
dataset, 1,058,784 messages were identified as malformed, and 1,145 records were not
supported by our parser. These unsupported records may have passed checksum
validation but had incorrect bit lengths for their message type, which we classified as
corrupted.

A total of 342,301 messages exhibited the presence of out-of-scope values. These
could result in the issues mentioned above or may have been transmitted intentionally.
Section 5.2.5 will provide a detailed explanation.

In total, 3,779 unique MMSI numbers (representing different ships) were identified.
The computed mean receiver-transmitter distance was D = 10.364 NM, and the median
was M = 8.0 NM.

5.2.4 Malformed Packet Analysis

We investigated the number of received packets with incorrect checksums. The
null-hypothesis was that there is no correlation between the number of malformed
packets and i) the maximum reception distance, ii) the median reception distance or iii)
the total number of received packets during a given period. The alternative hypothesis
was that there is a correlation between these variables. To test this, we aggregated the
different values—such as the number of broken or malformed packets and reception
distances—over four-hour periods and calculated the values. Table 6 summarises the
results of the correlation analysis.

For the correlation between the broken packets received daily and the maximum
reception distance, the correlation coefficient was (r) r = 9.4 x 1072 (a very weak
correlation), with p = 5.569 x 10719, which is below the significance level a = 0.05.
Although the correlation between the number of broken packets received daily and the
MRD is statistically significant (r = 0.094, p < 0.001), the effect size is extremely small,
suggesting that the maximum reception distance explains very little of the variation in
the number of broken packets.

For the correlation between the number of received malformed packets and the
median reception distance (MRD), we observed a negligible negative correlation (r =
-0.006, p = 0.700), above the significance threshold (a = 0.05), indicating no
statistically significant linear relationship between the two variables. Given the
extremely small magnitude of the correlation coefficient and the lack of statistical
significance, we conclude that the median reception distance does not appear to be
associated with the number of malformed packets received.

The correlation analysis between the number of received malformed packets and the
total number of received packets revealed a moderate positive correlation (r = 0.446),
which was statistically significant (p = 2.2 x 107!9), well below the conventional
significance threshold of a = 0.05. The moderate effect size suggests a meaningful
association between these two variables.

We can summarise the results as follows. The analysis shows that the number of
malformed packets and the total number of received packets have a moderate
correlation, but there is no correlation between the number of malformed packets and
the reception distance, meaning that reception anomalies do not influence the number
of broken packets.

Since the receiver only indicates the existence of broken packets and does not
provide further information about their transmitter or why the integrity check failed, this
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cannot be investigated further. We cannot prove that only messages from long distances
were corrupted, but we can infer that these signals interfere with those transmitted
closer, potentially causing similar results.

Table 6: Results of the correlation analysis

Correlated variables
Values Maximum reception | Median reception
. . Number of total packets
distance distance
t 6.216 -0.385 32.85
df 4343 4343 4343
p-value 5.569 x 10~ 10 0.700 22x 10710
correlation 0.094 -0.006 0.446
95% conf. 0.064 -0.036 0.422
interval 0.123 0.024 0.470

5.2.5 Error Packet Analysis

During the data collection period, we collected 342,301 error messages with correct CRCs
but with invalid values—for example, latitude values exceeding 180 degrees. This can
occur if a packet changes but the CRC remains correct, or if the packet is intentionally
transmitted. We analysed the number of these packets, as shown in Figure 8.

Most of the packets (277,824 messages), indicated by the blue line in Figure 8, were
transmitted by a manned vessel traffic service with MMSI: 2766160, located at N59.64589°
/ E25.49998°. The type of message transmitted was 17, which is used by base stations to
transmit differential corrections for GPS. This service was started on 13 October 2022 at
10:48:18 and, in accordance with the standard, transmitted latitude and longitude values
91° and 181°, respectively.

Of the remaining 64,477 packets, 63,009 were transmitted by 120 different ships
reporting positions of [at=91° and lon=181°. One of the most significant transmissions
occurred on 3 November 2022, when a burst of 32,770 navigational information
messages was transmitted by MMSI: 276197000, EVA320 (High-Speed Craft). However,
according to its AIS messages, the ship was moored from 31 October 2022 at 11:53:41 in
the port of Hundipea, Estonia (59°27'33.3"N 24°43'14.1"E), and had suspended its AIS
transmissions from 1 November 2022 at 17:07:19 to 5 November 2022 at 00:38:59. These
packets were transmitted intentionally or due to a transmitter failure.

The remaining 1,468 packets, with message types 1, 3 or 18, used for navigational
information reporting, contained random positions. These packets were most likely
corrupted due to propagation anomalies.

5.2.6 Reception Distance Analysis

The median receiver-transmitter distance in the AlS data introduced in Section 5.2 was D
=10.364 NM, while the median was M = 8.0 NM. To highlight the special characteristics of
signal reception, we grouped the unique MRDs hourly and visualised them in Figure 9a.

This figure shows that the MRD was most often 7.5 NM. Most transmissions were
observed for distances between 2 and 21 NM, but some transmissions were recorded at
longer distances of 26 and 29 NM. During these periods, the MRD increased or doubled,
and in some cases, we observed unusually long distances. We classify these occurrences
as propagation anomalies caused by solar or weather-related activities.
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Figure 9: Median reception distance analysis

The histogram of MRDs is shown in Figure 9a, and their values over time are shown in
Figure 9b, where MRDs are calculated in hour-long intervals. In Figure 9b, peaks appear on
23 September 2022 and 7 March 2023. Our analysis indicates that these peaks were due
to a single record stored during those hours, leading to a notable increase in the median
value; therefore, we omitted these hours from further analysis.

The following maximum median distances were documented: 20.6 NM between 14:00
and 15:00 on 14 February 2023; 20.3 NM between 01:00 and 02:00 on 12 September 2022;
20.3 NM between 01:00 and 02:00 on 2 November 2022; and 20.2 NM between 12:00
and 13:00 on 23 November 2022.

During these days, the MRD showed a significant increase (Figure 10, green area)
compared to the regular days (Figure 10, magenta area), although no transmissions were
received from extremely distant locations.
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Figure 11 shows the histogram of the maximum reception distance grouped by hour.

It indicates that, in most cases, the coverage was below 100 NM, but there were periods
when coverage extended to 600, 900 and even 1200 NM.
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Figure 11: Histogram of the maximum reception distance

The analysis of maximum distances is summarised in Figure 10. The coverage was
extremely wide on 8 October 2022: 1090.4 NM (red dots), on 10 December 2022: 993.6
NM (blue dots) and on 29 November 2022: 861.1 NM (yellow dots). However, it should
be noted that numerous signals were detected from distant sources, contributing to the
observed phenomena. The locations of the anomalous transmitters can also be seen in
Figure 10.

No significant solar activity was recorded during the same period, which suggests
that enhanced ionospheric propagation cannot be attributed to solar flares,
geomagnetic storms or associated phenomena. However, atmospheric and
meteorological conditions prevailing at the time may have contributed to the formation
of a sporadic E layer (Es), which can significantly affect radio wave propagation.

The Es layer is a transient and irregular layer of increased ionisation that forms in the
lower part of the ionosphere, typically at altitudes between 90 and 130 km. Unlike the
more stable and predictable layers of the ionosphere, such as the E and F layers, the Es
layer occurs unpredictably and is often influenced by wind shears, gravity waves and other
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atmospheric dynamics in the mesosphere and lower thermosphere.

When present, the Es layer can reflect higher-frequency radio waves, particularly
those in the VHF range, which typically includes frequencies from 30 to 300 MHz. This
reflection capability allows VHF signals to travel far beyond the normal line-of-sight
limits, sometimes resulting in long-distance reception over hundreds or even thousands
of kilometres. Therefore, it is plausible that the observed anomalous propagation during
this period was facilitated by the formation of an Es layer, enabling enhanced signal
reach despite the absence of heightened solar activity.

5.2.7 Contribution

During a six-month period, we collected a publicly available AIS dataset [183], which
contains more than 71 million AIS messages transmitted by 3,779 unique ships. This
unique dataset can be used for research, such as verifying anomaly detection methods,
as will be described in Section 7.

The high-level analysis of the dataset provided an overall picture of the behaviour of
real-world AlS data. We found that 1.5% of the messages were corrupted (failed the CRC
check), likely due to propagation anomalies over long distances that degrade packet
integrity.

The results highlighted that reception distance can be influenced by solar and
weather conditions, which are only partially predictable. This makes distinguishing
between propagation anomalies and malicious activity difficult. At the same time,
navigation devices can omit signals received from beyond a certain distance, limiting the
impact of this phenomenon on navigation safety.

5.3 MarCyb Dataset

Section 3.1.2 introduced several publications dealing with the research environment for
maritime cyber research. As summarised in Table 7, only limited literature has been
published dealing with testbeds, even fewer studies provide publicly available datasets.
Moreover, these datasets address only a limited range of attack types. The development
and design of defensive mechanisms, such as IDSs, require public datasets with various
types of attack to facilitate effective benchmarking of existing solutions. In addition, IDSs
must distinguish between malicious activities and system failures, as each triggers
distinct incident-handling processes involving different teams [180]. Therefore, to meet
real-world requirements, datasets should include both various system failure cases and
malicious activities.

The Hybrid Cyber Research Environment—introduced in Section 4.4—was used to
address the need for a publicly available dataset. During the creation of the dataset, a
series of the most common application- and network-layer cyberattacks [74, 91, 81] were
executed within this laboratory environment, as shown in Table 8.

5.3.1 Network Attacks
MITM Attacks: In an MITM attack, an attacker secretly intercepts and potentially alters
communication between two parties. In this scenario, Address Resolution Protocol (ARP)
spoofing was used to intercept the data transmission between the source and the ECDIS.
A self-developed script manipulated the ARP tables of the endpoints, redirecting
network traffic through the researcher’'s computer and allowing the researcher to
inspect and modify the contents of the packets before sending them to the intended
recipient.

Replay attacks: A replay attack involves capturing network traffic between two
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Table 7: Comparison to related works
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Unlike real-time

MITM attacks, replay attacks do not intercept and alter live traffic but exploit previously

entities and retransmitting it later, sometimes with modified data.
recorded communication.

During dataset creation, a replay attack was successfully

The

Tcpdump [12] tool was used for traffic capture, Tcprewrite [31] for packet modification

carried out on the AIS messages, changing the name and location of the vessel.
and Tcpreplay [30] for retransmission.

Denial of service attacks: A DoS attack aims to overwhelm a network or application
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by flooding it with excessive traffic, either consuming network bandwidth or exhausting
computational resources. In the lab, DoS attacks were executed using T50 [29],
hping3 [13] and Metasploit [22], generating a flood of UDP packets that did not conform
to the NMEA format. These attacks targeted the OpenCPN navigational application to
evaluate its ability to handle high volumes of invalid packets.

Scanning attacks: Various scanning techniques were tested in the lab using nmap and
masscan tools:

TCP and UDP Port scanning: This method identifies open ports and accessible network
services. TCP scanning is more reliable due to its three-way handshake mechanism, which
confirms whether a service is active. In contrast, UDP scanning is less conclusive, as UDP
services do not establish connections and may not always respond to probes.

Scanning with Nmap Scripting Engine (NSE): NSE scripts automate vulnerability
detection and collect additional information about network services, enhancing security
assessments through targeted scanning.

Fuzzing attacks: Unlike the attack types mentioned above, fuzzing is a software
testing technique that injects unexpected or malformed inputs to detect vulnerabilities.
This method is often used in labs during the security validation of devices and software
stacks.

In network security, protocol fuzzing modifies network packet fields to contain
abnormal values, helping assess how well applications handle unexpected input. This
technique can reveal security flaws, such as buffer overflow vulnerabilities or crashes
caused by specific protocol anomalies. During dataset creation, protocol fuzzing was
applied to the NMEA protocol to test the resilience of the OpenCPN navigational
application.

5.3.2 Application attacks

Khandker et al. [108] conducted an in-depth study on cyberattacks targeting the AIS
system. Based on their work, application-layer attacks were implemented and executed
at the network level against the ECDIS within our test environment. In addition, the
scope of attacks was expanded by manipulating various sensor values, including wind,
velocity and depth sensors, to compromise the navigation system from multiple angles.

Man overboard (MOB) attacks simulate an emergency scenario in which a position is
falsely marked as the location where an individual has fallen overboard, triggering a rescue
operation. The MOB message, an AlS distress signal, includes coordinates and generates
immediate alerts for nearby vessels. This attack can result in false alarms, leading to the
unnecessary deployment of rescue forces and disruptions for other ships.

Spoofing involves the manipulation of AIS data transmission to mislead other vessels
or monitoring systems regarding a ship’s position, identity or other critical information.

Visual navigation disruption (VND) attacks occur when false targets appear on
navigation displays, potentially confusing the operators of the vessels even if no alarms
are triggered. We conducted extensive spoofing and MOB attacks by injecting UDP
packets into the network and embedding malicious NMEA sentences to create visual
navigation disruptions.

Collision alert attacks involve injecting fake ship positions into AlS signals near a target
vessel. The fabricated data forces the targeted ship to take evasive manoeuvres or alter
its course unnecessarily.

Logically invalid data encoding attacks exploit inconsistencies in the data of
interdependent ships. For example, an unrealistic change in a vessel’s position that
contradicts its speed can be used to create confusion or disrupt operations.
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Table 8: Malicious activity in the MarCyb dataset

Attacks \ Targeted assets/protocols \ Variations/types
Network attacks

AIS target modification

MITM ARP tables, OpenCPN, AlS R
(vessel name, location change)
Replay OpenCPN, AIS AlS target injection
Fuzzing OpenCPN, AIS Protocol fuzzing
DoS OpenCPN, Network Network flooding
Scanning UDP, TCP, OS Aggressive scan, fast scan
Hidden port scan Low-rate scan

Application attacks

Visual navigation Too many AIS and MOB targets

disruption OpenCPN, AlS on the screen
Spoofing OpenCPN Fake sensor values
AlS target flooding OpenCPN, AlS Fake AlS target
Man overboard flooding OpenCPN, AIS Fake MOB target
Collision alert OpenCPN, AIS Fake collision alert on the screen
Logically invalid OpenCPN, AIS Logically invalid sensor values

data encoding

Files without attacks
48-hour capture
11.5-hour capture containing only UDP-encapsulated sensor data
48-hour capture without external communication

File with sensor failure
File with sensor malfunction

5.3.3 Contribution

The main contribution of this section is the creation and introduction of the unique
MarCyb dataset [192], which represents an advancement in the domain of maritime
cybersecurity, designed to support academic research and education. The dataset
provides a comprehensive collection of network traffic data specific to maritime
systems. MarCyb includes not only benign traffic that reflects standard operational
behaviour but also data generated by a variety of malicious activities. These include
simulated cyberattacks targeting key maritime components such as address resolution
protocols (ARP spoofing), network bandwidth (e.g. DoS attacks) and navigation
applications (e.g. manipulation or spoofing of AlS signals). By encompassing both
normal and adversarial scenarios, MarCyb enables the development and evaluation of
robust cybersecurity solutions, facilitates the training of machine-learning models, and
fosters a deeper understanding of maritime-specific cyber threats.

5.4 Summary

In this section, two developed and published datasets were introduced to support further
studies in maritime cybersecurity. These datasets provide valuable resources for on-board
protocol vulnerability analysis, software security research and operational-value anomaly
detection. By making these datasets publicly available, this research aims to contribute to
the broader cybersecurity community, fostering collaboration and innovation to protect
maritime systems against emerging threats.

The next sections will detail how these datasets were used in practical cybersecurity
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research, specifically focusing on anomaly detection. By demonstrating real-world use
cases, this thesis aims to highlight the effectiveness of these tools in addressing
cybersecurity challenges within the maritime industry.
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6 Maritime Protocol Vulnerability Analysis and Exploitation
6.1 Motivation and Novelty

As maritime operations increasingly depend on digital systems, the security of shipboard
software and communication protocols is a growing concern. The literature review
highlighted the need for a comprehensive vulnerability analysis of maritime software
and protocols, as cyber threats targeting these systems pose significant risks to
navigation, operational efficiency and safety.

Vendors rely on proprietary communication protocols to develop networked devices.
During this process, they aim to find a balance between meeting the industry’s needs
and minimising the complexity of the protocol, often without sufficient consideration of
cybersecurity [140]. The main reason for developing the protocol is to optimise the
communication performance of the product. To protect market share, the
communication specifications are kept closed and not made publicly available.

To reduce the attack surface of on-board control systems, the security of network
services and protocols is essential, as flaws in communications can lead to system-wide
vulnerabilities. To help developers with this task and ensure interoperability, a rigorous
standardisation process is in place, which should also consider security. However, this is
not always the case, and communication protocols used aboard ships have cybersecurity
flaws.

This section contributes to the field by analysing the vulnerabilities of maritime
communication protocols, particularly the proprietary NaviNet protocol and the
IEC61126-450 standardised protocol.

Since NaviNet is a closed protocol, this section reveals details that can be used for
defence devices, such as dissector development. Using these novel findings, various
attacks were executed against an ECDIS to demonstrate weaknesses in the protocol and
the device, and possible defence methods are proposed to enhance the security and
resilience of shipboard communication systems.

As discussed in Section 3.2.2, automatic protocol reverse engineering (APRE) was
applied to the CAN protocol, which is commonly used in the automotive industry. As a
novel contribution, this section evaluates how effectively APRE can be applied to a
maritime protocol, showing that the method can reduce manual labour during defence
development.

6.2 The NaviNet Protocol

NaviNet is a closed proprietary protocol developed by Wartsila Corporation [9], a leading
vendor in the maritime sector. The protocol relies on IEC61162-1 (introduced in
Section 2.4.2) but uses an Ethernet network for data transfer.

6.2.1 Manual Protocol Reverse Engineering

A reverse engineering (RE) process was conducted to uncover the details of the closed
protocol. To create a dataset for RE, the multipurpose research environment (introduced
in Section 4.2) was used.

The manual RE process revealed that, after the successful establishment of
communication, data exchange consists of two main sessions: first, a set of
system-related information is exchanged; then, the data source starts sending sensor
data via TCP push packets.

Since the protocol embeds structures in the form of IEC61162-1 sentences, the
reverse engineering focused solely on the header generated by the DCU, as the rest of
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the payload is identical to the original messages received from the sensors. This
time-consuming manual process resulted in the protocol structure shown in Table 9.

Table 9: Proprietary communication packet structure

Offset Function Example value
00 Full length of the payload 44 00 00 00
04 Unknown/static 00
05 _ Timestamp fe a7 cc 6e 9c 00 00 00
Continuously increasing value
13 Sender’s (DCU) IP 0a 8c 2107
17 Message type 01
18 Channel number arrived 04
19 Length of 61162-1 data 3100
21 Static 1300
23 IEC61162-1 data 2456 4d 2c .... 0d Oa

The efforts dedicated to manual reverse engineering highlighted the need for a
cheaper solution, and the results enabled testing and validating automated protocol
reverse engineering (APRE) on this protocol.

6.2.2 Automated Protocol Reverse Engineering

Reverse engineering a proprietary protocol typically involves manually identifying the
structure of the protocol header. However, this process can also be automated using
machine learning techniques, specifically by training a linear regression model on the
bit-level representation of packet payloads. The idea is to discover which bits in the
packet header are most strongly correlated with specific known fields. In this research,
the payload length and the timestamp fields were tested.

In the visualisation of the results (see Figures 12, 13, 14 and 15), the regression
coefficient of each bit indicates its influence on the predicted variable. The grey bars in
the figures denote the ground truth (i.e. the actual location and strength of the real
field), while the blue bars indicate the coefficients learned by the model. For fields
expected to be unsigned, such as payload length and timestamp, the regression model
was constrained to produce only non-negative coefficients, reflecting the nature of these
values.

Figure 12 illustrates the application of this method to predict the length of the payload
of the packet, which is a known quantity. The model identified strong coefficients at byte
offset 0 and byte offset 19. However, since the payload length is represented in a single
byte and the value at byte offset O matched the actual length, this offset was selected as
the correct field. Similarly, in Figure 13, the model was trained to predict the IEC61162-1
data length and revealed a significant correlation at byte offset 19, which corresponds to
the known location of this field in the proprietary format.

Both figures show that the model was successfully trained and can accurately predict
the payload and data length.

We used the relative arrival time of the packet to infer the timestamp field in
Figures 14 and 15. The timestamp field in the payload occupies 8 bytes. Linear regression
cannot effectively detect patterns in lower-order bytes (bytes 5-6), as they represent
milliseconds. Meanwhile, higher-order bytes (bytes 9-12) remain unobserved in the
dataset because the trace only covers a duration of 100 seconds. Figure 14 shows that
the timestamp value is regularly O, as only the DCU sends the packet with valid
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timestamps, while the server sends packets with a O timestamp. Figure 15 shows the
case where these outliers (packets with zeros in the timestamp field) are removed. Both
figures show that the model was successfully trained and can accurately predict the
payload and data length.

These results show that, with the help of APRE, the role of the different bits in the
communication can be identified, making the reverse engineering process much easier.
In addition, with these results in hand, the fields can be predicted over time, which can

be used for anomaly detection.

6.2.3 Possible Mitigation Methods

Since the header of each packet includes the sender’s IP address, it is essential that the
receiving device performs a verification step to ensure the authenticity of the source.
Specifically, the receiver should check whether the packet actually originated from the
claimed IP address. This validation step helps prevent certain types of spoofing attacks,
where a malicious actor could spoof the sender’s IP to impersonate a trusted source. By
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confirming the match between the actual source and the declared IP in the header, the
system can strengthen its security posture against unauthorised or deceptive
communication attempts.

In addition to source validation, the timestamp field embedded in the packet should
be leveraged for temporal verification. The receiver should assess whether the packet’s
timestamp falls within an acceptable time window, ensuring that only timely and
relevant messages are processed. Packets with timestamps that indicate they are
outdated or expired should be promptly discarded. This mechanism serves as a
safeguard against replay attacks and helps maintain the integrity and freshness of
communication, ensuring that stale or delayed data does not affect system behaviour.

6.2.4 Contribution

One of the main contributions of this section is the reverse engineering of the closed
NaviNet protocol. This result enables the development of a dissector, which is essential
for application-level anomaly detection.
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The next contribution is the development of the ARPE method, which can support
the dissector development or be used directly for anomaly detection. By learning which
bits most strongly influence specific field values, this approach offers a valuable tool for
automating the reverse engineering of unknown protocol headers. Therefore, even with
limited knowledge of the communication, sensor values can be predicted, which helps
with anomaly detection. The structure of the communication allowed us to confirm the
effectiveness of the linear regression model in identifying field boundaries and correlating
packet structure with known quantities.

The third contribution of this section is the recommendation of measures to improve
the cyber resistance of the protocol.

These results allowed us to demonstrate the weaknesses of the protocol. Their
exploitation will be discussed in the following section.

6.3 NaviNet Protocol’s Exploitation

The NaviNet protocol, described in Section 6.2, is a vendor-specific closed protocol
widely used in marine transportation. The reverse engineering process revealed the
details of the protocol and showed that the vendor had extended the legacy IEC61162-1
data sentences, used to transport the sensor data, with an additional header. The
combined data are transported using TCP push packets. It is worth mentioning that,
since the NaviNet protocol is transmitted in plaintext over the underlying TCP protocol, it
is susceptible to various cyberattacks.

6.3.1 Addressed Attacks

We successfully carried out the following attacks against an ECDIS by exploiting
weaknesses in the NaviNet protocol. These attacks relied on the results from the
previous section, as a successful attack requires deep knowledge about the closed
protocol.

Replay attack: This type of attack involves retransmitting one or more previously
captured packets. To perform the attack, relevant packets were extracted from network
traffic and replayed using Tcpreplay [111]. Due to the nature of the TCP protocol, the MFD
rejected the replayed packets, because Tcpreplay does not modify the headers of the
packets before replaying them, preventing the formation of valid TCP sessions [111].
However, the replay attack was successfully executed using our custom-built DCU
simulator application, which allowed the creation of a valid session and the replay of the
original IEC61162-1 sentences.

Injection attacks: In a false data injection scenario, an attacker with sufficient
knowledge of the protocol injects deceptive data. Similarly, a spoofing attack occurs
when a programme or individual impersonates another entity by fabricating data to gain
trust [102, 128]. During testing, specific sensor values—including wind speed and
direction, water depth, heading, and turning rate—were changed to predefined values.
Meanwhile, the data channel and timestamp fields were dynamically generated. These
crafted packets were sent to the MFD, which failed to recognise the intrusion. No alerts
or indications of abnormal behaviour or incorrect values were observed.

Modification: In a modification attack, data in transit is intercepted by an attacker,
altered and then forwarded to the recipient. To evaluate this attack vector, we executed an
MITM attack using ARP spoofing to redirect the communication through the researcher’s
system.

Eavesdropping: Since the protocol transmits data in plaintext without encryption,
eavesdropping is straightforward. To demonstrate this vulnerability, an ARP-based MITM
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attack was carried out, allowing communication interception and exposure of sensitive
information.

6.3.2 Result analysis

Several threat modelling methodologies, such as the CIA triad (confidentiality, integrity
and availability) [195] and STRIDE (spoofing, tampering, repudiation, information
disclosure, denial of service and elevation of privilege) [131], provide a framework for
various attacks. To cover these categories, as described above, four attacks were
conducted against the system: replay, injection, modification and eavesdropping.

The following explains how each attack outcome affects the relevant STRIDE
categories.

Spoofing: The replay attack, which used pre-recorded network traffic, was successful.
The MFD displayed the replayed data regardless of the actual sensor value. The injection
attack was also successful: the MFD showed the data from the injected packets regardless
of the original sensor value. When packets were injected at a rate exceeding five times a
second, they unnoticeably suppressed the original sensor values on the ECDIS. The ECDIS
injection attack was likewise successful; the MFD displayed the injected fake AlS targets, as
shown in Figure 16. We can conclude that the protocol does not defend against spoofing.
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Figure 16: ECDIS screen flooded with fake AlS targets (green) caused by an injection attack
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Tampering: As noted above, the protocol is defenceless against replay or spoofing
attacks; it offers no protection against tampering, as data can be altered without
authorisation.

Information disclosure: Eavesdropping was successful against the protocol, which
means that the protocol does not meet confidentiality-related security goals. By using a
network traffic analyser application, the content of the communication could be
revealed, as shown in Figure 17.

Repudiation: Repudiation refers to a situation where a user denies having performed
an action and there is no way to prove otherwise. This applies to the protocol under
examination, as it does not support digital signatures or authentication records.

Denial of service: Although this thesis focuses on application-layer protocols, it is
worth noting that the analysed proprietary protocol, while relying on TCP, operates with
TCP push packets that are not buffered by TCP/IP stack. This allows an attacker to
overload the application rapidly. These conditions make on-board communication
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Figure 17: Original information represented in open format

unreliable. Sensors or data aggregators cannot check the validity and reliability of the
incoming data, and the same applies to the navigation system without content control:
the ECDIS was flooded with packets containing modified sensor values, as shown in
Figure 18, resulting in a denial of service due to the vulnerabilities described above.
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Figure 18: Original information overwritten, causing a denial of service in the navigation system

6.3.3 IEC61162-450 Protocol Exploitation

Similar attacks were carried out against a navigation system that used the standardised
IEC61162-450 introduced in Section 2.4.3. As shown in Figure 19, the protocol transmits
sensor data in legacy format encapsulated in the UDP protocol. Compared with the
previously discussed proprietary protocol, this standardised protocol is even more
vulnerable [185].
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Figure 19: Original information represented in open format

6.3.4 Contribution
Several attacks were successfully executed against the ECDIS by exploiting vulnerabilities
in both proprietary and standardised protocols, demonstrating their limited resistance to
cyberattacks.

This result highlights the importance of protocol hardening, as recommended in
Section 6.2.3.

Modified sensor values—regardless of the attack type—can compromise automated
navigation systems, such as track and course control, which can lead to severe safety

70



consequences, including grounding or collision. Furthermore, altered control values can
cause financial losses (e.g. through delivery delays), environmental harm (e.g. increased
fuel consumption or oil spills following accidents) or safety hazards (e.g. loss of stability
due to incorrect ballast management).

6.4 Summary

Ensuring the cybersecurity of shipboard communication protocols is crucial for the safe
operation of modern maritime navigation systems.

This section presented a detailed analysis of the manually reverse-engineered
NaviNet protocol. The protocol analysis offers a novel contribution, providing insights
previously undocumented in the public domain. By systematically deconstructing the
protocol’s structure and behaviour, this work supplies valuable information that can
support the development of network intrusion detection systems (NIDS) capable of
analysing application-layer data more effectively.

A key aspect of this work is the innovative application of automated protocol reverse
engineering (APRE) techniques to the NaviNet protocol. Although the protocol was
primarily analysed manually, the findings were cross-validated through APRE to
demonstrate its practical applicability. This dual approach not only confirms the accuracy
of the reverse engineering process but also highlights how APRE methods can be
leveraged to handle complex proprietary protocols like NaviNet.

The section examined the vulnerabilities of both a proprietary and a standardised
shipboard protocol, demonstrating how these weaknesses can be exploited to
compromise the ECDIS. The findings highlight the significant risks posed by cyber threats
targeting maritime communication, as successful exploitation of these protocols can
lead to navigational manipulation, operational disruptions and safety hazards.

To enhance the security of the NaviNet protocol, the sender’s IP address and
timestamp fields should be validated. Verifying the sender’s IP helps prevent spoofing,
while checking the timestamp ensures that only timely messages are accepted. Together,
these checks improve resilience against unauthorised access and replay attacks.

Although anomaly detection at the network level has been widely researched and
implemented, a critical gap remains in detecting anomalies in operational values, which
are key parameters that directly influence ship functions and decision-making processes.
Existing solutions primarily focus on identifying malicious network activity but lack the
capability to assess deviations in operational data, which may indicate cyber incidents or
system malfunctions.

To address this gap, the next chapter focuses on developing application-level
anomaly detection methods tailored to shipboard OT systems. By analysing operational
values rather than just network traffic, this research aims to improve the detection of
subtle and sophisticated cyber threats that may otherwise go unnoticed. The proposed
approach seeks to enhance maritime cybersecurity by providing a more comprehensive
detection framework, ultimately strengthening the resilience of navigation and control
systems against emerging cyber threats.
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7 Anomaly Detection in Maritime Datasets
7.1 Motivation and Novelty

Maritime operations rely heavily on shipboard OT systems, which integrate navigation,
communication and control processes. However, as highlighted in the related work and
in the previous section, these systems remain vulnerable due to the inherent
weaknesses in shipboard communication protocols and the fragile nature of navigation
systems. Cyber threats targeting these systems can have severe consequences, including
loss of navigation accuracy, operational disruptions and even safety hazards.

Although anomaly detection at the network level has seen significant advances,
these methods often fail to address the specific challenges of OT systems in maritime
environments. The unique operational constraints and data characteristics of OT systems
require novel, application-level anomaly detection approaches that can effectively
identify and mitigate cyber threats. Existing solutions lack the tailored detection
mechanisms required for maritime OT, leaving a critical gap in securing shipboard
systems.

This chapter aims to bridge this gap by developing application-level anomaly
detection methods specifically designed for AIS, a key navigation system, to improve
cybersecurity measures and strengthen the resilience of maritime infrastructure against
emerging threats. Many papers have addressed this problem, as discussed in Section
3.3.2.

This chapter also highlights the irregularities caused by propagation anomalies, wind
and weather conditions, and AIS transmission errors, which undermine the reliability of
many anomaly detection methods.

While several research papers have been published proposing machine learning-based
anomaly detection methods that require large datasets or logic-based rule systems built
with the help of maritime experts, this chapter proposes an alternative machine learning
(ML) approach using novel inductive logic programming.

The detection of anomalies in the speed and position of vessels, focusing on their
voyage, is also discussed. The proposed method can highlight anomalies in the reported
positions, based on calculated speed. Another novel proposal analyses the position
changes of a ship at anchor. A deep understanding of these data helps improve the
detection of position jamming.

As discussed in Section 2.3, the AIS is a key navigation device that improves
operational awareness for the ship’s crew. Its transmission covers up to 40 NM on open
sea, which could help detect anomalies. To develop new detection methods, the AlS
dataset introduced in Section 5.2 was used.

7.2 Inductive Logic Programming-based Anomaly Detection in AlIS Data

Research literature on anomaly detection in AlIS data has rapidly expanded, with new
approaches ranging from statistical and rule-based methods [151, 86, 160, 43, 99] to
neural network (NN)-based ML methods [63, 79]. However, an alternative group of ML
methods based on ILP, first proposed by Muggleton [136] offers several advantages over
other ML methods, such as the ability to generalise from a small number of training
examples, natural support for lifelong learning and transfer, the ability to learn complex
relational theories, and explainable of the learning results [71].

NUMSYNTH [89] is an ILP framework that learns programs combining relational logic
with numerical reasoning. Unlike traditional ILP systems focused on symbolic Prolog
programmes, NUMSYNTH handles both real and integer domains by learning numerical
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constraints alongside logical rules. It uses a two-stage process: a programme search
phase to generate partial logic programmes with numerical variables, followed by a
numerical search using satisfiability modulo theories (SMT) solvers to identify values
that fit the data. This approach enables the inference of constraints such as thresholds
or inequalities across examples, allowing for joint reasoning over numerical relationships
that standard ILP systems often miss.

NUMSYNTH is particularly well suited for anomaly detection in AlS data for several key
reasons:

e AIS data are structured and mainly consist of numeric time-series data, such as
speed, course, position (latitude/longitude), heading, timestamps and vessel ID.

e NUMSYNTH excels at handling structured numerical inputs and learning patterns
over them.

¢ Vessel behaviour includes nuanced patterns (e.g. fishing loops, loitering and route
deviations) that may be difficult for purely statistical models to detect.

7.2.1 Model Preparation
In the dataset used for this research, introduced in Section 5.2, vessels that crossed the
edge of the AlS receiver coverage appeared only a few times in the dataset.

During the model preparation for the ILP setting, the positive examples were based
on a small (but sufficient for ILP) subset of the dataset, while the negative examples
were extracted from the same subset of data but selected based on violations of the
accuracy constraint for consecutive vessel positions reported. In addition, fake vessels
were injected into this dataset to simulate spoofing attacks.

Three key components were constructed during the preparation of the NUMSYNTH
environment: the background knowledge, the examples and the bias language. The
following properties were included in the background knowledge:

e Number of messages: The total number of AIS messages reported by a given vessel.

e Duration: The time period (in seconds) over which the vessel’s AIS messages were
received.

¢ Maximum and minimum speeds reported by the vessel.

e Mean and standard deviation of position error, calculated based on two factors: 1)
the distance derived from longitude and latitude between two coordinates reported
in consecutive messages, and 2) the distance computed using the reported time and
speed.

e Predicate "Negative": Counts the number of messages that exceed the delta
distance constraint (where the position error was higher than 20 metres).

e Predicate "Status”: Indicates whether the vessel is moving or stopped, based on its
reported speed (considered stopped if maximum speed is less than or equal to 0.4
knots).

e Predicate "Trajectory”: Determines whether a vessel follows a straight or
non-straight trajectory.

Example of background knowledge:
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msg_nbr (sh_276636222, 66)
duration(sh_276636222, 1241.23)
max_speed(sh_276636222, 17.5)
min_speed(sh_276636222, 17.1)

mean (sh_276636222, -10000000.0)
standard_deviaton (sh_276636222, -10000000.0)
negative(sh_276636222, 66)

meanl (sh_276636222, 148.77)
standard_deviationl(sh_276636222, 2.13)
status(sh_276636222, moving)
trajectory(sh_276636222, straight)

During sample preparation, negative examples were vessels that sent data violating
the accuracy constraint (i.e. a delta distance greater than 20 metres between positions
reported in consecutive messages). Violations were caused by one or more of the
following issues:

¢ Position reports outside the zone where the data were collected.
¢ Significant speed jumps between consecutive messages.

e Long time gaps between consecutive transmissions.

¢ Injected fake vessels simulating spoofing attacks.

Positive examples were vessels that did not violate any of these constraints.

The bias language file guided NUMSYNTH during learning by specifying which
background predicates can be used, their roles (head or body clauses in the learned
rules), variable types and input/output directions. It also constrained the search space
by defining how predicates could be combined and how many numerical variables
needed to be bounded for a valid rule.

NUMSYNTH used the "generate, test and constrain" approach [72], whereby it
generated rules based on these declarations, tested them against the examples and
constrained the search space iteratively. Rule size quantified the complexity of each
learned logical rule or clause, impacting both interpretability and generalisation. The
system started with rules of size 1 and incrementally increased rule size while respecting
variable constraints. The search process continued until a valid rule was found or the
maximum size limit was reached, ensuring that the system efficiently explored possible
hypotheses without getting stuck in an exhaustive search.

A systematic refinement approach was used to optimise the rules generated over
three learning epochs. Each epoch produced progressively more concise and accurate
rules to classify vessel behaviour based on AIS data, culminating in a perfect
classification. Performance metrics in the three learning epochs are summarised in Table
10.

During the epochs, the following rules were generated:

Epoch 1:
vessel_id(A) :- standard_deviationi(A, C), geq(C, 0.254),
standard_deviation(A, C).
vessel_id(A) :- standard_deviation(A, C),trajectory(A,
straight), geq(C, vessel_id(A) :- status(A, stop),
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mean(A, B), geq(B, 0.274).
vessel_id(A) :- standard_deviation(A, D), leq(D, 0.439),
status (A, stop).

Epoch 2:

vessel_id(A) :- standard_deviationl(A, B), leq(B, 17.564),
standard_deviation(A, C), geq(C, 0.222).

vessel_id(A) :- standard_deviationl(A, C), status(A, stop),
standard_deviation(A, C).

Epoch 3:

vessel_id(A) :- standard_deviationi(A, E), mean(A, D),
geq(D, 0.012), geq(E, 0.084), leq(E, 17.564).

Table 10: Summary of learning epochs: precision, recall and rule size

Epoch | Precision | Recall | TP | FN | TN | FP | Rule Size
Epoch 1 1.00 0.61 27 | 17 | 34 | O 16
Epoch 2 1.00 .00 | 44| 0 [ 34| O 9
Epoch 3 1.00 .00 |44 0 [ 34| O 6
7.2.2 Results

Through iterative refinement, the rules were optimised to achieve perfect precision and
recall scores (1.00). The final phase produced the most concise and effective rule set,
accurately classifying vessel behaviour using key features such as trajectory, status and
numerical metrics, including the mean and standard deviation of position.

7.2.3 Explainability
A key benefit of ILP is the explainability of the rules it generates based on the specified
background knowledge and the language bias. These rules are human-readable and easily
interpreted by domain experts. For example, rules that affect the trajectory, speed and
position accuracy of the vessel naturally align with maritime operations, making them
easy to review and justify. This transparency enhances trust, as users can clearly see why
a vessel is flagged as behaving abnormally.

Unlike black-box ML models, the interpretability of ILP supports its use in real-world
settings. It also allows for ongoing refinement, enabling experts to incorporate new data
and insights over time, supporting a lifelong learning approach.

7.2.4 Contribution
The results highlight the potential of ILP to detect anomalies in AIS data that may signal
spoof attacks. Applied to real-world data from the Baltic Sea, the approach successfully
learned human-interpretable rules that distinguish normal from abnormal vessel
behaviour. Its strength lies in generalising from limited examples while providing
explainable results, which makes it well suited for operational maritime use.

The learned rules achieved perfect precision and recall on the AlS data. However, the
limited geographic scope means that broader testing is needed to assess generalisability
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under different maritime conditions.

7.3 Reported and Calculated Speed Difference-based Anomaly Detection

Since ships report their positions and speeds through AIS messages, a potential method
for detecting anomalies is to compare the reported speed with the speed calculated from
sequential position reports. Discrepancies between these two values can indicate possible
errors, inconsistencies or unusual behaviour.

To explore this approach, the AIS dataset was thoroughly analysed, focusing on
identifying variations between the reported speeds and those derived from geographic
coordinates and timestamps.

As depicted in Figure 20, a subset of the fields was first selected, and then the data was
filtered by date and message type to extract the relevant records. Only Class A messages
transmitted by ships underway were processed between 8 September 2022 at 00:00 and
9 September 2022 at 00:00.

Original record
(MMSI, Channel, Lat, Lon, Date, Time, Speed)

l

Filtering by

Channel, Date %

5]

kS

l =

Time difference %

calculation Haversine distance g
(Date, Time) calculation

Evaluation of Ve, variance of Vi, and Ve ’—»

Figure 20: Flowchart of the data preparation

During preprocessing, the date and time information was converted into UNIX
timestamps and appended to all records. These timestamps were then used to calculate
the time differences between each pair of consecutive records, as well as the haversine
distance between the corresponding positions. Based on these values, the calculated
speed (V) was determined (see Equation 1).

_ hav(loc(n+1),loc(n))
Veare(n) = (unix(n+ 1) — unix(n))

(1)

The calculated speed (V,,;.) was then attached to the original packets, which contained
both the ship’s positional data and its reported speed (V).

With both V., and V., available, a series of tests were conducted to assess the
usefulness of these data. In particular, we focused on measuring the strength of their
correlation and calculating the difference between V.., and V.4 across various time
intervals and operational conditions.

Our analysis identified three clusters of ships, as shown in Figure 21. Figure 21a shows
three ships moving at constant speed, while Figure 21b shows a ship with changing
speed. In these cases, the reported and calculated speeds are similar. By contrast, the
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ship depicted in Figure 21c reports a constant speed (12.9 kts) while the calculated speed
varies.
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Figure 21: Ships’ reported and calculated speeds

Figure 22 shows the reported positions of the ship with varying calculated speed
(depicted in Figure 21c). The figure reveals two anomalies. On the left-hand side, the
positions are clearly off the ship’s course, possibly due to incorrect GPS position
reception. On the right-hand side, the image suggests that the position was transmitted
irregularly. In reality, the coordinates were reported every 20 seconds, but in a few
cases, incorrect coordinates were advertised.

The anomaly detection method is based on comparing the reported and calculated
speeds. When an incorrect position is transmitted, the discrepancy between the two
speeds becomes significant.

The Absolute Speed Ratio (ASR) is calculated based on the ratio of V,,, and V., (see
Equation 2).

Viep(n)
ASR(”) = “;mké"?’ if Vrep(l’l) > chlc(n) (2)
Vcr(:i:(r’: , df Vcalc(n) Zvrep(l’l)
Q
9 v e
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Figure 22: Anomalously reported ship positions

Anomalous behaviour is then defined based on the ASR (see Equation 3).

True, ifASR>1,5
False otherwise

Category(n) = { (3)

As shown in Figure 22, this method can detect position reporting anomalies. Although
simple and easy to implement, the method is applicable only if the ship’s trajectory is not
straight, as illustrated in Figure 23.
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Figure 23: Anomalously reported ship positions

7.3.1 Contribution
The presented results show that anomalies can be identified by comparing the reported
speed with the speed calculated from positional data. Theoretically, these values should
be similar, but our findings revealed discrepancies between them.

Most likely, the detected anomalies were caused by irregular position transmissions
due to a faulty AIS transmitter. However, similar effects can also arise from the dynamic
slot reservation mechanism of the AlS.

7.4 Randomised GPS Spoofing Detection

Ships regularly report their speed and position via AIS. As discussed in the previous
section, these data can be used to detect anomalies in ship behaviour. GNSSs, such as
GPS, Galileo, GLONASS and BeiDou, typically provide the position data used for ship
navigation.

These systems are often jammed during military operations, as jamming is a highly
effective countermeasure against drones, which are increasingly used in modern warfare.
Jamming can also occur for malicious purposes [167, 10].

GNSS systems are also vulnerable to spoofing [10]. Such operations can severely
impact flight safety, and since these systems are also used in maritime transportation,
they pose a safety risk at sea as well. As illustrated in Figure 24, falsified GPS positions
are not always identical. Sometimes they remain fixed in one location, while in other
cases they shift in circles, follow intricate patterns or imitate realistic movement paths.

7.4.1 Background
According to the preliminary hypothesis, the circular spoofing pattern is temporally
randomised. This means that over time, the falsified GPS positions do not follow a fixed
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Static Location at Beirut Airport: Complex patterns at Simferopol Circular Spoofing near Smolensk: Along a realistic path in Ukraine:

Figure 24: Various GPS spoofing patterns [10]

or linear path but instead jump between random points or trace a circular or
semicircular trajectory. Such behaviour becomes more apparent when the data is
observed over a long time span, allowing recurring spatial patterns to emerge despite
the randomness of individual movements. This characteristic makes long-term trajectory
analysis particularly effective in detecting spoofing attempts. Identifying such attacks
can improve maritime safety.

7.4.2 Method

The small location errors referred to above can be simulated by adding noise to represent
randomised GPS position data.

According to the hypothesis, this type of spoofing can be detected by analysing the
maximum and average speeds of the ship, as the randomisation of coordinates adds
extra distance between points. Since the time between the samples did not increase,
the calculated speed increased.

To test the concept, the maximum and average speeds of the ships were first calculated
based on their reported position. Then, the positions were randomised by no more than
100 metres, and the same values were recalculated.

7.4.3 Results
The AIS dataset described in Section 5.2 was used for this experiment.

The method was tested on both anchored ships, which transmit their positions via
Type 3 AIS messages, and ships underway, which use Type 1 AIS messages.

Figures 25a and 25b illustrate examples of the positions of ships at anchor, while
Figures 25c-25f show the trajectories of selected ships. The blue dots represent the
transmitted positions, and the red dots represent the randomised positions.

As shown, the positions of ships at anchor followed a structured pattern: the vessel
exhibited semicircular motion around the anchoring point. This pattern is consistent
with natural environmental influences, particularly wind and current, which often cause
anchored ships to drift within a restricted area. In this case, the trajectory suggests that
the direction of the wind changed over time, gradually shifting the ship’s position while it
remained anchored. However, the regularity and symmetry of the movement, especially
the circular component, can also indicate artificial manipulation, supporting the
hypothesis of spoofing through controlled positional changes that mimic natural motion.

For the experiment, ships with different trajectories were selected. Table 11
summarises the average and maximum speeds of the ships with and without
randomised GPS positions.
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Figure 25: Positions of ships at anchor

7.4.4 Conclusion

As shown in Table 11, minimal randomisation of position changed the average speed by 9%,
and the maximum speed by 200-300%, regardless of whether the ship was at anchor or
underway. This significant difference between the changes can be used for GPS spoofing
detection. Maximum and average speeds should be calculated using rolling samples, and

significant deviations in their values may indicate GPS spoofing.
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Table 11: Speed of ships at anchor and underway

MMESI Status V\{ith GPS Spoofing Wit-hout GPS Spoofing
Maximum Average Maximum Average
speed (kts) | speed (kts) | speed (kts) | speed (kts)
538008914 | At anchor 1,07 0.48 0.16 0.04
249855000 | At anchor 1.30 0.59 0.19 0.04
636021850 At anchor 1.26 0.55 0.51 0.08
276415000 On voyage | 30.39 10.38 10.39 1.24
246724000 | Onvoyage | 33.53 12.51 10.89 9.94
230689000 | Onvoyage | 29.07 12.51 10.33 9.29
210853000 | Onvoyage | 25.63 13.44 13.07 12.31

7.4.5 Contribution

The results highlighted that anomalies can be identified based on the analysis of the
calculated speed. The introduced method can detect position anomalies caused by
randomised GPS position spoofing. One of its main advantages is that it is easy to
implement and does not require extensive computational resources.

7.5 Summary

Given the critical role of AIS in maritime navigation and collision avoidance, detecting
anomalies in this data stream is essential to prevent both accidental errors and
deliberate cyberattacks. Integrating these anomaly detection techniques into shipboard
security mechanisms can enhance real-time threat detection and response.

This chapter introduced novel anomaly detection methods applied to AIS data. It
explored how inductive logic programming and statistical methods can be applied
effectively to AIS data for anomaly detection, identifying unusual patterns in vessel
behaviour by learning from historical data and detecting deviations from expected
trajectories and operational norms. The discussion also outlined a set of potential
features that could improve the accuracy of anomaly detection, such as vessel speed,
heading, reported position and contextual factors such as time of day or proximity to
shore.

The section further examined the inherent challenges in detecting anomalies,
particularly in anchoring positions and position reporting. Anchoring anomalies can be
difficult to distinguish due to natural vessel drift and varying anchoring behaviours. The
research underscored that GPS spoofing attacks, which manipulate the apparent
location of a vessel, can mimic natural influences such as wind or current. As a result,
anomaly detection systems that rely primarily on spatial or movement patterns must
also account for environmental variables, especially weather conditions, to improve
robustness and avoid false positives.

In addition, the reliability of reported positional data was critically assessed. The
research pointed out that even when the reported and calculated speeds appear
consistent, incorrect positions can still be transmitted, either unintentionally due to
sensor errors or intentionally as part of deceptive behaviour. This discrepancy can
severely undermine the credibility of detection methods that assume the accuracy of
positional input. Consequently, integrating cross-validated data sources and contextual
reasoning is essential to enhance the trustworthiness and effectiveness of anomaly
detection systems in maritime surveillance.
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The next chapter will explore how these methods can be effectively applied within
shipboard intrusion detection systems. By incorporating inductive logic programming and
statistical models into IDS frameworks, this research aims to improve the identification
of abnormal patterns in maritime operations. This approach can provide an additional
layer of security, complementing network-based detection strategies and strengthening
the overall cybersecurity posture of modern ships.
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8 Considerations for On-board Intrusion Detection Systems
for Ships’ Operational Technology Systems

8.1 Motivation and Novelty

The existing literature extensively discusses IDSs and IPSs, primarily in the context of IT
infrastructure. However, their application in OT environments remains relatively rare. The
installation of IPSs can have serious consequences in the event of false-positive actions,
where legitimate communication is blocked.

HIDSs bring other problems into the picture. OT devices, such as PLCs, RTUs, DCUs and
intelligent sensors, are rarely designed to accommodate such systems. They have limited
resources, run special operating systems, and do not collect system logs or data about the
usage of hardware resources.

On standard computers within OT systems, vendors often prohibit the installation of
software other than controller or supervisor applications. These computers frequently
run obsolete operating systems that do not support the latest HIDS solutions.

In contrast, NIDSs are designed to monitor traffic and related parameters. They look
for anomalous behaviour of these parameters or identify malicious communication.
NIDS products are considerably easier to deploy in vessel networks than HIDS solutions
because they can be connected passively to the network without modifying the systems
themselves, whereas HIDSs require installation on individual systems, altering their
state. Therefore, this chapter focuses primarily on network-based IDS systems, though
the considerations discussed are also relevant to host-based IDSs.

Despite the importance of cybersecurity in OT environments, only a limited number
of publications explore the unique challenges, requirements and constraints associated
with deploying IDS and IPS solutions in such settings. The integration of these security
mechanisms into OT systems, including those used in marine vehicles, requires careful
consideration of factors such as cost efficiency, operational reliability and usability. Given
the resource-constrained nature of many OT systems, traditional IDSs designed for IT
environments may not be directly applicable without modification or optimisation.

This section provides a high-level overview of key considerations for the integration
of NIDSs into marine vehicles, including the technical and operational challenges that
must be addressed. As seen in Section 3.3, the literature discusses IDSs and anomaly
detection methods for ship systems such as AIS and RADAR but rarely addresses
considerations related to implementation and deployment.

The results presented here are novel in their contextual focus on OT networks on
board ships, offering a detailed analysis of implementation challenges and adaptations
for constrained, legacy-driven and safety-critical maritime environments. This section
also provides a comparative evaluation of open-source IDS tools, bridging the gap
between theoretical detection capabilities and practical deployment feasibility in
real-world shipboard scenarios.

Some standards provide useful frameworks, such as IEC 61162-460:2024 [69]—which
defines requirements and test methods for equipment to be used in compliant
networks, as well as requirements for the network itself and for interconnection from
the network to other networks—and I|EC-62443—which outlines procedures for
implementing electronically secure industrial automation and control systems. However,
neither these standards nor many (academic) publications discuss the cybersecurity
monitoring of ships in depth or provide detailed guidance on deployment.

The findings presented in this section aim to provide valuable insights into the
practical deployment of NIDS technology in the maritime domain, contributing to
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improved cybersecurity for modern marine transportation systems.

8.2 System Requirements and Objectives

8.2.1 Threat Modelling

To establish an effective IDS for a marine vehicle, it is essential to first define the security
objectives. This task can be supported by several methods for modelling and risk
assessment, as outlined below.

The Maritime Cyber Risk Assessment (MaCRA) threat model has been used to
analyse possible attacks against manned ships [171]. Based on MaCRA, Jones et al. [103]
introduced a Multi-Criteria Decision-Making Framework (MCDM) to assess cybersecurity
risks in autonomous shipping. This framework offers a multifaceted approach to
maintaining cybersecurity amidst the increasing complexity of advanced cyber-physical
interactions in autonomous operations.

To cover a wide range of cyber threats to autonomous ships, the STRIDE threat
modelling approach was developed to identify potential cyber threats and analyse them
accordingly [161, 131, 143].

Kavallieratos et al. [80] leveraged the STRIDE and DREAD methodologies to
qualitatively and quantitatively assess the cyber risk of cyber-physical systems on board
and proposed critical cybersecurity controls to mitigate them.

Bolbot et al. [58] proposed the Cyber Risk Assessment for Marine Systems (CYRA-MS)
method, which offers a quantitative risk assessment explicitly tailored for cybersecurity
concerns in marine systems. This method enhances the resilience of ships against
cyberattacks by helping operators identify cyber risks and systematically take effective
countermeasures.

The MITRE ATT&CK framework, adapted for the maritime sector, focuses on
modelling adversarial behaviour in navigation systems, as explored in [141]. This has
been further integrated with failure mode, effects and criticality analysis (FMECA) for
autonomous passenger ships (APS) [42].

8.2.2 Identified Obstacles
Visky et al. [187] systematically identified key challenges to cybersecurity improvements
on ships:

e Limited on-board IT Staff: Due to the limited crew sizes, there are typically only
a few IT experts on board, usually dedicated to temporary troubleshooting during
voyages. These experts possess limited cybersecurity knowledge.

e Troubleshooting: Sailors typically resolve system failures by replacing faulty units
with on-board spares. However, the limited availability of spares and the need for
simple installation make it difficult to implement robust security measures. For
example, unique device identifiers such as MAC addresses cannot be
pre-registered in endpoint protection systems, as spare parts are often unknown
until needed.

¢ Certification constraints: Due to certification requirements, ship control systems
face strict limitations on updates. Navigation and control software developers must
test their products in specific environments, which must also be present on board.
These limitations hinder timely improvements needed to address evolving cyber
threats.
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e Legacy technologies: As of January 2023, more than 50,000 ships of this tonnage
were over 15 years old [138]. These vessels use legacy technologies and outdated
operating systems that are not prepared for cyber challenges.

8.2.3 Regulation Compliance

An IDS must comply with both national and international regulations. Maritime
cybersecurity has gained urgency due to recent incidents, prompting the IMO to issue
high-level cyber-risk management guidelines in 2017. Although these are non-binding,
the Maritime Safety Committee later adopted a resolution requiring the integration of
cyber risk into safety management systems by January 2021.

The ISPS Code of the IMO partially addresses cybersecurity risk assessment but lacks
specific IDS requirements. Consequently, IDS implementations must also comply with
relevant data protection laws, such as the EU’s General Data Protection Regulation
(GDPR) or California’s Consumer Privacy Act (CCPA). These regulations mandate
transparency, user rights regarding personal data, and, in some cases, user notification
or consent before monitoring activities.

8.3 Performance Requirements

During IDS planning, it is essential to have a clear understanding of the infrastructure to be
defended. This requires information about the network topology and the various systems
in use.

8.3.1 Networks
Networks are the ships’ communication backbone; they provide reliable communication

between the subsystems. This research identified the following networks on a passenger
ship [187]:

e Administrative network: Designed as a tree topology, this network is part of the
company'’s virtual private network (VPN). It supports communication with the
headquarters and administrative tasks such as reporting and map updates. It also
offers monitored internet access for admin use. This network connects via Wi-Fi in
port and over 4G/5G during voyages (when available).

¢ Navigation network: A (partially) isolated redundant ring network linking navigation
devices (ECDIS, INSs, MFDs, DCUs and RADAR), it receives propulsion data from the
propulsion control network via a one-way connection.

e Propulsion control network: A (partially) isolated redundant network that connects
the bridge to the propulsion automation system. In emergencies, propulsion can
be manually controlled from the engine room. It sends data to the Navigational
Network via a one-way connection.

e Cargo handling network: An isolated wired and wireless network for cargo
operations and administration. Cargo data from the coast is imported into the
offline management system.

e Public Wi-Fi network: An isolated wireless network for passenger Internet access,
with devices managing user separation.

¢ [Independent support company network: An isolated wired and wireless network
for ferry restaurants’ operations, support orders, payments and related services.
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To maximise cybersecurity, ship networks should remain physically isolated. While
these networks can vary significantly across vessels, maintaining their separation is
crucial to minimising the risk of lateral movement by potential attackers. The diverse and
often fragmented nature of these systems further justifies the implementation of
dedicated network detection solutions.

Deploying affordable open-source IDS solutions for each network segment provides a
practical and scalable approach. By ensuring physical isolation and monitoring each
segment independently, ships can better defend themselves against threats while
accommodating their unique infrastructure constraints.

8.3.2 Systems

Section 2.1 introduced ship OT systems. Visky et al. [187] identified the administrative
system, public Wi-Fi and independent company system as IT systems, while the navigation,
propulsion, control (heating, ventilation and air conditioning (HVAC), security and safety,
etc.), cargo handling and power generation systems were classified as OT systems. These
systems typically have their own control systems and should remain isolated.

A wide range of IDS solutions is available on the market to secure IT systems.
However, OT systems require a different approach that maintains a careful balance
between security, safety and operational continuity. Key considerations include:

e Passive monitoring: IDS should passively monitor traffic to avoid interfering with
the operation of critical systems.

e Protocol awareness: IDS must be able to process maritime-specific protocols such
as IEC61162-450, BR24, ASTERIX or proprietary protocols, enabling it to detect
anomalous messages or command sequences.

e Edge deployment: Due to limited and sometimes intermittent connectivity to
shore-based systems, IDS should operate autonomously on board with local data
processing capabilities.

e Separated approach: Different networks should remain separated to prevent lateral
movement between the networks, even if a network device is compromised.

Typical data sources for IDS in maritime environments include network traffic captures,
system logs and control command sequences. As introduced in Section 3.3, an on-board
NIDS can trigger alerts in the event of network-related anomalies. However, such solutions
do not address anomalies in operational values, such as sensor values and their behaviour.
For example, a spoofed GPS signal could alter the perceived location of a ship, leading to
navigational errors.

To add this capability, operational values should first be extracted from network traffic,
which requires deep knowledge of the communication protocols, as discussed in Section
6, and specialist anomaly detection methods, as introduced in Section 7.

Challenges in deploying IDS on board include integration with existing infrastructure,
dealing with legacy systems not designed for cybersecurity, limited on-board computing
resources, and a lack of standardisation between ships and equipment. Regulatory
frameworks such as the IMO guidelines and IEC62443 [16] standards are beginning to
address these gaps, but implementation remains inconsistent.
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8.3.3 Performance

The required processing speed is fundamentally determined by the rate of
communication. To assess this, a packet capture was conducted within a ship’s
navigational network, which comprised a RADAR system and a data collection unit.
Figure 26 illustrates the number of packets per second (PPS) over time. Analysis of the
captured data revealed an average PPS of 1066.9, with an average packet size of 1035
bytes. This corresponds to an average network throughput of approximately 8831 kbit/s.
Of this bandwidth, the RADAR system accounted for 8567 kbit/s, while only 263 kbit/s
was attributed to the transmission of sensor data.
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Figure 26: Speed of communication in the navigation network

A comparative performance analysis of three open-source IDSs (Zeek, Suricata and
SNORT) was conducted under constrained resource conditions. The evaluated
performance metrics included CPU and memory usage, kernel versus user mode time,
packet drop rates, and storage requirements. The datasets used in these experiments
were sourced from cyber exercises organised by the NATO Cooperative Cyber Defence
Centre of Excellence and iTrust [18].

Suricata performed best in terms of packet processing without drops. Zeek was the
most efficient in CPU usage but consumed significantly more memory and dropped
packets under stress. Snort offered a balanced performance profile [184].

Based on these results, any of the evaluated solutions are capable of processing
on-board OT communication and effectively detecting anomalies. However, due to the
wide variability in network workloads among different vessel types and configurations, it
is crucial to conduct similar performance evaluations under realistic operating conditions
before adopting an IDS platform. This ensures that the chosen solution can handle the
expected workload and traffic characteristics of the target environment without
introducing latency or missing critical threats.

At the same time, these solutions must be extended with anomaly detection features
in the application layer. These features can be based on the detection methods introduced
in Section 7.

8.4 Architecture

8.4.1 System Architecture

Ships typically host multiple networks with varying levels of mission criticality—for
example, passenger Wi-Fi is less critical than navigation or propulsion networks. This
distinction must be considered when designing the network architecture.
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To maintain isolation between networks, several approaches can be used:

One method is to use a single high-performance centralised IDS to monitor all traffic
across networks. Although simpler in some respects, this approach compromises network
isolation and may overlook network-specific anomalies.

Raimondi et al. [150] introduced another approach, in which Suricata provided
intrusion detection functionality, captured NMEA traffic from the INS network and
forwarded the parsed data to the shipboard security information and event
management (SIEM) system.  Additionally, it performed real-time detection of
anomalous patterns, such as non-existent or unexpected values and conformity issues.

Splunk [76] was used for shipboard SIEM that collected and correlated data from
various sources, including IDS alerts, NMEA data and logs from the workstation and
ECDIS software. In addition, the shipboard SIEM can send data to a shoreside centre,
selecting and aggregating it to overcome bandwidth and connectivity issues associated
with satellite connections.

Although this solution allows for custom detection and lower false positive rates, it
involves moderate deployment complexity and high maintenance, as each IDS requires
separate updates. It also supports handling specific topologies, such as link-based
layouts [186, 187].

8.4.2 NIDS Sensor Placement
The complex network structure makes the installation of IDS challenging.

Networks should be kept separated, while all alerts should be collected and
displayed at a single point dedicated to the entire ship. OT networks use various
protocols but differ in topology; both ring and tree topologies can be found on ships.
However, the low bandwidth of the networks allows for IDS deployment using either
light-weight, isolated setups or a centralised system with passive taps.

Data collection in tree topologies remains a key challenge, as segments hide their
traffic. This highlights the need for a separate monitoring network to detect anomalies
efficiently.

On many ferries, the navigation network uses Moxa Turbo Ring technology, which
ensures fast, redundant communication with quick recovery. A dedicated switch
prevents loops and can mirror traffic for IDS integration.

8.4.3 Detection Methods

In IT environments, signature-based IDSs enable misuse detection and identify intrusions
by matching known attack signatures (rules) against network traffic. They rely on rule sets
that define malicious traffic signatures and trigger responses when matched. This method
is efficient, especially with well-known threats, and is easy to configure and understand.

Such systems can analyse network traffic and incorporate new patterns for future
detection. Although fast and accurate for known attacks, they require frequent rule
updates and may fail to detect novel threats. Redundant rules can also affect
performance.

Unlike misuse detection, which relies on signatures that describe known cyberattacks
and intrusions, anomaly detection-based IDSs learn the normal behaviour profile of the
system, reporting deviations from this profile as anomalies (potential intrusions). Any
significant deviation is flagged as an anomaly, allowing for the detection of unknown
threats, including zero-day attacks, protocol misuse and DoS attempts.

Some anomaly detection systems can adapt to changing environments over time,
making them effective against evolving threats. As they do not rely on predefined rules,
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they are particularly suitable for identifying novel attacks. However, building accurate
behaviour profiles is complex, and distinguishing normal from abnormal activity can be
challenging, potentially leading to false alarms.

In ship operational technologies, anomalies in system values may indicate
cyberattacks. Addressing such cases requires specialist detection methods, including:

e Comparing sensor values from different sources—for example, vessel speed
measured by speed sensors should be similar to GPS-derived speed data.

e Using anomaly detection methods, as discussed in Section 3.3.2.

¢ Identifying anomalies by comparing changes in sensor values against known
patterns.

8.4.4 Data Collection, Storage and Analysis

IDSs generate large volumes of diverse data, requiring scalable storage and real-time
processing. Effective management includes centralised data collection from multiple
sensors using standardised protocols and formats (e.g. collecting messages in JSON
format over the syslog protocol) to simplify analysis.

Given the limited communication capacity of ships, on-board storage must be
efficient and scalable, using solutions suited to constrained environments. Log data
should be normalised, indexed and enriched with context—such as geolocation or threat
intelligence—to improve analysis and detection. Integration with SIEM systems enables
real-time monitoring, correlation and threat response.

Data retention policies should balance compliance requirements, business needs and
storage efficiency, including archiving older logs.

8.4.5 Alerting and Response

When an IDS detects suspicious activity—such as abnormal logins or known attack
patterns—it generates alerts with relevant metadata, such as IP addresses and
timestamps. Alerts should be correlated to detect coordinated attacks and prioritised by
severity.

Predefined response protocols are critical for timely action. Initial analysis
determines the validity of the alert, with further investigation carried out manually or
through automated tools. Immediate responses may include isolating systems or
blocking malicious traffic, while long-term mitigation involves patching, reconfiguring
defences and updating policies.

Recovery focuses on restoring systems and preventing recurrence through improved
monitoring, updated rules or staff training. An effective alert and response process
ensures fast, coordinated action to protect vessel systems.

All these processes should be handled semi-automatically on board the vessels, with
the assistance of a remote operator. Given the limited communication capabilities of
ships, most data preparation should be performed on board.

All these tasks should be implemented in a light-weight on-board SIEM system,
capable of operating efficiently with minimal resource consumption while providing
real-time threat detection, log analysis, and security event correlation tailored for
embedded or resource-constrained environments.
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8.5 Summary

This chapter, and the publications it draws upon, emphasise the critical role of threat
modelling in maritime cybersecurity. Identifying security risks and potential attack
surfaces is essential for building effective defences.

The chapter examines the on-board networks of ships. While these networks can
vary between vessels, it is vital to keep them segmented to reduce the risk of lateral
movement by attackers. This need for separation, combined with the heterogeneous
nature of shipboard networks, supports the deployment of independent network
detection systems. These should consist of affordable, open-source intrusion detection
systems (IDS) tailored to each network segment.

Key challenges to improving cybersecurity at sea are also explored, including the
prevalence of legacy technologies, the shortage of IT and cybersecurity personnel on
board, certification restrictions, and the practical limitations of troubleshooting during
voyages.

As a solution, the chapter proposes the use of open-source NIDS for OT networks.
These systems offer a passive, non-intrusive, certifiable and cost-effective approach
suitable for maritime environments. Passive deployment through network taps makes
them feasible for retrofitting onto existing ship infrastructure. A detailed benchmark of
Snort, Suricata and Zeek running on low-resource hardware (Raspberry Pi 4)
demonstrates their practical usability for this purpose.

The chapter provides recommendations for deploying IDS within vessels’ OT
networks and outlines the essential considerations necessary to ensure effective and
secure integration. Due to the unique characteristics and constraints of the maritime
environment—such as limited bandwidth, intermittent connectivity, legacy systems and
safety-critical operations—it is important that IDS deployments are tailored specifically
to vessel network architectures. A crucial preparatory step is the comprehensive
evaluation and testing of IDS products to determine their suitability for the specific
conditions and requirements of the target vessel environment. This includes evaluating
detection accuracy, resource consumption, interoperability with existing systems and
resilience against evasion techniques. To support practitioners in this process, the
chapter includes case research papers that illustrate a representative testing
methodology. These examples can serve as a practical reference for maritime
cybersecurity professionals seeking to implement IDS solutions effectively and
responsibly in operational vessel networks.

The research highlighted that separate light-weight IDSs should be deployed in the
different networks to analyse network traffic and extract operational values. The
detected anomalies and metric data should be sent to a light-weight on-board SIEM
system to be aggregated and correlated. This solution can enhance a ship’s cybersecurity
without harming the critical OT systems and can also allow on-shore experts to be
involved at low communication costs.
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9 Conclusion and Further Work

9.1 Summary and Conclusions

This thesis addresses the cybersecurity challenges of maritime operational technologies.
After a brief state-of-the-art overview of the maritime cyber landscape, it introduces five
research objectives and discusses how each of these was achieved.

[RO1] Implementation of cybersecurity research and education environments for the
marine sector

The first objective focuses on developing environments to support maritime cyber
research and education. Section 4 introduces three such environments.

First, the Multi-Purpose Cyber Environment provides a realistic educational setting for
seafarers in which they can experience the effects of cyberattacks on ship control systems.
It also generates realistic sensor data, which is transferred via the proprietary NaviNet
protocol.

Second, the Light-Weight Cyber Research Environment, designed with moderate cost
in mind, enables research on the widely adopted IEC 61162-450 protocol. To demonstrate
its practical usability, attack scripts were developed and successfully tested on the Transas
Navi-Sailor 5000 ECDIS software.

A common limitation of both of these environments is their scalability. Although the
light-weight solution has modest hardware requirements, scaling it still requires a
separate set of hardware for each instance.

Third, the virtualisation-intensive Hybrid Cyber Research Environment addresses this
challenge by using a single physical hardware instance to supply real-world data while
virtualising the remaining components. This laboratory setup, built on minimal hardware,
supports both research and educational applications. Its standout feature is scalability:
thanks to its virtualised nature, multiple identical instances can be easily created, making
it ideal for scalable cybersecurity education.

[RO2] Collection, analysis and publication of maritime datasets

As part of this thesis, two publicly available datasets were developed, as introduced
in Section 5. MarCyb is a simulated dataset that reflects realistic maritime
communication scenarios and includes both benign and malicious network traffic. The
malicious components of the dataset comprise network-based attacks targeting the data
link layer (Layer 2), the network layer (Layer 3) and specifically maritime navigation
devices. The MarCyb dataset serves as a valuable resource for analysing and developing
mitigation strategies against cyber-mass threats and supports reproducible
experimentation in academic and applied research contexts.

In addition to the MarCyb dataset, the thesis also presents a comprehensive AlS
dataset, comprising over 71 million AIS messages collected over a six-month period in
Tallinn Bay. Data acquisition was carried out using a self-developed collection system
that continuously recorded maritime communication signals in a real-world operational
environment. This dataset provides a rich source of longitudinal vessel movement data,
essential for analysing communication behaviours in maritime contexts.

Both datasets are publicly available, significantly supporting maritime cybersecurity
research.

[RO3] Maritime-specific protocol analysis and vulnerability exploitation

Section 6 examines vulnerabilities in maritime communication protocols and
demonstrates how these weaknesses can be exploited. The comparison of automated
reverse engineering techniques with traditional manual methods is emphasised,
particularly regarding speed, accuracy and scalability.
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Through a series of controlled experiments, various cyberattacks were successfully
executed against an ECDIS, demonstrating real-world implications. These results
underscore the pressing need for improved cybersecurity measures within maritime
systems and validate the effectiveness of different environments as a platform for
vulnerability analysis and research on exploitation.

[RO4] Data analysis and anomaly identification in the AIS dataset

Section 7 presents various anomaly detection methods applicable to shipboard OT
environments, particularly focusing on AlS data. Two approaches are introduced. The
first, based on inductive logic programming, is a novel application in this context; it has not
previously been used to detect anomalies in AIS data. This method offers the advantage
of explainable anomaly detection, providing a clear and interpretable solution.

The thesis identifies and classifies various anomalies within the AIS dataset, with a
particular focus on those arising from propagation-related phenomena. These anomalies
include position reports from unexpected locations that may result from multipath
propagation, atmospheric ducting, or signal obstructions caused by environmental or
infrastructural factors. Understanding such irregularities is critical not only to improve
the fidelity of AlS-based maritime monitoring systems but also to improve anomaly
detection algorithms used in maritime cybersecurity and safety applications.

In addition to general behavioural anomalies, the study specifically addresses
inconsistencies in the speed and position reported by the vessels. The proposed method
compares the reported speed with the speed calculated from successive position
updates to detect discrepancies. This technique was successful in identifying falsified or
erroneous position reports in the AIS dataset, highlighting its potential as a robust tool
for improving the reliability of maritime surveillance and threat detection.

[RO5] Examination and introduction of key considerations for integrating IDSs into
marine vehicles

Section 8 examines open-source IDSs, focusing on deployment considerations within
shipboard networks while also addressing the associated challenges. It highlights key
obstacles to enhancing cybersecurity in maritime OT environments. The section
emphasises the importance of threat modelling during system design, the complexity of
ship networks and the need to maintain network isolation.

Through an analysis of shipboard network structures and the performance of various
open-source IDSs, the section paves the way for their integration on ships, emphasising
the need for strategic placement. In addition, it explores architectural considerations,
including detection methods, data collection, storage and analysis. Finally, it discusses
essential components of alerting mechanisms and incident response strategies.

9.2 Future Work

The author acknowledges that while this thesis contributes to the existing body of
knowledge on maritime cybersecurity, it represents only a step towards a broader
understanding that warrants continued research and development.

While the thesis offers a comprehensive exploration of maritime cybersecurity, it is
subject to several notable limitations. Due to the sensitive nature of maritime operations
and the proprietary design of on-board systems, access to actual shipboard data remains
limited, restricting the depth and breadth of protocol vulnerability assessments.

Furthermore, the datasets collected may not fully represent the diversity of ship
types and operational contexts encountered in real-world maritime environments.
Future research could address these gaps by seeking collaborations with maritime
stakeholders to gain access to richer and more representative datasets, including live
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data streams from on-board systems. Such access would enable the development and
validation of more sophisticated anomaly detection algorithms tailored to specific
classes and operational profiles of vessels.

Additionally, expanding the scope of protocol analysis to include more proprietary or
less documented protocols would strengthen the comprehensiveness of vulnerability
assessments. However, such efforts may be constrained by practical and ethical
considerations, including data privacy concerns, legal restrictions on data sharing and
the risk of exposing sensitive operational information that could be exploited by
malicious actors.

Another promising avenue for future work involves the design and deployment of
on-board IDSs tailored to OT systems aboard ships. These systems must be light-weight,
adaptive and capable of operating under the constrained computational resources
typical of maritime environments. Integrating such IDS solutions with existing maritime
infrastructure also presents challenges in terms of interoperability, backwards
compatibility and the need to avoid interference with critical safety functions. Moreover,
the dynamic and distributed nature of maritime networks may necessitate the
development of decentralised detection architectures, which in turn raise new concerns
related to coordination, latency and fault tolerance.

The integration  of  artificial intelligence and  machine learning
technologies—particularly state-of-the-art large language models (LLMs)—holds
significant potential to enhance the cyber resilience of the maritime sector.

Building on the findings of this thesis, the author has initiated a new line of research
focused on supporting maritime security operation centres (MSOCs) through the
application of anomaly detection techniques in system log analysis.
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Abstract
Cybersecurity for Maritime Operational Technology:
Challenges, Considerations and Solutions

The growing reliance on commercial ships, driven by their cost-effectiveness and
operational versatility, has been paralleled by an increasing exposure to cyber threats
that jeopardise both safety and functionality.

This thesis, based on the collection of published and cited publications, addresses
the complex challenge of securing maritime operational technology systems, with a
particular focus on the design of cyber defence mechanisms for navigation and control
networks. It explores strategies for detecting network anomalies indicative of
cyberattacks and supports decision-making for effective mitigation.

To facilitate cybersecurity research and education in the maritime domain, the thesis
also introduces simulated environments and publicly available datasets—collected or
generated by the author—that provide valuable resources for vulnerability analysis and
training. These environments have been used to identify and exploit vulnerabilities in
on-board communication protocols and navigation software, demonstrating critical
weaknesses in existing systems.

Furthermore, the thesis presents how automated reverse engineering techniques
can streamline the development of defence solutions, eliminating the need for
labour-intensive manual processes. It also proposes novel approaches based on
inductive logic programming and statistical analysis for anomaly detection in data from
the Automatic Identification System, thus improving the cyber resilience of situational
awareness systems.

Together, these contributions offer a comprehensive foundation for advancing
cybersecurity in the maritime sector, moving the industry toward a more robust and
secure future.

12



Kokkuvote
Merendustehnoloogia kiiberturvalisus: valjakutsed,
kaalutlused ja lahendused

Kasvav soltuvus kommertslaevandusest, mille pohjuseks on selle kulutéhusus ja
mitmekdilgsus, on suurenenud koos kiiberohtudega, mis dhvardavad nii laevade ohutust
kui ka funktsionaalsust.

See vaitekiri, mis pohineb avaldatud ja tsiteeritud publikatsioonide kogumikul,
kasitleb merenduse kdidutehnoloogia slisteemide turvalisuse keerulist valjakutset,
keskendudes eelkdige navigatsiooni- ja juhtimisvorkude kiiberkaitsemehhanismide
kavandamisele. Vaitekiri uurib strateegiaid kiiberriinnakutele viitavate vorguanomaaliate
tuvastamiseks ja toetab kiiberriinnakute téhusat torjumist kasitlevate otsuste tegemist.

Merendusvaldkonna kiiberjulgeolekualaste uuringute ja Oppet66 holbustamiseks
tutvustatakse 16put66s ka simuleeritud keskkondi ja avalikult kattesaadavaid - autori
poolt kogutud vo6i loodud - andmekogusid, mis pakuvad vaartuslikke ressursse
kiiberhaavatavuste anallilsiks ja sellealasteks koolituseks. Neid keskkondi on kasutatud
sisemiste sideprotokollide ja navigatsioonitarkvara haavatavuste tuvastamiseks ja
arakasutamiseks, mis nditab olemasolevate stisteemide kriitilisi norkusi.

Lisaks tutvustatakse vaitekirjas, kuidas automatiseeritud podrdprojekteerimise
tehnikad saavad tohustada kaitselahenduste véljatootamist, valistades vajaduse
toomahukate kasitsi labiviidavate protsesside jarele. Samuti pakutakse valja uudseid
lahenemisviise, mis pohinevad induktiivsel loogilisel programmeerimisel ja statistilisel
anallitsil automaatse identifitseerimisstisteemi andmetes anomaaliate tuvastamiseks,
parandades seega olukorrateadlikkuse stisteemide kiibervastupidavust.

Uheskoos pakuvad need panused pé&hjaliku aluse kiiberjulgeoleku edendamiseks
merendussektoris, suunates toostust kindlama ja turvalisema tuleviku poole.
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ABSTRACT In recent years, many cyber incidents have occurred in the maritime sector, targeting the
information technology (IT) and operational technology (OT) infrastructure. One of the key approaches for
handling cyber incidents is cyber security monitoring, which aims at timely detection of cyber attacks with
automated methods. Although several literature review papers have been published in the field of maritime
cyber security, none of the previous studies has focused on cyber security monitoring. The current paper
addresses this research gap and surveys the methods, algorithms, tools and architectures used for cyber
security monitoring in the maritime sector. For the survey, a systematic literature review of cyber security
monitoring studies is conducted following the Preferred Reporting Items for Systematic reviews and Meta-
Analyses (PRISMA) protocol. The first contribution of this paper is the bibliometric analysis of related
literature and the identification of the main research themes in previous works. For that purpose, the paper
presents a taxonomy for existing studies which highlights the main properties of maritime cyber security
monitoring research. The second contribution of this paper is an in-depth analysis of previous works and the
identification of research gaps and limitations in existing literature. The gaps and limitations include several
dataset and evaluation issues and a number of understudied research topics. Based on these findings, the
paper outlines future research directions for cyber security monitoring in the maritime field.

INDEX TERMS Cyber security monitoring in maritime, cyber security monitoring, maritime cyber security,
maritime, literature review.

I. INTRODUCTION
Modern societies are heavily depending on shipping and
port industries, and maritime services and infrastructures
are often regarded as critically important [1]. During the
recent decades, maritime systems have become increasingly
digitalised and interconnected [2], [3], [4]. For example,
a modern vessel network relies heavily on network technolo-
gies such as Ethernet to connect the components of the ship’s
navigational system. As another example, the ship’s Cyber-
Physical System (CPS) is similarly dependent on solutions
and technologies found in traditional IT systems.

Reliance on IT technologies has introduced similar cyber
security issues into the maritime domain that can be found

The associate editor coordinating the review of this manuscript and

approving it for publication was Diana Gratiela Berbecaru

in traditional IT systems — like organisational computer
networks, maritime systems are susceptible to cyber attacks
that can disrupt normal operations for longer periods, thus
inflicting significant financial damage and potentially leading
to catastrophic consequences. For example, in 2017, the
Maersk logistics company network was attacked by NotPetya
malware which brought many port terminals of the company
to a halt [5]. Although the company managed to resume
normal operations swiftly, it was estimated that the financial
losses inflicted by the malware could have reached as high as
300 million US dollars [6].

Unfortunately, the above incident is not a rare event, but
several similar cyber attacks have been conducted against
maritime infrastructures. For example, in a recent paper
Afenyo and Caesar describe 12 similar security incidents in
15 large ports [7], and according to their report, in 2017 large
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ports experienced 12 cyber attacks per day. Also, the average
ransom paid due to ransomware attacks against maritime
systems is 3.1 million US dollars [7]. Additionally, cyber
attacks directly affecting the control of ships or monitoring
of ship traffic have been recently reported. For example,
in 2016 a cyber attack misdirected two navy vessels in
the Persian Gulf [8]. In a case from 2017, cybercriminals
gained access to the navigation systems of a container
vessel owned by a German company, which had a capacity
of 8250 TEUs [9]. Moreover, an Italian base station of
Automatic Identification System (AIS) experienced a ship
spoofing incident near Elba Island, where thousands of fake
ships suddenly appeared and affected vastly the accurate
monitoring of the maritime traffic in the vicinity [10].

In response to the escalating cyber threats in the
maritime sector, leading maritime organisations like the
International Maritime Organisation (IMO) and the Baltic
and International Maritime Council (BIMCO) have been
proactive in developing guidelines and recommendations to
bolster maritime cyber security. The IMO, in particular,
has integrated cyber security into its safety management
systems under the ISM Code. This integration, effective from
January 2021, mandates ship owners and managers to assess
cyber security risks and develop necessary countermeasures
to address these risks as part of their safety management
systems [11]. BIMCO, the world’s largest international
shipping association, has also released several guidelines on
cyber security, including the ’Guidelines on Cyber Security
Onboard Ships’ [12]. These guidelines are designed in
collaboration with other industry associations and bring
forward a comprehensive framework for cyber security risks
management in maritime operations. The framework covers
various aspects of cyber security, from identifying threats and
vulnerabilities to implementing effective risk management
processes.

Despite the recent incidents and the increasing volume
of recommendations and guidelines by leading maritime
organisations, Kechagias et al. [2] pointed out that cyber
security remains a relatively new concept for the maritime
industry, with many companies having low cyber security
awareness and immature cyber security risk management
culture. Furthermore, Afenyo and Caesar state in their
paper [7] that current study programs of maritime educational
institutions offer insufficient cyber security knowledge to
their students and trainees. These factors have led to low
adoption of cyber attack detection and mitigation solutions in
the maritime domain and to insufficient amount of academic
research conducted in this field.

Cyber attack detection and mitigation is further compli-
cated by unique features of maritime systems (see [13],
[14], [15] for a more detailed discussion). Maritime systems
usually consist from a number of different IT and OT
networks that connect a wide variety of maritime devices
which communicate over specialised protocols such as
NMEA. Therefore, the detection of attacks conducted in such
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networks requires detailed analysis of these maritime-specific
protocols by dedicated solutions. Furthermore, ships have a
limited network connectivity with the shore, which leads to
the need for autonomous attack detection functionality on
board. Also, space limitations and other physical constraints
do not often allow to operate significant computational
resources (e.g., server clusters) on board of ships, introducing
the need for lightweight and resource-efficient cyber security
solutions.

One of the key approaches for countering cyber attacks
is cyber security monitoring (or security monitoring for
the sake of brevity), which aims at detecting cyber attacks
with automated methods in a timely fashion, allowing to
mitigate the attacks in a manual, semi-automated, or fully
automated way. For example, network and host-based
Intrusion Detection Systems (IDSs) are widely acknowledged
security monitoring technologies for real-time surveillance
of computer networks and individual hosts to detect cyber
attacks. Also, most security-aware organisations operate a
Security Operations Centre (SOC) for collecting data from
security monitoring tools to a central Security Information
and Event Management (SIEM) system where it is processed
and then presented to human security analysts for further
action [16]. In addition to existing industrial solutions, many
experimental approaches like Machine Learning (ML) based
algorithms have been proposed for cyber security monitoring
in recent academic literature (see the domain overview
paper [17] for more details).

Although security monitoring technologies have been
widely adopted by traditional (i.e., non-maritime) organi-
sations and much academic research has been conducted
in this field, security monitoring remains understudied in
the maritime domain. For example, detailed cyber security
guidelines by BIMCO [12] touch security monitoring only
briefly, mentioning the use of network IDS and malware
detection for security monitoring purposes, but failing to
provide more detailed implementation recommendations to
build maritime SOCs and other maritime security monitoring
solutions. As another example, cyber risk management
guidelines by IMO [18] do not address cyber security
monitoring at all. As pointed out in [13], the generic nature
of existing guidelines complicates the creation of maritime
security monitoring systems, and dedicated research in this
domain is needed. Also, as discussed in Section IV of
this paper, maritime security monitoring is a relatively new
research field. Due to the novelty of this research area,
no domain overview studies have been published in maritime
security monitoring that would analyse existing academic
literature and identify the main research topics and open
challenges.

This article fills the aforementioned research gap and
specifically targets the research on security monitoring in
the maritime domain. The purpose of the current study is to
provide a Systematic Literature Review (SLR) of research
papers published in the field. Note that our study focuses
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on peer-reviewed academic papers, excluding grey literature
from consideration. A similar approach has been used in
several recent SLRs that address maritime cyber security, risk,
and safety [3], [19], [20]. Using the same approach allows us
to evaluate existing literature from an academic perspective
and to identify research themes and gaps in analysed papers.

Our study begins with a discussion of selection criteria for
relevant research that is followed by bibliometric analysis.
We continue with creating a taxonomy for maritime security
monitoring research and describe the trends and common
themes in this research. Finally, our study provides a thorough
analysis of existing research papers and identifies open
issues, outlining future research directions for addressing
these research gaps.

The remainder of this article is organised as follows.
Section II describes similar literature review papers, Sec-
tion III formulates the research questions of our study and
discusses the selection criteria for research covered by our
study, and Section IV contains the bibliometric analysis
of the research papers selected for the study. Section V
presents the taxonomy of relevant research and provides an
in-depth analysis of selected research papers. Section VI
discusses open issues and research gaps in the existing
research literature, and Section VII concludes the article.

I. RELATED WORK

The purpose of this section is to provide an overview of
similar literature review papers in the maritime domain (see
Table 1). According to Table 1, existing papers have mainly
focused on the analysis of past cyber incidents and ways for
mitigating cyber threats in the future. For that purpose, the
authors have proposed various measures, most notably by
changing existing regulations and policies, and by improving
the cyber security training and cyber awareness of personnel.
Only one paper [3] covers some security monitoring studies,
but their treatment has remained very brief without a deeper
analysis. Although the papers from Table 1 do not focus
on maritime security monitoring, we will discuss these
papers for the sake of the completeness of our study, and to
illustrate that the treatment of maritime security monitoring
has remained too brief in existing literature reviews.

The SLR paper [19] focused on cyber attacks in maritime
supply chain networks (MSCN), providing recommendations
on the prevention and mitigation practices. The paper
introduced a comprehensive taxonomy for cyber attacks
which categorised them based on a number of factors,
including the hacker group, attack type, affected systems,
geopolitical impact, etc. According to the study, the key
cyber security threats to MCSN include malware, Distributed
Denial of Service (DDoS) and Denial of Service (DoS)
attacks. For prevention and mitigation, the paper proposed
a number of technical and policy-level measures (e.g., the
use of multi-factor authentication, standardisation of cyber
security practices, etc.), and practices for increasing cyber
security awareness (e.g., development of training courses
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about attack prevention). The study briefly mentioned some
security monitoring technologies without a deeper analysis.

Symes et al. [21] reviewed the literature focusing on
the cyber attacks on autonomous vessels. The paper pro-
vided an overview on cyber attack types and described
a number of well-known past security incidents in the
maritime sector. The paper also discussed possible cyber
attack mitigation techniques, mentioning some commonly
used security monitoring techniques like network traffic
monitoring without a more detailed treatment. For protecting
autonomous vessels from cyber attacks, the study provided
a number of recommendations, including employee training,
regular updating and patching of systems, the use of strong
passwords and multi-factor authentication, etc.

In [22], the papers on cyber security in the maritime
domain were reviewed, describing common trends in relevant
literature. As commonly occurring research themes, the
authors identified the impact assessment for maritime cyber
threats, recognition of maritime cyber threats (e.g., through
vulnerability management tools or through interviews with
human personnel), and categorisation and mitigation of mar-
itime cyber risks. The study also presented recommendations
for risk mitigation, and discussed gaps in existing literature
and avenues for further research. As a supplementary material
to their paper, the authors published a list of 21 maritime
cyber attacks that have received media coverage and public
attention, providing a short description of each cyber attack.
Although the study briefly mentioned couple of security
monitoring approaches for cyber risk mitigation (e.g., the use
of ML methods for AIS anomaly detection), these approaches
were not elaborated further.

The overview paper [7] focused on maritime cyber security
threats, analysing relevant literature in the field. According
to the authors, existing papers do not provide enough data on
past cyber security incidents and this complicates research on
modelling these attacks. In addition, the authors stated that
the research on maritime cyber attack data-sharing methods
has received little attention so far. Furthermore, it was stated
that existing studies have not focused on assessing the
financial impact of cyber attacks. The authors also noted that
the current educational system does not prepare maritime
professionals well enough to handle cyber threats. Finally,
the authors pointed out that existing governmental and
international policies do not regulate maritime cyber security
well enough. For example, regulations should facilitate
timely reporting of cyber security incidents and cooperation
between maritime companies to increase knowledge sharing
on the nature and mitigation of cyber attacks.

Erbas et al. [20] performed an SLR that critically examined
and compared existing threat modelling and risk assessment
methods in ship cyber security, developing a taxonomy for
them. The authors analysed 25 scientific papers to understand
the evolving landscape of cyber security practices for manned
and autonomous ships. Significant inconsistencies were
observed in current approaches and key challenges were
identified, underscoring the urgent need for standardised
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TABLE 1. Maritime cyber security literature review papers.

Paper | Year Topics Analysis of Security Monitoring
Research Literature
[19] 2024 cyber attacks against MSCN and practices for prevention and mitigation missing
[21] 2024 cyber attacks on autonomous vessels and attack mitigation techniques missing
[20] 2024 cyber threat modelling and risk assessment in the field of maritime missing
[22] 2023 impact assessment for cyber threats, categorisation and mitigation of cyber risks missing
[7] 2023 analysis of cyber threats, regulations and policies missing
[23] 2023 risk management, reliability and safety of autonomous ships missing
[3] 2022 maritime cyber security and risk management brief treatment of some studies
without a deeper analysis
[4] 2022 | analysis of past cyber incidents and potential cyber attacks against maritime systems missing

threat modelling and risk assessment frameworks that
consider also the special requirements of autonomous ships.
Furthermore, the authors highlighted disparities, as well as
inadequacy in tool support for the reviewed threat modelling
and risk assessment methods. The need for more systematic
validation of expert knowledge was also deemed critical.
The topic reviewed by Erbas et al. is complementary to
security monitoring, as threat modelling and risk assessment
can provide direct inputs for enhanced monitoring solutions.

Bolbot et al. [3] conducted an SLR for maritime cyber
security. The review included a bibliometric analysis that
explored the countries, authors, academic venues and preva-
lent topics of the publications within the scope. The research
studies were categorised and reviewed under topics ranging
from various technical topics (e.g., cyber risk management,
design of countermeasures, penetration testing) to many
interdisciplinary topics such as maritime law, training devel-
opment, and cyber incident analysis. Cyber risk management
constituted a significant portion of the reviewed studies.
Although some security monitoring papers were discussed in
the study, their treatment remained very brief, since the focus
of the article was lying elsewhere.

The bibliometric review [23] analysed the research litera-
ture on the risk, reliability, and safety of autonomous ships.
Whereas cyber security was not the primary focus of this
paper, it was identified as an important part of the ship’s
safety. Also, the study indicated that the cyber security of
autonomous vessels has started to receive more attention from
researchers recently. However, the paper did not include the
treatment of cyber security monitoring topics.

Another study by Ben Farah et al. [4] reviewed cyber
incidents in the maritime domain and provided a concise
bibliographic analysis. The authors provided an extensive
elaboration of maritime sub-systems located in vessels
and ports, in addition to a review of the potential cyber
attacks targeting these systems. Similarly to previous studies
described in this section, the authors did not focus on cyber
security monitoring issues.

Our article addresses a gap in the existing SLR literature
on the cyber security of the maritime sector. Unlike previous
analyses that have largely focused on the cyber threats
and risks, our contribution specifically delves into maritime
security monitoring systems, an area that has not been
adequately covered thus far.
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lll. METHODOLOGY

In this section, the systematic literature review process
will be discussed, describing the undertaken methodological
approach together with the inclusion and exclusion criteria
for relevant research, as well as the overarching review
objectives.

A. AIMS AND RESEARCH QUESTIONS

An SLR is a methodological approach for collecting studies
that constitute the research literature in the given field,
systematically investigating this research field, answering
focused research questions, and identifying the research gaps
and research directions in the field [24]. Concretely, this
article provides answers to the following research questions:

RQ1: What are the statistical characteristics of the
papers that constitute the relevant literature? Analysing the
literature through bibliometric methods will provide insights
on the publication timeline, the types of venues in which the
works were presented, and other properties of related work.
RQI1 is answered by the discussion in Section IV.

RQ2: What research themes and topics are the papers
focusing on, and what is the nature of research presented in
the papers? The in-depth analysis of the paper topics will
be supported by the paper taxonomy created by us, which
is essential for facilitating a meaningful discussion. RQ2 is
answered by the analysis in Section V.

RQ3: What are the main shortcomings and limitations of
the papers? A thorough examination of the papers will reveal
potential research gaps that can be addressed in future studies.
RQ3 is answered by the discussion in Section VI.

B. SURVEY METHOD

During the development of this literature review the PRISMA
protocol [25], [26] was followed. PRISMA is a widely used
protocol for conducting an SLR and has been employed
by several maritime cyber security literature review papers
discussed in Section II [3], [19], [20], [21]. According
to the PRISMA protocol, an SLR should have clearly
defined objectives or research questions (see Section III-A),
eligibility criteria for relevant literature (discussed in Sec-
tion III-B1), a search strategy for finding relevant studies
and selection process (discussed Section III-B2), and data
extraction process (discussed in Section I1I-B3).
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1) ELIGIBILITY CRITERIA
Initially, criteria need to be set that guide the search process
and help to filter out irrelevant works. In this article, papers
written in English and published in peer-reviewed journals
and conference/workshop proceedings were included. When
searching for relevant papers, we did not set an age limit
for publications (i.e., we did not exclude papers published
before a specific date). Papers that did not focus on
maritime cyber security monitoring were excluded, just
like papers focusing on non-IT-related methods from the
fields of electrical engineering, physics, and other fields not
related to IT. Editorials, opinions, keynotes, abstracts, tutorial
summaries, position papers, panel discussions, technical
reports and posters were also excluded. The duplicated
publications because of different versions were eliminated
from consideration, with only the most recent version being
included. Since this SLR considers peer-reviewed academic
papers, grey literature was not covered in this research.
Inclusion and exclusion criteria are summarised below. For
a paper to be included, all inclusion criteria described in
Section III-Bla must be met. On the other hand, a paper
is excluded if it matches any of the exclusion criteria from
Section I1I-B1b.

a: INCLUSION CRITERIA

« Studies that are peer-reviewed journal and conference
papers.

« Studies in the domain of cyber security in the maritime
sector with a focus on security monitoring and intrusion
detection.

« Studies that propose novel cyber security monitoring
and intrusion detection algorithms and technologies, and
provide details about their application in the maritime
domain.

b: EXCLUSION CRITERIA

« Studies that do not explicitly focus on cyber security
monitoring and intrusion detection.

« Studies without any connection to maritime.

« Studies that are not peer-reviewed papers.

« Grey literature.

« Studies not written in English.

« Studies with their full texts not available.

o Studies that deal with electrical engineering, physics,
and other fields not related to IT.

It should be pointed out that due to aforementioned criteria,
a number of seemingly relevant maritime cyber security
papers were excluded, because they did not focus on cyber
security monitoring by contributing novel algorithms and
technologies in this area. To provide a few examples of
excluded papers, [27], [28] described maritime testbeds in the
context of cyber attack tools and vulnerability testing without
proposing new security monitoring approaches for detecting
cyber attacks. In [29], a survey was conducted among
maritime SOC experts to identify challenges in maritime
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SOCs without proposing novel security monitoring methods
for addressing these challenges. In other words, the inclusion
and exclusion criteria set the focus of the current study
specifically to maritime cyber security monitoring papers
with original algorithmical and technological contributions.

2) SEARCH STRATEGY
The studies were searched according to the following steps.

a: SEARCH FOR RELATED PUBLICATIONS

An initial search was applied to determine the current
maritime SLR papers and to identify other significantly
related publications. The most notable papers that we found
have been described in Section II.

b: KEYWORD SELECTION

The selection of keywords heavily influences the results of
the search. During the search phase, several keywords and
their combinations were tried on search engines for electronic
libraries. All the search engines that we used supported the
creation of search queries with Boolean operators (AND,
OR and NOT), which helped to narrow the focus of the search
and limit the number of hits. Also, the engines allowed to
apply the search expression on the title, abstract, keywords,
metadata, etc. of the papers. The time frame of the search was
also definable, and the wildcard characters (such as asterisk
(*) and question mark (?)) allowed further flexibility during
the search.

In the first phase of keyword selection, the keywords
related to the maritime sector, like “marine”, *“ship”, and
“navy”” were selected to define the sector. These keywords
combined with the OR-operator led to too many generic
papers about marine systems. Then, the focus was narrowed
by cyber security monitoring-specific keywords and phrases,
like “monitoring”, “intrusion detection”, “IDS”, “attack
detection”, etc. The queries which combined these keywords
yielded many publications, but the majority of them remained
out of scope. By adding “cyber” to these keywords, the focus
was narrowed down further.

c: AUTOMATED SEARCH ON BIBLIOGRAPHICAL SOURCES
During the initial stage of the automated search on biblio-
graphical sources several trials were applied, using different
combinations of keywords according to the main objectives of
the review, with the aim to construct an optimal keyword set.
The final keyword set was then used to construct the search
query to be executed in various search engines of electronic
libraries. The following electronic libraries were used to
identify the publications relevant for the study: ACM Digital
Library, IEEE Xplore, Elsevier Scopus, and Web of Science.
Relevant publications were searched with the following query
from all libraries: cyber AND (monitoring OR “intrusion
detection” OR “anomaly detection” OR “attack detection”
OR ids) AND (maritime OR navy OR ship OR marine OR sea
OR ais)
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FIGURE 1. The use of PRISMA protocol for identifying relevant publications.

d: PAPER SELECTION PROCESS

The paper selection process has been summarised in Fig-
ure 1. The automated search from all libraries resulted in
1168 papers. After the library search, the four co-authors
processed one library each in the form of independent work,
and the findings were added to a shared database that helped
to indicate the duplicated items. After the removal of the
duplicates, 986 papers remained for further analysis.

The next step in the selection of relevant papers was the
analysis of the title and the abstract. If a paper was irrelevant
based on the title and/or the abstract, it was excluded (In case
of doubt, the researcher read the full text). If the title and
abstract were in the scope, the paper became a candidate. This
part of the selection resulted in 115 candidates.

If a paper remained relevant, its main properties were noted
to support our findings. After the full-text reading of the
candidates, we had a set of papers conforming to the inclusion
criteria. The procedure ended in 29 papers and snowballing
identified 3 additional studies, yielding 32 publications for a
detailed analysis. At this point, the bibliometric analysis was
written, and the methodology for analysis was developed.

3) DATA EXTRACTION AND ANALYSIS
Following the SLR protocol, at this stage, the papers were
fully assessed and relevant data were extracted relating to:

« Publication venue (e.g., name of the journal).

« Publication time and detailed author information.

« Research topic of the publication.

o The nature of the proposed security monitoring method.

o The nature of the maritime environment the proposed
method was designed for.

o The nature of the data processed by the proposed
method.

o The nature of the cyber attacks and anomalies detected
by the proposed method.

« Performance evaluation details for the proposed method.

« The nature of the performance evaluation dataset and its
availability information.

« Computational cost analysis for the proposed method.

« Availability information for the implementation of the
proposed method.
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IV. BIBLIOMETRIC ANALYSIS
To answer RQ1 (see Section I1I-A), this section presents the
bibliometric analysis of relevant research.

In Figure 2, the annual distribution of the identified papers
is shown, which does not reveal a clear pattern. However,
an interesting observation can be made: the number of
publications started rising after the major cyber incidents in
2017 within the maritime sector (e.g., the cyber attack against
Maersk described in Section I). As can be seen from Figure 2,
30 research papers out of the 32 originate from 2018-2025,
whereas only two research papers have been published before
2018. In other words, maritime security monitoring is a
relatively new research domain which has started to receive
more attention during the last 67 years.

M conference M journal

w A~ 0O o

N}

0

2013 2017 2018 2019 2020 2021 2022 2023 2024 2025

FIGURE 2. Publications per year.

According to Table 2, conference papers form a slight
majority of the literature. On the other hand, journal articles
are dominant among recent papers from 2023-2025. This
indicates the increasing quality of relevant research. The
most prominent publisher is IEEE with 24 papers (i.e., 75%
of the analysed literature). As for conference papers, the
vast majority of them (17 out of 18) have been published
by IEEE, whereas only one paper originates from an ACM
conference. When investigating the conference venues more
closely, we found that three papers were published at the
International Conference on Cyber Situational Awareness,
Data Analytics and Assessment, whereas each remaining
conference accounted for one paper. As for journal papers,
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three papers appeared in I[EEE Transactions on Intelligent
Transportation Systems and two papers in IEEE Access.
Remaining journals published one paper each.

TABLE 2. Publications per publisher.

Publisher | Journal | Conference
article paper

IEEE 7 17
ACM - 1

Elsevier 3 -
MDPI 3

Springer 1 -

[ Total ] 14 [ 18 |

The 32 research papers were authored by 126 researchers,
and we also tried to identify more prolific authors in the
field. For that task, we used a frequent itemset mining
algorithm to identify all authors who have published at
least two papers. Since the purpose of the frequent itemset
mining algorithm is to identify associations, that allowed us
to detect not just single authors, but also prolific co-author
groups. According to our findings, no author has published
more than three papers in this research domain, and a small
minority of authors (16 out of 126 or 12.7%) have published
more than one paper. That indicates that for the majority
of authors, maritime security monitoring has not been a
persistent focus area with a larger number of peer-reviewed
academic publications. In a recent SLR paper by Bolbot et
al. [3], a similar phenomenon has been reported — only 17%
of authors have published more than one paper in the field
of maritime cyber security. Also, we identified one co-author
group with three publications, with the co-authors coming
from the same country. This illustrates the fact that maritime
security monitoring has received limited attention so far,
and well-established prolific research groups specifically
focusing on this particular field have not yet emerged.

V. ANALYSIS

A. TAXONOMY

To answer RQ2 (see Section III-A), we have created a
taxonomy for existing research literature that is presented
in Figure 3. Table 3 provides detailed information about the
selected 32 research papers and how they map to different
taxonomy categories. As Figure 3 illustrates, the research
papers can be categorised by the environment they target,
the type of data the proposed methods analyse, the type of
the proposed methods, and the type of cyber attacks and
anomalies that the proposed methods are able to detect. Note
that these four categorisations from Figure 3 correspond to
the “Targeted Environment™, “Monitored Data”, ‘“Method
Type”, and “Detected Attacks and Anomalies” columns in
Table 3.

When using Table 3 for analysing the mapping of papers
to taxonomy categories in Figure 3, we discovered four
non-overlapping clusters of closely related papers. The
clusters cover 30 papers out of 32, and have been highlighted
with different colours (red, blue, green, and orange) in
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Figure 3. If the majority of papers in some category belong
to a single cluster, the category is highlighted with the
colour of the respective cluster in Figure 3. Note that the
“Unsupervised” and “Other methods” categories in Figure 3
are not highlighted with any colour, since there is no cluster
which would cover the majority of papers in these categories.
The four clusters from Figure 3 are summarised below:

o Studies on security monitoring for navigational sys-
tems [15], [30], [33], [37], [41], [45], [50], [54] (red
cluster in Figure 3) — papers which propose the analysis
of application layer protocol data for detecting AIS and
GPS spoofing attacks, radar image manipulation attacks,
and anomalies in navigational systems.

« Studies on security monitoring for CPSs [46], [48], [49],
[51], [56] (blue cluster in Figure 3) — papers which
propose the analysis of OT data for detecting attacks
against vessel and canal CPSs.

« Studies on security monitoring for distributed maritime
systems and networks [31], [34], [35], [39], [40], [42],
[43], [58] (green cluster in Figure 3) — papers which
propose the analysis of network traffic for detecting
attacks against maritime IoT networks, maritime Soft-
ware Defined Networks (SDNs), maritime wireless
networks, and navy networks.

o Studies on security monitoring architectures and
testbeds [13], [14], [36], [38], [44], [52], [53], [55], [57]
(orange cluster in Figure 3) — papers which have not
proposed one particular security monitoring method like
the studies from previous clusters, but rather a security
monitoring architecture or testbed.

The identified clusters in Figure 3 reveal some associations
between taxonomy categories which describe the nature
of existing research. First, studies on security monitoring
for navigational systems (red cluster) have focused on
the analysis of relevant application layer protocols, and
rule-based security monitoring approaches have been usually
applied in the context of navigational systems. Furthermore,
studies on security monitoring for distributed maritime
systems and networks (green cluster) have focused on
network traffic analysis, and such studies tend to employ
supervised ML methods. Also, studies on security monitoring
for CPSs (blue cluster) have proposed the analysis of OT
data, and there is no particular method category strongly
associated with this cluster. Unlike papers from other clusters,
the studies on security monitoring architectures and testbeds
(orange cluster) propose a range of different methods and
their simultaneous use with the ability to process different
types of input data and detect different attacks and anomalies.

It should be pointed out that two papers, [32], [47], which
are not covered by the above clusters are fairly close to one
of them. Although these two papers focus on the analysis of
application layer data instead of network traffic, they propose
security monitoring methods for maritime IoT systems, and
are thus closely linked to the green cluster in Figure 3. In the
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TABLE 3. Overview of research papers.

Paper | Year | Paper Targeted Monitored Data Method Monitoring Method Detected
Type Environment Type Attacks and
A "
[30] 2025 M navigational system application layer protocol supervised deep learning spoofing and
(Navico BR24 and NMEA) data manipulation
[31] 2025 M distributed maritime network traffic supervised deep learning IoT attacks
system/network
[32] 2025 M distributed maritime application layer protocol other stochastic IoT attacks
system/network (NMEA) semi-Markov processes
[33] 2024 M navigational system application layer protocol other semi-supervised spoofing and
(Navico BR24 and NMEA) learning data manipulation
[34] 2024 M distributed maritime network traffic supervised CatBoost network
system/network layer attacks
[35] 2024 M distributed maritime network traffic supervised, deep learning, network
system/network unsupervised Isolation Forest layer attacks
[36] 2024 T navigational system application layer protocol testbed various (different spoofing and
(Navico BR24 and NMEA) types of IDS) data manipulation
[37] 2023 M navigational system application layer protocol rule-based policy enforcement spoofing and
(ASTERIX) data manipulation
[38] 2023 T distributed maritime various (network traffic, testbed various (IDS signatures, various
system/network NMEA, etc.) SIEM queries, etc.)
[39] 2023 M distributed maritime network traffic supervised deep learning IoT attacks
system/network
[40] 2023 M distributed maritime network traffic supervised passive aggressive 10T attacks
system/network machine learning
[41] 2023 M navigational system application layer protocol unsupervised ensemble of spoofing and
(NMEA GPS) unsupervised methods data manipulation
[42] 2023 M distributed maritime network traffic supervised deep learning IoT attacks
system/network
[43] 2023 M distributed maritime network traffic supervised deep learning network
system/network layer attacks
[14] 2022 T distributed maritime various (network traffic, testbed various (IDS signatures, various
system/network NMEA, etc.) SIEM queries, etc.)
[44] 2022 T vessel CPS various (network traffic, testbed various (IDS CPS attacks
fieldbus traffic) signatures, etc.)
[45] 2022 M navigational system application layer protocol rule-based predicate logic rules navigational
(NMEA) anomalies
[15] 2021 M navigational system application layer protocol unsupervised One-Class Support spoofing and
(NMEA GPS) Vector Machine data manipulation
[46] 2021 M vessel CPS OT (ship propulsion system) supervised Particle Filter CPS attacks
[47] 2021 M distributed maritime application layer protocol supervised Light Gradient IoT attacks
system/network (IoT device events) Boosting Machine
[48] 2020 M vessel CPS OT (ship propulsion system) | unsupervised Teager-Kaiser operator CPS attacks
for time series analysis
[49] 2020 M vessel CPS OT (ship propulsion system) other graph-based method CPS attacks
[50] 2020 M navigational system application layer protocol rule-based description logic rules navigational
(AIS) anomalies
[51] 2019 M canal CPS OT (canal lock device) supervised deep learning CPS attacks
[52] 2019 A port infrastructure various (network traffic, architecture various (IDS and various
event logs, etc.) antivirus signatures, event
correlation rules, etc.)
[13] 2018 A distributed maritime various (network traffic, architecture various (IDS signatures, various
system/network event logs, etc.) event correlation rules, etc.)
[53] 2018 A distributed maritime various (network traffic, architecture various (agents with various
system/network OT systems, etc.) different functionality)
[54] 2018 M navigational system application layer protocol rule-based distributed rule- spoofing and
(AIS) based processing data manipulation
[55] 2018 A distributed maritime various (ship navigational architecture, Isolation Forest various
system/network data, environment data, etc.) | unsupervised
[56] 2018 M vessel CPS OT (ship SCADA network) rule-based mathematical control theory CPS attacks
integrated with rules
[57] 2017 T vessel CPS OT (ship ICS and testbed dataset generation platform -
SCADA network) without any specific method
[58] 2013 M distributed maritime network traffic unsupervised Maximum Entropy network
system/network Estimation layer attacks

Paper Type: M — proposes a monitoring method; A — proposes an architecture; T — proposes a testbed
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remainder of our study, we will consider these two papers
together with their closest cluster.

In order to distinguish papers that have proposed security
monitoring methods from the papers that have described
architectures and testbeds, we divided all papers by their
type (see the “Paper Type” column in Table 3). Let-
ter M denotes the papers that discuss specific security
monitoring methods, letter A the papers which describe
the architecture of the entire security monitoring system,
and letter 7 the papers that discuss testbeds designed for
security monitoring data collection, testing, and exercises.
As can be seen from Table 3, 23 papers have focused
on specific security monitoring methods [15], [30], [31],
[32], [331, [34], [35], [37], [39], [401, [41], [42], [43], [45],
[46], [471, [48], [49], [50]1, [51], [54], [56], [58], while
4 papers have described architectures [13], [52], [53], [55]
and 5 papers have described testbeds [14], [36], [38], [44],
[57], respectively. Most papers that concern architectures and
testbeds [13], [14], [36], [38], [44], [52], [53], [57] have
not proposed any novel security monitoring algorithms for
analysing specific data (e.g., network traffic), but have rather
employed various well-known industrial security monitoring
technologies such as signature-based network IDS, antivirus,
etc., which monitor a wide range of different data types (see
the “Monitored Data” and ‘““Monitoring Method” columns
in Table 3). Therefore, we have set the “Method Type” to
architecture or testbed for these papers in Table 3, because
the focus of these papers lies on the entire architecture or
testbed, not on one security monitoring method. The only
exception is the work by Jia et al. [55] which describes the use
of an Isolation Forest-based algorithm within the proposed
architecture.
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Unsupervised
- One-Class Support Vector Machine
- Isolation Forest
- Teager-Kaiser operator
- Maximum Entropy Estimation
- ensemble of unsupervised methods

Other methods
- semi-supervised learning
- semi-Markov processes
- graph-based methods

Detected Attacks

Method Type

and Anomalies

As can be seen from Table 3, security monitoring
architectures received a significant amount of attention until
2019 (all 4 relevant papers were published in 2018-2019,
constituting almost half of the 9 papers published before
2020). In contrast, during the more recent years after 2019,
the research focus has shifted towards security monitoring
methods and testbeds, with the majority of the papers (19 out
of 23) discussing security monitoring methods. This finding
illustrates the fact that during the earlier research period
before 2020, scholars preferred to focus on the architecture
of the entire security monitoring system, studying the unique
challenges that arise in maritime environments. After the
architectural issues and solutions for them were identified,
the attention moved to particular security monitoring methods
which constitute the building blocks of security monitoring
system architectures.

The “Targeted Environment™ column in Table 3 indicates
that most papers have proposed methods, architectures, and
testbeds for addressing the needs of vessels or a distributed
environment which involves vessels and land-based objects.
In contrast, a small fraction of works target land-based
environments only [51], [52].

As for the nature of monitored data (see the ‘““Monitored
Data” column in Table 3), we have used the term network
traffic for studies which have proposed network monitoring
methods without considering the application layer protocol
in network packets. In the rest of the article, we will call
such methods network traffic monitoring methods. Almost
all the studies published until 2022 were not focusing on
monitoring network traffic, with the work [58] being the
only exception. Starting from 2023, a new trend can be
observed where a significant proportion of papers have
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described such methods [31], [34], [35], [39], [40], [42],
[43]. However, these studies have been limited to specific
environments like maritime IoT networks. Also, according
to Figure 3, the majority of papers that have proposed
the analysis of application layer data have employed it for
security monitoring of navigational systems, whereas the
analysis of OT data is generally used in the context of CPS.

As for the types of security monitoring methods (see
the “Method Type” column in Table 3), supervised and
unsupervised ML approaches are the most common, while
some papers have also described rule-based and other
approaches. As for supervised ML, deep learning (DL)
based approaches have been the most widely employed [30],
[31], [35], [39], [42], [43], [S1], whereas no unsupervised
ML method has seen more frequent use than the others.
As Figure 3 illustrates, more than half of the papers which
have proposed supervised ML approaches have applied
them for maritime network security monitoring, whereas
rule-based approaches tend to be applied for navigational
systems.

Note that unlike the papers on architectures and testbeds,
the studies of security monitoring methods involve thorough
evaluations of particular algorithms on dedicated datasets.
In order to get more insights into the relevant literature,
Table 4 provides an overview of 24 papers that propose
security monitoring methods (i.e., the papers from Table 3
with the “Method Type” column containing other values
than architecture or testbed). Similarly to Table 3, Table 4
contains the “Detected Attacks and Anomalies” column,
but provides more detailed information about the nature of
attacks and anomalies. As this column indicates, some studies
have proposed methods for detecting specific attack types.
For example, whereas methods from [39], [42], [43] can
detect network attacks of various types, algorithms from [31],
[32], [35], [40], [58] are focusing on DDoS/DoS and network
flooding attacks only. As another example, [45] proposes
generic anomaly detection for NMEA messages, while [15],
[41] focus on processing NMEA messages for the detection
of GPS spoofing. Other methods described in papers from
Table 4 include detection of radar image manipulation
attacks [30], [33], [37], AIS anomaly detection [50], detection
of AIS spoofing [54], detection of application layer attacks
against maritime IoT systems [47], anomaly detection in
the state and trajectory of uncrewed surface vehicles [55],
detection of attacks against canal lock CPS [51], and
detection of attacks and anomalies in the CPSs of ships [46],
[48], [49], [56].

Table 4 also provides some insights into the evaluation
process of the proposed security monitoring methods. In older
studies which used maritime-specific data for evaluations,
datasets were generally private (i.e., not publicly available).
Also, whenever a public dataset was utilised, it was generally
not maritime-specific. However, recent studies have started
a new trend of creating and using publicly available
maritime-specific datasets for evaluations, and examples of
such public datasets include MARSIM [41], SOLIDS [31],
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and RadarPWN [59], which have been utilised in [30], [31],
[33], [41].

Table 4 also reveals several other aspects of method evalu-
ations — not all studies have published widely acknowledged
performance metrics like precision, recall, and FI-score
which provide a realistic picture of the method performance
(for such studies, the ““‘Performance Evaluation” column in
Table 4 contains no). Also, many studies have not released
the implementation of the method (see the *“Is Code Publicly
Available” column in Table 4) and have not assessed the
computational cost of the method (see the “Computational
Cost Assessment” column in Table 4).

The following sections provide a more detailed discussion
of all papers from Table 3. For structuring the discussion,
we have closely followed the aforementioned clustering of
the selected research papers into four clusters based on the
taxonomy presented in Figure 3. The papers on security
monitoring architectures and testbeds (with the *““Paper Type”
column set to A or 7' in Table 3) are covered in Sections V-E
and V-F, respectively (note that such papers correspond to the
orange cluster in Figure 3). The discussion of the remaining
papers on security monitoring methods (with the “Paper
Type” column set to M in Table 3) has been divided into three
subsections by the targeted environment (represented by red,
blue, and green clusters in Figure 3) — the papers concerning
security monitoring methods for distributed maritime systems
and networks are covered in Section V-B, papers on security
monitoring methods for navigational systems are covered in
Section V-C, and papers on security monitoring methods for
maritime CPSs are covered in Section V-D.

B. SECURITY MONITORING METHODS FOR DISTRIBUTED
MARITIME SYSTEMS AND NETWORKS

Gyamfi et al. [40] developed an adaptive incremental
passive-aggressive ML (AI-PAML) method for a network
attack detection system (NADS) in an loT-based Maritime
Transportation System (MTS) environment. A resource-
efficient multi-access edge computing (MEC) setting was
proposed to execute the system at network edges. To avoid
data saturation problems of online learning models and facili-
tate the updating of the detection system, the authors provided
an enhanced approximate linear dependence and advanced
data updating technique to remove the irrelevant data. For
efficient execution, the computation-hungry algorithms of
NADS were deployed through MEC servers located on the
ship or onshore. The experimental results were obtained
by using a PC running a layer 7 DDoS simulator named
DDOSIM. This was used to execute DDoS attacks against
IoT devices with the aim being to achieve real-time responses
from the developed NADS. The CICDD0S2019 dataset' was
used to train the AI-PAML model. Although this dataset
is quite recent and relevant for the IoT domain, it is not
directly connected to the maritime domain. The authors also
benchmarked the proposed model against the ‘‘Perceptron”

1 https://www.unb.ca/cic/datasets/ddos-2019.html
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TABLE 4. Overview of research papers on security monitoring methods.

Paper | Year Evaluation Is Data Is Data Is Code Performance | Computational Detected
Data Maritime | Publicly Publicly Evaluation Cost Attacks and Anomalies
Specific Available | Availabl A t
[30] 2025 RadarPWN yes yes no yes no radar image manipulation attacks
[31] 2025 SOLIDS yes yes no yes yes DDoS attacks against
maritime underwater IoT systems
[32] 2025 internal yes no no yes no DDoS attacks against
maritime IoT systems
[33] 2024 RadarPWN yes yes no yes no radar image manipulation attacks
[34] 2024 internal yes no no yes yes network attacks against
navy satellite networks
[35] 2024 WSN-DS no yes no yes no DoS attacks against
maritime wireless networks
[37] 2023 internal yes no no yes yes radar image manipulation attacks
[39] 2023 NSL-KDD no yes no yes no network attacks against
maritime IoT systems
[40] 2023 | CICDDoS2019 no yes no yes yes DDoS attacks against
maritime 10T systems
[41] 2023 MARSIM yes yes yes yes no GPS spoofing
[42] 2023 TON-IoT no yes no yes no network attacks against
maritime 10T systems
[43] 2023 X-IIoTID no yes no yes no network attacks against
maritime SDN-based systems
[45] 2022 internal yes no no no no anomalies in NMEA messages
[15] 2021 internal yes no no yes yes GPS spoofing
[46] 2021 internal yes no no no no attacks against ship’s CPSs
[47] 2021 DS20S no yes no yes no application layer attacks against
maritime 10T systems
[48] 2020 internal yes no no no no attacks against ship’s CPSs
[49] 2020 internal yes no no yes no attacks against ship’s CPSs
[50] 2020 internal yes no no no no anomalies in AIS messages
[51] 2019 internal yes no no no no attacks against canal lock CPS
[54] 2018 MarineTraffic yes no no yes no AIS spoofing
AIS
[55] 2018 internal yes no no no no anomalies in the state and trajectory
of unmanned surface vehicle
[56] 2018 internal yes no no no no anomalies in ship’s CPSs
[58] 2013 internal yes no no no no network flooding attacks against
navy networks

and “‘Stochastic Gradient Descent” models regarding the
training and prediction runtime and its latency was found to
be better than the benchmark models after all models run
against the DDOSIM attack.

In [42], a monitoring system was proposed that used
Cyber Threat Intelligence (CTI) extracted with the DL-based
method, Long Short-Term Memory (LSTM) based Varia-
tional Autoencoder. The system applied the Bi-directional
Gated Recurrent Unit (Bi-GRU) method for detecting attacks
addressing IoT devices. According to the authors, the
proposed system featured a high performance, having a
better accuracy than several other similar methods from
non-maritime research literature. The main drawback of the
study is the fact that no maritime-specific dataset was used
for the validation of the method, but rather the TON-IoT
dataset” which contains network traffic of consumer IoT
devices. As one of the limitations, the study mentioned that
the proposed DL-based method is computationally more
expensive than traditional ML algorithms.

2https://research.unsw.edu.au/projects/toniot—datasets
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Liu et al. [39] proposed a CNN-MLP based Intrusion
Detection model for MTSs which was trained via Federated
Learning (FL), also called FedBatch by the authors. In the
mentioned model, a Convolutional Neural Network (CNN)
was utilised for data feature extractions, while Multilayer
Perception (MLP) was used for attack classification to locally
detect intrusion on each vessel. The study targeted loT-based
MTSs and endeavoured to address the limitations inherent
in conventional learning algorithms, which consume an
amount of computing resources that can not be provided in
resource-constrained IoT environments. The study aimed to
protect data privacy by not sharing the training data obtained
locally in vessels with the cloud. Instead, the models were
induced locally in the remote devices, and their parameters
were shared with the cloud. The authors proposed a robust
and efficient model for MTS security monitoring by training
and testing their model on the generic NSL-KDD dataset.

In [58], a method for detecting network flooding attacks
was presented which harnessed a Maximum Entropy
Estimation based statistical ciphertext (CT) flow analysis

3 https://www.unb.ca/cic/datasets/nsl.html
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mechanism. The authors specifically focused on protecting
Quality of Service (QoS) in the CT domain against DoS
attacks in the context of the Automated Digital Network
System (ADNS) INC III, a critical network system of the
US Navy for unclassified and secret information exchange.
The proposed approach detected anomalies in the network
by using anomaly-free packets as training data and estimated
their distribution as a baseline which represented normal
traffic. For anomaly detection purposes, the network traffic
was observed and its distribution was compared with the
baseline distribution. Furthermore, the study provided an
attack response mechanism by limiting network traffic.
However, in some cases, normal traffic flow was also
unnecessarily limited.

Zainudin et al. [43] introduced a decentralised trust
aggregation solution which used blockchain to provide a
secure and trusted federated IDS infrastructure. The solution
offered a federated intrusion classification framework for
SDN enabled marine traffic services. The scheme utilised
an interplanetary file system with a network that used
blockchain for proof-of-authority (PoA). An IDS model that
used FL-based collaboration was also proposed, together
with the lightweight intrusion detection and classification
model. The solution, leveraging CNN, surpassed other
comparable implementations. The effectiveness of this model
was evaluated using the X-IIoTID dataset,* specifically
curated for loT-related research but not being maritime-
specific.

In [47], a supervised ML approach was proposed to
secure sensor networks against cyber attacks and adversarial
activities. The work focused on maritime loT-based systems,
addressing the attack detection in the network layer of such
infrastructures. The paper introduced the data collection,
pre-processing, model training, method optimisation, testing
and its results. According to the results, the Enhanced
Light Gradient Boosting Machine (Light-GBM) technique
delivered excellent results on low computational cost and
network bandwidth usage, which is essential in the complex
marine IoT environment, that is also limited from the
communication bandwidth’s viewpoint. The experiments
and the IoT attacks classification were conducted on the
Distributed Smart Space Orchestration System (DS20S)
dataset,® an open-source but not maritime-related dataset.

Algarni et al. [35] explored the use of both supervised
(LSTM-based DL) and unsupervised (Isolation Forest) ML
methods for detecting network layer attacks in maritime
wireless networks. The methods relied on the edge computing
paradigm, i.e. processing data locally on network nodes.
For comparative evaluation of supervised and unsupervised
methods, the authors employed the WSN-DS dataset,® which
is not maritime specific. According to the study, LSTM-

4https://ieee—dalaportorg/documents/x—iiotid—connectivity—and—device—
agnostic-intrusion-dataset-industrial-internet-things

5 https://www.kaggle.com/datasets/francoisxa/ds2ostraffictraces

6https://wwW.kaggle.com/datasets/bassamkasasbeh1lwsnds
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based DL outperformed Isolation Forest, demonstrating a
significantly higher F1-score when detecting network attacks.

Agnew et al. [34] proposed a supervised method for mon-
itoring naval submarine satellite communication networks.
For creating the model of the satellite network, the authors
utilised queuing theory. The method employed the CatBoost
ML algorithm for detecting zero-day cyber attacks, training
the algorithm on the data obtained from queuing analysis.
For evaluation, simulations were used, and according to the
authors, the method yielded a high precision, recall, and
Fl-score metric values. In addition, the study provided a
computational cost analysis, indicating that the proposed
approach is cost efficient and requires a minimal amount of
CPU time.

The paper [32] suggested the use of stochastic semi-Markov
processes for monitoring NMEA messages in maritime
IoT networks, so that DDoS attacks in such networks
could be identified in a timely fashion. The system
proposed by the authors involved data collection from IoT
devices and the detection of device states which reflect
the likelihood of a security incident. Also, Markov chains
were used to model state transitions in the network for
identifying anomalies which can indicate DDoS attacks.
The proposed system was evaluated by simulating normal
traffic and DDoS attacks in maritime IoT systems, and
according to the authors, the system demonstrated excellent
performance with a low rate of false positives and false
negatives.

Singh Popli et al. [31] proposed a DL-based method
for monitoring underwater IoT networks which involved
FL. With this distributed learning approach, a pretrained
global ML model was shared with devices for further
local training on local data, updating the global model
with parameters received from devices. For comparative
evaluation of FL with traditional centralised ML, the authors
employed a non-maritime-specific CICIDS2017 dataset.”
However, for evaluating the attack detection capabilities of
the proposed approach, the authors used a publicly available
SOLIDS dataset® developed in their lab, which is reflecting
normal traffic and DDoS attacks in maritime underwater
IoT networks. The study also involved the computational
cost analysis for the proposed method, demonstrating its
suitability for real-life networks.

Discussion: According to the analysis of 10 papers in
this section, the current research on security monitoring
methods for maritime networks has focused on specialised
networks — IoT networks have been studied in 6 papers [31],
[32], [39], [40], [42], [47], whereas two papers have
targeted military networks [34], [58]. Moreover, one paper
on monitoring SDN networks [43] considered an IoT-specific
dataset during evaluations, making IoT networks a dominant
theme in relevant research. Therefore, the monitoring of

7hllps://www.unb.ca/cic/datasets/ids—ZO] 7.html
8 https://drive.google.com/drive/u/0/folders/ IJTFETOQOOZ4{foEG-
qzBLzTQKag6cUdiy
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other maritime network types than IoT has not received
enough attention and constitutes an understudied research
area. As for the network monitoring methods, supervised ML
methods have been the most frequently employed (proposed
in 8 papers [31], [34], [35], [39], [40], [42], [43], [47]), with
DL-based approaches being the most prominent of them [31],
[35], [39], [42], [43]. On the other hand, as argued in a
recent domain overview study [17], the superiority of DL
over traditional ML methods is not yet proven in the field of
network intrusion detection, and DL involves a significantly
higher computational cost which might not always justify its
use for network monitoring (only one study [31] provided
the relevant cost analysis). These considerations are even
more pronounced for maritime systems which are often
resource constrained. Therefore, the research on lightweight
ML methods suitable for maritime networks is another
understudied area.

Finally, the use of supervised ML for network security
monitoring is known to suffer from the issue of concept
drift [17] — since the surrounding environment changes over
time, a supervised ML model will become obsolete, requiring
retraining on new labeled datasets which are expensive
to create. Existing works have not addressed this issue
on datasets which cover longer time frames (e.g., several
months), and studying ML methods for tackling concept
drift (such as active learning) is a highly relevant future
research direction. To this end, only the work by Gyamfi et
al. [40] touched on this issue by providing a technique to
keep only relevant data used for the dynamic updating of
the learned model, although specific validation for this aspect
of the work was not provided. Another interesting direction
is further study of unsupervised ML methods, which do not
need labeled data.

C. SECURITY MONITORING METHODS FOR
NAVIGATIONAL SYSTEMS

In [54], a distributed architecture was presented for detecting
spoofing and falsification attacks in streams of AIS data
in real time. Average speed was measured on the shortest
path between positions obtained from two consecutive AIS
broadcast messages. Then, this value constituted the basis of
the spoof detection approach implemented in the study. The
architecture was of the Master-Workers type, with the Master
distributing the AIS messages to Workers for analysis in
an efficient manner incorporating load balancing techniques.
The approach was validated by generating a 43,912,236 AIS
messages dataset from marinetraffic.com and performing
simulations by attacking the dataset in various ways. The
validation dataset has not been made public. The reduction of
false positives as well as the extension to more attack types
was mentioned to be part of future work.

Amro et al. [45] proposed a method for analysing
navigational NMEA-0183 messages that communicate the
data of the various onboard sensors. The objective was to
identify possible anomalies and their malicious causes. For
this, relevant anomaly detection algorithms were developed.
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To facilitate the analysis the authors employed a maritime
cyber security testing environment that they previously
developed [60] which included the NMEA-Manipulator tool
enabling the generation of the anomalies by attacking sensor
data. To develop the anomaly detection method, the authors
first identified NMEA message types that affected navigation
together with relevant message fields and their values.
Potential anomalies that can appear in NMEA messages
and attack techniques which can trigger these anomalies
were studied using the MITRE ATT&CK framework.’
Finally, the authors investigated different approaches for
implementing attack and anomaly detection for NMEA
messages. According to the authors, specification-based
approach was best suited for that purpose, which involved the
use of rules that described the normal behaviour of the system
(i.e., any violation of these rules indicated an anomaly).
Also, for some specific attacks that involved changing the
arrival rate of NMEA messages to the system components, the
authors recommended frequency-based anomaly detection
that involved checking if the message rate remained within
the expected boundaries.

Iphar et al. [50] analysed the weaknesses of AIS in their
study. Since these weaknesses allow falsifying and spoofing
AIS messages, a rule-based system was developed for
anomaly detection from AIS messages. The authors proposed
over 900 rules or integrity items for assessing the integrity of
AIS messages. The first order assessment rules considered
only one field from a single AIS message, while the second
order rules analysed several fields from a single message. The
third order rules considered fields from several AIS messages
of the same type, whereas the fourth order rules analysed
several AIS messages of all types. Based on the truth values
of rules and external contextual information, flags were set
that were further used for calculating ship-related risks and
their levels. For evaluating the proposed method, a Python-
based prototype was created which utilised a database for
storing AIS data, intermediate results from computations,
and contextual data. The prototype was evaluated on about
24 million real-life AIS messages collected over 6 months.
In the study [50], the authors provided a detailed description
of risk evaluation for 4 cases involving anomalous AIS
messages (the study considered 13 cases in total). In all
4 cases, the prototype raised one or more flags. However,
the study did not evaluate the system on a larger number
of cases, including the assessment of a false positive
rate of the system (reflected by the precision metric in
ML literature).

The study [15] focused on the detection of GPS spoofing.
For that purpose, an anomaly detection approach was
proposed which employed a One-Class Support Vector
Machine (OC-SVM) and analysed NMEA messages that
carried GPS information. The authors selected OC-SVM
because it was easy to implement and did not require much
computational resources, making it suitable for deployment

9https://attack.mitre.org/
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on low-end hardware. During the experiments, the authors
trained OC-SVM on data collected from a maritime simulator
and also on real-life data collected on a small boat. For imple-
menting GPS spoofing during the experiments, the authors
utilised a device which generated a GPS signal carrying
wrong GPS information. According to the experiments, the
OC-SVM based anomaly detection method featured a high
recall and precision. To demonstrate the lightweight nature
of the method and its low computational cost, the authors
implemented the method on a Raspberry Pi based monitoring
device that was suitable for deployment on real-life ships.
Such evaluation of the actual computational cost of the
proposed method and its suitability for real-life deployment
sets this study apart from many other works.

Similarly to the previous paper [15], the study by Spravil
et al. [41] focused on the detection of GPS spoofing with
the analysis of relevant NMEA messages. According to the
authors, the analysis of NMEA messages allowed for the
development of dedicated monitoring modules which could
be easily integrated into the ship’s network. To demonstrate
the viability of that approach, the authors publicly released
the implementation of the MANA (MAritime Nmea-based
Anomaly detection) framework. The framework combined
unsupervised anomaly detection methods into an ensemble,
and to identify suitable methods, the authors investigated
various GPS spoofing methods, with a number of methods
originating from other domains than maritime (e.g., aviation
and mobile phone networks). As a result of the investigation,
five methods were selected for the ensemble. To assess the
performance of the MANA framework, the authors created
the MARSIM dataset which contained a large number of
different GPS spoofing attacks and normal GPS data. Also,
the dataset was released into the public domain.'® According
to the experiments, the ensemble of five methods featured a
higher recall than each method (the ensemble regarded the
anomaly as detected if any of the five methods provided
a relevant indication). As one of the limitations of their
approach, the authors identified the need for well-chosen
thresholds for each method to avoid false positive
alerts.

Hossain et al. [33] proposed a semi-supervised ML
approach for detecting attacks against maritime radar systems
which involve manipulations of the radar image (e.g.,
freezing or rotating the image, adding an object to the
image, etc.). One of the main purposes of semi-supervised
ML is to lower the data labelling workload of human
experts [61]. For the experiments, the authors used the
RadarPWN dataset!! which is maritime specific and publicly
available (more details on the dataset can be found in [59]).
For semi-supervised ML, the authors utilised the Random
Forest classifier which was initially trained on a small
dataset labelled by a human expert. The classifier was then
used to predict the labels for unlabelled training data, and

lOhttps://github.cum/fkie—cad/mana
https://doi.org/10.5281/zenodo.6805559
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samples with the most certain predictions were added to
training data. After that, the classifier was trained again
on the labelled training dataset extended with newly added
samples. The whole training process consisted of 10 such
training iterations, extending the training dataset during each
iteration with automatically labelled samples, which reduces
the workload of human experts. According to the authors, the
final classifier achieved a high precision, recall, and F1-score
metric values.

The study [37] described a number of attack scenarios for
manipulating the maritime radar image which involved the
misuse of the ASTERIX protocol. For detecting these attacks,
the authors proposed a rule-based system which utilised
candidate policies, where each candidate policy described
the normal operating conditions of a radar. For making
candidate policies adjustable for specific environments, the
policies contained variables which were automatically set
by the system. Also, if some candidate policies were not
applicable in the given environment, they were automatically
excluded from consideration. Selected policies were used
for the real-time analysis of ASTERIX messages, and
alerts were raised on policy violations. According to the
study, the proposed system featured a high attack detection
rate with a small number of false positives. In addition,
the computational cost of the system was low, making
it suitable for resource-constrained maritime environments.
The experiments conducted in the study were supported
by the MaCySTe testbed [38], which will be described in
Section V-F.

To avoid data privacy issues of conventional ML and DL
approaches that typically require centralising data on a single
server, Hossain et al. [30] presented an FL-based approach
with the aim to enhance the detection and classification
of cyber attacks against marine radar systems. The method
constructed a global model by utilising the collective
learning ability of several distant clients, which involved
local training at clients without sharing sensitive data. For
evaluation, the RadarPWN dataset was used and partitioned
into numerous subsets to represent different data sources
in a collective learning environment. The authors provided
a comprehensive evaluation of their approach, with high
values reported for each performance metric. Additionally,
the authors evaluated several DL-based approaches for the
attack detection component of their system, choosing CNN
as the best fit. The authors stated some limitations of their
study, e.g., the need for reliable communication between
clients and the central server, which might not always
be practical in maritime operations due to connectivity
issues.

Discussion: All 8 papers discussed in this section have
focused on the analysis of application layer data (e.g.,
NMEA or AIS messages) in order to detect AIS spoofing,
GPS spoofing, image manipulation attacks against maritime
radars, and navigational anomalies. As for the used methods,
rule-based approaches are the most common and have been
suggested in four papers [37], [45], [50], [54], whereas
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remaining four papers have suggested unsupervised ML [15],
[41], semi-supervised ML [33], and DL [30]. When employed
for security monitoring, rule-based approaches are known to
be very precise [17] and are thus used by many industrial
security monitoring products (such as commonly used
network IDS platforms like Suricata). However, creating a
rule-based system requires domain experts and is a time-
consuming process. One open research area is the use of
rule mining algorithms in order to speed up the rule creation
process.

Also, the current research has largely focused on
rule-based and unsupervised ML-based approaches, whereas
only two papers analysed in this section have suggested the
use of supervised and semi-supervised ML for the detection
of navigational attacks and anomalies. Therefore, further
study of these approaches is another open research area,
as is dealing with advanced ML issues like concept drift.
Finally, as mentioned in [17], rule-based and ML-based
security monitoring systems are complementary, with both
of them having unique advantages. Therefore, building and
evaluating such hybrid systems for navigational security
monitoring is another future research direction. Inductive
logic programming [62] is a potential hybrid approach which
could be applied to automate the rule learning process in a
supervised ML manner.

D. SECURITY MONITORING METHODS FOR MARITIME
CPS
In [49], graph-based models were utilised for the detection of
attack propagation in CPSs. A graph model that represented
the digital and physical system layers was proposed in the
paper, considering the interdependencies between CPSs by
using the system variables. The model was applied in a case
study that involved a small-scale system consisting of a ship
with a fuel tank, valve, motor and propeller which were
monitored through a PLC. One scenario of normal system
usage and four attack scenarios including port scan, closing
the PLC and man-in-the-middle attacks were simulated in the
study. According to the authors, the method did not produce a
false positive alert for the normal scenario, whereas one attack
scenario out of four remained undetected (i.e., precision
and recall were 100% and 75%, respectively). However, the
evaluation of the method was limited to the aforementioned
five scenarios without testing the method on a larger dataset.
Yoginath et al. [51] proposed a Recurrent Neural Network
(RNN) based Digital Twin (DT) model to simulate an opera-
tional CPS of a Canal Lock. Their model performed real-time
analysis to detect anomalies at the earliest, specifically
anomalous changes in water levels within chambers through
which ships pass. The study [51] used an actual PLC, sensors,
valves and pumps to emulate the behaviour of the Canal
Lock CPS physically. The authors identified all the possible
scenarios, i.e., the ship’s up and down movements, performed
by Canal Lock CPS and trained a set of RNN models using the
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emulation data as input. Anomaly detection was performed
through a difference-based method (analysis of PLC and DT
predicted values). The previously DT predicted value was
compared with the current PLC read value and the deviation
was captured, with the larger value being regarded as an
indication of the attack. Furthermore, to evaluate the RNN
model, the authors performed live validation of the system.
However, no specific CPS attacks were executed to test the
accuracy of the DT concept for anomaly detection.

Xing et al. [56] presented an anomaly detection method
for the Ship Information System (SIS) based on risk
data analysis. Since SIS is a typical SCADA system, the
authors first elaborated on all the different operational
and networking components of the SIS SCADA system
and then they proceeded with presenting the data anomaly
detection approach based on a cooperative state space control
mathematical model, for the data propagated between the
sensors, the distributed controller units and the actuators.
A so-called Critical State Estimation (CSE) Algorithm was
proposed based on the Industrial State Modelling Language
(ISML). Detection rules were formulated as ‘‘condition
implies action” with the condition being a boolean formula
composed by various predicates indicating values that are
expected by system components. The approach was validated
by simulations on the ship dynamics under heading sensor
signal attacks.

The study [48] focused on the use of Teager-Kaiser
operator for time series analysis to detect anomalies in a
ship’s propulsion system in the case of cyber attacks. During
the experiments, the authors collected the following time
series data — oil consumption, fuel consumption, propeller
speed, and valve opening. The following attacks were
conducted for evaluating the anomaly detection methods —
port scanning with nmap tool, DoS attack with hping tool,
and exploiting the vulnerability of the ship’s propulsion PLC
for stopping and starting the PLC. Port scanning and DoS
attacks did not influence the propulsion system, and only the
attack against the PLC had a significant impact. According
to the experiments, the Teager-Kaiser operator managed to
identify sudden changes in the ship’s propulsion system time
series data. However, the evaluation results were presented in
the form of graphs only for the 5-minute time period which
involved a single attack against the PLC. Therefore, it is
difficult to assess what would be the detection rate for many
attacks of different types against the propulsion system during
a longer time frame (e.g., several days or weeks), and a more
detailed analysis of the proposed method was identified as
future work in the study.

The study [46] proposed the use of a Particle filter-based
anomaly detection method for time series data collected from
a ship’s CPS to detect cyber attacks. In the study, the authors
focused on data collected from the ship’s propulsion system
— the temperature of the cylinder exhaust, cooling water
pressure, and the speed of the fuel flow. For training the
anomaly detection system, the authors used data collected
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from a new cargo ship during its first sailing week, assuming
that the probability of cyber attacks during this week is very
low. For evaluating the anomaly detection algorithm, data
from the second half of the first sailing year was employed.
For discussing the anomaly detection rate of the algorithm,
the authors presented graphs for the 5,000-minute time frame
(about 3.5 days) in the study. Although the graphs displayed
some fluctuations in the time series data for the propulsion
system, the study did not detail whether these sudden changes
were the result of a cyber attack or rather a side effect of
normal navigation.

Discussion: As for the research themes in five analysed
papers, three papers focused on the vessel propulsion
system [46], [48], [49], whereas the remaining two papers
targeted vessel SCADA network [56] and canal lock
CPS [51], respectively. Therefore, apart from the propulsion
system, other parts of the vessel CPS have received little
attention so far in the context of cyber security monitoring.
Similarly, research on security monitoring for land-based
maritime CPSs is scarce, and these research gaps are likely
to be addressed by future works. As for the types of
security monitoring methods (see Table 3), no particular
method types have been dominantly employed for security
monitoring of maritime CPSs, and proposed methods have
included supervised ML [46], [51], unsupervised ML [48],
rule-based [56], and graph-based [49] methods. However,
when analysing OT data from maritime CPSs, existing
methods have generally not considered discriminating cyber
attack related CPS malfunctions from CPS faults not
caused by malicious cyber activity. Therefore, the root
cause analysis for maritime CPS faults and anomalies
is an unexplored research area which deserves closer
attention.

Furthermore, process-aware attacks target CPSs to induce
disruptions in physical processes [63]. Temporal character-
istics of the processes observed on the sensors, actuators or
control algorithms are utilised for the detection of malicious
actions beyond the failures [63]. The reviewed papers
do not address this monitoring approach comprehensively.
Just focusing on the control functions in the physical
space via process-aware approaches may not be enough
to discriminate the usual system failures from malicious
actions. Process-centric indicators should be correlated with
other cyber-space indicators that reveal the prior actions
of the attackers before compromising the control functions.
To facilitate this research, it is necessary to generate
datasets that include indicators about physical and cyber
spaces.

Finally, in order to properly study the effects of cyber
attacks on maritime CPS, a highly realistic lab environment
is needed which would mimic a real-life CPS as closely
as possible. Apart from a few recent works [38], [44]
that will be discussed in Section V-F, the creation of
realistic maritime CPS testbeds has been understudied,
and can be regarded as a promising future research
direction.
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E. SECURITY MONITORING SYSTEM ARCHITECTURES

In [13], a maritime SOC architecture was proposed. The
authors first provided an overview of the specific constraints
of the maritime domain which complicate building a maritime
SOC (for example, the limited network connectivity of
the vessels with shore). The SOC architecture described
by the authors took these constraints into account, con-
sisting of vessel-based and shore-based parts. The pro-
posed vessel-based functional blocks of the SOC were the
following:

o Network Connection Safety allowed to safely connect
monitoring sensors to monitored systems (e.g., port
mirroring for network monitoring sensors);

o Network Probe Isolation was responsible for monitoring
the network (e.g., a signature-based IDS), while being
isolated from other sensors;

o Local Preprocessor normalised and correlated events,
to lessen the amount of data that needed to be sent to
shore via network link with a limited bandwidth;

o Local Engine stored events on a ship for local alerting;

o Ship Shore Manager acted both as a data cache and
sender of data from a ship to shore, keeping the data
in cache if there were issues with the network link, and
being responsible for the link bandwidth management;

o Cyber Situational Awareness Console provided a local
simplified overview of the ship’s cyber state to the crew.
The presence of the local onboard monitoring capability
allowed for addressing scenarios where connectivity
with the shore-based SOC was missing and the ship’s
situation could not be assessed in a central land-based
monitoring centre.

The proposed shore-based functional blocks of the
SOC were the following. First, Ship Shore Manager and
Bandwidth Manager were responsible for receiving the
security data from ships and managing network connectivity
with remote parties; Central Processor was responsible
for filtering and normalising the received security data,
and Data Store was a big data solution that stored the
normalised security data. In addition to the aforementioned
blocks, the shore-based SOC had other functional blocks
that can also be found in traditional SOCs. For example,
human operators could use specialised tools for big data
analytics, searching the collected security data, creating
visualisations, etc., to achieve maritime cyber situational
awareness. In addition, SOC could be linked to external threat
intelligence sources and incident response platforms. Finally,
collected security data could be used for creating a so-called
maritime-recognised cyber picture of the status of individual
ships and the entire fleet. In their study [13], the authors
mentioned that the previously described architecture has been
thoroughly tested. Although no detailed information was
provided about the nature of these tests and the performance
of the architecture, the architecture was validated in a later
independent study [14] by building a maritime exercise
environment according to this architecture (see Section V-F).
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Schauer et al. [52] proposed a security monitoring system
architecture for ports which would integrate security data
from two distinct domains — traditional IT systems (i.e.,
cyber assets) and physical assets of the port. The authors
proposed to collect a wide variety of security events from
IT systems, including firewall events, antivirus events from
end user devices, and event logs of applications and servers.
To monitor the physical assets of the port, the authors
suggested data collection from physical access control
systems, dedicated monitoring sensors which can create
security events, etc. According to the authors, security
events from cyber and physical assets should be collected
into the hybrid situational awareness framework which can
analyse events from both domains. For real-time analysis of
these events, two major components were proposed for the
situational awareness framework — Event Correlation Engine
(ECE) and Threat Propagation Engine (TPE). According
to a widely used definition [64], event correlation is a
real-time process that involves assigning a new meaning to
event groups which occur within predefined time windows.
For implementing ECE, the DROOLS engine was used.
As the authors stated, the use of ECE allows the detection
of complex security incidents which manifest themselves
through several events from different domains. The purpose
of the TPE was to establish the impact of high-priority
security alarms via graph-based analysis, where the nodes
of the graph represented cyber and physical assets and
the edges of the graph reflected the dependencies between
assets. The approach by Schauer et al. [52] was sound and
novel considering the time of its publication, integrating
cyber and physical situational awareness methods for port
infrastructures (including communication with ships). On the
other hand, the study did not provide a deeper analysis of the
possible cyber attacks and how they could be detected in the
maritime infrastructure domain, exemplifying the proposed
approach through two attack scenarios.

The paper [55] discussed a big data architecture to collect
OT data from Uncrewed Surface Vehicles (USVs) for various
purposes like business management, disaster prevention,
anomaly detection, etc. The authors proposed the collection
of the following data from USVs — ship’s performance and
navigational data (e.g., speed, position, level of fuel, etc.),
data about the environment (e.g., wind, temperature, etc.),
data from sensing devices that provided information about
the objects around the ship (e.g., data from the radar), and
data that was collected from other sources than the USV
itself (e.g., industrial data about the USV collected from the
manufacturer). For storing the collected data, a cloud-based
solution was proposed that was using PostgreSQL database.
According to the authors, visualisation capabilities were an
important aspect of the big data architecture, and the authors
suggested the use of the LinDA toolkit for processing the
data in the PostgreSQL database. As an example use case
for the big data architecture, the paper described an anomaly
detection scenario for identifying abnormal combinations
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of the sailing angle and the USV speed. For anomaly
detection purposes, an Isolation Forest-based method was
proposed, but the study did not include its performance
evaluation.

Moller et al. [53] discussed an agent-based intelligent
maritime traffic management system to support a coastal
Vessel Traffic Service (VTS) with a clear situational picture,
traffic and environmental information. For that purpose,
the authors proposed to introduce a Multi-Agent System
(MAS) that extended to vessels to exchange relevant data
(e.g., navigational and safety information) with the central
VTS. Following the concept of connected cars, the authors
also introduced the concept of connected ships which were
continuously in contact with each other. That facilitated the
exchange of important navigational information not only
through VTS but directly between ships. The authors also
described how to augment the proposed distributed MAS with
a security monitoring functionality. First, the authors detailed
the weaknesses of the wireless communication networks used
by MAS, and mentioned a mitigation opportunity in the form
of anomaly detection for data flows in the network. The study
also suggested the use of neural networks for the detection
of cyber attacks, but did not report any experiments with the
proposed method together with attack detection performance
results.

Discussion: From the four analysed papers, two papers
have proposed generic security monitoring architectures,
with [13] discussing a maritime SOC and [52] a situational
awareness system for a port infrastructure which is similar
to SOC. The remaining two papers have proposed security
monitoring architectures for specific purposes (a big data
architecture for monitoring USVs [55] and a VTS-centric
security monitoring architecture [53]). Although the creation
of SOCs is a widely studied cyber security topic (see [16]
for a recent domain overview), most works in this area lack
detailed recommendations and guidelines for implementing
a SOC in a scalable and resource-efficient way (for example,
recommendations on software solutions to use and guidelines
for configuring them) [65]. Furthermore, only a few works
have evaluated the SOC architectures and provided relevant
performance data (e.g., for resource consumption and event
processing rate of system components). Since maritime
environments are often resource-constrained, these topics are
also relevant in the maritime context and constitute valuable
future research directions.

According to recent studies [16], [66], SOC analysts are
often overwhelmed by security alerts of low importance
which leads to analyst burnout and alert fatigue. For
supporting the human analysts, alert prioritisation has been
identified as an important topic for SOC environments [16],
and several ML approaches have been recently proposed for
that purpose [67], [68]. Since alert prioritisation algorithms
for reducing human alert fatigue have not been studied in the
context of maritime SOC, it can be regarded as one of the
open issues for future work.
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F. SECURITY MONITORING TESTBEDS

The short paper [57] aimed to present a platform to generate
data and scenario traces for the evaluation of algorithms for
intrusion detection. The introduced solution was based on a
ship’s two critical subsystems: 1) the propulsion and engine
control in which a computer fan simulated the ship’s propeller
and the fan’s actual RPM represented propulsion, 2) the
navigation subsystem with the rudder control to simulate the
ship’s direction changes. Each subsystem had an independent
controller which used common industrial communication
protocols, like Modbus, DNP3, and S7. The heart of the
setup was the central controller built on a Raspberry Pi. The
simulated sensor — that provided the measurement of the
engine parts’ temperature — was made of an open-source
electronics platform called Arduino. The authors provided an
overview of the project, describing its overarching objectives
and outcomes, but the overview lacked the required depth for
allowing to recreate a similar platform.

Raimondi et al. [14] described a testbed for conducting
cyber exercises to train maritime SOC teams. The testbed
followed the maritime SOC architecture proposed in [13]
(see the previous section for a detailed discussion) and was
implemented with Linux containerisation techniques. The
testbed employed a ship simulator for simulating the ship
at sea and a custom Python script for transmitting data
received from the simulator as NMEA messages to other
ship-related testbed components. For monitoring the ship
network, the authors proposed Suricata IDS which employed
Lua scripting for parsing NMEA messages. For the cyber
situational awareness console on the ship, the authors used
Splunk which also forwarded data to a shore-based central
SIEM server (another instance of Splunk). To illustrate the
training process of maritime SOC operators, the authors
described an example cyber exercise which involved the
injection of false NMEA messages into the ship network that
interfered with the gyrocompass. The task of the trainees was
to detect this attack with the help of Splunk query language.

In [44], a testbed was presented for experimenting with
the Industrial Control System (ICS) of a warship. To achieve
a high degree of realism, the authors utilised the physical
devices of real ships as much as possible. The testbed imple-
mented the following four areas of the warship — propulsion
system (engine and propellers), direction (rudders), energy
(fuel for the engine and fuel pump), and artillery (76mm main
gun and motors for moving the gun turret). For these four
areas, a physical implementation contained a bow and rear
of the ship with a physical gun turret, rudders, propellers,
physical devices of the bridge, etc. According to the authors,
the use of virtualised solutions would have decreased the
realism of the testbed, since they would have not allowed
for the full imitation of the ship’s real-life environment. For
low-level monitoring of Modbus RTU fieldbus traffic in the
ICS of the ship, the authors proposed the use of Zeek IDS
with specialised traffic capturing hardware and Zeek protocol
parser for the Fieldbus protocol (in [69], the authors provided
a more detailed description of this solution). For regular
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network monitoring, commercial IDS sensors were suggested
by the authors.

Basels et al. [36] introduced a testbed to identify navigation
radar vulnerabilities and to experiment with relevant security
monitoring solutions. The offensive module of the testbed
was based on the Radar Attack Tool (RAT) [59], which
is able to launch a variety of image manipulation attacks
against maritime radars (e.g., freezing or scaling the image,
removing an object from the image, etc.). The defensive
module of the testbed involved Snort3 and IPAL IDS
solutions which were configured to detect the attacks against
maritime radars by analysing application layer data in
network traffic. For Snort3, the authors developed the rules
for detecting message injection attacks, whereas IPAL was
employed for detecting message modification scenarios.
The detection by IPAL relied on two methods outlined
in [70].

Longo et al. [38] described the MaCySTe testbed designed
for maritime cyber security experiments with the vessel
IT/OT systems. The authors released detailed installation
instructions of the testbed together with the source code
in order to facilitate maritime cyber security research in
other organisations. The testbed was built on top of Linux
containers, making it a highly resource-efficient solution
with modest computational requirements. The testbed pro-
vided a detailed emulation of the vessel network, naviga-
tional devices, propulsion system, and other components
together with relevant protocols (e.g., Navico BR24 and
Modbus). For evaluating security monitoring functionality,
the testbed supported the use of network probes and
SIEM. The network probes captured and parsed traffic
in the vessel network, forwarding relevant data to SIEM
for visualisation and analysis. The authors also provided
some illustrative examples on how the MaCySTe testbed
can be utilised for cyber attack and attack detection
experiments.

Discussion: From the five analysed papers, two papers
have proposed testbeds for experimenting with vessel ICS
and SCADA networks [44], [57], one paper has proposed
a testbed for maritime radars [36], one paper has described
a more general maritime testbed for a wide range of cyber
security experiments [38], whereas [14] focuses on a SOC
testbed for training maritime SOC analysts. Since [57]
is a short paper, the discussion of the proposed testbed
remains fairly brief, but in the remaining four papers [14],
[36], [38], [44] detailed testbed descriptions are provided,
with all testbeds being highly realistic environments for
conducting maritime cyber security monitoring experiments
and trainings.

However, it should be considered that some of the
aforementioned studies represent specific environments (e.g.,
warship’s ICS). Therefore, the creation of highly realistic
maritime cyber security testbeds remains an open research
area. Also, realistic testbeds allow for generating high-quality
datasets for maritime cyber security monitoring experiments.
As discussed in Section V-A, although recent studies have
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publicly released several maritime-specific datasets, their
number remains limited (see Table 4), and the creation of such
datasets is another important future research direction.

V1. DISCUSSION

In order to answer RQ3 (see Section III-A), this section
presents the discussion of our main findings about the
identified research gaps. The main findings are based on the
analysis from the previous section and are presented below.

Finding 1: Lack of evaluations on maritime-specific
datasets which are publicly available. Numerous publications
have evaluated the proposed security monitoring methods on
datasets that are not publicly accessible (see Table 4), so the
experiments in question are characterised by an inherent lack
of reproducibility, thereby precluding the possibility of result
verification. Although a number of studies have employed
publicly available datasets, these publicly available datasets
are often not maritime specific but rather generic intrusion
detection datasets like NSL-KDD, CICDD0S2019, TON-IoT,
etc. (see Table 4). Therefore, the validity of these research
results remains questionable, because the datasets do not
represent the actual maritime systems closely enough. Some
notable exceptions include [30], [31], [33], [41] which have
employed the publicly available maritime-specific datasets
(see Table 4).

Finding 2: Lack of data generation about system failures.
According to recent domain overview papers [71], [72], [73],
research datasets used for developing and testing security
monitoring solutions in IT networks [71], ICSs [72], and
CPSs [73] include attack and normal system activities.
Thus, the developed security monitoring approaches discrim-
inate attacks from normal activities or identify anomalies
originating from malicious actions. We have observed a
similar approach in the datasets related to the maritime
domain. However, in practice, system failures arising from
unintentional causes (e.g., software or hardware errors,
environmental condition changes) can be mistakenly detected
as anomalies resulting from cyber attacks. Thus, the root
causes of the incidents are not usually identified accurately
and timely, causing delays and discrepancies in incident
handling and recovery operations. As pointed out in [73], it is
important to include activities representing all failure modes
of the target system in the datasets. For example, recent
studies in the energy domain aim to discriminate cyber attack
related anomalies from non-malicious ones [74], [75], [76].
Therefore, we contemplate that the generation of datasets that
include system failures in addition to normal and attack cases
would facilitate the research in developing solutions for more
granular and informative security monitoring functions.

Finding 3: Lack of publicly available experiment code and
prototype implementations. Most studies have not released
the implementations of proposed methods and the experiment
code (see Table 4). This shortcoming is another serious
obstacle to achieving reproducibility, and it also complicates
the evaluation of the proposed methods on different datasets
and in live environments.
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Finding 4: Lack of proper performance evaluations with
appropriate metrics. Several studies have failed to properly
evaluate the performance of the proposed security monitoring
methods with proper metrics (see Table 4). However, in the
field of security monitoring and ML, widely acknowledged
performance metrics exist such as precision, recall, and F1-
score [17]. The failure to use such widely used metrics makes
it difficult to assess what is the attack detection rate and false
positive rate of the proposed methods, and how the proposed
methods compare to other approaches.

Finding 5: Lack of proper computational cost evaluations.
Only some studies (e.g., [15], [31], [34], [37], [40]) have
assessed the computational cost (e.g., CPU time and memory
consumption) of the proposed security monitoring methods.
However, the computational cost is an important consider-
ation, since vessel networks can usually not accommodate
specialised computing platforms for expensive calculations.
For example, some recently proposed security monitoring
methods are based on DL (see Table 3), which is known
to be computationally expensive [17], and without the
computational cost assessment the applicability of these
methods in maritime environments remains questionable.

Finding 6: Lack of detailed assessments of cyber attack
impacts on maritime CPSs. Some papers (e.g., [46], [51])
which have proposed methods for detecting cyber attacks
against maritime CPS have not conducted cyber attacks in
a relevant lab environment. However, the lack of such cyber
attack experiments prevents to assess what is the real impact
of these attacks on CPS, and what are the best avenues for
detecting these attacks. Furthermore, the assessment of cyber
attack impacts and best attack detection approaches requires
a lab environment which mimics CPS as closely as possible.
However, apart from a few recent studies [38], [44], the
methods for building highly realistic maritime CPS labs and
testbeds have not received enough attention in the relevant
literature.

Finding 7: Lack of detailed evaluation of the proposed
security monitoring system architectures. Security incident
handling processes usually require collecting, aggregating
and correlating security events from various sources to do
more relevant prioritisation, accurate incident categorisation
and impact assessment. Although the idea of using maritime
SOC and aggregating diverse security data from many
sources has been proposed in several past studies [13],
[52], [53], [55], existing works have not published detailed
evaluation data for the proposed architectures. However,
some similar studies that are not maritime specific have
included such evaluations (e.g., see [65]), and works from
maritime domain should follow the same approach.

Finding 8: Security monitoring methods for some maritime
systems have been understudied. As discussed in Section V,
security monitoring methods for distributed maritime net-
works have been largely focusing on IoT networks, while
other network types have received less attention. Also, most
network monitoring research has utilised supervised ML
methods, and studying the feasibility of other methods is
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a valuable future research direction. For example, semi-
supervised ML is known to greatly reduce the model devel-
opment cost of supervised ML [61], but we found only one
relevant work in the analysed literature [33]. Also, process-
aware maritime CPS monitoring which correlates indicators
from the physical and cyber space remains an open research
topic. As for security monitoring methods for navigational
systems, the use of supervised and semi-supervised ML, rule
mining, and inductive logic programming for rule learning
are other possible future research directions.

Finding 9: Advanced ML issues have been understudied
in the maritime context. The shortage of domain-specific
datasets in the maritime field is a major obstacle to
understanding the performance of ML methods in solving
maritime security monitoring problems. However, once
datasets are created, various advanced problems related to
the application of ML methods can be addressed. Handling
the concept drifts that may occur in the feature space,
learning from small labelled datasets and efficient utilisation
of experts for labelling are some research directions that can
be tackled in this domain. The application of large language
models for a better understanding of the detection rules
and monitoring results [77], and receiving suggestions from
these models about the course of actions can be studied
in the maritime context. Some of the security monitoring
tasks can be deployed into the resource-constraint devices
in maritime systems for making real-time decisions. Thus,
another potential research dimension would address running
and optimising learning models on such devices (e.g.,
TinyML applications as recommended in a recent study [78]).

Finding 10: Human aspects of security monitoring systems
have been understudied in the maritime context. Although
the ultimate goal of cyber security monitoring would be
the full automatisation of attack detection and response
mechanisms, it is highly expected that human experts will
take a critical part in incident handling processes in any case.
Thus, interdisciplinary and holistic approaches involving
human and technical aspects of the problem domain are
highly needed. Training and awareness programs for security
analysts and maritime operators addressing design issues
for the minimisation of human errors (e.g., optimising user
interfaces of monitoring tools), enhancing communication
between incident handling teams or selecting the right
course of action under stressed conditions are some sample
topics that require further research in this domain. Another
potential research topic is the use of ML tools for alert
prioritisation that helps to prevent alert fatigue among SOC
analysts (a recent study among maritime cyber security
experts has confirmed the importance of this topic [29]).
Apart from a few works which have discussed the expected
competence of maritime SOC analysts and their training
process [14], and the design of training events for building
maritime cyber security skills [79], existing studies have
generally not touched on human aspects of maritime security
monitoring.
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VIl. CONCLUSION AND FUTURE WORK

In our research, we conducted a systematic literature review
in which we surveyed four digital libraries. After a careful
selection process described in Section III, we identified
32 papers in the field of cyber security monitoring in
maritime. In Section V, we provided a comprehensive
overview of these publications, highlighting their strengths
and shortcomings. We shared the bibliometric analysis of the
papers in Section IV, and we discussed the identified research
gaps in Section VI. Our developed taxonomy (outlined in
Section V-A) provides a structured framework for analysing
cyber security monitoring-related literature, allowing insights
into the strengths and limitations of existing publications.

As we discussed in Section VI, we identified several
shortcomings and limitations of the currently available
literature. The present study yields the following findings.
First, we found several dataset related issues (Findings 1-
2). Maritime-specific publicly available datasets should be
used for experiments to ensure the reproducibility and the
validity of research results for maritime environments. Also,
the datasets should include system failure data not associated
with cyber attacks, since that would allow us to evaluate
how well the security monitoring methods can distinguish the
effects of cyber attacks from other system failures.

Second, we identified several evaluation related issues
(Findings 3-7). To improve the quality of evaluations, appro-
priate metrics should be used for assessing the performance of
algorithms. Also, it is important to assess the computational
cost of the proposed methods. Evaluations should be realistic,
involving real cyber attacks that are conducted in a lab
environment with a high degree of realism. For the sake
of reproducibility, it is essential to share the experiment
code and prototype implementations. Similarly to security
monitoring methods, detailed evaluations are needed for
security monitoring system architectures.

Third, we identified several previously unexplored
research areas of maritime security monitoring (Findings 8-
10). For example, the monitoring methods for maritime IoT
networks and vessel propulsion systems have been studied
more in the current literature, whereas other types of maritime
distributed networks and maritime CPSs are potential
targets of future research. Similarly, process-aware model-
based methodologies, emphasising the correlation between
physical and cyberspace indicators for enhanced system
malfunction and cyber attack distinction, could be leveraged
in the maritime domain. Furthermore, several advanced
ML issues like concept drift and learning models for
resource-constrained environments deserve more attention
in the field of maritime security monitoring. While the
training of personnel constitutes a fundamental aspect of
cyber security monitoring, it is noteworthy that only few
works specifically addressing this subject matter could be
identified in the relevant literature.

As for future work, we plan to study the methods of
creating a realistic maritime cyber security monitoring lab,
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using our experience in the field [27]. Also, we plan to
use this lab environment for the creation and release of
maritime-specific datasets to facilitate security monitoring
research in the maritime domain. Finally, our plans include
studying advanced ML-based security monitoring methods
on these datasets.
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Abstract: The cyber attack surface in a maritime environment is constantly growing. More current information
and computer technologies are being used on cargo and passenger ships to save on operational costs and
increase navigational safety.

Along with the growing reliance on automation, the risk of a disruption to a vessel's critical systems by drawing
on the wrong inputs from sensors to change the behaviour of the actuators has significantly increased.

Traditional operational technological systems are much more complicated to update than the automatic
software updates we see in information technology systems. To better understand existing cyber threats in the
maritime sector and increase cybersecurity resilience, this paper aims to replicate the digital components of a
ship's bridge to examine scenarios when the bridge system loses connectivity, receives the wrong inputs from
sensors, or the internal system becomes compromised.

The simulator differentiates fundamentally from traditional simulators or digital twins in the maritime sector
that focus on training seafarers. This environment generates data streams that are similar to those on board a
ship. Those data streams can be analysed, modified and spoofed to observe the effects. The effects can be
technical but it is equally necessary to analyse how human beings would react in specific circumstances.

Our work provides the opportunity to isolate the ship network traffic, conduct penetration testing, find
cybersecurity vulnerabilities on devices, and execute cyber attacks without the dangers associated with running
such scenarios on a vessel in the open sea.

Keywords: maritime, cybersecurity, testbed

1. Introduction

Cyber threats and actual incidents in the maritime sector are constantly growing. Recent cyber incidents and
accidents have highlighted how fragile the naval industry is, despite its importance in world trade. The industry
depends increasingly on digitalisation, integration of systems, operations, and automation. The growing role of
autonomous vehicles makes the problem more severe. The consequences of possible cyber attacks can include
financial losses, safety issues, bad publicity, and compliance risks. The cases usually originate in technology,
staffing, or cybersecurity operating procedures that lead to technology testing and education.

This paper proposes a multi-functional environment for cyber-related education and maritime-related cyber
research that is flexible enough to adapt to specific needs. Although the proposed environment has enormous
potential in education, this paper highlights the technical perspective and introduces the testbed functionality.
The simulator aims not to provide sailing-related experience but focuses on the consequences of cyber attacks
and how to react to those attacks. Furthermore, the environment offers a maritime-related climate for cyber
experts to conduct experiments.

The environment has a network similar those found on vessels. The generated data streams traffic is used as a
source for analysis and penetration testing. Using the simulator, we achieve similar results to those on actual
vessels without violating the integrity of the expensive equipment on board a ship. Even though the proposed



environment has considerable potential for education, this paper highlights the technical perspective and
introduces the testbed functionality.

The first section focuses on the current situation in the maritime sector and its challenges. In Section 2, we
provide relevant background on cybersecurity in the maritime sector. Section 3 reviews related research
addressing the available solutions that can be used as a training or research environment. In Section 4, we
describe the setup of the multi-purpose cyber environment that was built on the premises of the NATO
Cooperative Cyber Defence Centre of Excellence, Tallinn, Estonia, and discuss its similarities and differences
compared to a real ship. Section 5 presents the conclusions and highlights the future directions.

2. Background

In recent times, the importance of cyber defence has been continuously increasing in the maritime sector, as in
other industries. The following section provides an overview of the sector’s specific characteristics.

2.1 Cybersecurity in the maritime sector

Nowadays, the importance of the shipping industry for modern society is constantly growing. The volumes of
goods carried by ships in 2019 reached 11.08 billion tons (Explaining shipping, 2021). It is estimated that over
80% of world trade is carried by the shipping industry (United Nations, 2021). The need to reduce operational
costs has led the shipping industry to seek new and advanced technological solutions. In 2017, the International
Maritime Organization (IMO) initiated a scoping exercise to determine how the safety, security and
environmental soundness of Maritime Autonomous Surface Ships (MASS) operations might be addressed using
IMO instruments (International Maritime Organization, 2021). The development of technologies and policies
that make autonomy a feasible solution has enabled several organisations to make progress on such projects
and will soon sail their first autonomous ships (Tam and Jones, 2018).

Along with the growing reliance on automation, the risk of external interference and the disruption of critical
systems is greatly increased; malicious actors can interfere with the different control systems of the ship. They
can cut off all external communications or obtain confidential data. Cybersecurity on board ships is gaining in
importance due to recent incidents on ships at sea (Caprolu et al., 2020).

In June 2017, the world’s largest container shipping company, A.P. Mgller-Maersk was one of the companies hit
by the malware NotPetya (WIRED, 2018). In July 2018, one of the biggest shipping companies, China Ocean
Shipping Company (COSCO), was victim of a cyber attack (Goud, 2018). Norsk Hydro was hit by an extensive
cyber attack in March 2019 (SAFETY4SEA, 2019). Although these incidents were ransomware related and the
role of the operators was high, it has been successfully demonstrated by researchers that both information
technology (IT) and operational technology (OT) systems used on board have vulnerabilities that can be
exploited or exposed unintentionally by crew members (Bhatti and Humphreys, 2017), (Pen Test Partners, 2020).

Those unique circumstances demanded creating an environment for research and education in this field so that
the maritime sector will become more resilient to cyber attacks.

2.2 Aspects of cybersecurity

Cybersecurity refers to the application of technologies, processes and controls to protect systems, networks,
programs, devices and data from cyber attacks. In Information Technology (IT) it focuses on the practice of
ensuring the confidentiality, integrity and availability of information (CIA triad). It comprises an evolving set of
tools, risk management approaches, technologies, training, and best practices designed to protect networks,
devices, programs, and data from attacks or unauthorised access (Gourlay, 2000).

Cybersecurity has several aspects: application security, information or data security, network security, disaster
recovery/business continuity planning, operational security, cloud security, critical infrastructure security,
physical security, and end-user education. Technology, people, and regulatory frameworks are always essential
to solving problems in cybersecurity, and this is no different in the maritime field. These three elements are
fundamentally interconnected. At the same time, research can improve how these function from a cybersecurity
perspective for the maritime sector.

According to (Fortress Information Security, 2020), the maritime-specific cybersecurity challenges span
technology, staffing, and cybersecurity operating procedures. The main purpose of this work is to provide an
environment that can be used to educate the crew, research technologies and test operating procedures.



2.3 Technology-related challenges

Maritime organisations have a vast array of legacy operational technology (OT) and information technology (IT)
systems deployed. The majority of those systems were not designed with cybersecurity in mind. In addition, the
different OT system configurations and architectures on the various ships make it challenging to secure the
network infrastructure and their topologies aboard a vessel.

The situation is becoming more severe since autonomous or remotely operated off-shore vehicles will contain
even more OT components, interconnected with navigational and other subsystems. Since the control system
of the whole industry cannot change overnight, new ships have to maintain compatibility with obsolete systems,
and since they have the heritage of old solutions requested by legacy standards, the applicability of the newest
cybersecurity solutions will be limited.

Despite growing automation on ships, communication links use satellite-based solutions that provide only
limited bandwidth. These circumstances limit remote assistance and maintenance in the case of a cybersecurity
problem.

Appropriate technologies (e.g. antivirus, firewalls, intrusion detection/prevention systems, endpoint security
and others) should be selected and implemented to provide comprehensive cybersecurity protection for these
OT systems. Still, ship-system producers keep sailing safety in the primary position, often at the cost of
cybersecurity. In most cases, it is hard to select the proper defence solution for several reasons.

The applied technology is barely standardised, the communication standards are vendor-specific, and
furthermore, with an approximated 40-year life cycle, operators on ships cannot update CPS on the same
frequency we are doing with generic IT systems where software vendors are constantly pushing their updates.
Therefore, it is difficult to neutralise potential vulnerabilities in this field and this leads to weak system resilience.
Currently, there is a lack of environments in which we can research and educate the maritime sector to test the
different components individually or the whole system.

2.4 Education-related challenges

Ships, ports, terminals and offshore facilities are increasingly dependent on networked information and
communication technology (ICT) (Heering et al., 2020). Seafarers must be ready to cope with a growing number
of cyber threats on board ships, with cybersecurity awareness playing an essential role in emergency and crisis
management. Maritime education and training institutions (MET) offer high-level facilities for training seafarers,
such as maritime simulators. These tools aim at learning and practising different operations like sailing, docking,
and the use of onboard devices like RADAR, Electronic Chart Display and Information System (ECDIS), and others.
Cybersecurity education is usually outside the scope of the curriculum, and the facilities do not support this task.

The authors argue that a certified ship bridge simulator can be used for teaching and practising responses to
cyber-related incidents. Besides this fact, the lack of a proper testing environment is a severe barrier to
improving cybersecurity awareness. The key to more cyber-safe operations at sea lies in the proper
implementation of cybersecurity awareness training for active and future seafarers by taking into account their
responsibilities onboard the ship and their background knowledge of IT. Training and awareness are key
elements to effective cyber risk management on ships.

3. Related work

3.1 Testbeds

Determining the vulnerabilities of industrial control systems using embedded devices is a complicated process
because of the complex hardware and software interactions. Lund et al. (Lund et al., 2018) shed light on the
great importance of the central components like Integrated Navigation Systems (INS) and ECDIS for the safety
and security of maritime operations, but claims that the topic has barely been studied.

One approach is to build a comparatively simple system that captures the relevant complexity (i.e., a testbed)
(Davis et al., 2006). A testbed is an essential tool, avoiding the need to experiment exclusively on live systems.
The topic is highly researched in the field software testing, primarily in the context of vulnerability identification.
Salunkhe et al. have published (Salunkhe et al., 2018) systematic literature review results regarding the cyber-
physical testbeds focused on simulation. According to their findings, the literature focuses on electrical grids,
network and communication, but not on maritime related topics.



Frank et al. introduce the design considerations for cybersecurity testbeds (Frank et al., 2017) for education. The
main requirements were automated deployability, reusability, low cost, high availability and scalability. The
paper introduces the main challenges of the testbed setup and installation, but the cases focus on the
vulnerabilities of web application, which is not relevant on a ship.

3.2 Maritime-related solutions

Brinkmann and Hahn offer a testbed architecture for maritime systems (Brinkmann and Hahn, 2017). Their work
introduces the physical testbed ‘LABSKAUS’ (Laboratory for Safety Critical Analysis On Sea) as part of the
eMaritime Reference Platform (eMIR), which is a CPS, and provides various maritime specific components, such
as a reference waterway, research boat, sensor infrastructure and a mobile bridge. According to the paper the
development of safety-critical systems such as a highly automated and autonomous vessel brings the need to
establish a test environment (or ‘testbed’) close to the real world in addition to simulative test environments.
This solution can support the development, validation and certification process. The highly sophisticated testbed
uses a sensorbox that contains sensors and actuators which correlate with the environment; for example, a
waterway network or a hydrodynamic environment. The complex system supports the solution of technical
questions, but does not have educational features.

Modelling and simulation technologies are also extensively used in the maritime industry. A digital twin is a
digital representation of a physical object, asset or system: a ship, a car, a wind turbine, a power grid, a pipeline,
or a piece of equipment, such as a thruster or an engine (Smogeli, 2017). Although they enable early and
continuous simulation-based testing, cutting the expenses of the system integration (Smogeli, 2017), this
solution cannot be used to identify vulnerabilities, since the digital twin setup differs from the actual devices
installed on ships. At the same time, a system based on a digital twin can be used for cybersecurity education.

Tam et al. presents a Cyber-SHIP Lab (Hardware, Software, Information and Protections) as a next-generation
research capability for maritime cybersecurity (Tam et al., 2019). This facility offers a complex research capability
considering the physical aspects as well as the digital, with a lab that is accurate at the hardware level and not
based on simulation or emulation. According to the plans, Cyber-SHIP would accommodate ship controller
devices, so ship-identical systems could be installed at a considerably higher budget. Multiple configurations of
the equipment can be created to imitate different ships. Although the setup proposed in our paper has the same
objectives (supporting research and education), but our solution uses simulation-based data source that offers
a more simple setup but still close to the real world.

Although the relevant literature is rich, only a few papers are available about a maritime-related environment
for education, research and penetration testing. Their research offers help for industry, government, and
academia to understand and mitigate cyber threats in the maritime sector.

4. Multi-purpose cyber environment

As was introduced in the previous chapter, the maritime industry faces challenges in cybersecurity. These issues
are also growing instead of getting easier to solve. The following section presents the multi-purpose cyber
environment, a tool that can be used to ease the pain related to those problems.

The solution can be used for several different purposes. Besides the demonstration and educational functions,
it offers data source functionality and environment vulnerability testing.

4.1 System setup

The environment is based on a Transas NTPRO 5000 Navigational Simulator that was designed exclusively for
educating crew. A simulator environment contains the visualisation part that is responsible for the audio and
visual experience, with several TVs, as it can be seen on Figure 1.

All the environmental parameters that can influence the simulated ship, such as visibility, wind and weather
conditions, current and tide, can be set on the instructor machine, just like marine traffic and the position of
other ships, that defines the RADAR picture and NMEA-Messages from real world data (e.g. Automatic
Identification System (AIS)).



Figure 1. Multi Purpose Cyber Environment

The seafarer, who operates the simulated ship can control it via its fundamental components — the wheel,
buttons and telegraph — and can see the actual status of the vessel on the screen of the coning machine. All the
parameters are calculated by the simulator server. The crew can use the MFD as on a real ship. Since the
laboratory is used for demonstration purposes as well, an extra monitor is added on which the screen of the
MFD can be seen. As Figure 2. shows, the original setup was extended using a Gateway Machine, Researcher's
Computer, Data Collection Unit and additional MFD for research purposes.

In a simulator environment, the central components (i.e. MFD and ECDIS) are identical to the devices installed
on ships, but the computers contain simulator-related software components as well. These software
components (RADAR and MFD Server) generate a ship-like network traffic according to the simulated values;
therefore, the network traffic of the sensors and RADARs exists only in these computers and are not available
from outside of the device.

In contrast to a real ship, the sensors measure the different physical values that are converted into a digital
format and transferred via NMEA-0183 protocol to the sensor integration unit — though given different names
such as Data Distribution Unit, Data Acquisition Unit, Data Collection Unit (DCU), Sensor Concentration Unit and
so on —that converts these values into an IP based data communication format, usually TCP. (In some cases, the
sensors have direct serial connections to the workstations) Since the RADAR data (picture) is different from the
sensor data, the RADAR is treated differently: it is connected directly to the INS. RADAR can have an independent
network or it can use the same network but a different protocol, for example UDP.

The main purpose of this research was to create an environment, where the ship network traffic appears, and
the control devices are exactly the same (without simulator-related software pieces) like on a vessel. This
solution provides the opportunity to isolate the ship-network traffic, conduct penetration testing on devices, or
simulate cyber attacks. To achieve this goal, a Gateway Machine is used to host the RADAR and MFD servers,
emulate the ship’s RADAR and the DCU from which the ship-related data is available. The simulator sends the
simulated data to the Gateway Machine, and the MFD and RADAR application also connects to it and reads the
sensor values and RADAR pictures.

Since the simulator offers a wide range of ship types, the solution provides configurable network traffic that is
very close to the actual ship’s network traffic.
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Figure 2. System setup.

4.2 Use cases

The multi-purpose cyber environment can be used mainly in the field of technology and education. This paper
focuses on technology-related use cases that will be introduced in detail in this chapter.

4.2.1 Vulnerability testing environment

Nowadays, a ship can have several isolated networks for different purposes. The navigational network, the ship
control network, the WiFi network used during loading and unloading the cargo, and the propulsion controlling
network are all isolated networks (sometimes physically). The networks are logically interconnected by different
crew members, who operate different devices based on data from different sources. As the level of integration
between ships is increasing, these networks could no longer be separated. With less system isolation to protect
systems, environments for simulating complex networks become more useful to the maritime sector.

The obsolete, twisted-pair and serial data transmission based on IEC 61162-1/NMEA-0183, and more recently
the NMEA-2000 protocols are widely used on vessels. Since the devices that use these protocols must be
integrated on modern ships, the legacy protocol was encapsulated into TCP/IP packets. Although this solution
was simple, it brought a considerable amount of cyber-related problems into the picture. The modern ships
using TCP/IP networks use legacy NMEA-0183 protocol packets encapsulated into TCP packets to transport their
sensor data. The multi-functional environment can be used for generating this kind of network traffic, which can
be analysed and reused in different ways.

The highly sophisticated switch offers Encapsulated Remote SPAN (ERSPAN) capability. As the name says, it
delivers generic routing encapsulation (GRE) for all captured traffic and allows it to be extended across Layer 3
domains. This feature together with the installed VNC clients enables full remote and network traffic analysis
via a Virtual Private Network (VPN).

The Transas NTPRO-5000 — on which the environment is based — offers several different ships with its sensor
and actuator sets for selection and the available sensor data generated according to the selected ship’s sensor
set. In the ship’s network segment a research computer is installed for network traffic analysis, creation, and
modification purposes. This solution offers an environment, where the ship-identical network data is available
for the tested device, together with a modified or artificially generated one.

The environment also helps develop and test cyber defence solutions, such as antivirus, intrusion detection
systems, and so on, since all the necessary devices are available for measurement and behaviour analysis in the
setup.



4.2.2 Offensive cyber testing environment

There exist dozens of different types of cyber attacks, and defending against them is a tedious task with no single
overall solution available. Since ships can be considered a system of systems, their defence, especially via the IT
infrastructure and port management systems, is demanding. A ship’s controlling device is an industrial control
system (ICS). These are specialist information systems that differ significantly from traditional information
systems used in the IT world (Drias et al., 2015). Some attacks are not applicable against a ship; for example,
phishing attacks, URL interpretation attacks, or web attacks.

In a ship, one primary defence against cyber attacks is air-gapping ship controls, navigation, and sensors from
the rest of the IT systems, networks and the internet. Correctly implemented air-gapping creates a challenge for
the attacker. If there is no possibility of a network connection, the remaining way to compromise the system is
to deliver malware via a physical medium such as a thumbdrive, which is connected to and physically transferred
between the air-gapped system and other ship or off-ship systems that are compromised and ready to deliver
the malicious payload.

A scenario with an inside attacker significantly expands the attack surface on the air-gapped system. An insider
might purposefully craft and deliver malware via physical media, or even do it off-ship or instruct somebody else
to deliver it. An insider might break the air-gapping by physically connecting to another ship network that can
have deployed malware on other connected computers making it less noticeable. Air-gapping could be broken
permanently, temporarily (e.g., to deliver malware), or intermittently — installing a communication device that
could receive commands from and send data to an off-ship location. In the simplest case, it could be a mobile
router or modem with a mobile data roaming plan that works across the globe and can communicate in ports or
near the shore, or any of the vast variety of point-to-point communication devices enabling communication in
more fixed locations or between moving ones (e.g., from another ship).

In the simplest case, these communication devices can be connected directly to one of the computers in the air-
gapped network and be used by already functioning malware. In this case, the communication device only
provides a communication channel for the malware, the computer provides power and the network stack. The
malware injects network packets or manipulates the system’s inputs or outputs. This type of deployment is the
most visible at the system level — it might be visually displayed, visible in the systems network configuration and
the malware might also be detected by defences on the infected system.

Other cases can combine a communication device with a networking device that can inject (e.g., VPN router
providing OSI Layer 2 access to an attacker) or modify (e.g., transparent firewall or similar device on the line)
packets in the air-gapped network. These deployments can function without deployed malware, and therefore
can be harder to detect but also can have less functionality. The most obvious scenario is establishing a foothold
and communication channel inside the network of the systems, usually a switched Ethernet network.

Individual systems have their own set of controls and sensors that are directly connected to the system via a
shared communication bus or point-to-point connections, which is commonly aggregated by a controller. Most
of the controls or sensors can be replaced by compromised ones or a network intermediary device on the line
that injects or modifies the data stream. The best point for the injection of a physical malicious control channel
(or pre-programmed device or software) is the control board which allows the data stream of multiple inputs or
outputs to be modified at the same time.

Without purposeful inspection, malware injected physical devices or breaches of air-gapping are hard to find as
usually nobody is looking for those as long as everything functions properly. Therefore, the attacker can be
dormant for months or years waiting for a specific moment or an opportunity to achieve an objective — disable
the ship to get it stranded or take over control to crash it into another ship, the shore or a port.

The controller component (processor unit), such as ECDIS or MFD or a sensor, uses the multi-purpose cyber
environment to test against cyber attacks. All the described potential attacks can be classified as either network
(packet injection, modification, replay) or system (malware). This allows us to simulate and research all the
possible outsider and even more diverse insider attacks.

4.2.3 Maritime-related experiences

The widely used legacy NMEA-0183 industrial protocol does not have sophisticated error correction, nor
encryption; therefore, TCP packets containing NMEA-0183 messages can be faked or injected easily. A possible
attack scenario could be a malware attack, where the malware is installed and sends TCP packets with valid



sensor data. This kind of infection can be carried out in the supply chain or during software or chart updates on
the ship.

Despite the fact that the periodicity of the sensor data is predictable, it is not checked in the ship's controller
devices, so the displayed value can be overwritten if new -incorrect- data arrives right after the correct value.
There are no resources describing how to detect abnormal behaviour in the messages with the valid payload. A
possible solution could be an extension of an intrusion detection system that analyses and checks the data itself.
This solution could also compare different sensor's data like speed data from speed sensor and location data
from the GPS.

5. Summary and future works

The multi-purpose cyber environment introduced here aims to provide both education and research in
cybersecurity issues for a specific vessel. Although this paper introduced only the technical and research
perspective of the environment, education-related usage is the subject of a follow-up paper.

The solution increases cybersecurity research capabilities to include maritime cybersecurity, particularly for
analysing systems, hardware and software components, protection development, and testing existing
procedures.

Further development is needed to separate the ship-related and the simulator-related network traffic in order
to create a more realistic environment.
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Abstract—The world is shifting towards increased digitali-
sation, severely impacting critical infrastructure like maritime
transportation. Electronic navigation equipment—such as echo
sounders, sonars, anemometers, gyrocompasses, autopilot sys-
tems, GPS receivers, and many other instruments—used on
modern ships have undoubtedly decreased naval accidents over
the years. Still, these devices may suffer from cyber security
vulnerabilities because system developers and vendors often
do not consider cyber security aspects. This paper presents a
lightweight research environment, focusing on the IEC61162-450
protocol and able to simulate cyber attacks against an Electronic
Chart Display and Information System (ECDIS) included in a
Multi-Functional Display (MFD). This environment is a vital tool
for marine cyber security experts wishing to engage with research
addressing existing and potential cyber security vulnerabilities in
electronic navigation equipment.

Index Terms—cyber security, IEC61162-450, maritime, testbed

I. INTRODUCTION

Cyber security threats in the maritime industry are rising
fast; the sector witnessed a 400% increase in attempted attacks
between February and June 2020 [1]. Gartner forecasts that
cybercriminals will progressively weaponise industrial control
systems (ICSs) this decade to potentially cause harm to
life and the environment [2]. Adding to this challenge, ICS
vulnerabilities saw an increase of 27% in 2022, while 77% of
vulnerabilities lack any mitigation [3]. Electronic navigation
equipment on modern ships has undoubtedly increased mar-
itime safety over the years [4], but they may be susceptible
to cyber vulnerabilities. [5], [6] Meland et al. introduces 46
maritime-related cyber incidents [7]. This forecast worsens
since the required data and navigational networks are getting
more complex to support the growing maritime automation
capability, becoming a critical maritime component [8].

According to Katsikas, cyber security is a critical issue for
ships because of their increased dependence on information
and communication technologies (ICT) for ship control, their
advanced integration of control systems, their increased con-
nectivity with shore control centres, and their accessibility to
and from the Internet [9].

To minimise the attack surface of the control systems, the
security of network services and devices is essential because

a flaw in the implementation can make a controlling system
vulnerable. To help developers with this task and ensure
interoperability, a rigorous standardisation process is in place,
which should also include security.

Despite all the efforts, a standardised protocol might remain
vulnerable to cyber attacks, and implementation flaws might
weaken the software. To tackle these challenges, experts need
safe and secure research environments and testbeds, to develop
and test their solutions.

The IEC61162-450 is a standardised protocol, which is
widely accepted by manufacturers and maritime agencies
worldwide and used in navigation systems composed of
Electronic Chart Display and Information System (ECDIS),
Integrated Navigational Systems (INS) and Data Collector
Units (DCU) [10], [11].

The IEC61162-460 standard extends the IEC61162-450 by
providing requirements and test methods for equipment to
be used in environments where higher safety and security
standards are needed since there is a risk of exposure to
external threats. It does not introduce new application-level
protocol requirements since those are defined in IEC61162-
450; it focuses on the safety and security of the Ethernet
interconnection [12].

This paper’s main contribution is to introduce a testbed
to support cyber security research, focusing on the above-
mentioned protocol. Additionally, we overview the IEC61162-
450 protocol and we introduce attacks to demonstrate the
workings and usefulness of our testbed. In this environment,
we exploited the protocol’s—which has undergone a rigorous
standardisation process—severe vulnerabilities, which extend
the attack surface of ECDIS.

The remaining of the paper is structured as follows. Section
II presents the background necessary to make the paper self-
sustainable, as well as the related work. Section III introduces
the testbed, while Section IV confirms that it satisfies the
requirements set out for such testbeds in the literature. Section
V describes the attacks executed on the testbed and Section VI
presents and discusses the results we obtained. Finally, Section
VII summarizes our conclusions and offers suggestions for
future research.
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II. BACKGROUND AND RELATED WORK

This section provides a comprehensive overview of the on-
board communication protocols under study and a discussion
of the related work.

A. Onboard Communication Protocols

ICSs control and monitor industrial processes such as lo-
gistics, manufacturing, and transportation. Real-time response,
high availability and reliability are the key features of these
systems. Different industries often have unique, sector-specific
protocols to fulfil these requirements.

In the maritime domain, NMEA (National Marine Elec-
tronics Association) is a worldwide organization that, among
other activities, issues marine electronics interface standards,
to enhance the technology and safety of such equipment.
One of these standards that supports digital onboard com-
munication is the NMEA-0183 standard, that later evloved
into the IEC61162 standard. These are described in the next
subsections.

1) NMEA-0183: In the early 80s, the NMEA issued the
NMEA-0183 standard, which defines the interfacing between
various marine electronic equipment and navigational comput-
ers, allowing them to share vital information [13]. NMEA-
0183 evolved from earlier NMEA standards (-0180 and -
0182) and is based on the serial communication protocol
standard “RS422” (Standard EIA-422-A). This underlying
protocol supports data exchange between one talker and up
to 10 listeners. The data exchange used 7-bit ASCII-encoded
sentences, up to 82 characters long [14].

2) IEC61162-1 Protocol: In 1997, NMEA-0183 v.1.5 was
translated into the international industrial standard IEC61162-
1 [15].

The most commonly used communication protocols in
navigation follow the IEC61162 standard, a collection of
International Electrotechnical Commission (IEC) standards
for “digital interfaces for navigational equipment within a
ship”. Several standard versions were published during the
IEC61162’s long evolution. While the IEC61162-1 protocol
is designed to work over serial lines, its gradual development
led to the IEC61162-450 protocol that works over Ethernet.
This paper focuses on this protocol, whose detailed description
is given below.

3) IEC61162-450 Protocol: Over the years, the number of
onboard sensors increased, along with the complexity of the
ship control systems. Along with it, Ethernet networks with
Internet Protocols (IPs) became predominant. As Rgdseth and
Christensen wrote in [8] in 2007, Swedish experts proposed an
Ethernet-based interface standard for maritime navigation and
radio communication equipment and systems. This proposal
was accepted in March 2008 by Working Group 6 (Digital
interfaces) of Technical Committee 80 of the IEC. The stan-
dard has been published as IEC61162-450 [10]. Although the
new protocol offers more flexible services, the data format still
follows the first version, in which the sensor data is transferred
in IEC61162-1 sentence format. This new protocol, referred
to as “Light-Weight Ethernet” (LWE), has been developed to

be used in instrument or process layer networks since it has
moderated complexity to be implementable on devices with
limited resources such as embedded computers, radios, and
AIS receivers.

The LWE protocol is based on the standard User Datagram
Protocol (UDP), in which the talker sends multi-cast pack-
ets that propagate over the ship’s network. The IEC61162-
450 supports four general communication patterns for data
transmission: Multi-Sentence Message (MSM), Binary Image
Transfer (BIT), Command-Response Pair (CRP) and Sensor
Broadcast Message (SBM). Current research focuses on the
latter. According to [16], the SBM is a standard UDP packet
that allows transmitting the IEC61162-1 sentences in a net-
work environment from multiple talkers to multiple listeners.
The payload of the UDP packet contains a six- byte-long
static header (UdPbC’0’) and one or more TAG (Transport,
Annotate, and Group) blocks, followed by the original data
(IEC61162-1 sentence). The general structure of the TAG
block is explained below and depicted in Table I.

Table 1
IEC61162-450 PACKET STRUCTURE.
Byte Offset Function E le value

00 TEC61162-450 Header UdPbC’0”
06 Delimiter \
07 Parameter code s
08 Parameter code delimiter :
09 System function indicator | SI0011
15 Parameter field delimiter
16 Parameter code n
17 Parameter code delimiter :
18 the Parameter value 683
21 Checksum delimiter *
22 Checksum value 16
23 Delimiter \
24 IEC61162-1 data $TIROT,123.45%hh

For example, consider an SMB message with the following
payload: UdPbC‘0’\s:SI0011,n:683*16\$SIHBT,01,A,44*28

In this example, “UdPbC” followed by a null character is
the datagram header that indicates the transmitted data type,
and in this case it is an IEC61162-1 formatted sentence.

The first TAG block transfers the system function ID (SFI).
In this case the “s” parameter code is for talkers and the
parameter value contains the SFI—in this example “SI0011"—
which is the default SFI value.

The next TAG block with the “n” parameter code is assigned
a sequence number to each sentence transmitted from each
SFI, the parameter value in this example is 683.

After the checksum delimiter and checksum the transferred
data comes; in this example an IEC 61162-1 formatted sen-
tence: “$SIHBT, 01,A,44%28”.

Before the DCU starts converting and sending the data from
the sensors in IEC61162-1 format, the MFD software starts,
and an initialisation procedure occurs. However, in our paper
we cannot disclose the initialisation part of the communication
to respect the manufacturer’s copyright restrictions. First, the
MEFD software sends a ping request towards the DCU. If the
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DCU answers the request, the MFD establishes a Transmission
Control Protocol (TCP) communication socket with the DCU
using Transport Layer Security (TLSv1). In the encrypted data
exchange, 160 bytes are sent from the MFD to the DCU, then
the connection is closed, and the UDP broadcast stream starts
flowing from the DCU.

B. Related Work

We conducted a comprehensive literature survey in several
digital libraries to get an overview of publications related
to cyber security, testbed, and maritime together. The rich
literature introduces several testbeds that can support cyber
security-related research in the field.

Conti et al. published a comprehensive review on testbeds
and cyber ranges [17]. Their work introduces the ICSs’
architecture, their components, the most common protocols,
and attacks against them. Although the publication includes
an enormous number of testbeds, none of them deals with
marine-related systems.

Sicard et al. in [18] presented a cyber security testbed for the
naval defence sector involving ICS components focusing on
four main systems: direction, energy, artillery and propulsion.
The introduced testbed involves different Programmable Logic
Devices (PLCs), Human Machine Interfaces (HMIs), physical
simulated actuators and sensors, and attack generator comput-
ers. Unlike our work, this one does not deal with navigational
devices.

The publication of Puys et al. suffers from the same short-
ages. Their Hardware-In-The-Loop Labs can serve cybersecu-
rity awareness training and research on SCADA (Supervisory
control and data acquisition) systems [19].

Tam et al. share the proposal for a complex research
environment for maritime cyber research called Cyber-SHIP
platform involving real maritime equipment not only for
testing but also for data generation. The excellent environment
can support the penetration testing of such devices, but this
solution needs serious financial resources to implement [20].

Kavallieratos et al. review the cyber-physical testbeds which
potentially can support cyber security research [21]. Their
work compartmentalises the testbeds as physical, virtual and
hybrid ones and shares the different functionalities like vul-
nerability analysis, training, defensive mechanism, assessment
of cyber attacks impact and threat analysis. It highlights the
requirements for a cyber-physical range, that we adopt in
this paper. Our testbed follows the Cyber-Enabled Ships’
Testbed in a simplified way: our work includes only the sensor
simulator, the network and the visualisation device, together
with the research computer.

Our literature survey shows a need for a lightweight research
environment that can be used for cyber security research or
testing of ECDIS or other navigational devices.

III. OUR TESTBED

Our testbed, which aims at facilitating research on the
cyber security of the IEC61162-450 protocol, contains sensor
simulator software, data converters to convert the simulated

values into IEC61162-1 and IEC61162-450 format, an MFD
to visualise the data, and a researcher’s computer to process
the network traffic and to investigate different attacks.

The logical schema of the research environment can be seen
in Figure 1.

: Researcher's Sensor simulation
Fum‘tli]:na] Computer (NEMA Studio) SealLINK+8.SC
Display Attack and
I Analysis NMEA 0183
’ Network DCU-450

Figure 1. Research environment.

A. Sensor data simulation

The data is generated by the NEMA Studio [22] software
which can simultaneously simulate several different physical
sensors, such as wind speed and direction, velocity, etc. and
data sources, like AIS and GPS receiver, and encapsulate
them into IEC61162-1 sentences. Instead of the commercial
solution, the open-source NMEASimulator [23] also can be
used. The data generator software runs on the researcher’s
computer.

B. USB to serial interface

The sentences are sent over USB to an eight-port USB/serial
converter [24]. Individual serial ports were used for each
simulated sensor to make the research environment realistic.
This device supports the RS422 standard as the underlying
protocol, according to IEC61162-1.

C. Serial to Ethernet Interface

The serial ports are connected to a DCU450, which has 16
bidirectional ports (supporting IEC61162-1 format) and acts
like a bridge between the legacy and the new communication
protocol: it generates the IEC61162-450 data stream from the
data arriving on the different serial ports of the DCU. This
data stream is sent further to the MFD computer.

D. MFD computer

The MFD is an integrated electronic display system that
consolidates various navigational and operational information
into a single or multiple screens. It provides comprehensive,
real-time data about navigation, engine, weather, and other
operational values. In our setup the MFD computer runs a
Navi-Sailor 4000 MFD software, that contains the ECDIS and
RADAR subcomponents. Our research environment embed
this software, however it can accomodate other solution that
uses the IEC61162-450 communication protocol [25].

E. Network device

In this research environment only a TP-Link TL-SG108E
8-Port Gigabit Easy Smart Switch is installed, providing the
network connectivity between the devices. The switch mirrors
all the network traffic to the researcher’s computer, to provide
the data for network traffic analysis.
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F. Researcher’s computer

This computer is used to accomodate the different software
packages for sensor value generation. Since the network traf-
fic between the DCU450 and the MFD is mirrored to this
computer, it can be used for network flow analysis. Addition-
ally, the computer can accomodate software for vulnerability
analysis over different attacks.

G. Software components

The researcher’s computer can accommodate different soft-
ware; we used the following ones in our testbed:

1) Wireshark: is a commonly used network traffic and
protocol analyser software [26].

2) TCPReplay: is a suite of free Open Source utilities for
editing and replaying previously captured network traffic [27].

3) Self-developed software: We developed software in
Python to replay previously recorded UDP streams and gener-
ate fake sensor values to be injected into the network traffic.
One can develop and run any software that the infrastructure
can accommodate.

IV. SATISFYING RELEVANT REQUIREMENTS

Kavallieratos et al. in [21] define the requirements for a
cyber-physical range that we have adopted. Although our
testbed is simple, it is flexible, since the researcher’s computer
can accommodate a wide range of simulators and penetration
testing software. The same feature applies to the MFD com-
puter. The only seeming bottleneck is the chain of protocol
converters since the testbed converts the NMEA sentences into
NMEA-450 format. This shortage can be handled easily, as
the researcher’s and MFD computers are in the same network,
therefore any ethernet-based protocol can be used, according
to the needs.

Regarding the Scalability and adoptability requirements,
our testbed can easily accommodate devices and services,
according to the specific objectives. However, the computers
used limit the processing power and other available resources
for the individual components. Because of the simple setup,
it is limited in number of users, leading to low shareability;
it offers a workspace for only one person at each time. On
the other hand, the simple setup allows experienced users to
easily access and use the system with reasonable training.

The testbed can work without any external connections,
providing a fully isolated environment. At the same time, it
does not provide external interconnection capabilities, limiting
its interoperability.

Because of the simple structure, our solution is extremely
cost effective. In particular cases, it can be built using only
open-source software.

Therefore, our analysis shows that the testbed meets most
of the requirements introduced in [21].

V. EXECUTED ATTACKS

The CIA-triad (confidentiality, integrity and availability) has
been a conceptual model of computer security for several
decades [28].

To test our research environment, we conducted attacks
against the Navi-Sailor 4000 ECDIS by exploiting the com-
munication protocol’s weaknesses. These attacks are not new,
since this research focuses on the testbed, not on the attacks.

The introduction of the foothold establishment on a real ship
is out of the focus of this paper; however, malicious software
or a secretly installed attacker device can generate malicious
traffic.

As detailed below, the MFD cannot resist malicious activi-
ties. To prove this, we conducted the following attacks against
the navigation system: replay, injection, modification, and
eavesdropping; these undermine the CIA-triad of the system.

A. Replay Attack

This attack is based on retransmitting previously recorded
packet or sensor data. For this attack, the relevant packets
were filtered out from the network traffic and replayed with
our own-developed scripts. Since the IEC61162-450 relies on
UDP, our attack was successful, and the ECDIS displayed the
replayed information.

B. Injection Attack

In the case of false data injection, the malicious actor
injects crafted packet to falsify operational values. During
our experiments, the following sensor values: wind speed and
direction, water depth, heading and turning were injected.
Artificially generated packets were sent to the MFD, which
could not detect the attack. There is no warning or other
indication of improper behaviour or false value representation.

C. Modification

In the case of a modification attack, the transferred data is
caught by the malicious actor, and after it has been modified,
it is sent to the receiver. To analyse this attack, an Ad-
dress Resolution Protocol (ARP)-based Man-In-The-Middle
(MITM) attack was executed to pipe the communication over
the researcher’s computer. During our experiment, the packets
with the relevant sensor data were captured from the original
message, they weremodified and then resent. We modified
ships’ positions in the simulated AIS packets. The UDP head-
ers needed to be changed to accommodate any manipulation
of the payload length. The sensor data modification attack was
successful.

D. Eavesdropping

The IEC61162-450 protocol transfers the sentences in clear-
text format, without encryption. Since it broadcasts UDP
packets, all sentences are delivered to every host in the subnet,
making eavesdropping trivial. We were able to collect sensor
data with our setup.

VI. RESULTS

In our testbed, a particular ECDIS device was used, meaning
that other vendors’ products might not be vulnerable to the at-
tacks we executed. Despite this fact, the challenged IEC61162-
450 protocol enabled the abovementioned attacks against the
communication between the DCU and the MFD.
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According to Kim et al. the STRIDE (Spoofing, Tampering,
Repudiation, Information Disclosure, Denial of Service, and
Elevation of Privilege) methodology is suitable for distributed
control systems’ threat modeling [29], [30]. Here we introduce
the attacks’ results with respect to the relevant aspects of the
STRIDE methodology.

A. Spoofing

During the injection attack, the MFD showed the artificially
generated data from the packets regardless of the sensor value.
The fake data is displayed even if it came from a different input
channel or different IP. The replay attack—in which the pre-
recorded sensor values or network traffic were used—was
also successful.

To calculate the optimal attack rate a Monte Carlo-like
simulation was executed [31]. The simulated sensor trans-
mitted messages at a rate of 10 times per second, while
the display refresh time was set to 1 second. We executed
attacks at varying rates, starting from 1 attack per second and
incrementally increasing to rates such as 1.1, 1.2, 1.5, then
2, 2.1, 2.2, 2,5 attacks per second, and continuing up to 20
attacks per second. This progression is illustrated in Figure 2.
During the simulation, we measured the probability of fake
values being displayed.

According to the results, the pre-recorded or artificially
generated packets’ transmission frequency influenced the suc-
cess rate of suppressing the attacked sensor values. the prob-
ability of a successful attack increased significantly when
the malicious packets were sent slightly more often than
the original sensor value (blue, red, and orange lines) or its
harmonics (10.x, 20.x, 30.x). In our case, the original sensor
sent ten samples a second, and it was suppressed with p>0.8
probability if the fake values were sent 10.1, 10.5 times in
a second. We also experienced high probabilities with higher
attack ratios, but they didn’t reach the same result.

When the attack was executed at multiple rates of the
original sensor data, such as once, twice, or three times a
second, the success rate was higher when the attack frequency
was higher than the double of the original data’s frequency.

It is important to mention that the probability heavily
depends on the timing because of the interference of the attack
and sample rate.

B. Tampering

Since the analysed protocol supports only limited cyber
security measures, the involved navigation and control systems
are exposed to cyber attacks in which the attacker modifies the
actual data or fabricates fake messages. A successful attack
can lead to the navigation or control system’s denial of service,
which can have severe consequences on a ship. The IEC61162-
450 protocol is defenceless against replay or spoofing attacks.
Since the integrity of the systems cannot be guaranteed, an
attack can cause fake sensor values to be visualised; this might
be considered as a type of denial of service, because the crew
cannot see the actual operational values. This can have serious

consequences, for example a ship can run aground because of
falsified depth data.

The modified sensor values—regardless of the attack
type——can harm the automated navigation systems, like track
and course control systems, that can lead to severe conse-
quences like grounding, collision, etc. The modified control
values can cause financial losses, for example, increased deliv-
ery time, increased fuel consumption; environmental damage
e.g., oil spill in the case of accidents; or safety issues like loss
of stability because of incorrect ballast management.

0.8 +

0.4 +

1 5 10 15 20 25 30
X attack/sec

x + 0.0 attack/sec —— x + 0.1 attack/sec
——x + 0.2 attack/sec x + 0.5 attack/sec

Successfull attack ratio

Figure 2. Probability of successfull injection attack.

C. Repudiation

The analysed protocol does not support nonrepudiation.

D. Information Disclosure

The eavesdropping was successful against the protocol,
meaning that it does not support privacy-related security goals.

E. Denial of Service (DOS)

Although this paper focuses on an application layer pro-
tocol, it is worth mentioning that the IEC61162-450 protocol
relies on the UDP protocol, which is a connectionless protocol
i.e, it does not require an acknowledgement during commu-
nication. This protocol characteristic makes it vulnerable to
attacks that overwhelm the connections with large volumes of
malicious traffic (UDP flood attack) that can lead to denial
of service [32]. Since the protocol is connectionless, it does
not guarantee the source nor the reliable delivery of datagrams
[33].

These preconditions make onboard communication unreli-
able. The sensors or data aggregators cannot check if their
data arrived at the control device, and there is no way to
check the validity and reliability of data. This means that data
are interpreted for use by the ship operator or navigational
system without any content control. In our research, the MFD
is flooded by packets containing modified sensor values that
cause DoS because of the above reasons.

F. Elevation of Privilege

The privilege elevation pertains to the processes on the end
systems; this was out of the scope of the current research.
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VII. CONCLUSION AND FURTHER WORK

In this paper we highlighted the importance of cyber secu-
rity research in the maritime sector and identified the need for
a testbed that can be used for this purpose.

The lightweight solution we propose provides a safe and
secure environment for cybersecurity research and device
testing focusing on IEC61162-450-related works; however,
other protocols can also be tested. We demonstrated its value
by successfully executing cyber attacks that exploited the
weaknesses of the protocol and of the ECDIS. This process
revealed the vulnerabilities of the protocol.

The main contribution os our work is the easily replicable
environment that can support researchers, opening up a world
of possibilities for further research. The executed attacks
and revealed vulnerabilities shed light on the fragility of the
maritime sector from a cyber security perspective.

Our results provide a good environment and background
for further research. Protocol, device, and application-related
vulnerabilities can be researched to enhance the sector’s cyber
security preparedness.
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Abstract—Digitalization is a global trend affecting many crit-
ical infrastructures, including maritime transportation. Incorpo-
rating information and operational technologies into transporta-
tion processes significantly enhances efficiency but also introduces
substantial risks originating from cyberspace. It is a significant
endeavour to develop lab environments to research offensive
and defensive aspects of cybersecurity and facilitate hands-on
experience in educational settings.

This paper introduces a hybrid cybersecurity research and
education lab environment for the maritime domain. It enables
real-world data to be fed into a controlled setting equipped with
various emulation system components. The lab, which combines
open-source and low-cost commercial software, also benefits from
virtualization technologies and real hardware devices. Its scala-
bility and affordability make it a viable solution for educational
purposes. Although the environment is defended against external
access, it can be provided for third parties on demand.

We conducted a series of cyberattacks on the network and an
open-source navigation application to demonstrate the effective-
ness of our lab setting. The recorded and shared network traffic
from these attacks not only serves as a fertile ground for our
own research but also invites other researchers to develop and
test their solutions, fostering a collaborative environment for the
advancement of cybersecurity in the sector.

Index Terms—Cybersecurity, Maritime, Research Environ-
ment, Education Environment

I. INTRODUCTION

The maritime industry is actively adopting advanced tech-
nologies, including sensors, sophisticated networks, and het-
erogeneous devices, to boost efficiency and tackle contem-
porary challenges. These technologies have become increas-
ingly integrated, so the maritime industry faces heightened
cybersecurity concerns [1]-[4]. Consequently, the necessity
for a diverse research lab environment becomes critical to
fortifying cybersecurity infrastructure, learning and protecting
against evolving threats, and ensuring the sector’s resilience
and safety. Moreover, empowering cybersecurity researchers
to comprehend such offensive and defensive strategies neces-
sitates the public availability of various attack datasets.

Various research studies have addressed a similar goal of
establishing a lab environment in the maritime domain [S]-
[7]. Despite the rich content of emulated system components,
some of them do not provide publicly available datasets [5],
[7] or the attacks realized in the datasets address limited

attack types (e.g., only Man-in-the-Middle (MiTM) attacks to
RADAR communication are addressed in [6]). The develop-
ment and design of defensive mechanisms, such as intrusion
detection systems (IDSs), highly require public datasets with
diversified attack types to conduct effective benchmarking
among the available solutions. More importantly, the current
datasets include only attacks and normal system behavior [8].
However, in real-world settings, it is also important for IDSs to
discriminate between malicious actions and system failures, as
they initiate distinct incident-handling processes encompassing
different teams. Thus, the datasets should include different
system failure cases in addition to malicious actions to meet
real-world requirements.

We have established a lab infrastructure that is designed
to emulate a small-scale maritime network environment to
facilitate research regarding various offensive and defensive
aspects of cybersecurity. Although our aim is to extend the
infrastructure with other operational technology components
of a ship (e.g., engine automation, cargo handling), the cur-
rent version mainly replicates navigational components, which
constitute a significant attack surface for cyberthreats. In this
paper, we detail the architecture of this laboratory setup.
We also present a series of application and network layer
cyberattacks executed within this lab environment. In addition
to cyberattacks, we also emulate normal system behavior and
system malfunctions induced by non-malicious factors. We
capture the network packets of whole system activities, and
derive the MarCyb dataset which is publicly available in raw
format at https://data.taltech.ee/records/00fa9-5xv20.

Our lab infrastructure leverages virtualization technologies
to deploy and test diverse system configurations easily. As
malicious activities are generated in cybersecurity research,
these technologies enable us to restore the system upon
completion of the experiments. Although our current efforts
focus on research activities, we also aim to use our experience
to develop training environments for students and professionals
in the future. Thus, virtualization perfectly aligns with this
goal as it offers the required flexibility and scalability to create
controlled settings for educational purposes. We also integrate
real hardware devices into our lab to emulate more realistic
cases when the research necessitates it. More specifically,
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we have deployed an Automatic Identification System (AIS)
receiver device that collects real-world AIS messages from the
environment and relays them to the navigation system.

The rest of the paper is organized as follows: Section II
gives some background information about maritime system
components, standards and proprietary protocols. Section III
presents the system architecture of the developed lab and
details the system components and tools used for lab devel-
opment.

The attacks, carried out in the environment are introduced in
Section IV, which also includes the openly available MarCyb
dataset. Section V elaborates on our results. Section VI intro-
duces the related work and highlights the difference between
ours and other’s solution. Section VII concludes the paper and
provides some insights about future research directions.

II. BACKGROUND

A. Maritime system assets

Modern vessels typically adopt overarching digital onboard
architecture to aid safe navigation. One critical component
that is utilized is the Global Navigation Satellite System
(GNSS), enabling worldwide localization. Additionally, one
of the key factors that affect several aspects of navigation
decision-making is the availability of information broadcasted
between vessels and between vessels and shore base stations in
proximity through the AIS [9]. AIS is a tracking system used
in vessels and vessel traffic control services to identify and lo-
cate vessels. It is regarded as the main tool for complementing
navigators’ direct visual/audible information augmented with
RADAR data to prevent collisions at sea. Information such
as the unique identification number of the vessel (MMSI),
its current position (longitude-latitude), heading, rate of turn,
navigational status (e.g., underway or at anchor), course over
ground (COG), and speed over ground (SOG) is broadcasted
to other vessels and/or to base stations. This undoubtedly
aids in navigation, as well as in tracking and monitoring the
movement of other vessels. The rate of broadcasts ranges
between 2 and 12 seconds depending on the size, speed
and maneuver of the vessel while underway, and every 3
minutes while at anchor. The European Union has since 2010
required that passenger vessels, irrespective of size, and all
vessels, other than passenger vessels, of 300 gross tonnage and
upwards engaged on international as well as non-international
voyage use an AIS system. Also, all fishing vessels of the EU
countries whose lengths exceeded 15m were required to install
the system by 2014 [10].

The RADAR system on a vessel also contributes to visu-
alizing the static landmasses or buoys while also enabling
automatic tracking of moving objects through the automatic
radar plotting aid (ARPA), thereby revealing the course of
vessels. Also, the dispersed sensors throughout the entire
vessel are consolidated into a central Integrated Bridge System
(IBS) and depicted on nautical displays called Electronic Chart
Display and Information Systems (ECDIS) to support the
crews.

B. Maritime networks and protocols

Nowadays, the transmission of sensed data on vessels is typ-
ically carried out through an ethernet-based network, specif-
ically IEEE 802.3. A fundamental approach for transmitting
nautical data is to utilize NMEA 0183, a standard specified by
the National Marine Electronics Association (NMEA). NMEA
formats the maritime data in human-readable sentences and
encapsulates it within UDP datagrams or TCP streams. This
facilitates the distribution of the nautical information through
unicast, multicast, or broadcast transmissions over Internet
Protocol (IP) [11].

The AIS infrastructure identifies nearby vessels and com-
municates with marine traffic control base stations. Typically,
an AIS transceiver is connected to the network of the vessel
via a serial link interface standardized by NMEA 0183. AIS
messages are encoded within NMEA 0183 sentences inside
link layer frames captured by the receiving station. These
messages resemble IP packets featuring message lengths and
structures determined by bit values in the header, and payloads
encapsulated within higher-level frames. The receiving station
can add blocks of tags to such sentences or add new sentences
as needed [12].

III. SYSTEM ARCHITECTURE

The high-level network architecture of the lab setup is
demonstrated in Figure 1. The main system components in-
cluded in this architecture are described below.

AIS Receiver

Sensor simulator host X
Wind Compass g
Weather | Velocity g AIS Relay -
Depth AIS = Attacker machine
= Network monitor
Internet Firewall b ECDIS machine

Figure 1. Network Architecture of Lab Setup

OpenCPN Server (OCPN): This component represents a
simpler version of the ECDIS system [13]. It is the target host
for the information collected from the navigation interfaces
and other system components (i.e., AIS messages and sensory
information).

AIS Receiver (AISRec): This device collects AIS messages
transmitted by the ship in the coverage of the receiver and
sends them to AIS Relay over TIA/EIA-422 protocol [14].

AIS Relay (AISRel): This host relays the AIS messages
received by AISRec to OCPN. This host has a network inter-
faces connected to the internal network. An AIS Dispatcher
software running on this host encapsulates AIS messages into
UDP packets before relaying them [15].

Attacker Host (AttackH): This host is the source for the
attacks conducted in the lab setup. Kali Linux 2023.2a is
deployed to realize various attacks (e.g., network scan, MiTM,
Denial of Service (DoS)).
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Firewall (FW): This gateway applies network-level filtering
rules by running Pfsense. It creates a controlled environment
by enforcing strict inbound and outbound rules to isolate the
lab environment from the Internet.

Network Monitor (NetMon): This component runs Zeek
and Suricata to store and analyze the network packets re-
garding the normal behavior of the system components (be-
nign traffic) and the attack-related behavior (attack traffic).
Although our research environment can be used for system
malfunction simulation and detection, this has not been im-
plemented yet, and no system malfunction detector has been
installed.

Sensor Simulator (SenSim): This component runs NemaS-
tudio, a software to generate network traffic with the NMEA
protocol [16]. It can simulate various source devices (e.g.,
AIS, RADAR, sensors) within different vessel contexts. As we
utilize a real AIS device that collects real-world data from the
environment, in our setting, this simulator is used to generate
data related to various sensors such as wind, heading, and
weather sensors.

In our network setting, AttackH, OCPN, AISRel, and Sen-
Sim are located in the same VLAN, which is referred to as
shipLAN. NetMon is connected to the switch port, which
listens to all traffic in promiscuous mode.

Table 1
SYSTEMS COMPONENTS AND TOOLS

Tools and Versions
OpenCPN 5.8.4-1

System Component
OpenCPN Server

Operating System
Security Onion 2.3

AIS Relayer Kali linux 2023.2a NemaStudio 1.36
Sensor Simulator Pfsense CE 2.6
Firewall Zeek & Suricata

Network Monitor
Attacker Host

Table I provides detailed information about the system
components (i.e., installed OSs and tools). Except for the
AlISRec, all system components run on the virtualization
system using 14.48 GB RAM, 100GB disk and 7 virtual cores.
We assigned 1 virtual core and 2 GB RAM to FW, 2 virtual
core and 4GB RAM to each OCPN, SenSim and AttackH.
AlISRec is a hardware McMurdo SmartFind M15S device.

IV. SYSTEM BEHAVIOR AND EXECUTED ATTACKS
A. System Behavior

We defined two system behaviors, the normal one and the
system failure and cyberattack-related one.

1) Normal System Behavior: Normal behavior refers to the
period of the baseline generation, when a simulated cyber-
attack does not take place, and the network traffic consist of
UDP packets conveying sensor data generated by SenSim, and
relayed by AISRel. It also contains the IT infrastructure related
packets, like ARP, ICMP, TUP packets.

2) System Failures and Cyberattacks: In this period the
network traffic contains additional packets generated by At-
tackH. These packets are related to the malicious activity
that is introduced in Section IV and can lead to system

failures. Our current setup contains the NetMon component,
that can indicate abnormal network traffic, but the system
failure detector is the matter of further research. To support
researchers, we also provide a file containing data on sensor
malfunctions.

B. Network Attacks and MarCyb Dataset

To demonstrate the capabilities of our laboratory the most
common attacks were conducted, and these attacks are intro-
duced below [17]-[19].

1) Man-in-the-Middle attack: A “Man-in-the-Middle”
(MiTM) attack is a form of cyberattack in which an attacker
secretly intercepts and may modify communication between
two parties. An address resolution protocol (ARP) spoofing
was conducted to intercept the communication between the
data source and the ECDIS. During this process the ARP
tables of the endpoints were overwritten and the packets were
transferred through the malicious actor’s computer, where the
content of the packets was optionally modified.

2) Replay attack: Replay attack involves recording network
traffic between two peers, and replaying recorded network
traffic at a later time, possibly changing the content of original
network packets. Replay attacks are regarded as lower-tier
MiTM attacks, since the adversary is not intercepting and
modifying the network traffic in real time. In the lab envi-
ronment, the replay attack was successfully executed for AIS
messages, changing the name and the location of the vessel.
For traffic recording, the fcpdump tool was used. Recorded
network packets were modified with the rcprewrite tool, and
replayed with the zcpreplay tool.

3) Fuzzing attack: Fuzzing is a method for testing the
software which involves providing unexpected input to the
software. In the field of network security, protocol fuzzing
involves manipulating the protocol fields in network packets,
so that the fields would have unexpected or abnormal values.
Protocol fuzzing is useful for verifying if network applications
are able to cope with abnormal packets and for identifying
vulnerabilities in these applications (for example, buffer over-
flow vulnerabilities, conditions where the application crashes
on specific abnormal protocol field values, etc.). In the lab
environment, protocol fuzzing was applied to the NMEA
protocol for testing the OpenCPN navigational application.

4) DoS attack: Denial of Service (DoS) attack involves
saturating the network bandwidth or the computational re-
sources of a network application with an excessively large
number of network packets or application requests. In the
lab environment, DoS attacks were staged with 750, hping3,
and Metasploit tools, creating a flood of UDP packets not in
NMEA format. The OpenCPN navigational application was
targeted by these DoS attacks, testing its ability to cope with
large number of packets in invalid format.

5) Scanning attacks: The lab environment was also used
for various scanning activities with the nmap and masscan
tools:

A) TCP and UDP port scanning — this type of scanning
allowed for identifying open ports (network services) which

646
Authorized licensed use limited to: Tallinn University of Technology. Downloaded on October 09,2024 at 16:21:46 UTC from |IEEE Xplore. Restrictions apply.



can be accessed by the attacker. Since TCP protocol involves a
connection setup with a three-way handshake, a valid response
from the network service during the handshake indicates that
the service is available. In contrast, for UDP ports the service
availability cannot always be reliably determined, since UDP
does not involve a connection setup procedure, and many
UDP services are not guaranteed to respond to packets from
scanning tools.

B) Scanning with NSE (Nmap Scripting Engine) scripts —
this type of scanning allowed to use custom nmap scripts for
automated vulnerability checks and collection of additional
information about network services.

C. Application attacks

Khandker et al. in [20] published a comprehensive study
about the cyberattacks against AIS system. We followed that
work and adopted and executed the application-layer attacks
on network level against the ECDIS in our environment.
Furthermore, we extended the targets and attacked the nav-
igational system from other direction as well by modifying
sensor values, such as wind, velocity, depth sensors.

1) Man overboard (MOB): The result of this attack is
marking of a position where someone has fallen off the ship
into the water triggering a rescue operation. The MOB is
a distress AIS message containing coordinates and triggers
immediate alerts on neighboring vessels. This attack can
trigger false alerts, causing significant waste for rescue forces
and other ships.

2) Spoofing: refers to the manipulation of AIS data trans-
mission to deceive other vessels or monitoring systems about
the position, identity, or other relevant information of a ship.

3) Visual navigation disruption (VND): refers to the ap-
pearance of different fake targets. Such a scenario could signif-
icantly confuse the ship operator’s situational awareness, even
in the absence of triggered alerts. We executed a large number
of spoofing and MOB attacks by injecting UDP packets to the
network containing NMEA sentences with malicious content
to cause VND.

4) Collision alert: deployed by adding fake ship positions
to an AIS signal near by the targeted ship. This prompts
the targeted ship to alter its course or take evasive action
unnecessarily.

5) Logically invalid data encoding: describes a situation
when a ship sends inconsistent interdependent data. For ex-
ample the change of the position is not valid according to its
speed.

D. MarCyb dataset

Cybersecurity researchers always need efficient validation
for their proposed approaches; However, the maritime sector
is lacking in richly available attack datasets in comparison
to other domains [21]. To fill this gap, we have documented
MarCyb, a thorough dataset encompassing cyberattacks on/in
the vessels. This dataset comprises network captures stored as
PCAP files, along with necessary labelling. Also, the MarCyb
dataset comprises samples from both network attacks (Section

IV-B) and application layer attacks (Section IV-C), including
their variations. Table II presents the dataset details including
attack type, references to detailed descriptions in our paper,
the targeted assets, and short attack descriptions.

V. DISCUSSION
A. Performance Analysis

Kavallieratos et al. in [22] outline the requirements for the
cyber-physical range that we have adopted to evaluate our
research environment.

1) Flexibility: The proposed solution mainly consists of
virtualized software components, providing high flexibility.
To extend this feature we introduce infrastructure as code
(IaC) technology by using the Ansible software tool [23].
At the same time, it can be extended with external hardware
components that can bring challenges into the picture.

2) Scalability: One of the key strengths of our system
is its scalability. By deploying multiple instances, we can
easily accommodate a growing user base. This feature is
also supported by Ansible. Furthermore, the system can be
expanded with additional components, software, and scenarios,
ensuring its ability to meet future needs.

3) Isolation: Our research laboratory environment offers a
unique feature: the ability to operate without external connec-
tions. This isolation provides a safe and secure environment
for cybersecurity research. However, it is important to note
that this feature does limit remote access. To overcome this
limitation we allowed remote access to the environment over
Virtual Private Network (VPN). Simultaneously a Firewall
limits the external access and ensures the defensive measures.

4) Interoperability: The introduced environment has broad
interconnection capabilities since it uses standardized com-
ponents and communication protocols. The interoperability is
heavily supported by VPNs among the instances.

5) Cost-Effectiveness: Since the environment mainly relies
on open-source components, it is cost-effective. To achieve
this goal one common AIS receiver provides data over UDP
protocol to every instance. The environment supports deploy-
ing additional hardware while keeping the operational and
maintenance costs as low as possible.

6) Built-In Monitoring: The environment natively provides
real-time and post-mortem access to detailed monitoring data,
if they are recorded, including flow data and captured packets
from the network links, as well as metrics and logs related
to the simulated processes. This feature makes the research
results and teaching processes reproducible.

7) Easy Access: Experienced users can use the environment
with reasonable training. The IaC technology support this
feature and helps to create a clear environment in the case of
need. Furthermore it supports education and training as well,
since the instructor can deploy an environment according to
the needs of the given training or lecture by running a code.

8) Adaptability: Because of its design, the environment
is highly flexible, providing high adaptability. It is possible
to install and uninstall different components with reasonable
reconfiguration effort.
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Table 11
MARCYB DATASET

Attacks | Section | Targeted assets/protocols | Variations/types [ PCAP
Network attacks
MiT™ IV-BI | ARP tables, OpenCPN, AIS AIS target modification mitm.peap
(Vessel name, location change)
Replay 1V-B2 OpenCPN, AIS AIS target injection replay_attack.pcap
Fuzzing 1V-B3 OpenCPN, AIS Protocol fuzzing fuzzing.pcap
DoS 1V-B4 OpenCPN, Network Network Flooding network_flood.pcap
nmap_fast_scan_udp.pcap
. nmap_fast_scan_tcp.pcaj
Scanning IV-BS UDP, TCP, OS Aggressive scan, fast scan magscanffastscani)gapp
nmap_agressive_scan.pcap
Hidden port scan Low rate scan mass.canflowrate.p cap
nmap_hidden_scan_tcp.pcap
Application attacks
Visiﬁl« nav?gation IV-C3 OpenCPN, ATS Too many AIS and MOB targets IntroFiuced as(man‘ overboard
isruption on the screen flooding and spoofing attacks.
sensor_modification_wind.pcap
Spoofing Iv-C2 OpenCPN Fake Sensor values sensor_modification_depth.pcap
sensor_modification_gps.pcap
AIS Target flooding 1V-C3 OpenCPN, AIS Fake AIS target ra“dom'Ze‘}LﬂthEI’TShlp,pqsntlon4pcap
randomized_ship_position.pcap
Man overboard flooding IV-C1 OpenCPN, AIS Fake MOB target man_overboard.pcap
Collision alert IV-C4 OpenCPN, AIS Fake collision alert on the screen collision_alert_attack.pcap
Logically invalid IV-C5 OpenCPN, AIS Logically invalid sensor values LID_attack.pcap
data encoding i o i — i
Files without attacks
48 hours long capture. normal_traffic_48h.pcap
11.5 hours long capture, containing only UDP encapsulated sensor data. normal_UDP_traffic_48h.pcap
48 hours long capture without external communication. normal_traffic_without_internet.pcap

‘ File with sensor failure |

\ File with sensor malfunction.

sensor_malfunction.pcap |

9) Shareability: Our environment is highly shareable since
the multiple instances can accommodate several students si-
multaneously. On higher scale it can be deployed in other
environments as well, because of the IaC technology.

B. Discussion on the attacks

1) Successful attacks: We meticulously executed a variety
of attack types, each specifically targeting different layers
of the network protocol. Our focus extended to the ECDIS
application as well, ensuring a comprehensive evaluation.

At the lower layers, we conducted a scanning and MiTM
attack. Our scanning revealed the network topology, a crucial
step that paved the way for the successful execution of the
MiTM attack. This attack allowed us to poison the ARP
tables and initiate communication sniffing between the sensor
simulator and the ECDIS. This comprehensive method enabled
us to eavesdrop, spoof, and even launch a form of DoS
attack. The eavesdropping feature was particularly useful as
we recorded the relevant communication, which we later
replayed during the replay attack. This aided in the analysis of
the communication structure. This feature can prove invaluable
in the case of more complex communication scenarios.

We targeted the ECDIS application with fuzzing. With this
method, we found that the ECDIS does not check the CRC of
the received packets, and its receiver buffer can be overflown
with randomly generated data.

We also executed spoofing attacks against the ECDIS, in
which we faked or generated different sensor data implicating
different real-life scenarios, like MOB or faulty sensors.

The same method was used for jamming attacks, that was
also discussed in [20]. During this attack, we overloaded the
ECDIS and its operator with false alerts that can endanger the
safety at sea.

2) Unsuccessful attacks: Khandker et al. [20] discuss over-
whelming alerts as an attack that describe the situation where
many simultaneous alerts are triggered, potentially leading
to the crash of ECDIS software or overloading its operator.
Similarly, a true positive alert may go unnoticed in such a
chaotic situation. The consequences of ECDIS failure due to
overwhelming alerts can be severe, posing immediate risks
to maritime safety and navigation. The installed OpenCPN
ECDIS software did not trigger alerts so this attack was not
executed successfully. However, we share the relevant network
traffic file supporting researchers dealing with such scenarios.

3) Other attacks: The above-mentioned paper [20] intro-
duced jamming as a form of attack, its two forms — the
radio frequency (RF) jamming when the AIS frequencies are
overpowered with noise to suppress valid AIS transmissions,
and the display flooding when valid AIS signals are transmit-
ted so that the valid ships cannot be displayed or they are
suppressed— were not executed, since the above-mentioned
technologies are related to electronic warfare, so they are out
of the scope of our paper. However, the display flooding was
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executed on the network level, and we discussed it as part of
spoofing.

Similarly, the coordinated attack —referring to the situation
when attackers send multiple signals that contain the same
reference (MMSI number) but differing values in some of the
AIS data fields— was not executed, since on the network level
the transmitters can not be distinguished.

VI. RELATED WORK

Longo et al. [5] developed MaCySTe, which is an open-
source testbed which reproduces the core components of the
onboard cyber-physical systems (CPSs) and network infras-
tructure of a ship. MaCySTe is capable of simulating key
onboard sensors, including the RADAR antenna, Electronic
Position Fixing System (EPFS), AIS, Speed and Distance
Measurement Equipment (SDME), gyroscope and compass.
MaCySTe interfaces with ship and hydraulic system simula-
tors, enabling realistic testing and training scenarios for cy-
bersecurity and maritime operators. The different architecture
components are connected through an integration layer that
utilizes a dedicated Message Queue (MQ) for exchanging data,
facilitating easy replacement of components. The IBS can also
be simulated by integrating the ECDIS and a RADAR Plan
Position Indicator (PPI), thereby centralizing access to sensor
data through their interconnected setup. Network zones and the
connections of components follow the standard configuration
of a ship area network, utilizing the NMEA 0183 protocol
and Multicast UDP for communications between onboard
equipment and sensors. Moreover, for RADAR video informa-
tion transmission from the antenna, Navico Broadband Radar
BR24 [28] or the Eurocontrol standard ASTERIX Cat-240
[29] protocols are utilized. Lastly, communications between
Programmable Logic Controllers (PLC) and their interactions
with the Integrated Platform Management System (IPMS)
operate by using the standard MODBUS [30] protocol.

The MaCySTe testbed can be executed with different scenar-
ios, the core one that implements the abovementioned com-
ponents, and an extended version that incorporates Security
Information and Event Management (SIEM) and a malware
which executes targeted attacks. To simulate attacks a Simu-
lated Internet network is added, probing for capturing NMEA
and MODBUS traffic and mimicing the ship connection to the
public Internet via a dedicated Router component. A malicious
software installed on the Integrated Navigation System (INS)
can overhear or monitor traffic on the Bridge network, inject
packets, and communicate with a remote Command & Con-
trol (C&C) server on the Internet. Specifically, the malware
software can either inject high-frequency NMEA packets to
fake the heading value or inject ASTERIX packets to disrupt
the RADAR image. Although MaCySTe involves an advanced
overall architecture, currently only MiTM and DoS attacks can
be simulated.

Amro and Gkioulos described a cybersecurity testbed for
autonomous passenger ships [24], which has been shown to
effectively analyze and evaluate maritime use cases with a
focus on cybersecurity and communication dimensions [31].

Similarly to the set-up of our lab environment, Amro and
Gkioulos utilized both simulation/emulation components with
actual equipment to strike a balance between cost, realism,
scalability, and reproducibility. For example, AIS could be
replicated using physical equipment or an AIS simulator
software and OpenCPN is used as the chart plotter software.
Overall, the testbed is structured into both a physical and a
virtual testbed, and an integration of both. The range of attacks
deployed is rather broad including network sniffing, service
scanning, ARP cache poisoning, as well as attacks against
maritime sensor data (NMEA) including variations of Manip-
ulation and/or denial of view attack techniques. Although the
set-up of this testbed is advanced, it is not currently available
for public access and generation and availability of maritime-
related datasets has not been discussed by the authors.

Wolsing et al. [6] implemented a holistic simulation envi-
ronment and identified MiTM network-level attacks against
marine radar. In their model, the authors simulated modern
vessels with sensors such as radar, ARPA, GNSS, and AIS,
connected via Ethernet to an IBS. The simulation environ-
ment utilizes Bridge Command (BC) software for radar and
environmental simulation, enhancing its realism and adding
support for broadcasting AIS reports. Realistic scenarios are
designed, accounting for varying terrain and environmental
conditions, with vessels modeled using historical AIS data.
The IBS is modeled using OpenCPN software, serving as the
radar display and control unit, with autopilot functionality for
navigating predefined routes. To execute MiTM attacks, the
authors leveraged the Radar attack tool, which serves as a
MiTM malicious device between the sensor network and the
IBS. Overall, the simulation environment primarily focuses on
MiTM manipulation of the Radar images using packets based
on the Navico BR24 RADAR protocol. However, to establish
a comprehensive research environment, it is necessary to
also simulate different attacks on AIS and other sensor-based
attacks.

The simulation environment described by Becmeur et al.
[25] introduces a platform for generating data and scenario
traces to evaluate IDS algorithms. The platform can simulate
the critical subsystems of a ship, including propulsion and
engine control systems, as well as navigation systems, using
independent controllers and common industrial communica-
tion protocols. While the environment is outlined based on
objectives and outcomes, its description lacks sufficient detail
on procedural intricacies essential for comprehensive under-
standing and reproducibility.

Raimondi et al. [26] described a testbed for conducting
cyber exercises to train maritime Security Operations Center
(SOC) teams. The training scenario described integrates a
practical, hands-on approach to cybersecurity training, specif-
ically tailored for maritime SOC operators. This simulation
environment, based on the digital twin framework LiDiTE,
involves a dual-site setup; a remote ship and a shore-side SOC.
The remote ship simulation employs the Bridge Command
simulator to mimic ship operations and onboard sensors like
GPS and AIS transponders, with data collection managed via
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Table IIT
COMPARISON TO RELATED WORKS

Reference Comp ts simulated Main attack scenarios Protocols Dataset Cost
RADAR, EPFS, AIS, SDME .
y ? - . NMEA 0183, Navico BR24,
Longo et al. 5] gyroscope, compass, ship and MiTM, DoS, malware attacks ASTERIX Cat-240, MODBUS no low
hydraulic system, ECDIS
Network sniffing,
Amro et al. [24] AIS’ G,PS’ Network service scanning, ARP poisoning, NMEA no medium
simulation, OpenCPN . .
NMEA manipulation.
. Radar, IBS, GNSS, . . .
Wolsing et al. [6] BC, AIS, OpenCPN MiTM attack on radar network Navico BR24, AIS, ARPA yes medium
Propulsion, engine control DoS, attack against
Becmeur et al. [25] pnavi a{iongs e navigation, propulsion ModBus, DNP3, S7 no medium
& systems and SCADA systems
Raimondi et al. [26] Ship operations & shore-side NMEA packet lrpectlon, NMEA 0183 o high
centre components, gyrocompass data tempering
. ECDIS, RADAR’ Wéalher, Network sniffing, ARP poisoning, NMEA 450, Transas .
Visky et al. [7] Operational situation, . . . no high
AIS. 10+ OT sensors network data manipulation. proprietary protocol
Sicard et al. [27] Prqpulswn, artillery control, Network attacks Modbus, Profibus o medium
Trajectory Generator, Energy and process attacks
Our environment AIS, GNSS, weather, Application and TCP, UDP, AIS, NMEA 0183 yes low
compass, velocity, depth sensors network layer attacks

a Python script and further processing by an INS network.
This network supports an IDS and a shipboard SIEM system,
parsing and analyzing NMEA traffic to detect anomalies and
maintain cybersecurity. Connectivity between the ship and the
shore-side SOC is facilitated through a simulated VPN, with
the shore-side SOC using tools such as Splunk for SIEM
functionalities and OPNsense for firewall protection. The setup
is designed to train SOC operators in real-world cybersecurity
threat detection, response, and management through interactive
and immersive simulations. The authors set up a scenario
where trainees face simulated attacks, including the injection
of false NMEA messages that interfere with the ship’s gyro-
compass, with the task of detecting this interference. However,
a broader range of attack types, the availability of attack data
and the complexity of accurately reproducing sophisticated
attacks remain areas that need further development.

Visky et al. [7] introduced a multi-purpose simulation envi-
ronment for the maritime sector. The solution supports, besides
the seaferes’ cyber education, cyber-related research, particu-
larly for system analysis, hardware/software and cybersecurity
protection development, and testing. The authors leveraged
Transas NTPRO 5000 Navigational Simulator for seafarer
training. This simulator realistically replicates ship operations
with dynamic control over environmental conditions and uses
authentic maritime equipment to provide visual and functional
simulation. It generates network traffic mimicking actual ships
through protocols like NMEA 0183, facilitating cybersecurity
research by enabling the testing and simulation of cyber-
attacks in a controlled setting. Furthermore, the environment
supports the existing procedures’ testing. The drawbacks of
the solution are its complexity, its relatively high price and its
low scalability.

Sicard et al. [27] described a testbed for experimenting
with the Industrial Control System (ICS) of a warship. The
paper introduces a sophisticated maritime testbed tailored for
cybersecurity research within the naval defence sector. This

simulated environment mirrors the complex system operations
of a warship, focusing on key operational segments such
as ship direction, propulsion systems, artillery control, and
energy management. Each segment is equipped with specific
control systems and hardware that simulate real maritime
conditions. The testbed employs a variety of maritime-specific
technologies, such as shipboard PLCs for rudder control and
propulsion management, and uses communication protocols
integral to naval operations. This facility enables the testing
of cyber-attacks, including those that target navigation systems
and artillery components, in a secure yet realistic maritime
setting. The configuration allows researchers to rigorously
evaluate potential cybersecurity measures, and develop intru-
sion detection systems, significantly contributing to enhanced
maritime cyber resilience. However, no dataset was published
in [27] and generating realistic data was identified as future
work.

Table III provides an overview and comparison of the related
work. We have listed the main modules simulated in the related
work, major attack scenarios executed, protocols used, access
to the generated dataset and corresponding cost of developing
and maintaining the environments. Table III shows that we
have created the lab environment cost-effectively and provided
public access to the generated dataset.

VII. LIMITATIONS, CONCLUSION AND FUTURE WORK

In this paper, we describe the architecture of a maritime lab
infrastructure that allows maritime cybersecurity experiments
and training in a realistic environment. We also describe
network and application layer cyberattacks executed in the lab
environment. In addition, we emulate the expected system be-
haviour and system malfunctions caused by cyberattacks. The
network traffic from all aforementioned activities was captured
to create the openly available MarCyb dataset containing data
from two classes: benign and attack network traffic. Although
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the research environment is available only on our institution’s
premises, the dataset is publicly accessible.

Our research was limited by the open-source ECDIS, since
it is rarely used in shipping industry, and the limited number
of sensors, but we consider our environment realistic enough
for research and education purposes and it proofs our concept.

For future work, we plan to extend the dataset to include
novel attack types not covered in the current paper. Addition-
ally, our research environment provides a unique opportunity
to study system malfunctions, which are often difficult to
distinguish from cyberattacks. We intend to generate such
traffic to facilitate the evaluation of advanced detection meth-
ods, which are essential for accurately identifying whether an
anomaly is due to a cyberattack or a system malfunction.
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Abstract Maritime transport is critical to the global economy; however, it is vul-
nerable to disruptions impacting global trade. Academia, industry, and national and
international organisations make serious efforts to enhance the sector’s resilience,
focusing on the cyber aspects as well. With their unique characteristics, marine ve-
hicles and their defence has only recently emerged as a significant area of cyber
security study. Existing literature touches upon various aspects of intrusion detec-
tion systems (IDSs) as a potential defensive measure for Information Technology
(IT) infrastructure against cyber attacks, along with the special characteristics of
the marine vehicles that brings the need for solutions considering the uniqueness of
the operational technologies (OT). Despite of the reach literature a comprehensive
discussion presenting an overall, conceptional view is needed. Our paper, that ad-
dresses this need, introduces the different technical aspects to be considered during
the design and integration of an IDS into a marine vehicle. To find the relevant
details, we conducted a comprehensive literature survey and gathered details that
could help the integration process.
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1 Introduction
1.1 Intrusion Detection Systems

Intrusions usually cause anomalous behaviour of their victims [1]. Anomalous be-
haviours can also be attributed to random system failure and unforeseen external
factors. Intrusion detection systems are designed to identify anomalies attributed
to cyber security incidents [2]. An IDS identifies and logs predefined activities in
network parameters, system configurations, or user behaviours and, if programmed,
can also notify staff members to investigate specific alerts and take further actions.

We can distinguish IDSs according to the source of the acquired input samples in
the environment they monitor. A NIDS, serving as the first line of defence, monitors
network activity, collects network-related data, and identifies malicious traffic. It
scrutinizes all network traffic and flags any suspicious patterns.

Conversely, a HIDS provides a deeper, more localized level of security analysis
by focusing on detecting potential attacks on individual computers where the IDS
is installed. This system monitors system parameters such as memory content and
usage, CPU load, network traffic, processes, and user actions.

These devices, using different anomaly detection methods, rule violation detec-
tion, or signatures recognition, identify possible hostile activities [3,4].

1.2 Cyber-situation in the maritime sector

Modern society relies significantly on marine transportation, which handles ap-
proximately 80% of global trade [5]. To enhance efficiency, maritime systems have
become increasingly digitalised and interconnected over recent decades, introducing
significant cybersecurity concerns in the sector [6-9].

Many actors in the field, companies [10, 11], universities and research institu-
tions [12, 13] make serious efforts to increase the cyber resilience of the sector.
However, many ships rely on obsolete technologies produced without cyber security
considerations, making them vulnerable to cyber-attacks. Because of their complex-
ity, ships’ navigational and control systems cannot be upgraded overnight, and they
can only be extended with security solutions after a deep analysis of the impacts.
So, vendors producing such systems are hesitant about this question regarding old
products.

Cybersecurity companies provide commercial-of-the-self (COTS) solutions for
various sectors focusing on IT. There is a large community of commercial and/or
open-source vendors, so COTS defends against "up-to-date attackers” on the IT side
on moderated costs.

Since IT is easily available, OT has also started to use it: OT components are
integrated into the IT world, making OT targeted by malicious actors.
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Most of these COTS products handle only IT networks, but they omit the unique
needs of a ship: specialised offerings for waterborne vessels remain limited since the
attack surface in the maritime environment contains not only IT but navigational,
surveillance, OT and Industrial Control Systems (ICS) [14].

These particular characteristics are still an open issue and must be addressed:
Fine-tuned, tailor-made solutions are needed. Numerous studies have explored the
challenges of introducing defence measures on a ship, and suggested the deployment
of open-source IDSs on board.

Jacq et al. discuss the concept of naval systems’ situational awareness and in-
troduce how to detect cyber attacks on board ships in real-time, and elaborate on
cyber situational awareness. They found that the host-based IDS (HIDS) cannot
be installed on a computer in the ship control system without causing a warranty
disruption. They offered network-based IDS (NIDS) as a feasible extension [15].

Amroetal. in [16] proposed a systematic approach for navigational message analy-
sis to detect sensor data anomalies caused by malicious activities. They demonstrated
their detection capabilities by specification-based and frequency-based detection.
They also propose that NIDS be added to the networks to monitor network traffic
and detect anomalies.

Visky et al. highlighted the open-source IDS integration as a response to the
challenge and identified the need for a concept as a research gap. Our current
study addresses this gap and introduces a concept to fertilise the development and
integration of such a system into marine vehicles [17].

These publications introduce the need and applicability of open-source IDSs on
ships but do not evaluate all the technical details that come up during this process.
Our research widens the focus and introduces more technical details that could be
evaluated.

2 Related Work

Reach IDS-related literature is available. Gupta et al. surveyed and introduced it
in [18]. The study introduces 113 research articles related to IDS, intrusion pre-
vention systems (IPSs) and intrusion detection and response systems (IDRSs). The
review focuses on the literature and introduces the topic but does not share detailed
considerations for marine-related IDSs.

Alkasassbeh et al. introduced IDS’ the state-of-the-art [2]. The paper overviews
the field in detail, mainly from a technology point of view, without focusing on the
needs of a particular industry segment, like shipping, where the OT-related details
are significant.

Schell et al. in [19] discuss IDS concepts for intra-vehicle communication. Their
publication focuses on wireless communications (Bluetooth, WiFi) and services, like
Global System for Mobile Communication (GSM), and introduces the requirements
for anomaly handling. These details are limited in the case of the current ships, but
they gain importance as autonomous shipping comes into the picture.
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Agrawal et al. in [20] introduce the concept of federated learning, which is a
decentralised learning technique. It helps preserve the privacy of what gets jeop-
ardised since IDSs often process, store, and communicate private data. The paper
introduces, besides the current challenges, —such as communication overhead, vul-
nerabilities in intrusion detection setup and federated poisoning attacks— as well as
future challenges like edge computing, implementation and optimisation issues.

Our research, motivated by the lack of a comprehensive study, collects the con-
siderations needed for IDS development for water surface vehicles.

3 Main considerations and components

Integrating an into marine vehicles involves several critical considerations and com-
ponents that are introduced in this section.

3.1 System Requirements and Objectives

3.1.1 Security Goals

To set up the optimal IDS for a marine vehicle, the security goals should be defined.
The CIA triad, comprising confidentiality, integrity, and availability, has served
as a foundational framework for computer security for several decades. [21]. The
STRIDE (Spoofing, Tampering, Repudiation, Information disclosure, Denial of ser-
vice, Elevation of privilege) methodology, as defined by Shostack [22] includes three
additional elements: authentication, non-repudiation, and authorisation. [23].

Based on this attack modelling method, the main security goals can be defined.
Spoofing involves the ability of an adversary to masquerade as someone or some-
thing else. Denial of service refers to compromises to the system’s availability by
consuming the necessary resources for its proper operation. Elevation of privilege
is when an adversary can execute unauthorised actions. An IDS can identify such
attacks.

Tampering refers to modifying or disrupting a system’s disk, network, or memory.
Repudiation relates to threats where someone denies having taken specific actions
that impact the system’s operation or disclaims responsibility for the resulting out-
comes. Information disclosure is another threat that exposes confidential information
to unauthorised individuals. An IDS cannot identify such kinds of attacks.
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3.1.2 Performance Requirements

To reduce the damage caused by a cyber attack, it is crucial to identify it as soon
as possible and take immediate actions. The potential risks of a cyber attack are
significant, and early detection is key to mitigating these risks.

An IDS can indicate malicious activity in a network, that increases the cyber
security significantly, but it cannot implement any security measure, while an IPS
can. Installation of an IPS sounds like a legitimate solution, but according to our
studies, the first objective of the shipping is to safely complete the mission so that a
cyber incident cannot risk it. For example, an IPS cannot exclude a mission-critical
host. This decision may be made by a cyber expert. Since there is limited or no cyber
expert in the crew, the decision should be made in the shore control centre, based
on anomaly-related information collected on the ship. The limited communication
bandwidth makes this process difficult, setting a special requirement for the IDS on
the board. It must indicate the anomaly in its early stage, and assist its mitigation on
no or limited communication with the shore.

3.1.3 Regulation Compliance

An IDS must comply with the regulations and national and international law.

Cyber security in maritime has been gaining momentum because of recent in-
cidents [24]. To handle this emerging problem, authorities are making significant
efforts. To support effective cyber risk management and safeguard shipping from cy-
ber threats and vulnerabilities in 2017. IMO issued a guideline containing high-level
recommendations on maritime cyber risk management [25,26]. However, guidelines
are just recommendatory.

To encourage administrations to appropriately address cyber risks in existing
safety management systems no later than the first annual verification of the company’s
Document of Compliance after 1 January 2021 [27] in June 2017, the Maritime Safety
Committee also adopted the resolution for Maritime Cyber Risk Management in
Safety Management Systems.

International Ship and Port Facility Security (ISPS) Code established by the IMO
is partly regulates the cyber security risk assessment [28]. These regularities do not
specify particular characteristics of cyber security solutions on a ship, so there are
no precise requirements that an IDS should meet.

According to the data protection laws organisations must ensure that their use of an
IDS complies with relevant data protection laws, such as the General Data Protection
Regulation (GDPR) [29] in the European Union, the California Consumer Privacy
Act (CCPA) [30] in the United States, or other applicable regulations. These laws
typically require transparency in data collection, the right of individuals to access
their data, and strict controls on data processing.

In some jurisdictions, organisations may be required to inform employees or
network users that their activities are being monitored. In certain cases, explicit
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consent may be necessary before implementing an IDS, especially if it involves
monitoring personal communications.

3.2 Selection of the IDS

After analysing the literature, experts’ opinions, and the current situation, we found
that installing a NIDS into ships’ networks is optimal for increasing their resilience
with anomaly early detection.

The market offers several commercial NIDS [31-34]. These products have high
capacity and scalability, which is not needed on ships because of their limited network
size, but they can not be extended with ship-specific features. The deployment
of an open-source NIDS, known for its reliability, can effectively overcome these
limitations. To find the optimal one, many details should be considered.

Adeeb Alhomoud et al. compared Suricata and Snort in high-speed networks. Ac-
cording to their results, the virtualisation significantly increases the number of packet
drops. Additionally, Suricata performed better on Linux while Snort on FreeBSD,
especially when handling high speeds [35].

Traditional IDSs can detect known attacks by predefined rules or anomaly de-
tection using baselines. Modern technologies collect and analyse vast amounts of
data. To increase the efficiency of these IDSs, the most relevant features should be
selected to shrink the dataset.

Harbola et al. discuss four kinds of feature selection methods: filter-, wrapper-,
embedded methods and classification algorithm [36]. Giil and Adali [37] analysed
the features of the NSL-KDD (Network Security Lab - Knowledge Discovery in
Databases) dataset [38]. According to their studies, the number of the selected
features depends on the attack types we want to detect. They found the most important
ones in the dst_bytes and the count features. In the second-degree service, logged_in,
root_shell, srv_diff_host_rate and dst_host_count were the most important.

The long life conditions are also important when choosing an IDS. The support
of the different communal products often ends within a few years, unlike in the case
of open source solutions. In their case, the activity of the community defines the
”quality of the support”.

3.3 Architecture

3.3.1 System Architecture

There can be several networks on the ships, which have different impacts on the
missions. For example the wireless network providing internet access to the pas-
sengers is not that mission critical like the navigation or propulsion network. While
designing the architecture this fact should be evaluated.
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There are different approaches to keep these networks isolated.

Every network can have a separate, low-profile IDS, and the alerts and logs can
be aggregated. This solution has moderated deployment and high maintenance costs
since every IDS must be updated separately. At the same time, the different IDSs can
be highly trained according to the characteristics of the given network, which can
improve their sensitivity and moderate the false positive rate. This solution can also
handle special typologies, such as link topology.

Another solution is the deployment of separated sensors into the different net-
works, and all of them send the prepossessed and unified data to a central IDS. This
solution can still handle the different characteristics of the networks but needs a
higher-performance central IDS.

The third solution, a high-performance centralised IDS that processes all the
network traffic from the different networks, is a considerable option. However, it’s
important to note that this solution cannot guarantee the isolation of the networks,
and the unique features of the networks are crucial from an anomaly detection
perspective.

3.3.2 Network Topology

A ship may have multiple distinct networks, each serving a specific function. Visky
et al. in [39] identified the following networks on a passenger ferry.

* The administrative network, a tree topology structure on the ship that is
connected to the company’s virtual private network (VPN), serves multiple
functions. It ensures continuous communication with the headquarters, supports
administrative tasks such as status reporting and map update downloads, and
offers a monitored internet connection for administrative use.

The network is consistently connected via WiFi at ports, and during voyages,
it connects over 4G or 5G mobile networks whenever the service is available.
Satellite communication is not utilised for this purpose.

The navigational network is a partially isolated system that connects navigation-
related devices such as Electronic Chart Display and Information Systems
(ECDIS), Integrated Navigation Systems (INSs), Multi-Functional Displays
(MFDs), Data Collector Units (DCUs), and RADAR. This network operates
with a redundant ring topology and receives propulsion-related data from the
Propulsion Control Network through a one-way connection.

The propulsion control network is a partially isolated, redundant system that
facilitates communication between the bridge and the propulsion automation.
The passenger ferry’s propulsion can be operated in fully manual mode, al-
lowing control of propulsion and direction via physical switches in the engine
room during emergencies. This network transmits propulsion-related data to the
Navigational Network through a one-way connection.

The Cargo Handling Network is an isolated system of wired and wireless
devices. It supports cargo handling and administration activities. Cargo-related
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data sent from the shore in a specific format is imported into the offline cargo
management system.

The public WiFi network is an isolated system specifically designed to provide
internet access to passengers through a dedicated WiFi infrastructure. This
network ensures a seamless online experience for passengers while onboard. It
incorporates advanced network devices that manage user connections, ensuring
logical separation to maintain security and privacy.

The network for the independent support company is an isolated system that
comprises both wired and wireless connections. It supports the ferry’s onboard
restaurant operations, facilitating essential functions such as order management,
payment processing, and other related services. Being isolated from other net-
works provides enhanced security and reliability, ensuring that the restaurant
can operate independently without interference from other onboard systems.

It is highly recommended that these networks be physically isolated to maintain
the highest security standards. If this is the case, each network will need to be
monitored individually, making the installation of an IDS more complex.

To adopt the IDS to the above-mentioned requirements, network-related data
should be collected in every isolated network and sent to the centralised IDS to
ensure comprehensive coverage.

3.4 Sensor Placement

Sensor placement is essential during IDS planning. We conducted a literature survey
to identify the most prominent approaches.

According to Noel and Jajodia the optimal sensor placement can be determined
by an attack graph analysis [40]. During this procedure, the critical assets and paths
through the network can be highlighted along with the prioritization of alerts and
effective attack response.

Chen et al. in [41] evaluated the IDS sensor placement to find an optimal trade-off.
According to their results, the optimal placement of sensors depends on our main
objective. It may be influenced by the attack type, we wish to detect, the price, or the
placement of firewalls and servers.

Based on the literature survey, there is no common method for determining the
optimal sensor placement. It requires deep knowledge about the actual networks and
their topology, as well as the needs and main objectives.

In order to avoid single points of failure and ensure reliable detection, it is crucial
to deploy redundant sensors. It involves the use of multiple sensors to monitor the
same parameter or condition in different network segments.

This approach increases reliability by making the IDS more failure-resistant: If
one sensor fails, others can continue to provide the necessary data, ensuring continu-
ous monitoring and detection. Besides that, it helps with error detection. Redundant
sensors can support the cross-validation of the data and indicate a malfunction in
one of the sensors.
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3.5 Detection Mechanisms

3.5.1 Signature-Based Detection

One of the two primary methods an IDS uses to detect intrusion is the signature-
based or misuse detection. This type of IDS is particularly effective because most
attacks have unique signatures that can be identified. The simplicity and practicality
of this method lie in its straightforward process-learning to specify a pattern and
deciding which patterns should trigger the IDS.

Signature-based IDSs operate using rule sets, which are files containing a defined
traffic pattern that triggers a specified reaction. These rules are crucial as they
can contain a variety of patterns, from previous attack sequences to known system
vulnerabilities, that can trigger the IDS’s reaction.

Each intrusion triggers unique reactions, such as denied access to a file or direc-
tory, failed login attempts, failed attempts to run an application, etc. These unique
patterns are then used to detect and alert when a similar attack is happening in the
future. Data is collected from different places, such as network traffic, particular
resource usage, number of requests from the same IP, etc. After this data is collected
and analysed, it could be added to the knowledge base for future uses.

Some advantages of such an IDS include easier detection of attacks if the signa-
tures are well known. In modern systems, pattern matching is optimised, making it
effective and quick. Such systems are versatile, and rules might be easier to under-
stand compared to anomaly baselines. On the other hand, the collection of signatures
must be constantly updated. It is possible that a signature-based IDS fails to iden-
tify unique attacks. Rules may be redundant and use up computational resources to
calculate an already evaluated result in a different way. [42,43]

3.5.2 Anomaly-Based Detection

The other section of IDSs based on how they detect intrusions is the anomaly-
based IDSs. Their techniques are fundamentally different from signature-based IDSs,
so their usage differs greatly. Their perspective is opposite to the signature-based
variants. They do not monitor the individual packets one by one, but instead, they
compare their behaviour to a standard pattern, and if that differs, it gets classified as
an anomaly.

Unlike signature-based versions, anomaly-based IDSs do not rely on rule sets.
Instead, they adapt to the system’s behaviour profile, which defines normal activities.
This adaptability ensures that any significant deviation from the norm triggers the
necessary countermeasures, reinforcing their effectiveness.

The IDS refers to a behaviour profile that defines the normal behaviour of the
system. Any variation from the normal will trigger alarms. This version can detect
zero-day exploits. Anomaly detection can be done during run time or later down the
line. Like AIDSs, anomaly-based IDSs are great against protocol or port missuses,
detecting DoS attacks with crafted IP packets and other network or resource failures
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[44]. Attacks without known signatures are also detectable, like new worms or
viruses.

The advantages of anomaly-based IDSs are significant. They can detect new
versions of attacks that lack known fingerprints, instilling confidence in their ability to
keep systems secure. As time passes, behaviour profiles can become more advanced,
and custom profiles for different networks and applications can be created to detect
unique system attacks. However, it might be hard to understand and make a profile.
It is challenging to find the boundary between normal and abnormal behaviour. All
protocols analysed must be well defined and tested for accuracy; otherwise, malicious
behaviour might be associated with normal behaviour. [42-44]

3.6 Data Collection, Storage, and Analysis

The sheer volume of data generated by IDSs necessitates significant storage capacity
and advanced data management solutions to handle the influx efficiently. Further-
more, the urgency and importance of the work in threat detection is underscored by
the need for real-time analysis. This involves sophisticated algorithms and substan-
tial computational resources, and the need for high-speed processing capabilities and
low-latency data handling. The diverse nature of data types collected, ranging from
network traffic logs to application-specific information, further highlights the need
for versatile analytical tools and methodologies.

Implementing robust log management practices for storing and analyzing IDS logs
involves several steps to ensure efficient storage, timely analysis, and comprehensive
security monitoring.

To simplify data management and analysis, a central data server should be de-
ployed to collect data from various IDS sensors across the network. The data should
be collected in standardized formats (e.g., JSON, syslog) to ensure consistency and
facilitate easier parsing and analysis.

Data storage should be scalable. Depending on the network’s characteristics, the
amount and generation speed of the data can vary. Modern, scalable storage solutions
such as cloud storage or distributed file systems (e.g., Hadoop HDFS) can handle
large volumes of log data, but on ships, the limited external communication capacity
restricts the applicable technologies.

The volume of the data also involves data retention policies based on compliance
requirements and business needs. To use the storage capacities optimally, it is worth
moving older logs to less expensive storage options.

Different IDSs and other data sources may send the logs in different formats, which
needs log parsing and normalization. During this process, the logs are transferred
into a common format, making them easier to analyze. The collected data should be
indexed to enable quick and efficient querying.

To improve the IDS’s sensitivity, log data should be enriched with contextual
information such as geolocation, threat intelligence feeds, and asset data. This method
can enhance data analysis and incident response.
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The collected logs should be integrated with a Security Information and Event
Management (SIEM) system for real-time monitoring, correlation, and analysis.

3.7 Alerting and Response

Once a potential security threat or anomaly is detected, to reduce the impact and
damages an IDS should trigger alerts for the responsive system and associated
security personnel.

During the critical initial detection phase, the IDS diligently monitors network
traffic or system activities to identify any suspicious behaviour, such as unusual login
attempts, abnormal data transfers, or known attack signatures. This is where your
expertise comes into play. When a potential threat is detected, the IDS generates
an alert, providing details such as the type of anomaly detected, the source and
destination IP addresses, timestamps, and other relevant metadata. The IDS should
correlate multiple alerts to identity patterns that indicate a larger, coordinated attack.
Your role in this phase is crucial, as it reduces the likelihood of false positives and
helps in understanding the full scope of the threat.

Since the response process is crucial for mitigating the impact of an intrusion,
minimising damage, and protecting the organisation’s assets, alerts must be escalated
based on their severity. Predefined incident response protocols should be defined to
minimise the delay and maximise the efficiency of the action taken.

These actions must consist of initial triage, in which a responsible personnel or
automated system reviews the alert to determine its validity and assess the potential
impact. This may involve automated log or network traffic analysis. If a higher level
of action is needed, such as a manual log or network traffic analysis or forensic tools
to gather more information, a cyber security analyst must be involved.

Depending on the threat, immediate actions must be taken to contain the intrusion,
such as isolating affected systems, blocking malicious IP addresses, or disabling
compromised accounts. Longer-term mitigation strategies might include applying
patches, re-configuring firewalls, or enhancing security policies to prevent similar
incidents in the future.

After containment, efforts focus on restoring normal operations. This might in-
volve cleaning up malware, restoring data from backups, or repairing damaged
systems. These actions need deep IT knowledge and cannot be done as a remote op-
eration. During the process —to prevent recurrence— additional controls or changes
should be implemented, such as improving monitoring, updating IDS rules, or con-
ducting staff training.

In summary, the alerting and response in an IDS is a multi-step process that
involves detecting threats, generating alerts, investigating and containing incidents,
and finally recovering from and learning from the event. A well-designed alerting
and response system is essential for maintaining the security and integrity of an
organization’s network and systems.
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3.8 Testing and Validation

The performance of the detection and alerting system should be validated through a
series of comprehensive tests. These tests should encompass the entire environment
and evaluate not only the accuracy of anomaly detection but also the effectiveness
of the system’s response.

3.8.1 Performance Analysis and Detection Testing

Several methods can be used to test and validate IDSs. Each method provides insights
into different aspects of the IDS, ensuring its effectiveness across a range of scenarios.

The IDS’s ability to differentiate between normal and abnormal traffic patterns is
a key function in maintaining network security. This is tested through traffic analysis
and anomaly detection, where normal and abnormal traffic patterns are introduced
into the network to see how the IDS performs. This process can be conducted with
publicly available datasets.

e KDD Cup 99 [45]: One of the most well-known datasets for intrusion detection,
which contains labelled data for different types of network attacks and normal
traffic. According to Tavallaee et al., it suffers deficiencies: the dataset contains
a huge number of redundant records, and they appear in the training and test set
as well. It makes the classifiers biased, causing a high classification rate [46].
NSL-KDD [47]: An improved version of KDD Cup 99, which focuses on attack
and normal traffic. It does not suffer from any of the mentioned problems.
Furthermore, the number of records in the train and test sets is reasonable,
allowing the experiments to be run on the complete set without the need to
randomly select a small portion [46].

CICIDS 2017 [48]: The dataset contains benign and common attacks, which
resemble real-world data. It includes 86 network-related features that also contain
IP addresses and attack types. It also includes the results of the network traffic
analysis: flows labelled based on many features, along with their definition.
UNSW-NBI15 [49]: This dataset includes normal traffic and nine types of at-
tacks namely, Backdoors, Fuzzers, DoS, Analysis, Generic, Exploits, Worms,
Reconnaissance and Shellcode [50].

The common characteristic of the above-mentioned datasets is that they aim to
improve IDSs, focusing mainly on IT but not OT systems. Another shortcoming is
the lack of maritime-related data.

Visky et al. published the MarCyb dataset that contains benign and attacks in
ship OT networks [51]. Along with the common attacks, such as Address Resolution
Protocol (ARP) spoofing and DoS, this dataset contains attacks against navigation
systems, like Electronic Chart Display and Information System (ECDIS) and Global
Positioning System (GPS). Furthermore there are attacks against the navigation
process, like man overboard flooding, collision alerts, and logically invalid data
encoding.
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The performance analysis result shows the rate of false positives (benign events
flagged as threats) and false negatives (actual threats missed by the IDS).

3.8.2 Penetration Testing

Penetration testing is a method used to evaluate the security of a computer system,
network, or web application by simulating an attack from malicious outsiders or
insiders. The goal is to identify vulnerabilities that could be exploited by attackers,
assess the effectiveness of the defences in place, and recommend improvements [52].
This helps identify how well the IDS detects real-world attacks.

The process begins with a crucial phase, the reconnaissance. This step is in-
strumental in understanding the target system and defining the scope of the test. It
provides vital information about the target, such as domain names, IP addresses,
network topology, and any public-facing services or applications. This comprehen-
sive understanding allows for the creation of a detailed plan that outlines the targets,
methods, and schedule for the penetration test, ensuring you are fully prepared for
the task at hand.

The next step in the process is the scanning phase, a proactive measure to identify
potential entry points and vulnerabilities in the target system. Automated tools like
Nmap [53] and Nessus [54] can scan the network for open ports, running services, and
potential vulnerabilities, such as outdated software, misconfigurations, or unpatched
vulnerabilities. This vigilance is key to staying ahead of potential threats.

Exploitation of the identified vulnerabilities gives unauthorized access to the
system. This process uses tools like Metasploit [55] or other cybersecurity frame-
works to simulate various attack scenarios, such as SQL injections, DDoS attacks,
or malware infections.

The successful attack demonstrates the system’s weakness and gives the attacker
the opportunity to deploy a backdoor, create hidden user accounts, or install malware
to ensure continued access even if the initial vulnerability is patched. Establishing
this foothold helps the attacker maintain access, monitor the system, and attempt to
move laterally within the network to access more sensitive areas or data.

The activity’s result is a report that includes the penetration test’s findings and
provides actionable recommendations. The detailed report outlines the vulnerabili-
ties discovered, the methods used to exploit them, and the potential impact of each
vulnerability.

3.9 Maintenance and Updates

Maintenance and updates for an IDS are crucial to ensuring that the system functions
effectively in detecting and responding to potential threats. The tasks involved can
be broken down into several key areas.
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Maintaining up-to-date signature databases is essential for signature-based IDS.
New threats and vulnerabilities emerge regularly, so the IDS needs regular updates
to recognize these new patterns. Creating and refining custom rules specific to the
organisation’s environment can improve the accuracy of the IDS and reduce false
positives.

System software and firmware updates include the IDS software and its underlying
operating system or firmware to ensure they have the latest security patches and
enhancements. This helps to protect the IDS itself from vulnerabilities. This process
covers the implementation of new features and improvements provided by the IDS
vendor that can enhance detection capabilities, performance, or usability.

Response procedures also should be updated based on the latest threats and the
IDS’s capabilities to ensure the most efficient incident response processes.

During regular maintenance, the IDS can be fine-tuned to maximise its sensitivity
and minimise false positives. Revision of the IDS logs helps this process, by trend,
repeated false positives, or new types of suspicious activity identification. The fine-
tuning can involve the modification of thresholds, rules, or response actions.

Logs, configuration files, and other critical IDS data should be archived reg-
ularly to support incident response, disaster recovery, or forensics activity in the
future. Maintaining the incident response plan, including regular testing of backup
procedures, is also essential to quickly restore IDS functionality in case of failure.

Continuously monitoring the IDS to ensure it is operating correctly. This includes
checking that sensors are functional, the network connection is stable, and the IDS
is correctly logging and alerting. Besides that, during the maintenance, the IDS
testing ensures that it correctly detects known threats. This could involve running
simulations or using test signatures.

4 Conclusion and Future Work
4.1 Summary

In our literature analysis we found results that highlights the usability of the open-
source IDSs on ships, but we did not find any that introduces a concept with all
the technical aspects to fertilise the development and integration such a system into
marine vehicles.

In our research we reviewed the existing literature to answer this need, collected
and introduced the relevant challenges. We highlighted many aspect to be considered.
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4.2 Main findings

The ship usually needs IT or cyber security experts, so the alerts must be handled by
non-expert personnel, or they could be managed from the shore, which makes the
situation difficult because of the limited communication bandwidth.

Since the ship has limited or no IT experts on board, the crew should clearly know
if they can start or carry on the mission in the given cyber situation or, if they can’t,
how they can mitigate the problem.

The effectiveness of the IDS depends on its accuracy —the ability to detect
real threats accurately while minimising false positives— and speed of detection,
which can be increased by an automated response process. While it can speed up
the response process, certain alerts may require human analysis to understand and
respond to the threat fully.

Effective response to cyber threats requires a well-coordinated system. This in-
volves the IDS, other security tools (e.g., firewalls, SIEM systems), and the security
team working together. Integration and communication are key to this well-organised
and efficient system.

All these findings should be held in the forehead during the design of an IDS.

4.3 Limitation and Future Work

Our research was limited to the technical aspects. However, the administrative,
human-related, financial and legal aspects also need to be examined, which we plan
to do in future work.
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Abstract—The digitalisation of the world is a global trend
affecting many industries, including the maritime transport
sector. Electronic navigational equipment aboard modern ships
has undoubtedly decreased naval accidents, but these devices
may suffer from cybersecurity vulnerabilities. One such vector,
is its reliance on a great number of protocols for communication.
Currently there is limited awareness of the security strengths and
weaknesses of maritime protocols, because of the manual-reverse-
engineering cost due to their proprietary nature. However,
we substantiate that advances in automated protocol reverse-
engineering are effectively lowering this cost. Our paper analyses
a proprietary protocol, widely used in naval equipment. This
protocol was reverse engineered through manual and automated
techniques, revealing the advantages and drawbacks of both.
Our results show that statistical automated protocol reverse-
engineering techniques were sufficient to discover the relevant
protocol fields. We introduce the disclosed communication struc-
ture and its vulnerabilities, which are both verified by the success
of rudimentary attacks. The disclosed protocol, by manual and
automated techniques, could also aid intrusion detection (and
prevention) system development for maritime operational tech-
nology systems, to help vendors avoid the identified vulnerabilities
during system design and implementation.

Index Terms—cyber security, proprietary protocols, maritime,
automated protocol reverse-engineering, navigation

I. INTRODUCTION

Cyber security threats in the maritime industry are rising
rapidly; between February and June 2020, the sector suffered
a 400% increase in attempted malicious activities [1]. Gartner
forecasts that cybercriminals will progressively weaponise
industrial control systems (ICSs) this decade to potentially
cause harm to life and the environment [2]. Adding to this
challenge, ICS vulnerabilities saw an increase of 27% in 2022,
while 77% of vulnerabilities lack any attempt of mitigation [3].
Electronic navigation equipment aboard modern ships have
undoubtedly increased maritime safety over the years [4], but
they share many commonalities with ICSs and are susceptible
to cyber vulnerabilities [5], [6]. Meland et al. [7] introduce 46
maritime-related cyber incidents. In particular, such attacks
pose a significant threat to the growing automation capability

of modern ships, as the required complexity of onboard net-
works and their communication protocols, are now a mission-
critical component [8]. One third of the incidents related to
OT systems.

Vendors rely on proprietary communication protocols to
develop networked devices. During this process, they aim to
find a trade-off between meeting the industry’s needs and min-
imising the protocol’s complexity, often without cyber security
considerations [8]. The main reason for protocol development
is to optimise the product’s communication performance. To
defend the market share, the communication specifications are
not publicly available; the protocol is kept closed. To decrease
the attack surface of onboard control systems, the security
of network services and protocols is essential because a flaw
in communications could lead to system-wide vulnerabilities.
To help developers with this task and ensure interoperability,
a rigorous standardisation process is in place, which should
also consider security. However, this is not always the case,
and communication protocols used aboard ships have cyber-
security flaws. This paper puts the focus on a proprietary pro-
tocol used in navigation systems composed of Electronic Chart
Display and Information Systems (ECDISs), Integrated Navi-
gation Systems (INSs), Multi-Functional Displays (MFDs) and
Data Collector Units (DCUs) [9].

Because of the limited crew aboard a ship, there is often
no room for cyber or IT experts, so sailors must fix control
systems by replacing the corrupted unit from spares kept
onboard. This method, particularly when spares are limited,
requires devices with minimal configuration so they are easy
to install, which makes it challenging to introduce various
security measures. For example, the unique identifier of the
actual network devices (media access control address) cannot
be registered into a network end-point protection solution (to
avoid using unregistered devices) because the spare part’s
unique identifier is often unknown before troubleshooting.

This limitation can be overcome with intrusion detection
systems (IDSs) or intrusion prevention systems (IPSs), which
are installed during ship manufacture or scheduled mainte-

Authorized licensed use limited to: Tallinn University of Technology. Downloaded on October 09,2024 at 16:21:46 UTC from |IEEE Xplore. Restrictions apply.



nance, to indicate anomalies and alert the crew. Our discovered
detailed knowledge of the communication protocol is needed
for the development of an IDS/IPS [10].

This paper demonstrates how statistical automated protocol
reverse-engineering (APRE) techniques can assist security
researchers in the reverse-engineering process when analysing
a proprietary communication protocol. As a result of our
reverse engineering effort, we disclose details of the protocol
structure, as verified by demonstrating various attacks.

This paper’s contributions are the publication of the reverse-
engineered closed-protocol structure to help vendors with
defence development, and the demonstration of APRE on this
maritime protocol. Further more, it discusses the efficiency
comparison of automated and manual reverse-engineering, and
brings examples of the protocol’s vulnerabilities and methods
of exploitation.

II. BACKGROUND
A. Onboard Communication Protocols

ICSs are required to monitor industrial processes such as
logistics, manufacturing, or transportation. Real-time response,
high availability and reliability are the key requirements of
these systems. Different industries often have unique, sector-
specific protocols to fulfil these requirements.

The National Marine Electronics Association (NMEA) is
a worldwide organization that focuses on marine electronics
interface standards to enhance their technology and safety. To
explain the evolution of a maritime protocol’s standardisation,
this section will introduce the NMEA-0183 protocol and a
proprietary protocol that relies on NMEA-0183.

1) NMEA-0183: In the early 80s, the NMEA issued their
NMEA-0183 standard, which defines the interfacing between
various marine electronic equipment and navigational com-
puters, allowing them to share vital information [11]. NMEA-
0183 evolved from earlier NMEA standards (-0180 and -0182)
and is based on the serial communication protocol standard
RS422 (Standard EIA-422-A). This underlying protocol sup-
ports data exchange between one talker and up to 10 listeners.
The data exchange used 7-bit ASCII-encoded sentences, up to
82 characters long [12].

2) IEC61162-1 Protocol: In 1997, NMEA-0183 v.1.5 was
translated into the international industrial standard IEC61162-
1. The most commonly used communication protocols in
navigation follow the IEC61162 standard, a collection of
International Electrotechnical Commission (IEC) standards
for “digital interfaces for navigational equipment within a
ship” [13]. Several standard versions were published during the
IEC61162’s long evolution. While the IEC61162-1 protocol is
designed to work over serial lines, its gradual development
led to protocols that operate over Ethernet, such as OneNet,
which provides a standard method for sharing NMEA-2000
data over a Local Area Network (LAN).

3) A Proprietary Protocol: Vendors often develop devices
with a proprietary, closed communication protocol to keep
their specifications secret in an attempt to provide security.
However, it is common knowledge in the security community

that “security by obscurity” is poor practice [14]. In our work,
we manually reverse-engineered a proprietary protocol devel-
oped by a leading maritime market vendor, who requested
anonymity, and we show that automated reverse-engineering
methods can remove this technical barrier entirely.

III. RELATED WORK

In our literature survey, in different digital libraries we
searched for publications from the last 25 years that con-
tain “cyber” AND “navigation” AND “maritime” keywords
together. Despite the large volume of publications, this condi-
tion did not provide sufficient results assessing the low-level
security of the protocols used by the navigational equipment
onboard ships. To find a suitable field of related work, and
provide a stronger overview of the state of the art, we shifted
our criteria to include ICS security for any industrial sector.

A. Protocol Security

The research community shared results focusing on vulner-
abilities and weaknesses in existing navigational equipment,
tracking and monitoring systems [15]-[18]. These publications
discuss external communication weaknesses rather than those
linked to onboard communications. To address this gap, Frgys-
tad et al. in [19] offer a Public Key Infrastructure (PKI) design
to improve the cyber security of digital communication in the
maritime sector. This solution brings trustworthy communi-
cation to the industry but does not aim to defend onboard
communication. Baltic Marine Environment Protection Com-
mission [20] focuses on a modern onboard communication
protocol (IEC61162-450) and offers an extension that could
improve the resilience of the ships’ navigational systems.
Although the paper focuses on the automatic identification
system (AIS) data interface, the recommended measures may
improve the overall security of the protocol. However, the
paper does not evaluate the general shortcomings of the
protocol.

In the ICS context, Drias et al. in [21] introduce an attack
taxonomy model focusing on the Modbus and Distributed
Network Protocol 3 (DNP3) protocols, to evaluate several
attack types that can harm ICSs. Although DNP3 is most com-
monly used in the power industry, Modbus is also widely used
onboard ships. Xu et al. in [22] introduce several protocols and
their cyber vulnerabilities in the power industry. These works
shed light on the weaknesses of ICS protocols (also used on
ships) in the context of power-generation systems, rather than
for navigation. That is why we focus on navigational networks
and protocols, since similar vulnerabilities may have different
consequences for maritime safety.

Although cyber security in the maritime domain is in focus,
the cyber weaknesses of the onboard communication protocols
have received little attention. The reason may originate from
ships being considered isolated systems with minimal attack
surface. This assumption creates a false sense of security.
However, when the ship is in harbour during maintenance,
the onboard control systems may be connected to other net-
works and devices, or interacted by unauthorised personnel,
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accidentally or on purpose. Furthermore, the crew is likely to
change throughout the lifetime of a vessel; so any previous
crew member could leave behind a malicious payload.

Although new vessels are equipped with advanced automa-
tion systems to improve safety and efficiency, these systems
often introduce cyber weaknesses [5], [6]. This modernisa-
tion of ships highlights the importance of maritime protocol
research. Our paper addresses this problem by introducing a
navigational onboard communication protocol and its suscep-
tibility to different cyber attacks.

B. Automated Protocol Reverse-Engineering

Protocol reverse engineering is a tedious process when
performed manually, so automated methods are required;
especially if a protocol is indefinitely updated. There exists
no evaluation of the application of APRE techniques to
maritime protocols, however numerous studies evaluate their
application to land-vehicle Control Area Network (CAN) bus
protocols [23]-[25]. Yu et al. use genetic programming to
find rules that correlate integer bytes with values found in the
output of a vehicle diagnostics application [23]. A limitation of
their approach is that it relies on fields having a byte-divisible
length, and the endianness is known. Verma et al. propose
a modular four-stage pipeline, CAN-D, that infers the field
boundaries, endianness, signedness and physical interpretation
for each CAN message type using linear regression [24]. Both
approaches rely on a ground-truth signal generated by the
vehicle’s diagnostic protocol. However, maritime components
do not transmit an open diagnostic protocol. Hence, in our
application of linear regression to infer bits correlated with
values of interest, we assume that ground-truth signals can
instead be acquired from an external device, such as a GPS, or
from captured metadata, such as timestamp and packet length.

The majority of existing APRE techniques have been eval-
uated on traditional IT protocol, such as for file sharing,
which may not necessarily translate to maritime protocols. For
some techniques, authors have released code (Nemesys [26]
and NetPlier [27]). However, these techniques only infer field
boundaries, but we require syntax and semantic information
for our security research. Advances in APRE have used deep-
learning methods to infer field semantics, however code is not
provided [28], [29]. In particular, our APRE method shows that
basic statistical techniques, with some contextual information,
are sufficient to generate desired outputs.

IV. METHOD
A. Research environment

Using a unique environment designed for maritime cyber-
security research [30], we generated network traffic, recorded
it for analysis and addressed our attacks, as depicted in Fig-
ure 1. During the simulator-generated network-traffic capture,
the packets and the MFD (showing ECDIS and RADAR
screens) are identical with those used on ships to transfer and
display navigation related data, respectively.

These packets were collected, filtered (based on the IP ad-
dress and port of the MFD) and analysed, to facilitate reverse

engineering and consequently modified for protocol attacks to
be launched by the researcher’s computer in Figure 1.

Multi Functional Display Researcher's Computer NTPRO 5000
DCU Simulator Application Simulator
ECDIS RADAR
n Screen . Gateway
Network computer

Figure 1.
protocol.

Logical schema of the research environment for the proprietary

B. DCU Simulator Application

Since the proprietary protocol relies on the Transmission
Control Protocol (TCP) and the DCU acts as a server that
sends TCP-push packets in this architecture, we developed a
tool to conduct replay and injection attacks. This tool (avail-
able on request) waits for a connection request on the regular
port used by the DCU (TCP/50019). When the connection
is established by the MFD, an initialisation procedure starts,
in which our software replays the relevant answers extracted
from previously recorded and processed communication. Next,
the tool starts reading packet payloads from a file, extending
them with the vendor-specific header (Section VI-A) and sends
them as TCP-push packets to the MFD. The tool allowed us
to examine the system’s response to the modified payloads.

C. Protocol Reverse Engineering

A possible way to discover details of an unknown com-
munication protocol is to perform reverse engineering by
extracting the application-level protocol used by a product
and inferring the protocol’s specification. These details are
essential for many network security applications [31], [32].
Our work applies this approach to find the details of the
introduced proprietary protocol; since technical descriptions,
white papers, and blogs are unavailable. The fields of the
proprietary protocol were identified by manually reverse en-
gineering the transferred data. During this procedure, network
traffic between the DCU and the MFD was analysed with
a special focus on the vendor-specific header. The functions
and formats of the different fields within the header are
inferred based on careful visual inspection of each byte’s
behaviour over time. Our findings are introduced in Section
VI-A. Protocol reverse engineering is known as a challenging
task and the manual approach of “eyeballing” packet bytes
tends to be tedious, time-consuming, and error-prone [33].

In the case of the proprietary protocol, our manual RE
required a number of days. Whereas, our statistical APRE
approach takes only seconds, and so is a significant time-save.

To demonstrate our APRE approach, in Figure 2, we show
that by fitting a linear regression with respect to the bit
values and sensor labels (‘Heading Values’ in Figure 2), when
filtered by different parameter identification/group numbers
(PIDs/PGNs) [34], we have sufficient information to find the
location of the interrogated field correlated to the sensor of
interest.
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Coefficients that did not significantly affect the score when
ignored were removed by lasso regularisation. Since the field
values do not span the full range of the bits (2'¢ in Figure 2),
the regression infers a non-zero intercept and bit 21 is treated
as a ‘sign’ bit. Although, bit 21 is an unsigned field and the
true sign bit is at index 16, our inference is sufficient for
generating in-distribution values, within the observed sensor
range. The payloads corresponding to an incorrect PID will
not produce a reasonable correlation (R? score << 1.0) and
can be ignored. To finally use our inference to spoof a specific
value, we can reconstruct the payload by ordering the weights
from highest to lowest magnitude and assigning a ‘1’ if that
weight brings us closer to the desired value.

Predicted PID 127250 with Rz score 1.00 for true PID 127250 ( Heading )

o 3 £l 5 7 3 o
Timestamp (seconds)
Logy Coefficients from Linear Regression

T Bit

01 23 15067 & 0100012030415 1617 18 1030 31 22 93 21 25 % 27 38 20 80

Bit Index

Figure 2. Demonstration of automatically inferring the Heading field by
looking for the PID with the best correlated payload.

V. EXECUTED PROTOCOL ATTACKS

The setup of a foothold on a real ship is out of scope, so
we assume malicious software or a secretly-installed attacker
device can be used to generate the traffic in our attacks.

The discovered protocol specification is required to demon-
strate its vulnerabilities. Several threat modelling methodolo-
gies, such as the CIA-triad (confidentiality, integrity and avail-
ability) [35] and STRIDE (Spoofing, Tampering, Repudiation,
Information Disclosure, Denial of Service, and Elevation of
Privilege) [36], provide a framework of various attacks. To
cover these categories, we conduct four attacks against the
system: replay, injection, modification, and eavesdropping.

A. Replay Attack

This attack is based on retransmission of a previously
recorded packet(s). To execute this attack, the relevant packets
were filtered out from the network traffic and were retrans-
mitted on the network with Tcpreplay [37]. Because of the
underlying TCP protocol, the MFD dropped the replayed
packets. This happens because Tcpreplay does not adjust the
packet headers before the packets are replayed, and as a
result, valid TCP sessions cannot be created [37]. However,
we could replay the original IEC61162-1 packets with our
self-developed DCU simulator application (Section IV-B) to
create valid sessions.

B. Injection Attack

In the case of false data injection, the malicious actor has
sufficient protocol knowledge to send false data. Similarly,
a spoofing attack is when a person or program successfully
identifies as another entity by falsifying data to gain trust [38],
[39]. During our experiments, the sensor values: wind speed
and direction, water depth, heading and turning values were
changed to predefined values. Whereas, the data channel
and timestamp were changed with dynamic values. These
artificially generated packets were sent to the MFD and it
could not detect the attack. There was no warning or other
indication of improper behaviour or false value representation.

C. Modification

In the case of a modification attack, the transferred data
is caught by the malicious actor, who then modifies and
forwards it to the receiver. To analyse this method, an Ad-
dress Resolution Protocol (ARP)-based Man-In-The-Middle
(MITM) attack is executed to pipe the communication over
the researcher’s computer.

D. Eavesdropping

The protocol transfers the sentences in clear-text format
without encryption, making eavesdropping trivial. A success-
ful ARP-level MITM attack was needed to eavesdrop on the
communication to address the information disclosure aspect.

VI. RESULTS

We show our results from manual and automated reverse
engineering of the proprietary protocol, as well as the results
of the carried-out attacks and their possible consequences.

For data visualisation, a Navi-Sailor 4000 MFD was used,
meaning other vendors’ products might not be sensitive to
the introduced attack. Despite this fact, the vendor-specific
protocol enabled the execution of the following attacks against
the communication between the DCU and the Navi-Sailor
4000. To execute these attacks, deep knowledge is needed
about the protocols that can be gained from the protocol
description (if it exists). In our case, reverse engineering of
the proprietary protocol was needed to understand the relevant
fields and execute the attacks successfully.

A. Manual Reverse Engineering of Proprietary Protocol

The first part of our contribution is the reverse-engineered
details of a proprietary protocol developed by a market-leading
vendor in the maritime sector. Its details will be only partly
discussed in order to respect commercial confidentiality.! In
the current application, it is used for data exchange between
the MFD and the DCU. The DCU receives the data on its
serial ports in IEC61162-1 sentence format and extends the
received sentences with a header, as depicted in Table I, to
create payloads to be transferred over TCP to the ECDIS.

The company’s Product Security Incident Response Team (PSIRT) has
been informed about our research and findings to start the Coordinated
Vulnerability Exposure procedure.
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Figure 3. We find which bits of the proprietary packet header had the strongest correlation with the predicted variable. Grey bars indicate where the full field
exists and its true coefficients. Blue bars indicate our predicted coefficients of the interrogated field. Timestamps were corrected by removing null values.

Table I
PROPRIETARY COMMUNICATION PACKET STRUCTURE.

Offset Function Example value
00 Full length of the payload 44 00 00 00
04 Unknown/static 00
05 _ Timestamp fe a7 cc Ge 9c 00 00 00
Continuously increasing value
13 Sender’s (DCU) 1P Oa 8c 21 07
17 Message type 01
18 Channel number arrived 04
19 Length of 61162-1 data 31 00
21 Static 13 00
23 TEC61162-1 data 24 56 4d 2¢c .... 0d Oa

The communication consists of two sessions. After the
successful communication establishment, a set of system-
related information is exchanged, and then the DCU starts
sending the data via TCP push packets.

The analysed proprietary protocol embeds structures in the
form of IEC61162-1 sentence, so during the reverse engi-
neering, we focused only on the header generated by the
DCU, since the rest of the payload is identical to the original
messages received on the serial ports.

B. Automated Protocol Reverse-Engineering Results

The manually reverse-engineered protocol header, as seen
in Table I, can also be inferred by automated techniques. By
training a linear-regression model on the payload bits, we use
the packet length to infer the payload length in Figure 3a, and
61162-1 data length. We use the relative packet arrival time

to infer the timestamp field automatically in Figure 3d, and
the Channel Number values for the field in Figure 3c. Note
that for the timestamp, length, and channel fields, we restrict
the bit coefficients in the linear model to be positive, since we
expect the field type to be unsigned.

In Figure 3a, we correlate the bits with the packet payload
length, which is a known quantity. Since correlating with
the payload length resulted in coefficients at byte offset 0,
we ignore this byte to find other candidate fields correlated
with payload length. By doing so, the linear regression model
produced similar weights at byte offset 19 for the 67162-1
data length field in Figure 4.

61162-1 Length Over Time

5 B 00 i E
Packet Number
Logy Coefficients from Linear Regression

) 3 o S0 10 1 12 13 14 1516 17
Byte Index

Figure 4. In 3a, we correlate the bits with the packet payload length, which
is a known quantity. Since correlating with the payload length resulting in
coefficients at byte offset 0, here we ignore this byte to find other candidate
fields correlated with payload length. By doing so, the linear regression model
produces weights at byte offset 19, correctly inferring the 6/162-1 Length
field.

In Figure 3b, we correlate the bits with the timestamp
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associated with each packet. In the payload, the timestamp
field spans 8 bytes. Linear regression is unable to discern the
lower-order bytes (5-6) since these control the millisecond
field which is a negligible factor for the regression’s cost
function. The higher order bytes (9-12) are unexplored in
the dataset since the trace spans 100 seconds. In Figure 3d,
we correct the timestamp field inference by removing the
outliers (packets with zeros in the timestamp field) found in
the training set in Figure 3b, such that only packets that do
include the timestamp are included in our correlation. The
timestamp field contained outliers because the timestamps are
zero in the packets sent by the MFD to the DCU, which were
included to provide a realistic packet capture. However, these
zero-timestamp packets can be found by filtering the relevant
source and destination IPs.

To determine the channel number field, we suppose there
exists knowledge of which packets belong to a particular
channel. In this case, we know which packets belong to
channel 0, 1, 3, 6 and 9. This choice is important so that
the bits cover the full range of channels (0-9). The linear
regression, in Figure 3c, correctly determines the 4 bits and
their coefficients to compute the channel number exactly.
Hence APRE can infer the channel number field, supposing
we have sufficient information to know which packets are
attributed to a subset of the channels.

Our APRE approach successfully identified the dynamic
parts of the messages—length of the payload, NMEA data and
the timestamp—and we could infer their values by applying
linear regression. The ease of automatic field inference, which
took seconds for each field, has clearly lowered the time-cost
for security researchers to support manual reverse engineering
and, by extension, protocol vulnerability mining. However,
APRE techniques struggle to determine static values, such as
the proprietary protocol’s source IP field. Inferring this field
requires prior knowledge of the IP of the device.

In the case of the analysed proprietary protocol, the manual
RE required a number of days. In contrast, our elementary
APRE approach takes seconds; a significant time-saving.

C. Attacks and Discovered Weaknesses

To demonstrate our success in manual RE we success-
fully addressed simple attacks (Section V) against an ECDIS
by exploiting the protocol weaknesses. All the introduced
vulnerabilities below apply to autonomous ships since the
same protocols are used there [40]. In extreme cases, when
there are no personnel on board to handle an attack, losing
communication and control may lead to losing the entire cargo
and the vessel. We explain how each attack result affects
relevant STRIDE categories.

Spoofing: The replay attack, in which the prerecorded
network traffic was used, was successful. The MFD showed
the replayed data regardless of the actual sensor value.

The injection attack was successful. The MFD showed the
data from the injected packets regardless of the original sensor
value. If these packets were injected more than five times
a second, they unnoticeably suppressed the original sensor

values on the MFD. The ECDIS injection attack was also
successful; the MFD showed the injected fake AIS targets.

The modification attack was successful. The MFD showed
the modified values.

Information Disclosure: The eavesdropping is successful
against the protocol, meaning these protocols do not support
confidentiality-related security goals.

Denial of Service (DOS): Although this paper focuses on
application layer protocols, it is worth mentioning that the
analysed proprietary protocol relies on TCP, it still operates
with TCP push packets that are not buffered by TCP/IP stack,
allowing an attacker to overload the application rapidly. These
preconditions make onboard communication unreliable. The
sensors or data aggregators cannot check the data’s validity
and reliability. The same applies to the navigational system
without content control: the ECDIS was flooded by packets
containing modified sensor values; this can cause DOS because
of the above-mentioned reasons.

Summary: Several attacks were successfully executed
against the ECDIS by exploiting the proprietary protocol,
hence the protocol has limited resistance to cyber-attacks.

VII. DISCUSSION & FURTHER WORK

Our objective was to examine the protocol and determine
its vulnerabilities against common cyber-attacks. As a result,
we shed light on the protocol’s weaknesses. We can conclude
our results: the analysed protocol have the same shortcomings
as many other industrial protocols—it is not designed to resist
cyber-attacks.

Although our research directly supports only onboard cyber
security, this could affect the overall security of the maritime
sector due to its reliance on networked devices for autonomy.

Based on our results we are planning to analyse other
maritime related protocols to find their weaknesses, and we
plan to share a structured analysis of the attacks and possible
ways to avoid them.

VIII. CONCLUSION

In our paper we analysed a proprietary, application-layer
communication protocol used in maritime navigational in-
struments. This protocol was reverse engineered by manual
and automated methods. We demonstrated that APRE can
support manual reverse engineering and, by extension, pro-
tocol vulnerability mining. Our paper shares the structure
of a proprietary protocol which can be used for a third-
party IDS/IPS application-level parser development. At the
same time our results shed light on the fact that ARPE can
support such IDS/IPS development, by automatically inferring
the protocol’s field boundaries and semantics as necessary.
Regarding the proprietary protocol, our paper did not introduce
the initialisation part of the communication to respect commer-
cial confidentiality. Still, this limitation does not negatively
affect the usability of our results.
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Abstract—The International Maritime Organisation (IMO)
issued regulations to enhance cyber security in the maritime
domain. Shipping companies look for compliance with the
regulations. Together with industry and academia, they make
serious efforts to manage this challenge, but they face difficulties,
especially in the case of legacy products.

Our research has thoroughly examined the obstacles and has
proposed a possible solution. We found that extending ships’
legacy control and navigational systems with an open-source
intrusion detection system can significantly contribute to meeting
the sector’s requirements.

Keywords—Intrusion Detection System, IDS, Cyber Security,
Maritime

I. INTRODUCTION AND MOTIVATION

Modern society heavily depends on water surface trans-
portation, carrying around 80% of the world’s trade [1]. To
improve its efficiency, during the recent decades, maritime
systems have become increasingly digitalised and intercon-
nected [2—4], bringing cybersecurity concerns into the marine
sector [5]. To handle it IMO issued regulations —introduced
in Section II- push shipbuilders and shipping companies to
improve cyber security in the sector.

Many vendors [6], [7], universities and research institutions
[8], [9] make serious efforts to ease this pain for new products.
However, many ships rely on obsolete technologies produced
without cyber security considerations, making them vulnerable
to cyber-attacks.

Because of their complexity, ships’ navigational and control
systems cannot be upgraded overnight, and they can only
be extended with security solutions after a deep analysis of
the impacts. So, vendors producing such systems are hesitant
about this question regarding old products.

While cyber security companies provide solutions for vari-
ous sectors focusing on information technologies (IT), tailored
offerings for water vehicles are scarce. These solutions must
be fine-tuned since the attack surface in the maritime envi-
ronment contains not only IT but navigational, surveillance
and operational technology (OT) and industrial control sys-
tems (ICS) [10]. The existing commercial products lack this
specialisation; their majority handle only IT networks with
limited flexibility, unlike open-source solutions, which offer
greater adaptability to meet ships’ OT networks’ unique needs.

The issued regulations, the need for compliance, and the
currently available technical solutions motivated our research.

979-8-3503-7542-8/24/$31.00 ©2024 IEEE

It examines the state of the art through an extensive litera-
ture review, investigates the current practice through expert
interviews and ship visits, and analyses it. As a response to
the challenge, it proposes an open-source IDS integration. It
introduces critical considerations for this extension and high-
lights crucial factors for seamless and practical integration.

II. BACKGROUND
A. IMO regulation

To support effective cyber risk management and safeguard
shipping from cyber threats and vulnerabilities in 2017. IMO
issued a guideline containing high-level recommendations on
maritime cyber risk management [11], [12]. However guide-
lines are just recommendatory.

The Maritime Safety Committee in June 2017, also adopted
the resolution for Maritime Cyber Risk Management in Safety
Management Systems, encouraging administrations to address
cyber risks appropriately in existing safety management sys-
tems, no later than the first annual verification of the com-
pany’s Document of Compliance after 1 January 2021 [13].

Cyber security risk assessment is being partly regulated by
the International Ship and Port Facility Security (ISPS) Code
established by the IMO [14].

B. Intrusion Detection Systems (IDS)

An IDS detects and logs predefined activities in the network,
system parameters or user activities.

The network-based IDS (NIDS) monitors network activities,
collects network-related data, and detects malicious traffic on a
network [15]. Host-based IDS (HIDA) detect possible attacks
into individual computers on which the intrusion detection
systems run [16]. It deals with system parameters (memory
content and usage, CPU load, network traffic, processes, etc.)
and user actions.

These devices identify possible hostile activities by using
different anomaly detection methods, rule violation detection
or signatures recognition [17], [18].

If needed and programmed to, it notifies staff members to
check on certain alerts and take further actions. It is important
to mention intrusion prevention systems (IPS). The goal of
IPSs is similar to what IDSs do however, it is also permitted
to take such predefined actions as blocking or altering the
given traffic [15], [19].
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C. Related Work

We searched for publications from the last 25 years in
electronic libraries about IDS solutions for ships or vessels.
Because of the low number of hits, we extended our query to
the operational technology to increase our scope.

Potamos et al. introduce a framework for maritime cy-
ber threat detection, focusing on human skills’ building and
systems’ cyber threat detection capabilities. The research
recommends deploying the security monitoring sensors at
appropriate network positions in each segment to collect the IT
and OT network traffic. The study does not detail the technical
details or the expectations for such a system [20].

Jeffrey et al. in [21] proposes a hybrid anomaly detec-
tion methodology for cyber-physical systems. Their solution
supports many industries, but ship-related details need to be
considered.

Many publications evaluate sensor data anomaly detection
based on different features, like NMEA sentence integrity
for GPS spoofing detection [22], and introducing defence
solutions, such as IDS for attack detection [23].

Jacq et al. in [24] research the concept of naval systems’
situational awareness and discuss the HIDS shortages. They
can only be installed with causing a warranty disruption. On
the contrary, they suppose NIDS is a feasible extension.

Amro et al. in [25] also consider NIDS a more suitable
option, as it can be added to the networks for monitoring
NMEA traffic and detecting anomalies.

These publications motivate our research to highlight the
obstacles to these systems, and answer, why they are not
installed on ships, and how the situation could be improved.

III. METHOD

To improve our understanding of the current situation and
practice, we applied a combined approach based on literature
review, expert interviews, and ship visits. We extended our
scope and examined the details to identify potential techno-
logical obstacles that are inevitable for solution-seeking.

A. Literature survey

As it is introduced in Section II-C we conducted an exhaus-
tive literature survey through numerous electronic libraries to
uncover defensive solutions implemented aboard ships. This
rigorous exploration delved deep into the strategies and tech-
nologies employed to safeguard vessels against cyber threats.

B. Expert interviews

To map the current practice, we conducted several semi-
structured interviews with ship crews and ship integrator
company representatives. We focused on the methodologies,
rules and regulations and the common practice to find potential
obstacles, bad and good practices. We aimed to map the
following groups:

« Network topology of the ship;

o IT and OT systems connected to the vessel’s network;

« Computer-, operating system- and software-related infor-

mation including updates, users, authorisation mechanics;

« Ship’s external communication.

C. Ship visits

To see the ship control systems’ practical implementation,
we visited two passenger ferries run by the Estonian market-
leading TS Laevad company. During these visits, we gained
a deep insight into the technology applied and learned about
the cyber security measures on the ships.

IV. RESULTS
A. Literature survey

The result of the literature survey is detailed in Section II-C.
We can conclude its results in the lack of the relevant literature,
that introduces appropriate defensive cyber security solutions
for ships.

B. Ship visits and expert interviews

During the ship visits and expert interviews, we were
looking for additional details to have a deep insight into the
current situation.

1) Ship networks: A ship can have several independent
networks for different purposes. We identified the following
networks on the visited ships.

Administrative network is a tree topology network that is
a part of the company’s virtual private network (VPN) and
has multiple purposes. It provided a constant communication
channel with the headquarters. The computers in this network
supported the administrative tasks, like status reporting, map
update downloading, etc. This network also provides a moni-
tored internet connection for administrative purposes.

The network is constantly connected in ports over WiFi and
during voyages —when the service is available— over 4G or
5G mobile networks. Satellite communication is not used for
this communication.

Navigational network is a (partly) isolated network con-
necting navigation-related devices, like Electronic Chart Dis-
play and Information Systems (ECDIS), Integrated Navigation
Systems (INSs), Multi-Functional Displays (MFDs) and Data
Collector Units (DCUs), and RADAR together. This network
has a redundant ring topology and receives propulsion-related
data from the Propulsion Control Network over a single-way
connection.

Propulsion Control Network is a (partly) isolated, redun-
dant network, providing communication between the bridge
and the propulsion automation system. The propulsion of the
passenger ferry can operate in fully manual mode, meaning
the propulsion and its direction—in the case of emergency—
can be controlled by physical switches in the engine room.
This network sends propulsion-related data to the Navigational
Network over a single-way connection.

Cargo handling network is an isolated network composed
of wired and wireless devices. This network supports cargo-
handling and administration. The cargo-related data sent from
the shore in special data format is imported to the offline cargo
management system.

Public WiFi network is an isolated network, providing
Internet over a WiFi infrastructure for the passengers. It has
network devices that manage the users’ logical separation.
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Network for independent support company is an isolated
wired and wireless network providing the network for the
restaurant of the ferry supporting order management, payment,
etc.

2) IT and OT systems: On the visited ship all the different
systems were isolated. We identified the administrative system,
the public WiFi and the independent company’s system as
an IT system, and the navigation, the propulsion, the control
(heating, ventilation, and air conditioning (HVAC), security
and safety, etc.), the cargo handling and the power generation
systems as OT systems.

3) Ship computers and operation systems: We identified
different operating systems—Windows 7 or later—with dif-
ferent computer security measures. Depending on the sub-
system, updated and obsolete, unsupported ones were found.
In navigation and control, we found computers without any
security solutions, like host-based IDS, antivirus, or end-point
protection.

The regularity of the software updates depended on the
subsystem. In the case of isolated systems, the update was
done during regular maintenance.

Additional software installation was strictly restricted, the
software installation needed elevated rights.

Only administrative controls have been placed on the use
of data storage devices: a dedicated device was allowed to
be used for data exchange. The USB connectors of the OT
computers were secured against random access.

On the administrative computers each user had individual
account originated from the domain, but on the ECDIS only
administrator and user account existed.

C. Identified obstacles

We identified the following obstacles limiting the cyber
security measures.

1) Legacy technology: As of early 2023, the average ship’s
age was 22.2 years, with over half older than 15 years and
around 40% older than 20 years. In January 2023, global
maritime trade was transported on board 105,493 vessels of
100 gross tons (GT) and above. This means more than 50,000
ships in this tonnage are older than 15 years [26].

According to experts, these ships have legacy technologies
and suffer from the above-mentioned shortages in their net-
works.

2) Troubleshooting: Due to the constrained crew size on
ships, there is often no room for cyber or IT specialists. There-
fore, sailors typically address system issues by swapping out
faulty units with onboard spares. This approach, coupled with
the scarcity of spare parts during voyages, needs devices with
simple configurations for easy installation, posing challenges
for implementing diverse security measures.

For example, the unique identifier of the actual network
devices (medium access control address) cannot be registered
into a network endpoint protection (EPP) solution to avoid
using unregistered devices because the spare part’s unique
identifier is often unknown before troubleshooting.

3) Technology readiness: The currently used legacy devices
are not prepared for cyber challenges, as a decade ago, cyber
security was completely outside the sector’s scope.

4) Other restrictions: Since the ship control systems must
be certified by authorities restricting the changes or updates
on these systems.

Ship navigation- and control software developer companies
face significant challenges. They must test their product on a
specific setup, and this environment is also required on the
ships. These conditions can hinder the necessary improve-
ments to address the evolving cyber challenges.

V. DISCUSSION
A. Conclusion of the highlighted obstacles

During the data collection, we surveyed the literature and
we were not able to find an appropriate cyber security solution
for ships.

The introduced practice meets the security requirements;
however, in the expert’s opinion, this level of network seg-
regation is infrequent and can be found only on the latest
generation of ships. Usually, the ship-related network covers
every operational function, like navigation, propulsion, and
cargo management, and there is another separate administra-
tive network with an Internet connection. In particular cases,
even this separation does not take place.

In the maritime shipping industry, safety takes precedence
over security, meaning a cyber incident cannot threaten the
mission: e.g., a ship may continue operating even with mali-
cious code running on it.

Another challenge is the mandatory certification that blocks
modifications—like installing defence solutions—on ships. Ship
control software developer companies often require a given
product environment, restricting continuous security updates.
In some cases, the built-in endpoint protection features must
be disabled.

The simplified troubleshooting methods do not allow de-
tailed security settings.

B. Proposed solution

IMO issued its recommendatory regulatory, pushing the
sector towards a more cyber secure word forcing compliance.
At the same time, we identified several obstacles. To handle
this situation, we propose the following solutions.

1) Network segregation: This practice meets the security
requirements; however, setting up such a topology requires
relatively high investment, especially on legacy ships where
significant hardware updates and extensions (for example, new
cables) are needed.

2) Network segmentation: The logical segmentation of ship
networks increases the cyber security of the ship and makes
lateral movement more complicated, but it does not make it
impossible. In the case of a compromised network device, the
logical segmentation becomes useless. Since the solution needs
a detailed setup, it would be hard to introduce because of the
troubleshooting practices.
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3) Intrusion Detection System: Both above-mentioned so-
lutions have the same shortages. Both would need the audit
of the ship for the re-certification and despite the effort, these
measures would not elevate cyber awareness. This limitation,
along with the troubleshooting-related ones introduced in
Section IV-C2 can be overcome with IDSs or IPSs, installed
during ship manufacturing or renovation or scheduled mainte-
nance, which can indicate anomalies, and alert the crew.

VI. TOwARDS AN NIDS

Analysing the literature, experts’ opinions, and the current
situation led us to an optimal solution: a NIDS installed on
ships’ networks. Our paper’s other main contribution is its
investigation.

A. Commercial NIDS

The market offers several commercial NIDS [27-30]. These
products’ common characteristic is the high capacity and
scalability that is not needed on a ship because of its limited
network size. These solutions need security information and
event management usually deployed in Security Operation
Centres (SOC). Since the SOC is located on the shore, this
solution needs high communication bandwidth, which is rarely
available over satellite communication.

The other shortage of this solution is the trend that they
are heavily connected to the Cloud, which also needs high-
speed external communication. Furthermore, these systems do
not consider maritime-related details and are hardly extendable
with special OT-related anomaly detection modules.

B. Open source NIDS

The deployment of an open-source NIDS, known for its
reliability, can effectively overcome these limitations. In our
comprehensive research, we examined three widely used so-
lutions: Snort [31], Zeek [32], and Suricata [33], all of which
have proven their worth in the field of network security.

Snort is signature-based, initially created by Sourcefire, and
now belongs to Cisco. It has five main components: packet
capture, decoder, preprocessor, detection engine, and output.
A possible drawback lies in the created rules that are not
part of the Snort distribution itself but originate from different
sources. These rules might be redundant and lack anomaly-
based detection capabilities. On the positive side, Snort can
handle industrial protocols, like DNP3 with appropriate regu-
lations [34].

Suricata is also a signature-based NIDS. In its packet
decoder, every packet is converted to a data structure supported
by Suricata. Its rules support layer 3, 4 and 7 of the OSI
model [35]. Suricata uses a rule model similar to Snort; their
signature languages are identical, and they can use the same
suppliers. This also brings up the abovementioned redundant
rule issue in the case of Suricata.

Both solutions can keep up with dense network traffic and
have multi-threading features and good documentation.

Zeek, an anomaly-based NIDS, is specifically designed to
adapt to dense live network traffic, making it a versatile

solution. It is highly customisable and uses its own scripting
language, further enhancing its adaptability. It is adaptable to
an industrial environment and can support industrial protocols,
like the Modbus protocol [36]. Since it is anomaly-based,
it can detect attacks without known signatures, providing a
robust security solution. Zeek also boasts good official docu-
mentation, ensuring ease of use despite its advanced features.
However, it requires a significant amount of storage space and
installation effort, which should be taken into consideration.

At this point, we need further analysis to decide on the op-
timal product. Since Cisco transformed Snort into commercial
use, it can be more easily integrated into a ship control system.

At the same time, the signature update procedure introduces
difficulties because of the limited bandwidth during the voyage
and the need for an expert because of the isolated networks.
An anomaly-based solution might be better for ships since it
can support anomaly detection not only in the lower network
layers but also in the application layer.

C. NIDS placement

On the visited ships, we identified several separate IT
and OT networks. The current study focuses on critical OT
navigation and control networks. A common characteristic
is the wide range of protocols, but topology-wise, they are
different. The control network had a tree topology, while the
navigation network had a ring topology.

The very low bandwidth on these networks allows the
deployment of IDSs with moderated hardware resources to
each network, which would keep these networks isolated, or a
centralised, more powerful solution with passive taps can be
used.

One of the challenges we encountered was the network
data collection. While network devices can mirror the network
traffic on a dedicated port, the segmented tree topology does
not support the routing of these data streams. This underscores
the necessity of deploying a monitoring network, which would
enable efficient traffic monitoring and identification of poten-
tial attacks or anomalies.

In the case of the navigation network on the ferries we
visited, we found that it relied on Moxa Turbo Ring technol-
ogy. This technology plays a crucial role in providing a fast,
redundant communication infrastructure. The ring redundancy
feature ensures non-stop operation of networks with an ex-
tremely fast recovery time. A dedicated switch is responsible
for avoiding infinite loops, and it can also provide a traffic
mirror for the IDS, enhancing network security [37].

VII. CONCLUSION AND FUTURE WORK

We identified several obstacles to improving cyber security
in the sector and evaluated the concept of integrating an open-
source IDS. We can conclude our findings as follows.

Extending the ship network with IDS solutions connected
over sensors with passive taps to the different networks can
improve the ship’s cyber awareness and possibly be feasible
at limited costs without harming the network isolation.
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An open-source IDS can be extended with maritime-specific
add-ons to increase its anomaly detection capabilities; how-
ever, these solutions still need to be certified.

IDS can be placed on a bridge but with limited function-

alit
too

ies: it can serve only as a passive monitoring and logging
1. In this case, we cannot prevent attacks. However, the

solution can help forensics and incident analysis, and it can

be

an initial step to gain "credit of trust".

From an economic perspective, an advantage of open-source

too.

ling is that it is free. However, experts have expressed some

doubt about the cost of human hours implementing this type
of solution onboard. Calculating and prognosing human efforts
is outside the scope of this research paper.

Since this research brought up a concept, the performance
and the applicability of the different IDSs need to be re-

seal

rched.
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Abstract—The International Maritime Organisation (IMO)
issued regulations to enhance cyber security in the maritime
domain. Researchers suggest deploying open-source intrusion
detection systems (IDSs) aboard to ensure the ships’ operational
technology network (OTN) complies with these regulations and
enhances cyber security readiness.

According to previous studies, selecting the optimal IDS is
a complex procedure. OQur research examines and compares the
performance of three open-source IDSs under restricted resources
to identify their resource needs, dropped packet ratio, and other
software characteristics in virtual and physical environments.

Our findings indicate that two of the examined software
options can effectively handle the network traffic of ships’ OTNs
under restricted resources. However, it’s worth noting that a
Raspberry PI, while a popular choice, may not be the most
optimal hardware for this purpose.

Keywords—Intrusion Detection System, IDS, Cyber Security,
Performance, Maritime

I. INTRODUCTION AND MOTIVATION

Modern society relies significantly on waterborne trans-
portation, which handles approximately 80% of global trade.
[1] To enhance efficiency, maritime systems have become in-
creasingly digitalized and interconnected over recent decades,
introducing significant cybersecurity concerns into the sector.
[2-5]

Many actors in the field, companies [6], [7], universities and
research institutions [8], [9] make serious efforts to ease this
pain for new products. However, many ships rely on obsolete
technologies produced without cyber security considerations,
making them vulnerable to cyber-attacks. Because of their
complexity, ships’ navigational and control systems cannot
be upgraded at a night, and they can only be extended
with security solutions after a deep analysis of the impacts.
So vendors, producing such systems are hesitant about this
question regarding the old products.

While cybersecurity companies provide tailored solutions
for various sectors focusing on information technologies (IT),
specialised offerings for waterborne vessels remain limited.
These solutions must be fine-tuned since the attack surface
in the maritime environment contains not only IT but nav-
igational, surveillance and operational technology (OT) and
Industrial Control Systems (ICS). [10] The existing commer-
cial products lack this specialisation. Their majority handle
only IT networks with limited flexibility, unlike open-source

solutions, which offer greater adaptability to meet the unique
needs of ships’ OTNs.

Jacq et al. in [11] research the concept of naval systems’
situational awareness and discuss that the HIDS’ cannot be
installed without causing a warranty disruption, but they
suppose NIDS is a feasible extension.

Amro et al. in [12] also consider NIDS a more suitable
option, as it can be added to the networks for monitoring
NMEA traffic and detecting anomalies.

Our previous research highlighted the open-source IDS
integration as a response to the challenge and identified the
performance analysis of such devices as a research gap. Our
current study addresses this gap and compares three open-
source IDS’s performance and resource needs.

II. BACKGROUND

A. Intrusion Detection Systems (IDS)

An IDS identifies and logs predefined activities in network
parameters, system configurations, or user behaviours.

A Network-based IDS (NIDS) monitors network activity,
collects network-related data, and identifies malicious traffic.
[13] It serves as the first line of defence by scrutinising all
network traffic and flagging any suspicious patterns.

Conversely, a Host-based IDS (HIDS) focuses on detecting
potential attacks on individual computers where the IDS is
installed. [14] This system monitors system parameters such
as memory content and usage, CPU load, network traffic,
processes, and user actions, providing a deeper, more localised
level of security analysis.

These devices—using different anomaly detection methods,
rule violation detection, or signatures recognition— identify
possible hostile activities. [15], [16]

An IDS detects and logs predefined activities and, if pro-
grammed, can also notify staff members to investigate specific
alerts and take further actions. It is also essential to mention
Intrusion Prevention Systems (IPS), which are additionally
authorised to execute predefined actions such as blocking or
modifying suspect traffic. [13], [17] This proactive capability
allows IPSs to alert administrators about potential threats and
actively intervene to mitigate them.



B. Examined IDSs

In this research, we examined the following three popular
IDSs. Snort is signature-based, originally created by Source-
fire and now belongs to Cisco. It has five main components:
packet capture, decoder, preprocessor, detection engine, and
output. A possible drawback lies in the created rules, which
might be redundant and the lack of anomaly-based detection
capabilities. It can handle industrial protocols, like DNP3 [18]
with appropriate rules.

Suricata is also signature-based; it also uses a packet
decoder and detection engine. In its packet decoder, every
packet is converted to a data structure supported by Suricata.
Rules used by the IDS support layer 3, layer 4 and layer 7 of
the OSI model. [19]

Zeek is anomaly-based NIDS, designed to analyse dense
live network traffic. It is adaptable to an industrial environment
and can support industrial protocols, like Modbus protocol.
[20] It is highly customisable and uses its own scripting
language. Since it is anomaly-based, it can detect attacks with-
out known signatures. Zeek has good official documentation.
However, it needs a lot of storage space and takes more effort
to install.

C. Related Work

We searched for publications from the last 25 years in
electronic libraries about IDS performance analysis and found
rich relevant literature.

Borkar et al. published a survey on IDSs and IPSs that
gives an overview of the field but does not focus on the
performance of such a system. [21] Many publications intro-
duce performance evaluation on different anomaly detection
methods. [22], [23]

We found studies that evaluate the IDSs on different
datasets, but these researches focus on the detection efficiency
and the number of dropped packet ratio, but not on the resource
needs. [24-27]

Tripathi et al. in [28] introduced the integration of a Snort
and a Honeypot, running on a Raspberry PI (RPi) minicom-
puter. The research proved the feasibility of an IDS on limited
resources but analysed only one solution.

Kyaw et al. [29] also worked with RPi when researching
Snort and Bro IDSs. The research shows some similarity to
our own, but we also analysed Suricata and used Snort 3 and
Zeek, the successor of Bro.

Pihelgas’s thesis compares similar IDSs, like our research,
but it also focuses on previous software versions. [16]

III. METHOD
A. Installed IDS Software

In our research we examined three widely used solutions:
Snort [30], Zeek [31], and Suricata [32], with their default
configurations along with some minor changes, related to
the generated logs so they used all of their included default
signatures, except Snort version 3. Since there were no default
signatures included, the snort3-community-rules.tar.gz packet
was used. [33]

B. Research environment

The research was conducted in two independent environ-
ments.

1) Virtualised Environment: The first part —serving
method testing and baseline preparation— was conducted
in a virtual environment, depicted in Figure 1. An Ubuntu
Server operating system (OS) hosted the VMware Player
virtualisation environment together with the three —Debian
based Linux distributions— guest OSs. We chose this OS
because, in the physical testing environment, the IDSs are
installed on RPIs and their OS —the Raspbian— is also
Debian-based. All virtual machines (VMs) —organised into
the same network— had the same specifications, 4GB random
access memory (RAM), a CPU with 4 cores and 30GB storage
space. Each VM had an IDS installed along with the traffic
generator.

VM1:Zeek VM2:Suricata VM3:Snort
== == -_— =
— |
Virtual Switch
Researcher's Computer

Figure 1. Virtual testing environment.

The hardware-based environment consisted of one computer
(PC) and three RPis, with Raspbian Lite (Legacy) which is a
Debian version 10 (Buster) based OS, providing us restricted
resources. All the computer was organised into the same
network, connected with a switch.

2) Physical Environment: The physical environment con-
sisted of three RPi4s, one switch and one PC for network
traffic generation, data collection and analysis, as can be seen
in Figure 2.

After the necessary software and IDSs were installed, the
RPIs were connected to three different ports of the switch. All
those ports received the same traffic from the generator, which
was also connected to the switch.

Researcher's
Computer

|

Switch

Figure 2. Physical testing environment.



C. Network traffic generation

The network traffic was generated by replaying packet
capture (PCAP) files. The PCAP without malicious activity
was recorded during the Crossed Swords Cyber Exercise,
while the other two PCAPs, containing malicious packets
originated from the Secure Water Treatment (SWaT) dataset
[34].

D. Monitored resources

During our research, we measured and logged the following
values: total time elapsed (real-time), the total time that the
central processing unit (CPU) spent in user and kernel modes,
average CPU usage, and maximum resident set the size of the
process during its lifetime (maximum memory used). These
monitored resources cover the critical parts that could be
bottlenecks of the hardware in live deployment.

To gain the most accurate results, the measurements started
with a cron job' and stopped automatically when the given
script finished execution.

During the testing phase, the GNU time utility recorded the
measurements to files containing all the data needed for further
analysis.

IV. RESULTS

To speed up the analysis and minimise human errors, self-
developed Python scripts to process the collected logs. These
logs were separated into multiple files using unique scripts
that were created to sort the values of individual resources
to separate files and calculate the mean value of the given
resource.

A. Results measured in the virtual environment

In the virtual environment, each IDS was tested 20 times on
PCAP files without malicious activity to ensure reliable data
for the average calculation, leading to the following results.
This method helped to understand the IDSs’ nature without
resource constraints.

Figure 3. shows the time needed to process the sample files
in the virtual environment. Snort had the longest run time
with (tsnort = 12,197.93s) with Suricata was the second
(tsuricata = 10,561.78s) and Zeek (tzeer = 9,431.78s) in
the third place with the shortest runtime. The running time
does not represent the same difference. Snort and Suricata
needed the same average time ({gport =9,941.17s,0 =
345.49) and Suricata (tsyricata = 9,937.27s,0 = 171.82),
so the difference is just {giry = 3.9s, while Zeek (tzeer =
9,002.84s, 0 = 150.47) has a shorter runtime Atgport, zeek =
938, 33s on the same PCAP file.

Figure 4. depicts the average and the maximum CPU usage
of the different software. In the maximal CPU load, we cannot
see a significant difference between Snort and Suricata; they
made almost similar CPU load, while Zeek needed were
significantly less (CPUpqz,.., = 8.08%). Regarding the av-
erage values Suricata (C PUsyricata = 20.89%, 0 = 0.79) has

I'A job scheduler on Unix-like operating systems
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Figure 3. Elapsed time

fallen behind Snort (CPUspore = 12.06%,0 = 1.58) com-
pared to the maximum values however, Zeek (CPUgzcer, =
6.94%, 0 = 0.5) still had the best numbers out of the three.
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Figure 4. CPU usage

A process can operate in one of two modes: user mode
or kernel mode. In user mode, a process runs with restricted
access to system resources, which enhances safety by limiting
the impact of crashes; any damage can be managed and recti-
fied by the kernel. While in kernel mode, it enjoys full access
to the processor and main memory. This unrestricted access is
advantageous because it allows the process to perform system
calls needed to manage system resources, such as reading and
writing files. [35]

Figure 5 shows the maximum and average time spent in
kernel mode. The time spent in kernel mode is proportional to
the overall CPU usage. Regarding the maximal values Snort
(tsnort = 1,284.92s) and Suricata (tsyricata = 1,299.965)
are very close to each other, while Zeek (mavyernei,.., =
251.09s) spends the least amount of time in the kernel space.
The average values follow the similar pattern Snort spent
(tsnort = 612.78,0 = 102.47), while Suricata (tgyricata =
981.26,0 = 67.64) and Zeek (fzecr = 197.53,0 = 40.20) in
kernel mode.

In case of user mode, we observed that Snort spent the
longest time in the user space (tmazg,,.. = 1,290.49),
Suricata was the next (tmazgy,icara = 1,203.45), and Zeek
(tusery..,, = 078.62) spent the least time there.

However, if we compare the graphs of time spent in kernel
and user mode, the results show that Snort and Suricata spent



nearly identical amounts of time in both spaces. In contrast,
Zeek spent significantly more time in user than kernel mode.

The average values follow a similar pattern. Suricata spent
the most time in user space ({suricata = 1,146.1,0 = 67.64),
Snort had a much better result ({50t = 646.28, 0 = 102.47),
and Zeek the least time there (tzccr = 471.77, 0 = 40.20).

By monitoring these resources, we can gain a deeper
understanding of how the process operates in the kernel and
what risks it carries. If a process spends relatively more time
in kernel mode, there is a bigger chance of some operations
failing and crashing the system. However, if the opposite is
true, then the process might not get access to resources that
would be needed for optimal operation.
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Figure 5. CPU usage

Figure 6. shows the maximum and average memory con-
sumption, which does not show a significant difference for
each IDS. Snort used (Memorymae, = 104M B, Memory =
102M B, o = 426.44) and Suricata (Memoryma, = 98M B,
Memory = 96MB,oc = 359.42) produced very similar
values, with a slight advantage of Snort, while Zeek used

(Memorymaz = 240MB, Memory = 238MB,oc =
561.17)), far the most amount of memory.
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Figure 6. Memory usage

B. Results from the physical environment

In the physical environment, the IDSs underwent a stress
test, in which we investigated 1) the effects of restricted
resources and 2) the effect of malicious packets. For this

experiment, two PCAP files were used twice, first without and
then with malicious packets. In this case, besides the resource
consumption, the number of dropped packets was measured.

In this segment of our research, we did not consider the total
time elapsed as there was only one traffic generator involved.
Once it completed simulating a given PCAP, it simultaneously
stopped all the IDSs. This approach allowed us to focus on
the crucial aspects of the IDS performance, enhancing the
significance of our findings.

The physical environment was first tested without attacks
with the similar PCAP files we used in the virtual environment,
then with another PCAP recorded in an industrial environment.
This gave a comprehensive result of how a given IDS can
perform with limited hardware resources. The results are
summarised in Table II.

In this phase, the IDSs were not able to process every
packet. Besides the resource consumption, the dropped packet
ratio—introduced in Table I. — indicates the performance.

Table 1. Summary of the dropped packets.

DS ] PCAP 1 ] . PCAP 2 ]
Without With Without With
malicious malicious malicious malicious
packets packets packets packets
Snort 22-214 0 39-208 0
Suricata 0 0 0 0
Zeek 1990-1995 | 8750-8780 | 1991-1995 | 8540-8560

During this experiment—without attacks — with PCAPI1,
Suricata did not drop any packets, contrary Snort dropped
22-214, while Zeek 1990-1995 packets, while with PCAP2
Suricata dropped 0 packets while Snort 39-208 and Zeek
1991-1995 packets. With malicious activity, Snort improved
its performance and did not drop any packet, while Suricata
remained the same, but Zeek brought a worse result, dropping
or not processing more than 8000 packets, which is 0.07% of
the total packets that the IDS dealt with.

V. DISCUSSION

The initial experiment took place in a virtual environment,
where we replayed prerecorded network traffic captures (which
did not include any malicious packets) to various IDSs oper-
ating on virtual machines configured with identical resources.

The IDSs’ resource consumption restricted the replay’s
speed, thereby also limiting the overall execution speed.

During the tests, Zeek’s average CPU usage was 6.94%,
compared to Snort’s 12.06% and Suricata’s 20.89%. Despite
Snort and Suricata having similar average execution times of
9,941.17 seconds and 9,937.27 seconds, respectively, Zeek
completed the tasks more quickly, with an average time of
9,002.84 seconds. Additionally, Suricata spent the most time in
kernel space, using 46.13% of its capacity, followed by Snort
at 48.61%, and Zeek at 29.51%. This significant difference
in time spent in kernel mode suggests a higher likelihood of
critical system failure when using Suricata.

Given that Zeek used the least CPU, it logically spent the
least amount of time in kernel space. The durations spent in



Table II. Summary of the results

Physical environment
Virtual Environment ‘Without maliciopus packets With malicous packets
PCAPI PCAP2 PCAPI PCAP2
Snort Suricata Zeek Snort Suricata Zeek Snort Suricata Zeek Snort Suricata Zeek Snort Suricata Zeek
Max CPU 21 23 8 44 45 40 45 40 29 15 9 28 15 10
usage [%]
ﬁzggeclf/nljj 12,06 20.89 694 | 4301 325 392 | 4302 | 3191 39.6 | 29.00 | 1500 835 | 2800 | 1500 | 8.14
Max time in
‘ 1,284.92 | 1,299.96 | 251.09 | 89597 | 71699 | 778.91 | 88898 | 71896 | 787.26 | 27573 | 119.35 | 89.37 | 263.15 | 11694 | 103.85
kernel mode [s]
AVG time in
L | 61278 | 98126 | 19753 | 870.87 | 496.02 | 760.64 | 87437 | 4895 | 768.67 | 272.41 | 117.08 | 86.64 | 260.81 | 11301 | 86.53
kernel mode [s]
AVG time in 48.67 46.13 2951 | 61.84 | 4656 | 5915 | 6197 | 4676 | 5944 | 5981 | 4787 | 6223 | 59.68 | 47.83 | 64.26
kernel mode [%]
u“f;_*ﬁ‘lggi ‘l':J 1,290.49 | 1,25345 | 578.62 | 560.65 | 76573 | 53841 | 54632 | 77274 | 54041 | 18528 | 12933 | 5657 | 18254 | 12545 | 4971
AVG time in
aser mods [5] 646.28 | 1,146.10 | 471.77 | 537.34 | 569.31 | 52527 | 536.68 | 557.31 | 524.43 | 183.04 | 12749 | 5258 | 17623 | 12325 | 48.13
AVG time in 51.33 5387 | 7049 | 3816 | 5344 | 4085 | 3803 | 5324 | 4056 | 40.19 | 5213 | 37.77 | 4032 | 5217 | 3574
user mode [%]
Max memory 1.05 0.9863 24 0858 | 0.674 213 | 0895 | 0.681 222 8.56 545 | 21000 | 7.798 5.46 2.06
usage [GB]
A:’sg;“fg‘gjy 103 09673 | 239 | 0857 | 0666 | 213 | 08906 | 07644 | 2.15 | 0837 | 0541 209 | 0765 | 05412 | 206

user mode reflect a similar pattern to those in kernel mode;
Suricata leads with 1146.1 seconds, followed by Snort at
646.28 seconds, and Zeek at 471.77 seconds. Although the
execution times of Snort and Suricata are nearly identical, it
is evident that Suricata utilizes the processor significantly more
than both Snort and Zeek.

Observing the maximum memory usage reveals some draw-
backs of Zeek. While it is less demanding on the CPU, it
requires significantly more memory compared to Suricata and
Snort. Specifically, Suricata utilized an average of 96.73MB,
Snort used 102.81MB, and Zeek used 238.90MB of memory.

The remainder of the experiments took place in a physical
setting, where an independent computer replayed two prere-
corded network traffic files multiple times. All three IDSs—
Zeek, Suricata, and Snort—were tested with these PCAP
files, both with and without malicious packets included.

In the physical tests, when malicious packets were incorpo-
rated into the PCAP files, Zeek showed superior performance
in terms of average CPU usage at 8.25%, outperforming both
Suricata (15.00%) and Snort (28.50%). Conversely, in the
virtual environment with higher network traffic, none of the
IDSs exceeded a CPU usage of 25%.

Suricata performed more poorly on a busier network than
on one containing malicious packets, whereas Snort managed
heavier traffic more efficiently in terms of CPU usage com-
pared to handling attack-laden packets. The CPU usage of
Zeek only slightly increased under busier network conditions.
From these observations, it can be inferred that Snort is
more capable of handling high traffic loads with lower CPU
consumption compared to Suricata. However, when it comes
to analyzing packets, particularly those with attacks, Suricata
outperforms Snort. While attacks also impact Zeek, the effect
on its CPU usage is relatively modest.

The time each IDS spent in kernel mode correlates with
its CPU usage. Snort recorded the highest average time in
kernel mode at 266.41 seconds, followed by Suricata at 115.05
seconds and Zeek at 88.08 seconds. The disparity in CPU
usage between Snort and Suricata is more pronounced than

in the virtual environment, though the ratio of time spent in
kernel mode is less significant. This suggests that while Snort
consumes more CPU, it does not engage as extensively in
kernel processes as Suricata. Similarly, the average time spent
in user mode mirrors the trends seen in kernel mode, with
Snort logging 183.04 seconds and 176.23 seconds, Suricata at
127.49 seconds and 123.25 seconds, and Zeek at 52.58 seconds
and 48.13 seconds, respectively. Just as with kernel mode,
the differences in time spent between Snort and Suricata in
user mode are more minor than those observed on networks
experiencing heavier traffic.

As in the virtual environment, Zeek required the most mem-
ory, using 209.41MB and 206.22 MB, respectively. Snort’s
memory usage was lower, at 83.72MB and 76.45MB, while
Suricata used the least, with 54.15 MB and 54.12 MB.
Compared to the virtual environment, the overall memory con-
sumption by the IDSs was reduced. Proportionally, Suricata’s
memory usage decreased more significantly than Snort’s. This
data suggests that the heavier network traffic increases memory
consumption more than merely analysing packets.

During the stress tests, Snort and Suricata did not drop
any packets, unlike Zeek. As explained earlier, the dropped
packages are only around 0.07% of the whole traffic analysed.
However, compared to the other IDSs, Zeek lost between 8760
and 8780 packets with PCAP 1 and between 8540 and 8560
with PCAP 2.

In the physical testing environment where the PCAPs did
not contain malicious packets, the results show that Snort
used an average of 43.01% of the CPU, while Suricata used
32.5%. In a deviation from previous tests, Zeek used 39.2%
of the CPU, more than Suricata and only slightly less than
Snort. With the second PCAP file, the results were similar:
Snort utilized 43.02%, Zeek 39.6%, and Suricata 31.91%
of the CPU on average. The average time spent in kernel
mode mirrored the CPU usage percentages. Snort operated
in kernel mode for 870.87 seconds and 874.37 seconds, Zeek
for 760.64 seconds and 768.67 seconds, while Suricata spent
496.02 seconds and 489.5 seconds on kernel processes. In user



mode, Suricata led with times of 569.31 seconds and 557.31
seconds, closely followed by Snort with 537.34 seconds and
536.68 seconds, and Zeek with 525.27 seconds and 524.43
seconds. This indicates a narrower disparity in time spent in
user mode compared to the significant differences observed in
CPU usage across the IDSs.

On average, the trends of the maximum memory used by
a given IDS are very similar to the previous test runs. Zeek
once again consumed the most memory with 212.63MB and
215.09 MB. Snort used 85.65 MB and 89.05MB, and Suricata,
as before, needed the least amount of memory, 66.52 MB and
67.44 MB. Considering how much more CPU Zeek utilised
during these test runs, the memory usage not only decreased
but increased compared to the runs where malicious packets
were on the network.

Despite the heavier network traffic, Suricata successfully
processed all the packets that passed through it. Initially, Snort
experienced some packet loss, failing to process between 20
to 200 packets as indicated by the default data from the IDS;
however, this number decreased to zero in subsequent runs.
In contrast, Zeek consistently failed to process a significantly
higher number of packets, with losses ranging from 1980 to
1996 packets. This drop rate was substantially higher than that
observed in the other IDSs.

VI. CONCLUSION AND FUTURE WORK

Before concluding, it is essential to mention some phe-
nomena that, although unrelated to the collected data, are
nonetheless noteworthy.

We encountered several setbacks when the IDSs were being
installed on the RPI4s. Notably, the most current version of
the Raspbian OS was incompatible with Snort, necessitating
the installation of a legacy version of the OS on the devices
because the Aromic operations library could not execute
correctly on such a device and prevented the installation of
Snort version 3 from the source code.

The Suricata, by default, creates different logs. Eve.json
contains detailed information about every packet the IDS
analysed. During two weeks of operation, this file reached the
size of over 42GB. Turning off the different logs according to
the needs can spare disk space.

Zeek needs a lot of storage space compared to the other
IDSs. In virtual environments, Snort and Suricata needed 8GB
of storage, while Zeek required more than 10GB of free space
for installation. Zeek’s installation time was also the longest.
On the VMs, it lasted about one hour, while on the RPI4s, it
took more than two hours.

RPi4s have limitations. Although they are straightforward to
assemble, install, and configure for basic use, microSD cards
are unsuitable as storage when the device performs continuous
read and write operations over several weeks. This leads to
a significant issue: the devices lose their ability to perform
essential functions, necessitating reinstallation.

In a virtual environment, where hardware constraints are
less restrictive than an RPi, Suricata places the highest demand
on the CPU, while Zeek is more intensive on memory usage.

Snort emerges as an optimal solution, consuming considerably
less CPU than Suricata and requiring far less memory than
Zeek.

Suricata was the superior performer in a physically con-
strained environment when faced with malicious network traf-
fic, utilising less CPU and memory than Snort and significantly
less memory than Zeek. However, in terms of CPU efficiency,
Zeek outperformed both other IDSs. Despite Zeek’s lower
CPU consumption, it could have handled the traffic more
effectively, dropping some packets while neither Snort nor
Suricata dropped any. Therefore, in scenarios with lighter
traffic but potential targeted attacks, Suricata proved to be the
most effective option for an RPi deployment.

In other tests, where the physical testing environment’s
network was not attacked but experienced much heavier traffic,
Zeek consumed significantly more CPU. Although Snort still
used more CPU than Suricata, the difference between them
was more minor. During attack scenarios, the CPU usage
gap between the two IDSs was 14% and 13%. This gap
narrowed to 11% and 12% in a busier network, indicating that
Suricata’s CPU usage increases with heavier traffic. Unlike in
previous tests, Zeek’s memory usage did not decrease; instead,
it increased further, marking it as the most demanding IDS
regarding hardware resources. It also dropped the most packets
among all the IDSs tested during the research. Meanwhile,
Suricata also outperformed Snort version 3 regarding memory
consumption by approximately 22MB. Snort began dropping
packets during a few runs as network traffic increased.

Overall, Suricata outperformed the other IDSs in the RPis.
However, its documentation for developing new modules could
be more specific, leaving Snort and Zeek as alternatives.
Although Zeek performed poorly, thanks to its detailed doc-
umentation, it might be considered if the primary goal is
to develop new data processing methods. Snort not only
performed better than Zeek but also offered comprehensive
documentation on creating specific types of preprocessors.

Based on the collected data, Snort is the optimal choice
for defending ships’ OT networks with limited hardware
resources. Since the particular use case needs a pre-processor
—to handle marine-specific protocols— and anomaly detector
development further research is needed to define the optimal
solution.
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Abstract—The global trend of progressive digitalisation of
the world is affecting many industries, including the maritime
transport sector. Electronic navigation equipment used on board
modern ships has undoubtedly decreased naval accidents over
the years, but these devices may suffer from cyber security vul-
nerabilities. The Automatic Identification System (AIS) is a well-
studied navigational system with considerable weaknesses. Many
publications discuss different methods for detecting anomalies in
AIS. Still, validation is often missing or based on synthetic data
because of the lack of publicly available AIS datasets, collected
from real environments. To satisfy the need for such a dataset, we
collected AIS data for six months with a receiver installed near
the shore. This paper presents both the dataset and the analysis of
the collected data from different perspectives; highlighting the
differences between the expected and realistic features of AIS
data. In our research we identified several anomalies regarding
the AIS transmission propagation and periodicity, and the ship’s
positional data. We believe that our realistic dataset, with its
labelled anomalies, will serve as an ideal testbed for developing
AlS-related anomaly-detection systems.

Index Terms—Automatic Identification System, AIS, maritime,
dataset, data analysis, anomaly detection

I. INTRODUCTION

Although cybersecurity is a growing concern for the mar-
itime sector, many vendors and research institutions are mak-
ing serious efforts to ease this pain. The Automatic Identi-
fication System (AIS) was introduced to increase safety at
sea. Ships equipped with this system regularly broadcast their
unique identifier and various data, such as: position, course
over ground, draught, cargo, name and call sign. Although
this system is meant to increase safety and many services rely
on it, it has been shown to be insecure in several respects.
Transmitted AIS data can be modified or spoofed, meaning
the dissemination of false vessel information. Much research
focuses on operational-technology-related anomaly detection,
including AIS [1]-[5]. These publications suffer from a similar
shortage; the applied results are either not validated at all or
they are validated on (semi-)synthetic data, because of the lack
of a real publicly-available AIS dataset. Our work herein aims
to help researchers by providing AIS data collected from a
real environment during a 6 month long period. Additionally,
we present the results of an analysis of this dataset, which
reveal some surprising differences between the expected and
the experienced features of the collected AIS data.

Our data collection involved deploying an AIS receiver near
the shore in Tallinn, Estonia, with a receiver that supports
—unlike many commercial receivers which do not indicate
invalid packets— scientific research, enabling comprehensive
data analysis.

We conducted statistical analysis to understand our dataset
and to test the following hypotheses:

The main characteristics of the received packets deviate
from the standards, and they contain many anomalies.
The quality of the received messages correlates with the
maximal reception distance; the broader the coverage, the
more inconsistent the received packets are.

Natural phenomena can cause anomalies in the reception
of AIS signals.

Faulty transmitters or intentional jamming may cause
anomalies in the received AIS packets.

Our dataset and findings substantiate a significant contribution
to the AIS research domain. We present an authentic AIS
dataset, echoing the sea of real-world ships, and its exploratory
analysis. The results of our analysis, which prove our hypothe-
ses, shed light on the differences between expectated AIS
behaviour and realisitc AIS data; hence serving as an ideal
testbed for developing AIS-related anomaly-detection systems.

II. BACKGROUND
A. Automatic Identification System

The AIS is a short-range —typically 20-100NM at sea
[6], [7]— tracking system. It was developed to provide iden-
tification and positioning information to vessels and shore
stations. The AIS allows ships and shore stations to track,
identify, or exchange vessel-traffic details. The International
Maritime Organisation (IMO), through the Safety of Life at
Sea (SOLAS) Convention, requires AIS transponders to be
fitted aboard every ship with gross tonnage (GT) > 500, every
international voyaging ship with GT > 300 and all passenger
ships regardless of size, to improve the safety of life at sea
and the efficiency of navigation [8].

There are two different classes of AIS transponders. Class A
is intended for all SOLAS vessels, such as mentioned above,
while Class B AIS is intended for non-SOLAS vessels, such
as domestic commercial vessels and pleasure crafts. The AIS
transponder regularly broadcasts the ship’s status information,
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such as static details, dynamic (e.g. vessel position, speed,
navigational status) data, and voyage (e.g. destination port and
the estimated time of arrival of the vessel) information [9].
The dynamic AIS data are automatically transmitted every 2
to 10 seconds, depending on the speed of the vessel as detailed
in Table I. The static data is transmitted every 6 minutes
regardless of the vessel’s speed or status [10].

The AIS has a Data Link Service (DLS) sublayer, which is
responsible for providing the AIS frame format. Each AIS
frame consists of the preamble, followed by the start flag
and subsequently the data field, the 16-bit cyclic redundancy
check (CRC) [11] field to detect errors in AIS frames, and the
stop flag. Finally, a 24-bit temporary buffer supplementing the
frame can be used for various purposes, such as: bit stuffing,
distance delay, repeater delay, and jitter effects [10].

AIS transponders mainly use two dedicated frequencies to
transmit, namely 161.975MHz and 162.025MHz in the very-
high frequency (VHF) band. Since the AIS signals have a
limited horizontal range, the traffic information is only avail-
able around coastal zones or in ship-to-ship range [7]. When
satellites are used to receive AIS transmission to forward them
towards the Vessel Traffic Services, the term Satellite-AIS (S-
AIS) is used [12].

Type of ship Reporting interval
Ship at anchor 180 sec
Speed 0-14 knots 12 sec
Speed 0-14 knots and changing course 4 sec
Speed 14-23 knots 6 sec
Speed 14-23 knots and changing course 2 sec
Speed >23 knots 3 sec
Speed >23 knots and changing course 2 sec

Table 1
DEFAULT TIMING OF AIS MESSAGES. [9]

B. Effects of Natural Phenomena on Radio Communications

Mendoza-Barcenas et al. explain that solar activity can
affect radiofrequency communications [13]. For example, the
radiation storm caused by solar energetic particles can disrupt
VHF radio communication, including AIS. According to the
Space Weather Prediction Centre of the National Oceanic and
Atmospheric Administration (SWPC), the K-index is used to
characterise the magnitude of geomagnetic storms and is an
excellent indicator of disturbances in the Earth’s magnetic
field. SWPC provides access to historical values of the K-
index, which we used for our analysis [14].

Other natural activities influence the propagation of VHF
signals. Weather conditions have been known to generate
turbulence, which in turn produces gravity waves that can
propagate upwards to reach the low-altitude ionospheric lay-
ers. These waves interact with the atmospheric tidal winds and
may result in a skywave propagation path (known as sporadic-
E layer) that would lead long-range AIS observations [15].
In our research, among others, we include examination of the
unusual AIS propagations in the context of weather conditions.

III. RELATED WORK

Rich literature investigates AIS-anomaly detection. In our
survey, we examined the datasets used for validating the
proposed approaches. Ristic et al. introduced the statistical
analysis of vessel-motion patterns, in ports and waterways,
using self-reported AIS data. The authors trained and tested
their anomaly detector on simulated data first and then on
datasets collected in Gulf St Vincent (Port Adelaide) and Port
Jackson (Sydney Harbour); neither are publicly available [1].

Hadzig et al. introduced a probabilistic graphical model for
representing and managing the uncertainty of AIS data. Their
work studied the impact of imperfect information and avail-
ability, and the variability of contextual information, within
a probabilistic graphical model. The paper does not mention
whether the model was validated on real or simulated data [2].

Shahir et al. introduced an anomaly detection framework
to analyse, detect and differentiate interaction patterns and
anomalies of interest for marine vessels operating in relative
proximity. Their method was validated on AIS data collected
by the U.S. Coast Guard. In this dataset [16] the records
are filtered to one minute, meaning its characteristics are
slightly different from the original one. A ship’s position
should be transmitted several times a minute, but the given
dataset samples the transmissions at 1-minute intervals. This
solution reduces the size of the data and is perfect for trajectory
analysis but hides some finer details [3].

Amro et al. presented a methodical framework for scrutinis-
ing navigational messages in the standadised format of NMEA
(National Marine Electronics Association) sentences encom-
passing analysis of sensor-derived data, potential anomalies,
malicious origins of such irregularities, and the corresponding
detection algorithms. Their work was validated on simulated
network data, and the anomalies were created with their
developed tool, NMEA-Manipulator. Since the validation data
is synthetic, it is likely that its features differ from data
collected from real ships [4].

Iphar et al. proposed a rule-based method for data integrity
assessment, with rules built from the system’s technical speci-
fications and by domain experts. Their work was validated on
automatically and manually modified AIS messages received
by a terrestrial station located in Brest Roadstead (France). Al-
though the collected data originated from a real environment,
the dataset is not publicly available [5].

There are publicly available data sources providing histor-
ical AIS data, like Marrinetraffic [17], Spire Global [18] or
AISHub [19]. These sources are reliable, but they contain
only a fraction of the content of the received messages.
This is because these entities focus mainly on the ships’
trajecory, position and movement, where only aggregated data
is required [20]. Additionally, these datasets are not fine-
grained enough to support detailed AIS-related research.

IV. METHOD
A. Data collection

In Section III we found that there is an urgent need for a
realistic AIS dataset in the research community. To curate it,
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we developed our collection setup, consisting of an antenna,
an AIS receiver with a built-in computer, and data collection
server. The schema of the data collector system can be seen
in Figure 1.

1) Antenna: The setup uses an AV200 base station antenna
with a ground plane designed for land and marine service,
with a tunable frequency range of 135-175MHz. The antenna
was tuned to 162MHz central frequency during the setup and
deployed at N59.462N, E24.666 40m ASL.

2) Receiver: The AIS receiver is a unique radio that enables
access to vessel information (speed, heading, course, vessel
dimensions, and other particulars) when vessels are within
range. It receives AIS signals, decodes them, checks their
integrity and sends the decoded data towards the navigation
device in NMEAO183 sentences [10].

For this research, a Comar Systems AIS receiver (RSO0Ni,
Comar Sytems, United Kingdom) was deployed near the port
of Tallinn, Estonia, with the coverage depicted in Figure 3.
This device is more than a simple receiver, since it contains
an AIS receiver interfaced to a Raspberry Pi 3 (RPi) computer
[21]. We used this approach to ensure the realistic quality of
the analysed data. Since this receiver was located onshore,
the number of received records is higher than what would
have been received during a voyage in the sea because of the
higher density of ships in the port or at anchor near the shore.
However, our solution limits the AIS data to the messages
transmitted within the coverage of our receiver.

The AIS messages contain CRC in the DLS sublayer —as
introduced in Section II-A.— to provide an integrity check,
done by the receiver. If the check fails, most receivers drop
the packet and do not emit any NMEA sentence to indicate
the failed check and the dropped message. Unlike other AIS
receivers, our receiver sends an empty NMEA sentence if a
received AIS message did not meet the integrity check; for ex-
ample, the CRC validation was invalid, or the received packet
was incomplete. This feature helped analyse such malformed
packets. Sometimes, packets pass the integrity check —the
checksum matches the payload— but the bit length for the
specified message type is incorrect. Since these packets have
valid CRCs and pass the integrity check, the radio cannot
indicate this error; only further analysis finds this content
invalid. We refer to these packets as error packets.

AIS Receiver H Raspberry Pi 3 ‘
Data collector
computer

Figure 1. Data collector system’s schema.

Reverse SSH
onnection

3) Data collector script: Since the radio unit of RSO0Ni
sends the collected data to the computer unit over a serial
protocol, a data collector script was written that collects all
the decoded messages hourly into a file, and a scheduled task

sends these files daily to the data collector server. This method
provides safe storage for the collected data and ensures small
file sizes for fast data loading.

4) Data collector server: During the data collection design,
we estimated the limited storage of the RPi would be insuffi-
cient, so a storage server was established on the premises of
the NATO Cooperative Cyber Defence Centre of Excellence.
This server stores the data collected and regularly transferred
from the receiver.

B. Data preparation

In the data preparation phase, the discrete one-hour-long
recorded files were merged into one file, followed by the
conversion of temporal annotations into UNIX time format;
which measures time by the number of non-leap microseconds
that have elapsed since 00:00:00 UTC on 1 January 1970.
This temporal representation serves the purpose of enhancing
dataset manageability. Subsequently, a comprehensive data
cleansing process was executed, encompassing a spectrum of
tasks and activities oriented towards identifying and rectifying
errors introduced into the dataset during the data collection
and acquisition phases.

During our investigation, it was observed that the receiver
occasionally transmitted empty NMEA sentences in instances
where a malformed message was received. A systematic
examination of these messages was undertaken in response
to this phenomenon. Subsequently, statistical analyses were
conducted to elucidate patterns and characteristics within the
dataset. These instances were treated as distinct cases, and
segregated analyses were performed. All the methods men-
tioned above maintained consistency in treating data anoma-
lies, ensuring a rigorous and comprehensive evaluation of the
information received.

C. Outlier removal

Outlier detection pertains to identifying aberrant values
within a dataset, constituting a quantitative task within error
detection [22]. For the first statistical analysis, we did not
remove the outliers, in order to have accurate values for
the overall picture. Later, a parallel analytical approach was
adopted to deal with error messages. Since these messages
pass the CRC check despite their faulty content —inaccurate
values within the error messages— they must be filtered out.
Otherwise, they have the potential to introduce distortions into
the subsequent analyses. The most eye-catching errors were
the presence of random coordinates, seemingly placing the
ship far beyond the reception coverage.

At first glance, we assumed latitude values below -90 or
above 90 degrees or longitude values below -180 or above
180 degrees are error messages, since these values are clearly
out of range and are considered outliers. However, we find
special characteristics of these messages.

D. Data analysis

The computational tools employed in data analysis en-
compassed Python on the local computer and kaggle.com.
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During this phase, the overall statistical parameters, such as the
number of recorded, broken, and error messages and the daily
and hourly distribution, were figured out. After the exclusion
of the outliers, the positions of the “ships at anchor” and the
“ships on the way using engine” were analysed. These primary
results were evaluated further for anomaly detection.

E. Data degradation

Data degradation consists of all kinds of data modifica-
tion that lower the level of data veracity [22]. During our
anomaly analysis, controlled data degradation was performed
to highlight the anomalies suppressed by regular messages. For
example, to highlight the propagation anomalies, the median
reception distance (MRD) was calculated every hour from each
ships’ positional data. This method amplified the presence of
the ships from which only a few transmissions were received.

V. RESULTS
A. Overall anaysis

The data collection period spanned 181 days from Sept. 8,
2022, 00:00, to Mar. 8, 2023, 00:00. Throughout this temporal
interval, 71,251,552 AIS messages were acquired. Within this
dataset, 1,058,784 messages were identified as malformed, and
1,145 records were not supported by our parser. These mes-
sages may occur because the checksum matches the payload,
but the bit length for the specified message type is wrong,
which we consider corrupted.

342,301 messages exhibited the presence of out-of-scope
values. These messages can occur because of the previously
mentioned reasons or they can be transmitted intentionally. We
will provide detailed explanation of this in Section V-D.

We identified 3,779 unique MMSI numbers corresponding
to the different ships.

B. Distance analysis

The computed mean of the receiver-transmitter distances
was D = 10.364 NM, while the median was M = 8.0 NM. To
highlight the special characteristic of the reception we grouped
the unique MRDs hourly, and visualised it in Figure 4(a).
This figure shows that the MRD was most often 7.5 NM,
but there are slight peaks around 18, 26 and 29 NM. During
these periods, the MRD increased or doubled, and in some
cases, we can observe extraordinary distances. We classify
these occurrences as propagation anomalies caused by solar
and weather activities introduced in Section II-B.

The histogram of MRDs is represented in Figure 4(a) and
their values over the time in Figure 4(b), wherein the MRDs
are computed at hour-long intervals. In Figure 4(b), peaks were
observed on 23/09/2022, and 7/03/2023. Our analysis indicates
that these peaks are attributed to a single record stored during
these hours, leading to a notable increase in the median value.
So, we omitted these hours. The following maxima mean
distances were documented: 20.6 NM between 14:00-15:00
14/02/2023, 20.3 NM between 01:00-02:00 12/09/2022, 20,3
NM between 01:00-02:00 02/11/2022, and 20,2 NM between
12:00-13:00 23/11/2022. During these days the MRD exhibits

Frequency
.
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Maximum reception distance [NM]

Figure 2. Histogram of the maximum reception distance.

a significant increase (Figure 3, green area), compared to
the regular days (Figure 3, magenta area), but there was no
reception from extremely far distances. During the same period
there was no considerable solar activity. However, because
of the concurrent weather condition the propagetion might
have influenced by the sporadic E-layer. Figure 2 depicts the
histogram of the hourly grouped maximum reception distance.
It shows that, in most cases, the coverage was below 100 NM,
but we experienced periods with coverage of 600, 900, 1200
NM. The analysis of the maximum distances is depicted in
Figure 3. The coverage was extremely high on 08/10/2022:
1090.4 NM (red dots), on 10/12/20221210: 993.6 NM (blue
dots), and on 29/11/2022: 861.1 NM (yellow dots). However, it
is noteworthy that numerous signals were detected originating
from distant sources, contributing to the observed phenomena.
The difference between the characteristic of the propagation
anomalies can also be observed in Figure 3.

C. Malformed packet analysis

We investigated the number of the received packets with
incorrect checksums. According to our hypothesis, the number
of these malformed packets correlates with the maximum
reception distance, with the total number of the packets and
with the avarage distance during a given period. To prove our
hypothesis we aggregated the different values, such as number
of broken or malformed packets, distances, etc. in four-hour-
long periods and calculated the values. Table II summarises
the results of the correlation analysis.

Table II
CORRELATION ANALYSIS: BROKEN PACKETS, MAXIMUM & AVERAGE
RECEPTION DISTANCE, AND TOTAL PACKETS.

Values Correlated Variables
Broken packets: | Broken packets: Broken packets:
Max. distance Average distance Total packets
t 6.216 -0.385 32.85
df 4343 4343 4343
p-value 5.569¢-10 0.700 2.2e-16
correlation 0.094 -0.006 0.446
95% conf. 0.064 -0.036 0.422
interval 0.123 0.024 0.470

Regarding the correlation between the daily received broken
packets and maximum reception distance, p = 5.569¢710,
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Figure 4. Mean reception distance analysis.

which is less than the significance level o = 0.05. From this
we can conclude that these values are significantly correlated
with a very weak correlation coefficient of 0.094.

The same applies to the correlation between the received
malformed packets and the total number of received packets,
where p = 2.2e — 16, which is less than the significance
level a = 0.05. We can conclude that these values correlate
significantly with a strong correlation coefficient of 0.446.

In the case of the correlation between the received mal-
formed packets and the MRD, we experienced a weak corre-
lation with a correlation coefficient of -0.006 and p = 0.700,
which is higher than o = 0.05. Thus, the number of broken
packets does not correlate with the MRD.

Since the receiver just indicates the existence of the broken
packets but does not provide further information about their
transmitter or why the integrity check has failed, we cannot
investigate this further.

D. Error packet analysis

During our data collection period, we collected 342,301
error messages with correct CRC, whose values could not be
valid; for example, the latitude was more than 180 degrees.
This can happen if the packet changes, but the CRC remains
correct, or the packet is intentionally sent. We analysed the
number of these packets in Figure 5.

Most packets (277,824 messages), indicated by the blue
line in Figure 5 were transmitted by a crewed vessel with
MMSI (Maritime Mobile Service Identity):277824 located at

N59.64589° / E25.49998°. The transmitted message type was
17, used by a base station to broadcast differential correc-
tions for GPS. This service was started on 13/10/2022-10 at
10:48:18.

Out of the remaining 64,477 packets 63,009 were transmit-
ted by 120 different ships with lat=91°, lon=181° positions.
One of the most significant transmissions was experienced on
03/11/2022, when a burst (32,770) of navigational information
messages were transmitted by MMSI:276197000, EVA320
(High-Speed Craft); however, the ship —according to its AIS
messages— was moored from 31/10/2022 11:53:41 in the
port of Hundipea, Estonia (59°27°33.3”N 24°43’14.1”E), and
suspended its AIS transmissions from 01/11/2022 17:07:19 to
05/11/2022 00:38:59. These packets were transmitted either
intentionally or by transmitter failure.

The remaining 1,468 packets with message types 1, 3 or 18,
used for navigational information reporting, contained random
positions. These packets are most probably corrupted because
of propagation anomalies.
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Figure 5. Number of recorded error messages.

E. Anchored ship position analysis

1) Position analysis: The position analysis of the ships at
anchor is based on the type 3 messages in which the status of
the ship was “at anchor”. Theoretically, the ships’ positions
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should remain unchanged during the mooring, or the position
of the closely anchoring ships should be changing similarly
due to current/wind conditions. Our analysis produced differ-
ent results. We identified ships which kept their position in
Figure 6(a), while others moved significantly, as depicted in
Figure 6(b). We identified the windy weather conditions as a
possible reason. However, this pattern could have been caused
by transmission of intentionally modified position.

o

(a) Ships without significant move-
ment.

(b) Ship at anchor sways around on
the radius of its anchor chain.

Figure 6. Ships’ position at anchor.

2) Behaviour analysis: Androjna et al., among others, re-
ported several AIS spoofing-related incidents in [23]; including
the case when twelve ships reported their positions by AIS
with significant error [24]. In our dataset, we observed several
ships changing their position at anchor. We analysed the ship’s
latitude and longitude versus time to check the possible reason.

We visualised the ship’s longitudinal and latitudinal coordi-
nates over time to investigate the patterns of position changes.
Our analysis revealed a discernible correlation between the
shifts in position and environmental factors, particularly wind
dynamics. The observed changes exhibited a smooth trajectory,
indicative of natural influences rather than arbitrary or artificial
manipulation. This pattern is depicted in Figure 7, where the
coherent and continuous movements align with the expected
behaviour influenced by wind patterns.
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Figure 7. Ship’s position deviation (S-N/W-E) from the average position.

VI. DISCUSSION AND FUTURE WORK

The accessibility of our research and the corresponding
dataset stand to significantly help experts in the need for
a dataset encompassing diverse anomalies. Even with the
merits of our study, it is imperative to acknowledge its

limitations, particularly concerning the spatial coverage of
the receiver —S-AIS is outside the scope of this research—
and the temporal constraints imposed by the data collection
period. In our forthcoming research endeavours, we intend to
conduct a comparative analysis spanning identical timeframes
across different years, enhancing our investigations’ temporal
robustness and depth. Our dataset [25] is publicly avalilable
at https://www.kaggle.com/datasets/gaborvisky/ais-dataset.

VII. CONCLUSION

This manuscript aims to introduce our acquired AIS dataset
and its primary attributes. We employed detailed analyses
to discern certain (pseudo) anomalies and explicated their
underlying causative factors. While our investigation aligns
with numerous studies expounded upon in Section III, our
work’s distinctive contribution lies in the dataset’s public
availability and its detailed analysis.

During a six-month-long period, we collected more than
71 million AIS messages transmitted by 3,779 unique ships.
1.5% of the messages were corrupted (failed the CRC check),
which can be caused by propagation anomalies because of the
long distance that degrades the packets’ integrity. This proves
our hypothesis: The quality of the received messages correlates
with the maximum reception distance; the bigger the coverage,
the more inconsistent the received packets.

0.48% of the received messages passed the CRC check
but contained out-of-range values. A fraction of these packets
(1,468) —since they were distributed randomly in time— were
malformed because of propagation anomalies. A huge fraction
of the packets were transmitted by a VTS station; still, the rest
were transmitted intentionally or because of transmitter failure
since we received these signals in short periods, from the
same transmitter, based on the MMSI number. The identified
anomaly proves this claim and our hypothesis since we found
anomalies in the received packets because of faulty transmit-
ters or intentional jamming.

We identified several propagation-related anomalies that oc-
curred mainly during irregular weather conditions but were not
directly related to solar activity. Since the weather conditions
influenced our coverage over the propagation, our hypothesis
that natural phenomena can cause anomalies in reception is
partly proven.

We received packets at a 400 packets/minute rate, which is
against the AIS message timing rules introduced in Table I,
proving our hypothesis: the main characteristics of the received
packets can deviate from the standards.

We find different behaviours when analysing the ships “at
anchor” position. We identified the weather conditions as a
possible reason. The ship’s position changed smoothly on the
radius of the anchor chain.
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Abstract—A global trend in the progressive digitalisation of the
world is affecting different industries, including the maritime
transport sector. Electronic navigation and autonomous sailing
heavily rely on sensor data, such as Global Navigation Satellite
Systems (GNSS), Light Detection and Ranging (LIDAR), Radio
Detection and Ranging (RADAR), or Automated Identification
System (AIS) systems. Interference with these systems can
endanger the situational awareness of the ship control system
and influence navigation-related decisions. Our research focuses
on AIS data and seeks possible features for anomaly detection
based on transmission timing, reported and calculated speed
analysis. We conducted a comprehensive statistical analysis of
a 24-hour-long AIS dataset recorded in Tallinn to highlight the
special characteristics of such data. Our findings suggest that the
use of a single speed-based feature offers limited benefits, leading
us to propose the combination of several speed-based features for
anomaly detection. The results of this research have the potential
to impact the cyber security of ship’s navigation systems by the
identified properties of AIS data.

Keywords—Automatic Identification System, AIS, Maritime,
Cyber Security, Anomaly Detection, Statistical Analysis

I. INTRODUCTION

Modern society heavily depends on marine transportation,
responsible for handling around 80% of global trade [1]. Over
the past few decades, maritime systems have become more
digitalised and interconnected to improve efficiency, leading
to substantial cybersecurity challenges within the sector [2—
51

Electronic navigation equipment used onboard modern ships
has undoubtedly decreased the ships’ collision incidents over
the years [6], but they suffer from a number of cyber security
vulnerabilities [7], [8]. Melad et al. in [9] introduce 46
maritime-related cyber incidents, four of which targeted ships’
operational technology (OT) systems.

A. Automatic Identification System

The Automatic Identification System (AIS) is crucial for
ensuring situational awareness at sea [10], [11]. The Interna-
tional Maritime Organisation (IMO) requires a specified set of
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ships to be equipped with AIS to improve the safety of life at
sea, the safety and efficiency of navigation, and the protection
of the marine environment.

Ships equipped with AIS continuously broadcast their
unique identifiers and other essential navigation details, such
as position, speed, and course. It helps identify vessels, assist
in target tracking, and simplify information exchange. Ships
are sending their static and dynamic data regularly (Table I)
over VHF of satellite link [12].

Table 1. AIS Default Timing [12].

Type of ship General reporting interval
Ship at anchor 180 sec
Ship 0-14 knots 12 sec
Ship 0-14 knots and changing course 4 sec
Ship 14-23 knots 6 sec
Ship 14-23 knots and changing course 2 sec
Ship >23 knots 3 sec
Ship >23 knots and changing course 2 sec

Since the system is not secured by design, malicious actors
can spoof or jam the system [13], manipulate or falsify
data, leading to the dissemination of incorrect vessel infor-
mation [14-17]. Detecting anomalies in the transmitted data
can promptly assist in identifying such attacks and initiating
appropriate countermeasures.

This motivated the work in this paper, in which we study
the transmission time between AIS messages and compare
it against the standards’ recommendations. Furthermore, we
evaluate how efficiently the reported (by AIS) and the calcu-
lated speed of the vessel can be used for anomaly detection.

In this paper, we make the following contributions:

« We analyse a 24-hour long, real-life AIS dataset focusing
on the time lapse between the messages.

o We introduce the calculated speed (V.q;.) of the vessel,
based on the haversine distance and the time lapse
between two consecutive messages.



« We analyse the discrimination strength of the V4. com-
pared to the reported speed (V;.p) and the time between
the messages.

« We introduce the Speed Variance Ratio (SVR), by lever-
aging the ratio of the variance of V4. and V,,, and
we analyse its discrimination strength when used as an
anomaly detection feature.

II. RELATED WORK

Extensive literature is available focusing on anomaly detec-
tion in AIS data, with approaches including statistical, rule-
based, and neural network-based machine learning methods.

Amro et al. published an overview of navigation data
anomaly analysis and detection. The paper targets the anomaly
detection methods in NMEA messages created by malicious
actors [18].

Iphar et al. [19] proposed a data quality-based integrity
assessment of AIS messages and a rule-based detection ap-
proach.

Gamage et al. wrote a comprehensive survey on the applica-
tions of machine learning techniques on maritime surveillance
to detect abnormal maritime vessel behaviour [20].

Ristic et al. analysed the statistics of the vessels’ motion
patterns in the ports and waterways based on the transmitted
positions. They extracted motion patterns from historical data
and constructed models using adaptive kernel density estima-
tion to predict vessels’ motion. The work focused on anomaly
detection in the ship’s trajectory [21].

Hadyagic and Jousselme in [22] introduced a situational
analysis model for vessel tracking that can support the de-
tecting vessel’s deviation from its destination. Their Bayesian
network-based probabilistic graphical model also supported
the detection of anomalies in the ship’s trajectory.

These papers delve deep into trajectory-related irregulari-
ties, providing a comprehensive understanding of this aspect of
vessel tracking without introducing methods for the detection
of anomalies in AIS transmissions or data.

Campbella et al. in [23] introduced machine learning tech-
niques for invalid AIS message detection. The study identified
several features to be evaluated by the applied methods, includ-
ing the standard deviation and mean time between messages
and the difference in distance calculations.

This publication motivated us to evaluate time-based and
speed based features and validate they discriminating strength
on real-life AIS dataset.

III. METHOD
A. AIS Dataset

There are publicly available AIS data feeds from Marine-
traffic [24], Spire Global [25] or AISHub [26]. These sources
make valuable contributions but focus mainly on the ships’
trajectory, position and movement. As far as only aggregated
data is available from these sources [27], these datasets are not
suitable enough to support detailed AIS anomaly detection-
related research. To ensure the trustworthiness of our pro-
posed approach, we used a real-life dataset, collected with

a dedicated receiver installed on the premises of the Estonian
Maritime Academy, N59.462N, E24.666 40m ASL [28], [29]
for testing its performance.

B. Data Preparation

Since this study analyses a fraction of the dataset, we
executed a data preparation phase as Figure 1 shows. The
original subset of the recorded data consisted of 425952 mes-
sages, including Class-A and B ones, from ship-on-way and on
anchor, from navigational aids and vessel traffic services. Since
this research focuses only on the Class-A messages transmitted
by moving ships on-way, we selected only the relevant 43760
messages recorded between 08/09/2022 00:00 and 09/09/2022
00:00, providing a 24-hour long snapshot of vessel movements
in the area.

During the preparation, the date and time information were
converted to UNIX timestamps, which were added to all
records. Based on these timestamps, the time differences for
each pair of consecutive records were calculated, as well as the
haversine distance between the reported positions, see equation
1.

hav(loc(n + 1), loc(n))
(uniz(n + 1) — uniz(n))

Vca,lc(n) = (1)
These values were used for the calculation of the V4.,
and of the variances of V4. and V,., for all records. This
enhanced dataset was used during the analysis.
‘ (MMSI, Channel, Lat, Lon, Date, Time, Speed)

: —

Filtering by
Channel, Date

Time difference
calculation
(Date, Time)

Original record

Haversine distance
calculation

‘ Evaluation of Ve, variance of Ve and Vege }—-

Figure 1. Flowchart of the data preparation.

Analysed dataset

C. Transmission Timing Analysis

To better understand the transmission timing, we analysed
the transmission timing against the ship’s speed, as presented
in Table II. This comparison was necessary to explore whether
variations in transmission timing could be correlated with the
vessel’s speed.

D. Calculated Speed Analysis

The analysed packets contain both the ship’s positional
data and its speed (V;.cp). As introduced in Section III-B, we
obtained the V4., representing the calculated speed based on
the reported positions. With both the V.., and V.4 in hand,
we conducted a series of tests to evaluate the effectiveness
of correlating these two data sets. Specifically, we focused on



measuring the correlation strength and calculating the average
difference between the V.., and V.. across various time
intervals and conditions.

Based on the variance of V., and V.. we calculated the
Speed Variance Ratio (SVR) (equation 2), that we also used
as a feature.

var(Veate) /var(Veep),
var(Viep) /var(Veaic)

if ‘/calc) 2 Vrep

SVR(Ve,Vy) = { @

otherwise

IV. RESULTS
A. Results of the Transmission Timing Analysis

As it can be seen in Table I, the standard defines exact tim-
ing values for AIS transmission. Table II shows the calculated
time differences between the received messages. The analysis
revealed that the timing of transmissions did not adhere to the
requirements set forth by the AIS communication standard,
which mandates specific timing intervals based on vessel speed
and other factors.

Table II. Results of AIS timing results.

. . Speed [kts] Total
Time [s] —1z B 1423 | 23<
<15 70 15 0 85
1525 0 0 0 0
2535 3 2 2 7
355 321 1370 | 2736 | 4427
59 | 116 167 | 323
9-16 460 | 10001 | 48 | 10500
1630 | 21403 | 1271 19 | 22693
3045 | 3167 | 299 5 3471
45-70 767 195 7 966
70- 1080 | 189 9 1278
Total | 27312 | 13458 | 2990 | 43760

The comparison of the standard-defined timing vs. calcu-
lated time differences of the real life dataset can be seen in
Table III.

Table III. AIS Timing analysis.

Reported

speed [Ks] 0-14 14-23 >23
Number of 27312 13458 2990
messages

Expected o100 | 20 | 60 | 20 | 30
timing [s]

Measured 3.5- 9.0- 1.5- 5.0- 1.5- 2.5-
timing [s] 50 | 160 | 25 | 90 | 25 | 35
Number of | 351 | 460 | 0 | 116 | 0 2
Teports

Correct 117 | 1,68 | 0.0 | 0.86 | 0.0 | 0,001
category [%]

The results show that in most cases, the transmission
intervals did not align with the expected timing based on the
ship’s speed, indicating the method’s low reliance.

B. Overview of the Calculated and Reported Speed Analysis

We generated scatter plots to gain deeper insights into the
differences between calculated and reported speeds. These
visualisations help identify patterns and deviations that may

take time to be apparent through raw data analysis alone.
Figure 2 illustrates vessels exhibiting minimal deviations in
their reported speeds. Specifically, in Figure 2a, we observe
three ships maintaining a nearly constant speed over time, sug-
gesting high accuracy and consistency in their AIS-transmitted
speed data. This consistency indicates either routine maritime
operations or reliable transmission of the ship’s speed infor-
mation. In contrast, the plot in Figure 2b shows a vessel
with a more dynamic speed profile, where the ship’s speed
fluctuates over time. Such variations could be attributed to
various operational factors, such as manoeuvring in congested
waters, responding to environmental conditions, or engaging in
different phases of its voyage, like accelerating or decelerating.
These speed changes are captured effectively in the plot,
allowing us to compare the reported data against the calculated
speed values and observe any discrepancies.
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Figure 2. Ships with consistent speed data.

Figure 3 illustrates vessels that exhibit a higher degree of
speed deviation, highlighting potential discrepancies between
the calculated and reported speeds. Such deviations could be
indicative of irregularities in the AIS data or other operational
factors influencing the vessel’s speed.

In particular, Figure 3a demonstrates that as the ship’s speed
increases, the calculated speed shows greater deviation from
the reported values. This pattern suggests that higher speeds
may amplify inaccuracies in the transmitted data, possibly due



to limitations in AIS reporting regularities. Figure 3b presents
a ship where the deviation between the reported and the
calculated speed is larger. This could suggest that the vessel’s
speed calculation more inaccurate.

30

15

Reported speed [kts]

) 5 10 0 25 30
Calculated Speed [kts] (276672000)
(a) Ship with increasing speed.
30
254
Voo .
o
g 204 1)
=
B
H
8
& 15
-
2
t
5
2
2 10
5
0 - . - - -
0 5 10 15 20 25 30

Calculated Speed [kts] (276002220)

(b) Ship executing complex operation.

Figure 3. Ships with deviating speed values.

These figures suggest that the correlation between V.., and
Veaie speed can indicate anomalies.

C. Speeds’ Correlation as feature

Our analysis shows that the correlation between V.., and
Viaic does not necessarily correlate with anomalies. The
values of the Pearson correlation coefficient between the
Viep and Vg of the ships (MMSI: 248738000, 257037140,
209515000) depicted in Figure 2a vary, namely they are 0.843,
0.339, 0.412 respectively, while in the case of ships depicted in
Figure 3a and 3b the correlation is high, despite the significant
error in high speeds and the reporting error.

The low variance of the speed is the reason for the varying
correlation in the case of ships with MMSI 248738000,
257037140, and 209515000, so this feature is reliable only
if the speed variance is high.

D. Absolute Average Speed Difference (AASD) as a feature

The value of the average difference between the V... and
Viep can serve as a feature for detecting anomalies in the
data. This difference can reveal discrepancies that may indi-
cate irregular behaviour. A higher AASD suggests a greater

Table IV. Correlation and avarage speed differnce.

2]
U o
§% | <2 R
=1 25 g 23
ol s3 ‘5.8 ]
g g =" S > 8 o 2
— S o 2 .» L5 2 I &2
%) O o < o g T8 k=) ]
s z o3 8 8% 3 5A
s 2 & | oS | & =
248738000 | 0.843 0.147 0.104 1.413 0.167
257037140 | 0.339 0.049 0.007 7.00 0.159
209515000 | 0.412 0.273 0.054 5.056 0.383
276672000 | 0.727 | 18.788 10.078 1.864 2.310
276002220 | 0.937 | 42.440 | 41.195 1.030 1.311
256332000 | 0.072 | 2.995 0.008 374375 | 1.021
636021907 | 0.050 | 8.564 0.046 186.17 1.582
636022144 | 0.335 1.613 0.192 8.401 1.052

likelihood of anomalous data, which may reflect unexpected
deviations from typical or expected speed patterns. Therefore,
monitoring the average difference between V. and Vi.p is
a good candidate for anomaly detection.

While the AASD was initially considered a good candi-
date, our results indicate that it is not reliable. The high
variance in V4, particularly at higher speeds, diminishes
the effectiveness of this metric in identifying anomalies. As
speeds increase, the natural fluctuation in V4. becomes more
pronounced, which can obscure meaningful deviations and
lead to the potential for false positives or missed anomalies.

E. Speeds Variance Ratio as a feature

Naturally, V. and V., are expected to have similar
values, similar behaviour. To represent the behaviour simi-
larity we introduced SVR, calculated according to equation
2. The similarity is evident in the case of ships with MMSI
248738000, 257037140, 209515000, and 276002220, where
the Veqie and V., closely align. However, this ratio tends to
increase at higher speeds, indicating a growing discrepancy
between V.q. and V,.,. As speed increases, the variation
in Va1 becomes more pronounced, and the alignment with
Viep diminishes. Consequently, SVR has limited discrimina-
tion strength, especially at higher speeds, where the variance
becomes too large to detect anomalies reliably. The increased
SVR at high speeds reduces the utility of this feature for
anomaly detection, as it fails to distinguish between normal
and anomalous behaviour consistently.

FE. Discrimination by multiple features

SVR and AASD did not provide us strong enough features,
so we used them together, to achieve better results, since a
high SVR, which reflects the growing discrepancy between
the variance of V.4 and V;.p, coupled with a high AASD,
signals a significant deviation from expected speed patterns.
Together, these features provide a clearer distinction between
normal and anomalous data, as depicted in Figure 4.

Based on these features, with K-Means clustering method,
we identified ships demonstrating irregular behaviour, depicted
in Figure 5.



At the same time we judged 276002220 and 276672000
depicted in Figures 3a and Figure 3b irregular as well; however
these ships just executed complex operations.
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Figure 4. Plot of AVS vs. AASD
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Figure 5. Ship with irregular behaviour.

V. DISCUSSION AND CONCLUSIONS

In conclusion, the anomaly detection approach based on
transmission timing has yielded limited results. While this
method can help identify irregularities in the timing of AIS
transmissions, it appears insufficient for detecting more subtle
or sophisticated forms of data manipulation or cyberattacks.
The reliance on timing alone does not account for various ex-
ternal factors, such as communication delays or environmental
influences, which may cause benign variations in transmission
intervals.

As highlighted in Section IV-A, the measured timing values
do not follow the standards. A possible reason lies in the
transmission organisation of AIS. Since the AIS is based on
self-organised time division multiple access (SOTDMA) and
dynamic slot reservation (DSR) selection method under high
data link load condition, multi-user conflicts may occur, which
brings difficulties to the dynamic monitoring of the ships,
because of the overlapping of candidate slots [30].

Although the AIS transmitter sends the packets with a
certain regularity, the receiver side receives only 0.0-16.8%

of the packets with correct timing, which leads to a doubled
or tripled time interval.

According to [31] the transmitters must change their time
slot regularly to maintain DSR. It can lead to shorter time
difference if the transmitter allocates the new time slot closer
to the old one. These characteristics reduces the time interval’s
discrimination strength.

Regarding the difference between V4. and V., we can
conclude that the higher speed the higher the difference.
As Figure 6 shows, the reporting that we experience higher
difference when the time delay between the reports is lower.
According to the standards, it happens, when the ship changes
its course, what explains the higher V.. calculation error.

Time delay [s]

Speed difference [kts]

0 1000 2000 3000 4000 5000
sample number, (MMS1:276005280)

Figure 6. Plot of V4. and V.., difference, and reporting time.

Furthermore, we can conclude that the correlation between
Veate and Ve, and the individual features SVR and AASD
can be valuable indicators for anomaly detection. However,
these correlations come with certain limitations. Their perfor-
mance is highly dependent on the ship’s speed and trajectory,
as higher speeds and complex manoeuvres introduce more
significant variability, reducing the accuracy of these features
when used in isolation.

To mitigate these challenges, we recommend using SVR and
AASD together for anomaly detection. The complementary
nature of these two metrics allows for a more robust detection
of anomalies. By leveraging both features, the system can
more effectively account for variations in speed and trajectory,
providing a stronger basis for identifying anomalies.

Together with all the results, it is important to keep in mind
that the identified anomalies are due to calculation error or
potentially faulty AIS transmitter setups or malicious activity.
While the combined features of SVR and AASD serve as
effective tools for anomaly detection, the root cause of many
detected irregularities is likely related to course or speed
changes, AIS reception irregularities, or calculation error.

We can consider faulty AIS setups, that can lead to in-
consistent or inaccurate transmission of speed and positional
data, causing discrepancies between Ve, and V., and thus
triggering high SVR and AASD values. As such, while these
features are valuable for detecting anomalies, it is crucial to



consider the possibility of AIS transmitter issues as a primary
factor behind the observed data irregularities.

VI. FUTURE WORK

In our future work, we plan to develop and train a better
model capable of distinguishing between regular and anoma-
lous cases more accurately and create a system that can
automatically identify irregular behaviour while accounting
for factors such as the ship’s speed, trajectory, and potential
external influences.

By leveraging the insights gained from features such as SVR
and AASD, along with other relevant parameters, the model
will aim to improve the detection of anomalies in maritime
data. The goal is to create a system that can automatically
identify irregular behaviour while accounting for factors such
as the ship’s speed, trajectory, and potential external influ-
ences.
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Using Incremental Inductive Logic
Programming for Learning Spoofing
Attacks on Maritime Automatic
Identification System Data

Aboubaker Seddiq Benterki, Gabor Visky, Jiiri Vain, and Leonidas
Tsiopoulos

Abstract The Automatic Identification System (AIS) is a tracking system
used in vessels and vessel traffic control services to identify and locate ves-
sels and is being regarded as the main tool for complementing the navi-
gator’s direct visual/audible information augmented with RADAR data to
prevent collisions at sea. Despite its criticality, AIS in its general use, with
the corresponding message broadcasting protocol, is not secured from cy-
berattacks. Its security vulnerabilities have been extensively discussed in the
literature and several real incidents have been reported. To address this issue
several research papers have been published proposing anomaly/attack de-
tection systems based either on machine learning (ML) approaches requiring
large datasets or on logic-based rule systems built with the help of maritime
experts. In this chapter we propose an alternative ML approach to develop an
attack detection system using Inductive Logic Programming (ILP), a sym-
bolic AI method, to incrementally learn rules that help detect anomalies in
AIS data that potentially could indicate spoofing attacks. As a main result,
we demonstrate that ILP frameworks that combine relational logic and nu-
merical reasoning stand out for the ability to generalise from a small set of
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examples and provide explainable evidence of anomaly occurrence, making it
suitable for operational use in maritime environments

Key words: anomaly detection, inductive logic programming, automatic
identification system, maritime, cyber, security, AIS, ILP

1 Introduction

Maritime transport has significant role in the global economy [1]; however, it
is vulnerable to disruptions impacting severely whole global chains of trade
[2]. Therefore, academia, industry, and public sector have recognised the need
to improve the sector’s resilience equalising its importance with other critical
aspects in the maritime domain [3-7].

In 2017 and 2022, the IMO released guidelines with high-level recommen-
dations on maritime cyber risk management to promote effective cyber risk
management and protect the shipping industry from cyber threats and vul-
nerabilities [8,9].

International Ship and Port Facility Security (ISPS) Code established by
the IMO partly regulates the cybersecurity risk assessment [10]. These regu-
lations do not specify particular characteristics of cybersecurity solutions on
a ship.

In June 2017, the Maritime Safety Committee also adopted the resolution
for Maritime Cyber Risk Management in Safety Management Systems to
encourage administrations to appropriately address cyber risks in existing
safety management systems [11].

One of the key components to assure situation awareness at sea is the
Automatic Identification System (AIS) [12,13]. Vessels outfitted with AIS
continuously transmit their unique identification along with other vital nav-
igation data. Despite the criticality of AIS, its communication protocol is
not secured from cyberattacks. This, in turn, makes AIS a desirable target
of cyber crime by altering or falsifying data and allowing the spread of in-
accurate information about vessels [14-17]. Timely detection of anomalies in
the transmitted data can help the identification of such attacks and trigger
adequate countermeasures.

Current research literature increases rapidly in the number of approaches
focusing on anomaly detection in AIS data, with approaches ranging from
statistical and rule-based [18-22], to exploiting neural network (NN) based
machine learning (ML) methods [23,24]. However, there is an alternative
ML methods group, based on inductive logic programming (ILP), introduced
by Muggleton [25], that surprisingly has not got any attention in existing
works, though ILP has demonstrated a series of advantages over other ML
methods. The advantages include the ability to generalise from small numbers
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of training examples, natural support to lifelong and transfer learning, ability
to learn complex relational theories, and explainability of learning results [26].

To our best knowledge, in this chapter, ILP is applied first time for
anomaly detection in real-life AIS data. According to our experimental re-
sults on real AIS data collected at the harbour of Tallinn, we demonstrate
that ILP extended with the support for learning also numerical relations can
efficiently learn various AIS attack signatures and generalize them in the form
of compact set of attack detection rules.

The rest of the chapter is organised as follows. In Section 2 we present
preliminaries of AIS, ILP and an extension of ILP that we use in this chapter
to learn logic programs combining relational logic and numerical reasoning.
In Section 3 we discuss the related works. In Section 4 we present our method
and in Section 5 we evaluate it on a real-life dataset. In Section 6 we conclude
this chapter and discuss the future work.

2 Preliminaries
2.1 Automatic Identification System (AIS)

The AIS is a coastal tracking system designed for short-range monitoring,
typically effective up to a distance of 20-100 nautical miles (NM) at sea,
depending on the setup [27,28]. It was created to offer identification and po-
sitioning data to vessels and coastal stations, enabling them to monitor, iden-
tify, and share information about marine traffic. The International Maritime
Organization (IMO), under the Safety of Life at Sea (SOLAS) Convention,
mandates that AIS transponders be installed on international voyaging ships
with a gross tonnage (GT) of 300 or more, all ships with a GT of 500 or
above, and on all passenger ships irrespective of size. This requirement aims
to enhance safety and navigation efficiency at sea [29].

AIS transponders are available in two different classes. Class A transpon-
ders are required for all SOLAS-compliant vessels, as previously mentioned.
Class B transponders, on the other hand, are designed for non-SOLAS vessels,
including domestic commercial vessels and pleasure crafts.

The installed AIS transponder regularly broadcasts information on the
ship’s status, such as static details, dynamic (e.g., vessel position, speed,
navigational status) data, and voyage (destination port and the estimated
time of arrival of the vessel) information [30]. The dynamic AIS data are
automatically transmitted every 2 to 10 seconds, depending on the vessel’s
speed, as detailed in Table 1. The static data is transmitted every 6 minutes
regardless of the vessel’s movement speed or status [31].
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Type of ship Reporting interval
Ship at anchor 180 sec
Speed 0-14 knots 12 sec
Speed 0-14 knots and changing course 4 sec
Speed 14-23 knots 6 sec
Speed 14-23 knots and changing course 2 sec
Speed >23 knots 3 sec
Speed >23 knots and changing course 2 sec

Table 1 Default timing of AIS messages [30].

2.2 Inductive Logic Programming

ILP studies learning from examples, within the framework provided by clausal
logic. The examples and background knowledge are given as clauses, and
the theory that is to be induced from these, also consist of clauses. ILP
uses logic programming as a uniform clausal representation for examples,
background knowledge and hypotheses learned. Given an encoding of the
known background knowledge and a set of examples represented as a logical
database of facts, an ILP system derives a hypothesised logic program which
entails all the positive and none of the negative examples. Formally,

e given a finite set of clauses B (background knowledge), and sets of clauses
E+ and E— (positive and negative examples, respectively),
e find a theory X, such that X' U B is correct with respect to E+ and E—.

By the correctness of theory X' we mean that ¥ U B | e+,Ve+ € E+
(completeness), and X' U B £ e—,Ve— € E— (consistency). The two basic
steps in the search for a correct theory are specialisation and generalisation.
If the current theory together with the background knowledge entails some of
the negative examples, it is too strong and needs weakening, i.e., specialisa-
tion, such that the new theory and the background knowledge are consistent
with respect to the negative examples. If the current theory together with
the background knowledge does not imply all positive examples, it needs to
be strengthened (generalised) by finding a more general theory such that all
positive examples are implied.

In ILP setting we now formulate the learning task as the task of learning
rules that generalise correct AIS data exchange and, thus, by monitoring AIS
data and checking them against learned rules (in terms of ILP theory) it
allows distinguishing anomalies from normal AIS data. This, in turn, could
indicate the possibility of cyber incidence, e.g., spoofing attacks. As a case
study, the positive examples are based on a small (but sufficient) subset of
real AIS data collected at the harbour of Tallinn and the negative examples
are based on extracted samples from the same subset of data which violate
the accuracy constraint for the reported consecutive vessel positions. Addi-
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tionally, we injected fake vessels into this dataset to simulate spoofing attacks
(see subsection 4.2.3).

2.3 Relational Program Synthesis with Numerical
Reasoning(NUMSYNTH)

NUMSYNTH [32] is an ILP framework designed to learn programs that com-
bine relational logic and numerical reasoning. While many ILP frameworks
primarily focus on learning Prolog programs with symbolic reasoning, NUM-
SYNTH extends this by learning programs with numerical values, crucial for
tasks involving continuous domains like real numbers or discrete domains of
integers. NUMSYNTH ensures that for each positive example, a learned hy-
pothesis includes numerical constraints that cover the positive examples. In
contrast, for each negative example, the hypothesis excludes the values that
would entail it. NUMSYNTH incorporates this form of reasoning by using
two stages: program search and numerical search. In the first stage, par-
tial programs are generated with numerical variables. In the second stage,
satisfiability modulo theories (SMT) solvers are employed to search for ap-
propriate numerical values that fit the training data. This two-stage process
allows NUMSYNTH to handle infinite numerical domains and derive nu-
merical thresholds, constraints, or inequalities from multiple examples. The
system’s ability to reason over examples jointly, rather than individually, dis-
tinguishes it from other ILP systems that struggle with complex numerical
relationships.

3 Related work

Since the AIS system is not designed to be resistant against cyberattacks, it
brings severe vulnerability into the Vessel Traffic Service systems. Balduzzi
et al. [33,34] introduced the security consideration related to this system.
Due to this, a lot of research has been conducted to identify anomalies in
AIS data, including anomalies possibly caused by cyberattacks.

Several research works focused on the identification of anomalies in ship
trajectories by applying different methods. Ristic et al. [35] used statistical
analysis of the position of the ships for anomaly detection in trajectory, with
promising results, however their method generated high false positive alerts.

Kowalska and Peel [36] used data-driven, non-parametric Bayesian model
with active learning for anomaly detection in ships’ trajectory. Vespe et
al. [37] applied unsupervised learning for anomaly detection in maritime traf-
fic patterns, using real-time and historical AIS data. The method successfully
identified ships violating the traffic separating zones and prohibited areas.
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Katsilieris et al. [38] studied the trustworthiness of AIS data with the
help of radar measurements and information from the tracking system. The
applied log-likelihood ratio test delivered good results, especially if the data
from the AIS and RADAR system deviated enough.

Coleman in his thesis applied and analysed several different ML-based
anomaly detection methods on the heatmap of ships’ location based on
data [39].

Kontopoulos et al. [40] studied the detection of data spoofing and falsifica-
tion attacks in real-time environment. Their method determines the average
speed needed to travel along the shortest route between two consecutive lo-
cations reported via AIS. If the computed speed falls within a realistic range,
the next message is accepted as the new last valid position for that vessel. If
not, the message is marked as potentially spoofed. With this approach they
achieved moderate results.

Kullberg et al. [41] developed a method that recursively learned a model
of the nominal vessel routes from AIS data and simultaneously estimated
the current state of the vessels. The method also distinguished anomalies
and measurement outliers. Statistical testing relative to a current motion
model was applied and the method was evaluated against historical AIS data
showing that previously unseen motions could be detected.

d’Afflisio et al. [42] proposed an anomaly detection strategy based on a
multiple hypothesis testing framework using two approaches. The first ap-
proach was based on the generalised likelihood ratio testing and the second
approach was based on the model-order selection methodology applying an
appropriate penalty term to the maximised log-likelihood based on the sta-
tistical model for the vessel kinematic. Anomaly detection rules were then
derived and the effectiveness of the approach was demonstrated against sim-
ulated data.

All the approaches discussed above brought good results, however they
did not consider any further characteristics of the AIS transmissions, like
transmission periodicity, etc.

Lane et al. [43], besides the trajectory-related anomalies, considered the
unexpected AIS activity as anomalous behaviour focusing on the existence of
the transmissions. The priory used approach generated false positives, if a sig-
nal was received from a priory not covered area, so the authors improved this
method by building a receiver coverage map. This approach works with land-
based receivers, but on the sea its usefulness is questionable. To determine
the probability of a higher-level threat, a general Bayesian network-based
method was used.

Iphar et al. [22] proposed a rule-based method for AIS data integrity assess-
ment, with rules derived manually from the system’s technical specifications
and with help by domain experts. The study focused on the different char-
acteristics of the transmitted data, like consistency, next position violation,
(dis)appearing of a transmitter, etc. Correctness checking of the 935 descrip-
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tion logic-based rules was not discussed. 666 of these rules were implemented
in Python as part of an AIS data anomaly detection component.

Blauwkamp et al. analysed 334 million AIS messages. They conducted
statistical analysis, supervised classification and unsupervised clustering for
feature selection and proposed the implementation of a behaviour-based
anomaly detection system based on leveraging deep neural networks, his-
torical AIS data, and logic rules [44]. Their method uses message types, lo-
cation, velocity and other attributes with known behaviour for training the
model to identify deviations in message patterns. Another indicator of aber-
rant activity is a deviated or unknown response sequence to a base station‘s
interrogation.

Louart et al. [45] developed a method for detection of AIS messages falsifi-
cations and spoofing by checking messages compliance with the time-division
multiple access (TDMA) communication protocol, which is the protocol em-
ployed for AIS data broadcasts. The authors applied a Kalman filter to track
every vessel and to assess the consistency of their velocity data sent because
the vessel velocity can affect the TDMA protocol. The proposed method was
validated on real data and showed promising results, being at the same time
computationally cheap for real-time application. Importantly, the authors
provided open-access to the source codes to foster research activities from
both industry and academia in this field.

Louart et al. [46] also developed an approach that detects AIS identity
spoofing combining the tracking of the vessel position and AIS transceiver’s
carrier frequency offset caused by the carrier frequencies mismatch between
emitter and receiver and Doppler effect. This offset is used as a radiomet-
ric signature to identify every transceiver independently of its transmitted
identity. The offset can drift over time and, thus, it is tracked by a Kalman
filter. Vessel position is also considered to reduce the miss probability of
spoofing detection. The method was tested on real AIS data and the results
demonstrated very low false alarm (1%) and miss probabilities (1.7%). The
algorithm and AIS data used are open access.

Similarly to the work by Coleman [39] that compared different ML tech-
niques for trajectory anomaly detection, Campbell et al. [23] compared sev-
eral different ML techniques to identify the most suitable ones for the detec-
tion of AIS spoofing, motivated by a real event in the North Atlantic in April
2020 where more than 200 fake vessels appeared suddenly. The AIS data fields
considered were the MMSI, date, time, SOG, COG, latitude, and longitude.
Data cleaning involved removal of duplicate messages and of records that
contained physically invalid entries. The final dataset covered April 1 - 30,
2020 and contained 19,029 data entries. The dataset had 17,853 entries that
belonged to the valid vessel class and 1176 entries as part of the invalid vessel
class. The data set was divided into a training, validation, and test set with a
60% / 20% / 20% split, respectively. The ML techniques investigated were K-
means clustering, Decision Tree (DT), Random Forest (RF), Feed-Forward
Neural Networks (FNN), Support Vector Machines (SVM), and One-Class
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Support Vector Machines (One-SVM). The results showed that DT, RF, and
FNN best identified the fabricated AIS messages with F1 scores greater than
93 percent on the test data.

For an additional comprehensive review on supervised and unsupervised
ML techniques to detect abnormal activities, behaviours, and intents in AIS
data, the reader is referred to the review paper by Gamage et al. [24].

Based on our review of existing literature, various methods have been em-
ployed for anomaly detection in identifying attacks against AIS, each yielding
different strengths and weaknesses. Compared to the ML and rule-based ap-
proaches described above, our method requires much less AIS data to auto-
matically learn logically correct-by-construction anomaly detection rules and
it does not require a complex mathematical model of the vessel kinematics
nor extensive expert involvement to guide the feature extraction and efficient
rule formation. Further more, our method contributes to Explainable AI with
human understandable ”if-then” type rules.

4 Learning Method for AIS Attack Detection

General flowchart describing the main steps of applying ILP for learning rules
of AIS attack detection is depicted in Figure 1. In the following sections, each
of the steps is described in detail.

Construction P D‘?tf_i"i"g " Define Bi Rul
Data Collection| ositive an efine Bias ule :
—> of —>| — —» —
and Negative Language Learning Evaluation
Background
P K Examples

Fig. 1 Flowchart of learning AIS attack signatures using ILP.

4.1 Data Collection and Preprocessing

There are publicly available AIS data from Marrinetraffic [47], Spire Global [48]
or AISHub [49]. These sources make valuable contributions but focus mainly
on the ships’ trajectory, position and movement. As far as only aggregated
data is available from these sources [50], these datasets are not fine-grained
enough to support detailed AIS anomaly detection-related research. To as-
sure the trustworthiness of our solution, we used for training and testing it
on a real-life MarCyb dataset, collected with a dedicated receiver installed
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on the premises of Estonian Maritime Academy, N59.462N, E24.666 40m
ASL [51,52].

The AIS data used in this study was recorded in the Baltic Sea. For this
experiment, we extracted a portion of the data from 19/06/2022 at 2:00:00
to 20/06/2022 at 2:00:00, providing a 24-hour snapshot of vessels move-
ments in the area.

Vessels, passed the edge of the AIS receiver’s coverage, appeared only a
few times in the dataset. During the training set’s preprocessing, we excluded
these vessels’ data if only one or two messages within a normal reporting in-
terval (less than 3 minutes) were received from them. These vessels were
removed as outliers causing unnecessary noise in the dataset since they pre-
vent accurate behaviour analysis and rule derivation. The remaining vessels’
data were used for the learning.

In the data cleaning phase, and in order to answer the reliability question,
messages including data fields with default values (such as speed value of
102.3 knots) were excluded due to being uninformative. We also excluded
messages with fields inserted by the crew and fields such as RAIM and ac-
curacy, which were found to be inconsistent with AIS specifications. The
cleaned dataset was the basis for constructing background knowledge and
positive examples for the ILP system to learn general rules describing correct
AIS data.

4.2 Learning Rules of Correct AIS Data

4.2.1 Setup of the NUMSYNTH Environment

In ILP, learning is structured around constructing three key components:
background knowledge, examples, and bias language. This approach applies
to NUMSYNTH to derive meaningful rules from data, and we followed this
when learning rules describing normal vessel behaviour from AIS data.

4.2.2 Constructing Background Knowledge

In ILP, background knowledge plays a key role in guiding the system during
the learning process. It consists of facts and known information that the ILP
system uses to derive rules. For this experiment, the background knowledge
is derived from the AIS message type 1 data, containing the ground truth for
each recorded vessel. The key components of background knowledge include:

o The number of messages encoded as Prolog fact (msg-nbr/2) represent-
ing the total number of AIS messages reported by a vessel.
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e Duration encoded in the fact (duration/2) that specifies the time in-
terval (measured in seconds) when the vessel’s AIS have been received.

o Mazimum and minimum speed (max_speed/2, min_speed/2), the high-
est and lowest speeds reported by the vessel.

o Mean and standard deviation of position error, calculated based on two
factors: according to AIS specifications, the coordinate accuracy is within
10 meters if the accuracy field is set to true. To account for this, we
calculate the difference between the distance derived from longitude and
latitude between two coordinates reported in consecutive messages and
the distance computed using the reported time and speed. From now on
we call this distance difference delta distance. Since we are dealing with
two points, the accuracy of calculated distance can be assumed to be less
than 20 meters. Given that each vessel has multiple reported messages,
we calculate the ground truth of the positional error by determining the
mean and standard deviation in two ways. The first method includes only
the points where the delta distance, as described above, is 20 meters or
less. The second method includes all data points, regardless of whether
the delta distance is greater or less than 20 meters. We encode the mean
and standard deviation for the points with a delta distance of 20 meters
or less as (mean/2) and (standard_deviation/2), and for the second
case, we use (mean1/2) and (standard deviationl/2).

Our analysis shows that, whether the accuracy field is set to true or false,
most of the data points still meet the accuracy threshold expected.

e Predicate (negative/2) is used to count the number of messages that
exceeded the delta distance constraint.

e Predicate (status/2) indicates whether the vessel is moving or stopped
based on its reported speed. A vessel is considered to be in a stopped
state if its maximum speed was less than or equal to 0.4 knots.

e Predicate(trajectory/2) determines whether a vessel follows a straight
or non-straight trajectory.

The background knowledge is expressed as a set of Prolog facts where a
fact describes a specific characteristic of the vessel. An example of background
knowledge for a given vessel (sh_276636222) is as follows:

msg_nbr(sh_276636222, 66).
duration (sh_ 276636222, 1241.23).

max_speed (sh_276636222, 17.5).

min_speed (sh_276636222, 17.1).
mean(sh_276636222, —10000000.0).
standard_-deviation (sh_276636222 , 10000000.0).
negative (sh_276636222, 66).

meanl (sh_ 276636222, 148.77).
standard_deviationl (sh_276636222, 2.13).
status (sh_276636222 , moving).
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trajectory (sh-276636222, straight).

This background knowledge, combined with the examples and bias decla-
rations, allows NUMSYNTH to explore the space of possible hypotheses and
derive rules that explain normal vessel behaviour.

4.2.3 Defining Positive and Negative Examples

Defining positive and negative examples (sets E4+ and E-, respectively) is
a critical step for getting correct learning hypothesis. We defined negative
examples as vessels that have sent data violating the accuracy constraint
(i.e., a delta distance larger than 20 meters between positions reported in
consecutive messages). The violations were caused by one or more of the
following issues:

e Reporting position outside the zone where the data was collected
e Significant speed jumps reflected in consecutive messages
e Long time gaps between consecutive message transmissions

Any vessel with one or more of these violations was labelled as a nega-
tive example. On the other hand, positive examples were the vessels data
that did not violate any of these constraints. These vessels adhered to the
expected behaviour, maintaining a consistent position and speed, and thus
represent normal behaviour in the dataset. In addition to the naturally oc-
curring negative examples, we additionally generated fake vessels to imitate
spoofing attacks. These synthetic data about the vessels were designed with
two types of trajectories: one with a straight trajectory and another with a
circular trajectory, to simulate suspicious or abnormal behaviour. To make
these synthetic examples more realistic, we:

e Deleted certain data points to simulate missing transmissions

e Extracted segments from real vessel data (such as speed) to mimic nor-
mal conditions, while modifying the time and trajectory information to
introduce anomalies.

4.2.4 Language Bias and Search Space

The NUMSYNTH bias language is a declarations file that informs the system
which predicates from the background knowledge can be used during the
learning process. This file defines the structure of the rules that NUMSYNTH
can generate, specifying which predicates are allowed in the head and which
ones in the body of the resulting rules, as well as the types and directions
(input, output) of the variables involved. It also provides information to limit
the search space, such as the type of variables and the direction (input or
output) for each predicate used in rule generation, and how many numerical
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variables must be bounded for a valid rule. An example of the bias file used
in this study is as follows:

head_pred(vessel_id ,1).
body_pred (min_speed ,2).

type (min_speed ,(string , float )).
direction (min_speed ,(in,out)).

e head_pred/2: Declares the head of the resulting rule, which, in this case,
is the predicate fact/1. The number 1 indicates that the predicate has
arity 1.

e body_pred/2: Declares a predicate that can appear in the body of the

learned rule. For example, min_speed/2 is a predicate with an arity 2,

which can be used to describe the minimum speed of a vessel.

type/2: Specifies the types of the variables involved in the predicate.

For the min_speed/2 predicate, the first variable is of type string (rep-

resenting the vessel identifier), and the second variable is of type float

(representing the minimum speed).

direction/2: Indicates the direction of the variables. in means the vari-

able is an input (e.g., the vessel identifier), while out means the variable

is an output (e.g., the minimum speed value calculated by the system).

This bias file plays a crucial role in guiding the ILP system by:

o Defining the structure of the rules that can be generated, ensuring that
only meaningful rules are created based on the available data.

e Restricting the search space by limiting the predicates and their types,
which improves computational efficiency.

e Indicating how variables flow through the rule: input variables (in) are
provided from the data, while output variables (out) are inferred by the
system.

NUMSYNTH uses so called generate, test, and constrain approach [53],
where it generates rules based on these declarations, tests them against the
examples, and constrains the search space iteratively. The system begins with
rules of size 1 and increases the size of the rule incrementally while respect-
ing the variable constraints. The search process continues until a valid rule
is found or the maximum size limit is reached, ensuring that the system ef-
ficiently explores possible hypotheses without getting stuck in an exhaustive
search.

4.2.5 NUMSYNTH Derived Rules

Inductive Logic Programming (ILP) aims to discover minimal, non-disjunctive
rules that accurately classify all positive examples while excluding all negative
ones. Using NUMSYNTH, we applied a systematic refinement approach to
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optimise the generated rules over three learning epochs. Each epoch produced

increasingly concise and accurate rules to classify vessel behaviour based on
AIS data, culminating in perfect classification.

4.3 Summary of Results

The performance metrics across the three learning epochs are summarised in
the Table 2:

Epoch |[Precision|Recall|TP|FN|TN|FP|Rule Size
Epoch 1 1.00 0.61 |27 1734 | 0 16
Epoch 2 1.00 1.00 |44 0 [ 34| 0 9
Epoch 3 1.00 1.00 |44] 0 |34| 0 6

Table 2 Summary of Learning Epochs: Precision, Recall, and Rule Size

Through these iterations, the rules were refined to achieve both precision
and recall scores of 1.00, with the final phase producing the most concise
and effective rule set. These rules provide a reliable classification of vessel
behaviour, leveraging key features such as trajectory, status, and numerical
values like mean value and standard deviation of speed.

4.4 Learning Epochs in Detail

4.4.1 Epoch 1

In the initial iteration, the system was configured with a maximum of seven
variables and one numerical variable. Despite an early system crash due to
inconsistencies between positive and negative examples, we deactivated con-
flicting predicates to resolve these issues. This led to the following rules being
generated:

vessel_id (A) :— standard_deviationl (A, C),geq(C,
0.254), standard_deviation (A, C).
vessel_id (A) :— standard_deviation (A, C),
trajectory (A, straight), geq(C, 3.089).
vessel id (A) :— status(A, stop), mean(A, B), geq(B,
0.274).
vessel_id (A) :— standard_deviation (A, D), leq(D,

0.439), status(A, stop).
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Although precision reached 1.00, the recall was only 0.61, indicating that
17 positive examples were missed, and the rule size was relatively large (16
literals).

4.4.2 Epoch 2

In the Epoch 2, we increased the number of numerical variables to two,
enabling the system to explore more complex relationships. This adjustment
improved recall to 1.00, achieving perfect classification with the following
rules:

vessel_id (A) :—standard_deviationl (A,B),
leq(B,17.564) ,standard _deviation (A,C),
geq(C, 0.222).

vessel_id (A) :— standard_deviationl (A, C),status (A,
stop), standard_deviation (A, C).

The system successfully classified all examples with a smaller rule size (9
literals), demonstrating the advantage of incorporating additional numerical
variables.

4.4.3 Epoch 3

In the Epoch 3, we further increased the number of numerical variables to
three, yielding a more concise and effective rule set. The rules produced in
this phase were:

vessel_id (A) :— standard_deviationl (A, E),mean(A,
D),geq(D, 0.012),geq(E, 0.084),
leq(E,17.564).

This epoch resulted in both precision and recall scores of 1.00, while
reducing the rule size to 6 literals. The system successfully generated a
rule that can distinguish between normal and abnormal vessel behaviour
based on the bounded values of the parameters in predicates mean and
standard_deviationl.

4.4.4 Learning Runtime

The learning process of Epoch 3 (with three numerical variables) took the
longest time, approximately 15 seconds, running on an Intel Core i5 proces-
sor. This demonstrates the feasibility of NUMSYNTH in handling complex
numerical reasoning tasks, even with multiple variables and large datasets,
and the scalability of our approach for real-time and data intensive applica-
tions.
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4.4.5 Saturation of the learning process

When the number of numerical variables was increased beyond 3, the solution
remained the same as with 3 variables. This indicates that three numerical
variables were sufficient to capture the complexity of the dataset required
to distinguish between normal and abnormal vessel behaviour based on AIS
data. Further increases did not contribute to further optimisation of the rule
set.

5 Evaluation of the method

In this section, we evaluate the method by studying the results of learned
rules based on three criteria: (1) validity of the rules, (2) explainability, and
(3) the limitations of using only AIS Message Type 1 to detect spoofing
attacks.

5.1 Validity of the Rules

The generated rules were tested using independent from training dataset
snapshot of recorded AIS data. The learned rules were valid in correctly
classifying both normal and abnormal vessel behaviour. This validation was
based on real-world AIS data collected over a 24-hour period from the Baltic
Sea, specifically in the Tallinn Bay area. The rules demonstrated perfect clas-
sification performance within the dataset, achieving 100% in both precision
and recall.

However, one has to admit that our current validation dataset is somewhat
limited. Though Tallinn Bay is one of the most intensive traffic zones in Baltic
sea, the dataset does not capture the full range of global maritime conditions,
such as varying traffic density, environmental conditions, or regional naviga-
tion patterns. Testing the learned rules with additional datasets from different
regions would allow us to confirm the method feasibility in a broader context.
By using data from other maritime regions, we can determine whether the
rules are robust enough to handle different vessel behaviours and operational
patterns across the world.

In addition to expanding the dataset, future work will focus on determin-
ing the perfect time interval for testing the rules. The perfect time interval
refers to the interval that best captures the vessel’s position during different
scenarios, such as when it is moving or stopping. This is important because
the behaviour of a vessel may vary significantly depending on its status. Fur-
thermore, we must consider the coverage area, as vessels may still appear in
the dataset after reaching their intended destination and starting a new trip,
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thus creating a new scenario that requires different analysis. Better selection
of data collecting time intervals will help improve the accuracy and consis-
tency of the rule extraction and application across various vessel operations.

5.2 Explainability

A significant advantage of using ILP is the explainability of the learned rules.
The rules generated are interpretable and can be effortlessly understood by
domain experts. For instance, rules based on vessel trajectory, speed, and
positional accuracy are intuitively connected to maritime operations and can
be reviewed and explained easily. This explainability makes the system more
transparent and trustworthy, as users can inspect the specific conditions un-
der which a vessel is flagged as behaving abnormally.

In comparison to black-box ML models, the ability to review and explain
the rules ensures that the system can be used confidently in operational
settings. It also allows for continuous improvement and adaptation, as new
data and insights from maritime experts can be integrated during the rule
refinement process, thus carrying out life-long learning approach.

5.3 Limitations of Using Only AIS Message Type 1

While the rules based on AIS Message Type 1 data effectively distinguish
between normal and abnormal vessel behaviour, they still are limited in their
ability to definitively detect spoofing attacks. AIS Message Type 1 contains
dynamic information such as vessel position, speed, and course, which is
helpful for identifying deviations from expected behaviour. However, without
additional data sources (e.g., AIS Message Types 5 or 24, radar data), it is
impossible to determine with full certainty whether abnormal behaviour is
caused by a spoofing attack or by other factors, such as technical malfunctions
or human error.

In summary, the current system can detect when a vessel is behaving
abnormally, but it cannot guarantee that the abnormality is due to a cy-
berattack like spoofing. To accurately identify spoofing, the system would
need to incorporate other AIS message types or external verification systems
(e.g., radar or satellite data). However, current approach still helps narrowing
down the number of suspicious cases that require further analysis. Developing
a more comprehensive detection system is part of our future work.
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6 Conclusion and Future Work

This study demonstrates promising results of applying inductive logic pro-
gramming method for learning anomalies in AIS data that could indicate
potential spoofing attacks. The method has been successfully applied to real-
life data monitored from the Baltic Sea area and used to learn human inter-
pretable rules that distinguish normal and abnormal vessel behaviours. The
key advantage of this approach is its ability to generalise from a small set of
examples and provide explainable evidence of anomaly occurrence, making it
suitable for operational use in maritime environments.

The learned rules achieved perfect precision and recall in classifying vessel
behaviour to correct and anomalous based on real AIS data. However, the
dataset used for validation of the learned rules is limited in this study to the
Tallinn Bay area, which presents somewhat limited range of global maritime
conditions.

Future work will involve testing the relevance of the demonstrated method
on a broader range of datasets and environments to ensure its robustness and
range of applicability. As concluded from this study, improving the detection
capability, specifically for reliable detection of spoofing attacks, may require
extension of the training set with other AIS message types and with radar or
satellite data. Nevertheless, this study opens new possibilities for future work
in applying ILP methods for maritime cybersecurity, offering a step towards
a more resilient and secure AIS system.
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Abstract: Sea drones are unmanned vessels that operate on or below the water’s
surface. During the military conflict between the Russian Federation and Ukraine,
the latter has demonstrated how to use sea drones to attack Russian targets efficiently.
However, as Russia’s defences against drone attacks are continuously increasing, the
cyber resilience of sea drones is becoming increasingly important. Technological
developments in shipping have brought new cybersecurity challenges. This paper
contributes to the knowledge on augmenting the cyber robustness of maritime
autonomous surface-floating and subaqueous drones. Firstly, we aim to support
manufacturers in building affordable sea drones that reduce the cyberattack surface of
commercial drones. Secondly, we offer guidance for tactical military commanders on
the potential cyber weaknesses in a sea drone’s specific operational environments and
its reliance on particular technologies. We propose eight distinctive threat categories
for cyberattacks against autonomous vessels: attacks to disrupt radio frequency signals;
attacks to deceive or degrade sensors; attacks to intercept or modify communications;
attacks on operational technology systems; attacks on information technology systems;
attacks on artificial intelligence (AI) used for autonomous operations; attacks through
supply chains; and attacks through physical access. We use the STRIDE (spoofing,
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tampering, repudiation, denial of service, elevation of privilege) [1] methodology in
the context of each threat scenario, formulate mitigation measures to reduce the risk
for each category, and link methods of cyberattack to each category.

Keywords: cybersecurity, autonomous, threat modelling, unmanned, vessels, sea
drones

1. INTRODUCTION

Automation, and consequently limited human interaction, has created new vectors
for cyberattacks. Cybersecurity is a critical issue for ships with some level of
autonomy because of their increased dependence on information and communication
technologies (ICT) for ship control, their advanced integration of control systems,
their increased connectivity with shore control centres, and their accessibility to (and
from) the Internet [2].

The coexistence of crewed and autonomous vessels (sea drones) necessitates the
shared use of maritime, canal, and riverine domains. Ensuring the harmonious
integration of these two naval transportation modes is vital to the sustainable and
effective functioning of waterborne transportation systems.

Industry and academia have conducted extensive research and development in the
field of autonomous vessels, such as Wirtsild’s IntelliTug [3], YARA Birkeland [4],
L3Harris maritime autonomous systems [5], and Japan’s fully autonomous ship
program MEGURI2040 [6]. Research projects conducted in academia include,
among many others, the University of Plymouth’s Cetus Project [7], the Norwegian
University of Science and Technology’s Autoferry Project [8], and Heli by Tallinn
University of Technology and the University of Tartu [9].

Sea drones rely entirely on digital systems with no physical crew to override them.
Hence, the consequences of those digital systems being compromised can be more
severe than would otherwise be the case.

Figure 1 depicts the evolution of growing automation. In particular, it shows how
further automation is possible even when a vessel is already crewless, driven by the
need for onshore supervision to become less involved.
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FIGURE 1: NUMBER OF CREW VERSUS THE LEVEL OF AUTONOMY AND RELIANCE ON AN
INCREASED NUMBER OF INTERCONNECTED SENSORS
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Sea drones come in many different configurations: surface and submarine, commercial
and military, large and small, remote-controlled and auto-navigating, and many more
[10]. Each configuration is suitable for a specific mission. Vessels can operate for
days, weeks, and even longer without human intervention. For example, Saildrone’s
newest robotic ocean explorer sea drone draws its power from wind and can spend
up to 12 months at a stretch out at sea [11]. The US Navy has recently received a
prototype ship that can operate autonomously at sea for up to 30 days [12]. And, in
2022, the Nippon Yusen Kabushiki Kaisha (NYK Line) Designing the Future of Full
Autonomous Ships (DFFAS) project achieved a 40-hour long autonomous trip across
790 kilometres (491 miles) at sea without human intervention for 99% of the journey
[13].

Although the configurations of sea drones might differ, their logical architecture
often has the same functionalities. Figure 2 gives an overview of standard sea-drone
functionalities.

FIGURE 2: SCHEMATIC OVERVIEW OF THE LOGICAL FUNCTIONS OF AN AUTONOMOUS SEA
DRONE
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Autonomous sea drones do, at some points, interact with humans, even if rarely or
with only a minor impact on their functioning. Figure 3 shows the potential ways in
which humans can interact with sea drones. Autonomous vessels have a command-
and-control (C&C) channel to execute remote control commands, report sensor
statuses, and receive mission instructions from the home base. This C&C channel is
not necessarily always active, and the autonomous vessel might have to operate for
long periods without supervision, potentially at a considerable physical distance from
the control centre. As such, a sea drone needs to be equipped to operate in various
uncontrolled environments and for different durations.

FIGURE 3: HUMAN INTERACTION WITHASEADRONEAND THE C&C LINKS FOR COMMUNICATIONS
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2. RELATED WORK

To our knowledge, a combined study that jointly models the cyber threats, attacks, and
defence methods regarding sea drones is not available in the literature (Section 2.B). It
is this gap that motivated our research, in which we apply the STRIDE methodology
(described in Section 2.A) to real scenarios to identify the adverse effects of cyber
threats and the potential methods to defend against them.

A. Literature Review

Silverajan et al. [14] identify seven main attack surfaces through which attackers can
gain access to or disrupt operations on uncrewed ships: positioning systems, sensors,
firmware, voyage data recorders, intra-vessel networks, vessel-to-land communication,
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and remote operations systems. They also define six attack methods: code injection,
tampering/modification, positional data spoofing, Automated Identification System
(AIS) data spoofing, signal jamming, and link disruption/eavesdropping. However,
their work does not cover contextual attack scenarios, possible consequences, or the
mitigations required for defence.

Along similar lines, Agamy [15] proposes that the following three threats can affect
the cybersecurity of autonomous ships: malicious components added to control
systems during building or maintenance sessions, compromised communication
links, and position data spoofing. Agamy also discusses a number of examples and
regulatory frameworks, such as the International Safety Management Code (ISM),
the International Ship and Port Facility Security Code (ISPS), the EU’s General Data
Protection Regulation (GDPR), and the Australian Cyber Security Center’s Final
Security Strategy. However, these frameworks do not offer any technical defence
measures.

As for the cybersecurity risk assessment of autonomous ships, Tam and Jones [16]
model risks relating to the systems and components of autonomous vessels — for
example, AIS, Global Navigation Satellite Systems (GNSS), automated mooring
systems, cargo management systems, radar, sensors, and voyage data recorders
(VDR) — from the perspectives of theft, damage, denial of service, obfuscation, and
misdirection. Their model-based framework for maritime cyber-risk assessment
(MaCRA) risk model provides a comprehensive method for assessing risk, but the
paper does not cover mitigation for the risks or defensive methods against them.

Kavallieratos et al. [17] analyse an autonomous ship into 14 systems: Engine
Automation, Bridge Automation, Shore Control Centre, Autonomous Engine
Monitoring and Control, Engine Efficiency, Maintenance Interaction, Navigation,
Autonomous Ship Controller, Human-Machine Interface, Remote Manoeuvring
Support, Emergency Handling, AIS, ECDIS, and Global Maritime Distress and Safety.
They then identify threat scenarios for each system using the STRIDE framework.
In subsequent research, Kavallieratos and Katskas [18] extend this approach by
considering further components of the ship’s systems, such as collision avoidance,
RADAR, closed circuit television (CCTV), advanced sensor modules, and autopilot
systems. These papers give an overview of the risk assessment of autonomous ships.
However, they do not detail attack scenarios and defensive measures.

Sungbaek et al. [19] identify cyber threats against autonomous ships, but they do not
structure this content into a framework.

87
uthorized licensed use limited to: Tallinn University of Technology. Downloaded on October 09,2024 at 16:21:46 UTC from IEEE Xplore. Restrictions apply



B. Threat Model

Threat modelling identifies and enumerates potential security threats and categorizes
countermeasures by priority so as to reduce security risks to an acceptable level for
the system owner. It includes several safety-focused risk management methodologies
for Industrial Control Systems [20]. The CIA-triad (confidentiality, integrity and
availability) has been used as a conceptual model in computer security for several
decades [21]. The STRIDE methodology, as defined by Shostack [22], categorizes
threats corresponding to cybersecurity goals by incorporating three more elements:
authentication, non-repudiation, and authorization. The STRIDE threat categories are
as follows [23]:

1) Spoofing is the ability of an adversary to masquerade as someone or
something else.

2) Tampering refers to modifying or disrupting a system’s disk, network, or
memory.

3) Repudiation relates to threats where someone denies having taken specific
actions that impact the system’s operation or disclaims responsibility for the
resulting outcomes.

4) Information disclosure involves exposing confidential information to
unauthorized individuals.

5) Denial of service refers to compromises to the system’s availability that
work by consuming the necessary resources for its proper operation.

6) Elevation of privilege refers to situations in which an adversary can execute
unauthorized actions.

According to Kim et al., the STRIDE methodology can be used for threat modelling
against a distributed control system (DCS) [24]. Since our research focuses on sea
drones, and since these are considered a system of DCSs [25], we adopt and use
the STRIDE methodology. In that light, our research examines the different possible
attacks so as to address the potential threats posed by malicious actors. Instead
of focusing on a specific technology used in a particular ship, this paper employs
general but transferrable abstractions. Thus, we offer a future-proof approach that can
accommodate the broad functionalities of sea drones and cyberattack vectors.
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3. RESULTS

This section introduces the selected attack scenarios and their STRIDE analyses. To
help motivate these scenarios, we must first consider the necessary functions of sea
drones and their related subsystems. Figure 4 shows an abstract schematic overview,
focusing only on the different types of equipment and how they relate to each other
within an autonomous vessel.

FIGURE 4: SCHEMATIC OVERVIEW OF SUBSYSTEMS IN AN AUTONOMOUS VESSEL
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To understand the attack surface of these subsystems, we must examine the lines for
information flow. Figure 5 gives an overview of each sea-drone subsystem’s possible
attack vectors.

FIGURE 5: THE POSSIBLE ATTACKS ON A SEA DRONE’S SUBSYSTEMS
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Taking these attacks and the interaction of the different subsystems as our starting
point, we defined eight areas that we examine in more detail through the STRIDE
methodology:

1) Attacks to intercept, modify or disrupt wireless communications
2) Attacks to deceive or degrade sensors

3) Attacks on operational technology (OT) systems

4) Attacks on information technology (IT) systems

5) Attacks on artificial intelligence (Al) for autonomous operations
6) Supply chain attacks (SCA)

7) Physical attacks to launch cybersecurity attacks and

8) Attacks against the shore control centre (SCC)

A. Attacks to Intercept, Modify, or Disrupt Wireless Communications
Description: RF signals serve various purposes in relation to wireless communication,
radar systems, and other wireless technologies. Disrupting RF signals involves actions
taken to interfere with or disturb these signals. This can be accomplished through
various means — for instance, jamming, interference, or deliberate manipulation of the
signals — that degrade or turn off communication between devices or systems that rely
on these signals.

Possible scenario: A design weakness, implementation, or design flaw in authentication
or encryption can lead to signal manipulation.

S: Communication protocols such as AIS are easy to spoof in the maritime sector [26].
T: An attacker on the wireless C&C channel between the control station and the
autonomous vessel could take over complete control of the ship.

R: There is often at lack of robust resilience against data modification within existing
RF protocols. The absence of features to facilitate repudiation becomes apparent.

I: Autonomous vessels have sensors onboard. Some vessels provide some information
on the fly through wireless channels to the home base. Access by third parties to
sensitive information can lead to the disclosure of information.

D: Disruption of the C&C channel can lead to the vessel being made idle or execute
fully automated actions, such as return to base. In any case, it is likely to lead to a
denial of service for the operation of the vessel.

E: Accessing the C&C channel can allow deeper access to the system and overruling
immutable parameters from a distance.
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Possible mitigations:

*  Using inertial systems or recognizing the environment with sensors and
correlation with databases can mitigate incorrect GNSS input data or the
unavailability of GNSS input data.

»  There are multiple mitigations to protect against jamming, such as channel
hopping, spectrum spreading, MIMO (multiple-input and multiple-output)
based mitigation, channel coding, rate adaptation, and power control [27].

* A VPN solution or similar can potentially protect the C&C channels
themselves and add additional authentication and integrity checks such as
counters on messages, structure of messages, digital signatures, and so on.

»  Communications that rely on interoperability — for instance, a communication
channel between harbour and vessel, AIS, weather forecast broadcast,
GNSS, or GDMSS — are vulnerable to attacks by design. However, there
are possible countermeasures. For example, the autonomous vessel could
try to filter out fake AIS messages by looking at the physical layer of the
message and correlating this with previous messages to compensate. On the
other hand, ignoring AIS messages too readily might decrease the vessel’s
situational awareness, which can increase the danger of collisions. Securing
those channels would be the next level of security for autonomous ships.

B. Attacks to Deceive or Degrade Sensors

Description: The sensors that capture information outside an autonomous ship offer a
high-privilege way for attackers to influence the ship’s operation because the attacker
does not need physical access to the vessel to compromise these. In this regard, the
location or proximity of the vessel is a condition to consider.

Another attack would be fooling internal sensors such as fire detection, engine failure,
stability sensors, and so on. However, this would require first gaining physical access
and initiating attacks on the sensors from there.

Possible scenario: A ship’s sensors are prone to jamming and the injection of false
echoes. The same applies to sensors designed for very short-distance situational
awareness, such as cameras and illuminating LEDs on optical sensors.

S: An attack that changes the vessel’s surroundings so that the sensors pick up a
modified input. If an attacker knows a sensor’s behaviour, they can modify the input
s0 as not to trigger attention from the digital bridge.

T: Sensors need calibration before use. An attacker tampering with calibration (e.g.,
for a depth sensor) might cause severe havoc.
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R: Most attacks that fool the sensors and provide erroneous information are
challenging to repudiate.

I: Knowing how many sensors and what characteristics they have might indicate what
type of vessel it is and how to attack it.

D: Ensuring that sensors cannot provide measurements in their everyday working
range would constitute a denial of service for those sensors.

E: Attacks against sensors do not necessarily provide a means for privilege escalation.

Possible mitigations:

*  The autonomous ship should have sufficient sensors based on entirely
different technologies, compare the inputs from those sensors, and make
decisions based on as complete information as possible. The greater the
range of different technologies installed, the more difficult it becomes for
the attacker to successfully provide all of the wrong inputs simultaneously.
For example, using lidar, radar, and AIS systems to determine if the vessel
is on a collision course with another ship is more reliable than using only
AIS or only one radar sensor. In the former situation, hackers might need to
intervene in close proximity to the targeted ship to influence its behaviour.
Good situational awareness of the vessel’s surroundings, above and under
the sea level, is vital to detecting any signs of an intruder. The correlation
of inputs from different sensors and specific sensors over time can reveal
threats.

* Log files and histograms might help the digital bridge determine if any
sensors are producing incorrect input data and take action to mitigate the
problem. Such action can equally help with faulty sensors when there is no
intervention from a malicious actor.

C. Attacks on Operational Technology Systems

Description: Most of the digital components of an autonomous ship are operational
technology (OT) systems. Traditionally, protocols used in OT systems are vulnerable
to various cyberattacks since there is no standard encryption mechanism implemented
in most communication protocols, and the authentication happens at the hardware
level or not at all. For example, all major fieldbus protocols — such as Modbus, DNP3,
Profinet and EtherCAT — lack authentication or encryption. Thus, if they manage to
get access to the network, attackers can disrupt network operations or manipulate 1/0
messages to cause a failure in the control process [28].

Possible scenario: Different attacks are possible in this context, such as first hacking
the C&C link and, with privilege escalation, getting into the core networks. Gaining
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physical access to the system, such as through maintenance ports or even the physical
wires, is another option.

S: It is straightforward to spoof an endpoint in an OT network since there is no
authentication, and, therefore, it is easy to spoof an existing hardware address.

T: OT systems are prone to supply chain attacks and insider threats. For example,
maintenance personnel could constitute an insider threat. An example of the former
would be if a manufacturer or another actor in the supply chain of the OT endpoint or
core element were to reveal undocumented functionalities that an attacker could use
to launch an attack.

R: There are often no logfiles for OT networks since the total number of messages is
substantial, even though each individual message might be small in size.

I: An attacker can read all the information passing on the bus. Depending on the size
and type of endpoints, they can map the topology of the network and the functionalities
of each endpoint.

D: By flooding the bus with messages, the denial of service of an endpoint becomes
straightforward. If the endpoint is only sending information, this information is not
reaching any destination. If the endpoint reads information from the bus, it will not
receive any helpful input data.

E: The OT systems are often at the heart of the autonomous vessel. Protection focuses
on threats from the outside. An attacker might try to go from the OT network (or bus)
to get to a central controller and from there to the digital bridge.

Possible mitigations:

* By segregating networks, the amount of helpful information available on
any one segment can be limited. Gateways, firewalls, and other security
measures are essential to reduce the risk of an attacker gaining access to
more segments, controllers, or even the digital bridge.

*  Considerations should be made for implementing enhanced security for
control systems, encrypting all volatile and non-volatile memory, securing
bus protocols between different devices, and segregating/segmenting the
networks with controls. Implementing these measures is challenging because
of the number of OT devices on board and the need for common relevant
standards.

* Another possible line of defence is to analyse all traffic in real time with
anomaly-detector machine-learning algorithms that can identify abnormal
behaviour.
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D. Attacks on Information Technology Systems

Description: Attacks on information technology (IT) systems modify the firmware
of various components and devices on autonomous ships, operating systems, and
software running on higher-level machines.

Possible scenario: With an attack on the IT systems, an attacker gains access to the
digital bridge. Depending on the elevation of privilege on the IT system(s), this might
allow them to gain complete control over the vessel.

S: Without firmware integrity verification and authorization for firmware updates, an
attacker could perform an unauthorized firmware update. If the operator activates this
option, the attacker could execute this via maintenance interfaces and over-the-air
updates.

T: Malicious firmware updates can tamper with the functionalities of the autonomous
vessel.

R: Without signed versions of software updates, it is nearly impossible to attribute an
attack digitally.

I: Once an attacker is in the IT systems, they might have access to databases, (sensor)
data, localization, the health status of the vessel, and other critical information.

D: When the central IT system is not responding as designed, the autonomous vessel
is no longer executing its mission.

E: One of the most effective paths for an attacker of an IT system is an escalation of
privilege. To gain complete control over the autonomous vessel, the attacker needs
access to many functionalities in the IT system.

Possible mitigations:

»  The first question that an operator of an autonomous vessel should decide
upon is whether software or firmware updates are allowed over the air.
Depending on the situation, one option will be better than the other. If
operators at the SCC do not have access to the ship when they discover a
significant software flaw, one option is to implement a patch immediately
over the air. Still, enabling this access increases the attack surface for
attackers. It is essential to know the status of the software and hardware and,
therefore, use signed versions of firmware from trusted companies, define
policies on who, when, and how to update the system, and, last but not least,
test the software for functionality and security before installing it.

*  Preferential redundancy is critical for making autonomous decisions.
Use equipment and software from different vendors that provide the
same functionality to install multiple independent calculation chains and,
ultimately, use a voting system that decides what action to take.
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E. Attacks on Al for Autonomous Operations

Description: Machine learning code provides functions that can replace the human
factor. This kind of software is, therefore, interesting from an attacker’s point of view
since it is directly engaged with the decision-making process. Attacks on machine
learning software aim to cause misjudgement or malfunction.

Possible scenario: Typical attacks on machine learning include evasion attacks (to
fool a machine learning model by corrupting the query), model poisoning, and data
pointing.

S: An attack on specific sensors might change the input for the Al coming from that
sensor and fool the algorithms into changing the outcomes of decisions.

T: Modifying the behaviour of the Al software can result in different responses to
sensor inputs. If the attacker has enough knowledge about the vessel, they might use
this to execute actions on the ship.

R: Without digital signatures to allow changes in the Al software, other traces are
required to achieve repudiation, which can be challenging.

I: Tampering with the Al system might lead to the full disclosure of all data available
or generated on the vessel.

D: When altering the Al system, it is possible to achieve a complete denial of service
of the autonomous vessel by spoofing input values to the Al that take unusually long
to process.

E: Given that this attack targets the data of the Al system, it is important to note that
it does not facilitate privilege escalation.

Possible mitigations:

»  Select training datasets that focus on how to work effectively under sensor
degradation or actuator failures. It is also crucial to consider what happens
if the opponent knows the algorithms or the learning datasets and can create
special conditions by fooling some sensors. Machine learning could help
discover weaknesses in other machine learning software.

»  Figure 6 shows all the attacks against deployed machine-learning systems
according to the ATLAS framework.

»  Extensive testing in extreme conditions should be conducted. The datasets
for learning the system should include ways of responding to cyberattacks.
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FIGURE 6: MITRE’S ADVERSARIAL THREAT LANDSCAPE FOR ARTIFICIAL INTELLIGENCE
SYSTEMS [29]
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Description: Attacks on the supply chain — which can have various sources, including
third-party vendors, internal employees, and others — include disruption of operations,
compromise of sensitive information, financial losses, reputational damage, legal and
regulatory implications, and so on [30].

Possible scenario: A hacker steals a certificate used to vouch for the legitimacy or
safety of a company’s product, or a hacker leverages the tools for building software
applications to introduce security weaknesses in the development process. Similarly,
preinstalled malware can represent a valid threat scenario — for instance, if there is a
malicious component in the firmware.

S: Implement faulty MAC addresses, ID numbers, or other mechanisms to receive
information from the internal bus or networks.

T: Malicious code or components can be injected into the product through targeted
attacks that initialize, for example, communication to a C&C server, thus creating a
tampering backdoor into the system.

R: It is always difficult to tell which actor implemented a backdoor, a spy module,
a modified firmware, and so on. Was it the chip manufacturer, the print board, the
integrator, the shipping company, or other stakeholders?

I: When malicious actors trick individuals, a phishing attack can lead to information
disclosure or compromised security, sometimes providing access with elevated rights.
D: A compromised component can cause a denial of service on an autonomous ship.
E: Malicious code running in a software component with elevated privileges can offer
access to the IT systems with elevated rights.
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Possible mitigations:

*  Considering the multiple forms they can take, defending against SCA
requires a range of different techniques, including auditing the IT (shadow)
infrastructure, a highly secure build and update infrastructure, up-to-date
software assets, application of client-side protection solutions, and so
on [31].

» Itisnecessary to precisely follow up on all modifications made to a product,
from designing to manufacturing integration to decommissioning.

G. Physical Attacks to Launch Cybersecurity Attacks
Description: If an autonomous ship operates in the open sea, physical protection for
the vessels can easily be weaker than otherwise.

Possible scenario: Various maintenance interfaces on autonomous ships, such as
USB, Serial, JTAG and RJ45, could be exploited as initial attack vectors. Even if there
are physical locks to prevent unauthorized physical access to these interfaces, there
is a possibility that an attacker could compromise the locks and make unauthorized
connections through these interfaces as the autonomous ship navigates in the open sea
for an extended period of time.

S: With physical access to the vessel, an attacker gains an entry point to the digital
systems without facing the difficulties of accessing interface points with the outside
world. It makes sense that those interface points are the way in with the least privilege
and the most extensive logging. Otherwise, determining the ease of spoofing the
system depends on the exact location of the entry point.

T: There are many possible tampering actions, from swapping disks to plugging USB
sticks with malware into maintenance. Different attacks are possible depending on the
time available, size, computational power, design, and complexity.

R: Physical attacks are complicated to attribute digitally. Forensics might find some
artefacts if, for example, malware leaves some digital traces.

I: Information disclosure is a risk for all internal communication that is not encrypted
and where the attacker with physical access can extract the data. The same goes for
databases that contain unencrypted data.

D: All physical destruction — for instance, unplugging a cable or flooding a data bus —
will lead to denial of service of parts or the whole of the autonomous vessel.

E: An attacker still has to achieve elevation of privilege unless they can physically
replace the IT system with their own.
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Possible mitigations:

*  There are many options to reduce the risk of physical access and the impact
of such an attack: segregation and segmentation of the networks, cable fault
sensors that detect anomalies, sensors that raise the alarm on intrusion,
external sensors such as drones or satellites that surveil the neighbourhood of
the vessel, physical protection measures such as locks to reduce the chances
of obtaining physical access, firewalls between segments, time scheduled
maintenance slots, and so on.

*  Cost, the attacker’s benefit, the vessel’s value, available space, allowed
weight, power consumption, and so on will probably determine the number
and type of countermeasures that can and need to be put in place.

H. Attacks Against the Shore Control Centre to Launch a Cyberattack
on a Sea Drone

Attack description: Most autonomous ships have a C&C channel to receive input
from the home base. This communication can be sporadic when tasking a mission
to remote control with some automatic functions. The shore control centre (SCC)
has a privileged entry point to the vessel from the outside. Access to the SCC might
compromise one or more ships.

Possible scenario: Inappropriate segregation between the C&C network and the
office network at the SCC or inappropriate control over removable media/mobile
devices might compromise the C&C network, which can result in the transmission of
unauthorized commands to autonomous ships or disruption of the C&C communication
channel itself.

S: When instructions come from a hacker that spoofs the SCC — if the attacker has
the encryption key for the VPN tunnel to the vessel, for example — the vessel will be
unable to differentiate between legitimate and spoofed instructions.

T: The attacker can install malware through the C&C channel or modify the vessel’s
behaviour if remote updates are allowed.

R: If the attacker leaves traces in the SCC, it is possible to attribute an attack, but the
traces of the login on the vessel will not help identify an attacker if the messages are
well crafted.

I: The hacker will have access to all the data the SCC has access to. For example,
if a vessel sends observations from its sensors directly to the SCC, the attacker will
receive the same information.

D: An attack against the SCC does not necessarily lead to a denial of service for an
autonomous vehicle. However, because of the level of automation, it still poses a
danger.
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E: Once the attacker can take over the C&C control channel, they might still need an
elevation of privilege for the functionalities the SCC cannot execute from a distance.
The SCC retains a large number of permissions to intervene when unexpected
situations occur.

Possible mitigations:

* The SCC is a typical IT infrastructure with specific software to create
instructions for the vessel and communicate this in a particular way.
Therefore, the protection of the SCC is most similar to protection measures
implemented by banks or for critical infrastructure. ISO27K series, National
Institute of Standards and Technology (NIST), or similar guides the
management of cybersecurity risks in this field.

4. DISCUSSION

Cybersecurity relates to risk assessment. Criminals attacking cargo vessels do not
have the same profile as state actors who also show interest in specialized military,
research, and governmental-operated vessels. Configurations of such specialized
vessels can differ extensively in terms of the type and number of sensors, redundancy
of subsystems, processing power, machine learning algorithms, and many other
features. Thus, not all the subsystems previously mentioned need to be present, and
the size and number of existing subsystems can differ significantly.

What actions a system owner takes to reduce the impact of cybersecurity attacks
depends on the threat scenario, the residual risk an operator wants to assume, the threat
level, the importance of the mission, their finances, and the time they have available to
operationalize a vessel. Improving cybersecurity boils down to securing the complete
software and hardware supply chain. Early levels of indicators of compromise (IOCs)
and intelligence about advanced persistent threats (APTs) are a significant help when
it comes to being informed about the threat scenario and level.

Complete autonomous ship operations have a larger cybersecurity attack surface. Still,
depending on the setting, this can be acceptable since such ships have the advantage
that there will be no loss of life and no way to demand ransoms when something
happens to the vessel and non-existent crew.
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Verification at different levels is essential to reducing the risk of the vessel being
compromised:

1) Identification and authentication control: Who 1is allowed to access the
system, and can you verify that this person is who they claim to be?

2) User control: Who is allowed to execute which commands?

3) Integrity control: Are you sure that the instructions have not been tampered
with?

4) Data confidentiality control: Are you sure that adversaries cannot intercept
information?

5) Restricted: Ensure everyone has access to information only on a need-to-
know basis. This concept is very crucial with regard to insider threat issues.

Following our STRIDE analysis of the eight subsystems, a sea drone owner or
manufacturer should take the relevant steps to improve the cyber resilience of their
sea drone:

1) Analyse the system into its logical components according to Figure 4.

2) Define all the data fluxes between each system component and the external
world.

3) Identify threats for each system component and function based on the
operational use of the sea drone and the corresponding attackers’ profiles.

4) Once the threats for each system component are identified, the STRIDE
model indicates where vulnerabilities might arise. Software exists to support
the technical process of finding specific vulnerabilities. For example, the
Microsoft Threat Modelling Tool (MTMT) [32] implements the STRIDE
framework at the software level. Open-source software, such as the open
software templates building tool, inserts STRIDE threats in the generated
template by searching common vulnerabilities and exposures (CVE)
databases [33].

5) Take mitigation measures such as controlling information flows, adapting
policies and installing control mechanisms. Implement effective mitigation
strategies based on the specific discovered vulnerabilities.

5. CONCLUSIONS AND FUTURE WORK

Our research identified potential threats against autonomous maritime vehicles and
provided a framework for their mitigation. Following that, we used the STRIDE
attack model to highlight the cybersecurity aspects of sea drones and considerations
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relevant to those, thus providing a solid background for manufacturers and end users
willing to improve their sea drones.

We provided a framework and inventory of cyber risks for the engineers who develop
sea drones and the users of sea drones. While we did not focus on the different
components or parts of the sea drones, we grouped these into general but applicable
subsystems to provide a foundational path towards developing detailed solutions for
a specific sea drone. In our judgement, this approach fits the field best since each sea
drone is a system of systems with its own individual specialized configuration.

Our research was limited to autonomous sea drones and crewed ships, depending on
the level of automation. Although we focused only on technology-related measures,
training people and improving processes are similarly crucial to cyber defence.

Many sea drones will soon serve as military [34] and merchant ships [35]. Our
research aims to help industry and policymakers create a global ecosystem for safe
and secure autonomous shipping.
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