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Abstract

This thesis aims to examine the infrastructure of a plastic surgery clinic. The main
issue addressed by this work is the security issues of small businesses and healthcare
organizations in general which are targeted more frequently in recent years. This work will
improve the situation for a specific organization. The research will include an analysis of a
secure infrastructure as a concept and how it is achieved. The outcome of this work is an
improved version of infrastructure based on the findings.

The result is a ready-to-be-deployed infrastructure aimed at handling a small load suitable
for the healthcare organization in question. It uses Yandex.Cloud as a cloud platform
for hosting and data storage. An open-source software OpenMRS has been used as a
platform for healthcare data management. It also includes backup policies and general
secure behaviour guidelines.

The infrastructure is already functioning inside the organization. The reception of it is
good because it has increased the productivity of regular employees. The new deployment
is used concurrently with the old approach. It makes the gradual migration of data possible.
The current plan is to completely phase out the old deployment after a half year in case
there are no issues with the new deployment. The old deployment will be preserved as an
encrypted backup.

The thesis is in English and contains 24 pages of text, 8 chapters, 1 figure.
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1. Introduction

The main problem this thesis tries to address is that security is usually neglected in small
scale businesses. There are multiple reasons which are out of the power of their owners
- lack of finances and personal understanding of priority [1]. This might backlash and
cause some damage and loss to those businesses. These cases are not widely discussed
and not noticed unless a major hacking attack happens which affects many companies at
once This has both direct and indirect effects. Businesses lose the reputation and trust of
their customers which in turn decreases monetary turnover and makes it harder to continue
existing as a functioning entity.

However, even though the damage is already considerable for generic small businesses. It
is especially problematic for companies involved in the healthcare industry [2]. The data is
more sensitive in their context and thus the cost of a potential data breach is bigger and
could ruin the business more. This creates a dangerous situation where on one hand those
clinics possess a highly valuable asset while being a relatively easy target for criminals to
attempt to be hacked. This leads to a situation when in recent years healthcare organizations
are becoming more and more frequently a target of those attacks which causes a lot of
damage to both businesses and individuals [3]. This could be solved by applying modern
approaches of DevOps and infrastructure development which are widely known and used
in the industry of commercial software development.

This thesis tries to develop an infrastructure that could help specific plastic surgery clinic
improve their current situation using modern ideas of secure infrastructure and state of the
art technologies. As a result, it will improve the overall stability and integrity of stored
data and guarantee suitable privacy for their clients and the information they are providing
them.

The chapter 2 describes the picked methodology and how the stated problem will be solved.
The chapter 3 gives some background about the current state of affairs in the healthcare
organization in question and what are the different unique specifics of it. The chapter 4
describes what is a secure infrastructure and what has to be done to achieve it. Besides, it
introduces some of the unique security challenges of the healthcare industry. The chapter
5 examines what are the possibilities for hosting applications and what are the advantages
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and disadvantages of them. The chapter 6 explains the decisions behind picked tools for
the development of mentioned infrastructure. The chapter 7 contains a detailed description
of the developed infrastructure and what are the plans related to its deployment of it.
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2. Methodology

This thesis will be action research. It will attempt to solve a real-world issue and study the
experience of this process. The goal is to improve the observed situation and possibly some
of the outlined issues. The quality of an outcome can be assessed based on the knowledge
outcome of participants of this work [4].

Investigation of existing works regarding common security pitfalls in healthcare

To be able to come up with good infrastructure, it is important to understand what are
the common or specific security risks in the healthcare industry. The situation is different
between industries so it is important to research that beforehand. This will allow finding a
reasonable balance between complexity and cost.

Secure Infrastructure overview

It is important to understand the concepts and key values behind secure infrastructures. To
achieve it, it is needed to research the current state of the art when it comes to the devel-
opment of such infrastructures. This gives some key aspects which should be considered
during this thesis and in turn, will make it possible to deliver a better solution.

Hosting platforms comparison

The platform is the foundation of any infrastructure. There are multiple options to choose
from. Mainly major cloud providers and private service providers. Both approaches are
commonly used in the industry. However, they have different security, complexity and cost
implications. The choice might also depend on the specific requirement (e.g. compliance
with local regulators). The budget possibilities might also influence the decision.

Choice of tools

The small size of a business implies the infrastructure should be relatively simple to operate
and manage. To achieve it, it is important to use well-known and widely used tools for the
management of such infrastructure. This will ensure the maintainability of such a project
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which will make it easier in the future to attract contractors to iterate on the current setup
if the need arises.

Configuration development

The ready-to-deploy configuration for the infrastructure will be stored as a git project. In
addition, the decisions and trade-offs made during this development will be documented
and explained. The picked storage will make it easy for anyone interested to hand it over
to new maintainers or use it for their own purposes.

Result overview

The developed infrastructure is implemented and the outcome of it is reviewed. The
basis of such review is the principles of secure infrastructure which were outlined in
previous chapters. The knowledge outcome and positive impact in regards to the original
infrastructure have to be evaluated as well.
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3. Background

The plastic surgery clinic in question is a small scale medical organization based in Moscow,
Russia. It has approximately 10 employees at the moment which includes the management
and medical staff. It has experienced several outages which influenced its work and made
them suffer some financial losses. They decided not to invest in an upgrade because they
considered it to be a financial burden without clear benefits. They have agreed to participate
in this research on the grounds of anonymity and agreed to try out the proposed solution in
case they decide it is worth it.

They have 10 employees at the moment. 7 of them are management and 3 of them are
medical staff. They all have full access to internal databases and management systems.
There are no access restrictions based on user roles or anything similar to that. The used
software is also available for everyone. It is not restricted to an internal private network so
anyone with internet access has a chance to try to log into their systems. Every employee
has a separate account with unique login details.

The current infrastructure is only one server which is located in the building of this clinic.
This server is fully owned by the clinic. In theory, it is possible to get direct physical
access to this server for every employee. The server is maintained by an external contractor
on-demand basis. In general, there is no one responsible for the active monitoring of that
server. The contractor is called in case any system failures are experienced. It was noted
these services are rather expensive for the clinic.

The clinic uses a mix of paper-based and computed based methods of data management.
The computer-based method is a custom web application written for this specific clinic. It
was written once by the contractor and was never extended nor maintained since then. The
app is not customizable so to satisfy the need for new ways of data management, it was
decided to use a paper-based approach to close that gap. The clinic has expressed a desire
to unify this process.

The clinic has never had any governmental security audits. Due to the specific local
regulations, clinics of that size are not required to have any certificates. This simplifies the
requirements to fit during platform and software changes. It is not as strict and leaves a
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significant amount of flexibility. The clinic is also not collaborating with other healthcare
organizations so there is no need for some common ways of exchanging data between
businesses.
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4. Security

This chapter gives a theoretical background of security infrastructure and the main security
risks of healthcare infrastructure.

4.1 Healthcare industry problems

Malware is one of the most popular tools to abuse the vulnerabilities of insecure infrastruc-
tures. [5] That kind of ransomware usually utilizes two main aspects: outdated software
and poor access control. The former is a source of already known security breaches in the
used software which is later abused to get direct control over different parts of the system
and as a result of the consumer data. The latter makes it easier for criminals to infect all
devices in the network. What is even worse, depending on the setup in a particular clinic,
there might be no need to infect all devices in a network, if every device of such network
has full access [6].

Another specific of the healthcare industry is the special medical equipment widely used
in hospitals and small scale clinics. They used to be overlooked and ignored during safety
audits based on the assumption of safety. As it turns out, such an assumption is not entirely
correct [7]. There is a special type of attack called "Medjack". It is an exploit that spread
its malware using unprotected medical equipment [6]. During a relatively short period,
this kind of exploit can infect all devices from the inside out. Resulting in dangerous
consequences. Such malware can fully block healthcare organizations from operating
which can lead to both financial risks and risks to human lives.

Different security researchers have noted that the equipment is a "security nightmare"
[8]. Even though such attacks were not recorded in the wild, the chances of such attacks
happening will only grow in the following years due to the potential gain for criminals [9].
It can be used to cause hardware to malfunction resulting in a potential death of a patient
due to the problems during operation, fatal overdose or stopped life stopped devices [10].

This must be addressed both on the organizational as well as on the manufacturer level.
Organisations should strive to build a secure infrastructure that would minimize the result
of a potential hacker attack and thus decrease potential damage. Besides, healthcare
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organisations are advised to organise extensive internal training in regards to digital sanity
and how every individual should behave to avoid possible phishing and other types of
attacks using social engineering [11].

4.2 Secure Infrastructure

The value of a secure infrastructure is high because it prevents damage which might happen
due to potential attacks. The modern IT system is usually complex and includes multiple
devices of different sizes and security levels. All of them have different producers and thus
different practices used during the creation. Some are highly secure and frequently updated,
and some are not. Nevertheless, infrastructure is the core of any business operating in the
modern world. A plan how to secure infrastructure is a master plan affecting all parts of
the organization. Besides, as was discussed in the previous chapter, the healthcare industry
is facing record attention from cyber-criminals [12]. Unfortunately, it is also an industry
with outdated security practices and lots of equipment responsible for health yet being
so vulnerable to external manipulations [12]. This created a situation where one of the
most integral parts of social service is one the least protected. This increases the value of a
secure infrastructure even more.

Infrastructure security is a multi-field discipline. It includes different measures to protect
software and hardware assets and make sure they are safe. This includes both physical and
cyber safety. It affects all devices which are interconnected and communicate with each
other in a typical scenario. For example, employee notebooks, servers, phones connected to
an internal Wi-Fi network, medical equipment, and networking systems - all are considered
during protection activities.

Besides, infrastructure security considers physical threats in combination with hacking
attacks [13]. Different natural disasters such as earthquakes and hurricanes can cause
some serious complications for the outlined devices. In other words, the end goal is to
provide resilience to possible threats. Ideally, a combination of measures must minimize
the amount of potential downtime and as a result, minimize the number of financial losses
and custom perception.

It is important to develop not only specific infrastructure but also some behavioural
guidelines which would decrease the overall potentially surface. Users that are aware of
dangerous behaviour are making fewer amount mistakes and leaving less space for hackers
[14]. This is all done to achieve security according to CIA triads which is the general and
widely regarded security model. It stands for confidentiality, integrity and availability
[15].
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A secure infrastructure must preserve confidentiality. Sensitive data must be not available
to unauthorized parties. This is the case with the majority of data in healthcare. It must
also ensure the integrity of the data. It must try to keep data consistent and modified by
authorized users. It is also rather important for clinics and hospitals. Maliciously modified
data can cause lethal cases for the client. For example, the data about some allergies might
be deleted from the system which would result in the administration of drugs incompatible
with the life of a patient. Availability is a no less crucial aspect for organizations involved
in the health maintenance of users. It is more strict in big hospitals but is nevertheless
important for small scale operations. On one hand, it is intolerable to have any downtime
during surgeries, on the other hand, it might affect the financial indicators of a business.

Infrastructure security involves multiple layers going from the most high level starting with
physical security and ending with data security. The development of a secure infrastructure
must output a solution which would address security on all of those levels. Whether it is an
advanced data centre addressing the physical security or thought through backup policies
addressing the data security.

The general approach is defining 4 levels of security: physical level, network level,
application level, and data level. The clinic in question has control over the majority
of these levels so it can vastly improve its current security. It only cannot influence the
application level. It usually implies hardening the developed application against different
attacks. The clinic is planning to use already existing applications for the management of
its data so the only possible action in that realm is to pick the most supported software.

A physical level included all real-world aspects of the IT system. All servers are located
somewhere and powered somehow. It is important to protect serves from natural hazards
and direct access to hackers. A network level is how information is travelling between
different parts of the system. For example, this includes a firewall or separation of
the internal network from the internet using a VPN. The application-level was already
previously discussed. The data level is about protecting data in general. This includes
encryption, backups and anonymization. All of that is to preserve data in case of any
problematic situations.

Such a holistic approach to security allows to build a solid framework that addressed
potential issues on multiple levels. In general, it is easier to address complex issues using
decomposition. Big problems are split into smaller, manageable pieces. The 4 level
approach tries to achieve exactly that. It makes it possible to address different sets of attack
vectors separately and then combine them into one.
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Many measures can be used to increase the safety of a solution. It will be discussed some
of the measures that in combination create a secure infrastructure: physical hardware
safety, IAM (Login system) and secure data storage practices. [16]

Physical hardware safety is the first layer that must be considered during the evaluation.
Different data centres have different levels of access security, some organizations are
managing their servers privately. There are even cases when servers are not in any specific
data centre but rather in some general business building. This is a very dangerous situation.
If this link of a chain is weak, then everything else does not matter. There are multiple risks
associated with the usage of questionable security practices when it comes to hardware
safety. Criminals can easily abuse it and get direct access to servers running code that will
allow them to perform any actions. As a result, this will completely mitigate all digital
security measures and make them useless [17]. Physical access allows them to bypass
them all. Besides, another important factor that must be considered and is usually handled
by data centres is natural hazards. This is something that might significantly influence the
data integrity and stability of the hardware [13].

Advanced IAM is another good security practice for any business managing sensitive data.
It must be a multi-level system with fine-grained control over the users and their roles.
Every involved user must have the least possible amount of reading and writing rights.
There are multiple reasons for such restrictive access. The more restrictive such system
is, the better for the organization it will be. As a big business entity, it is hard or almost
impossible to actively track every employee in every office and how secure and honest
their behaviour is. It also means the business has to trust its employees which are already
at risk. However, if a highly restrictive IAM system is in place, then such risk is smaller.
In case of a trust breach from the employee side, the damage will be minimized because
every single employee usually has a very small scope in the scale of the whole business
unit. An additional useful tool that is provided by a good IAM system is a detailed logging
system. Such a system created a log of events inside a company. It can give transparency
into all actions that are performed by employees: reads, writes, deletes. Every data change
and action inside the system must be possible to retroactively investigate. This will help
with the research of possible trust breaches as well [18].

Sophisticated login system plays a role in the insurance of minimal risk of access keys
leak. The more personalized it is, the harder it is to steal. The login system must be created
in such a way that the human factor would be minimized as much as possible. People
tend to use simple passwords, which the system should not allow them to do. In the same
fashion, the system should not allow them to use passwords that are present in publicly
available databases of leaked passwords.
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Two-factor authentication must be enabled by default for accounts as well. This will help in
case a person gets phished and as a result, leaks his login details [19]. These tools can help
with these cases. If the 2FA is enabled, then login details will not be useful because the
2FA is unique for the login attempt. The same applies to biometric-based authentication
protocols. They are the most optimal because they are the hardest to steal without the
direct collaboration of an employee with criminals [20].

Data Anonymization can be practised in the accordance with GDPR. This implies good
data handling practices. For example, it means that the company must collect a minimal
amount of data. The less company collects data, the less it can leak in case of a data breach.
To secure data furthermore, it is advised to use different anonymization methods on that
data. In an ideal case, the stored data should be impossible to be linked back to the original
owner without significant time costs. This decreases the potential damage of a successful
attack and in some cases might make it unfeasible to carry out. This also works not only
for the criminals outside the organization but also for wrongdoers inside the organization.
Some people will have direct access to customers’ data as a part of their daily work, this
means it is a potential point of failure and leak. However, if the data is anonymized, it will
not be possible to use that against users.[21]

Backups are another important part of a secure infrastructure. It ensures that important
data will be easily recoverable in case of any system failures. This is also important to
make those backups automatically because only this will be a consistent and reliable way
of making those backups. A good practice is to clone them between multiple independent
systems [22]. If backups and the live data are located on the same machine, then the value
of such backup is highly questionable. The reason is that in the case of a system failure,
the backup will be lost as well so there was no reason to create it in the first place.

Regularly, backups must be tested against the existing documentation of data recovery.
This will ensure that those backups will be possible to use and that employees are aware of
the needed steps to restore them. In case it is not done, in a critical moment, it might be
discovered that backups are either corrupted or recovery instructions are not clear enough.
For example, there is a concept of "Chaos Day" when some parts of the infrastructure are
destroyed on purpose to see how the team can react to it. [23]
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5. Platform

There are two competing ways of hosting your platform using a cloud or choosing on-
premise solutions. The choice will greatly depend on the context. There are different
situations when one option might be more favourable than the other. In the context of
a small scale healthcare organization, it means there are multiple constraints: a limited
budget and the requirement of outsourcing as many parts of the infra as possible due to the
interest of minimizing expenses.

It is an ongoing discussion on which choice is better for different cases. The discussion
is only about the financial part of the question but also about the influence the cloud
computing movement has on the tech industry as a whole. There are some concerns about
the growing centralization of power in hands of big based USA tech giants [24]. There
were already some cases of power abuses by those companies [25]. Considering the recent
licence change of an Elastic search, this would harm them financially Amazon so they have
decided to fork it and continue maintaining their own version [26]. This is only possible
because Amazon has grown so big that they can allow themselves to behave in this way.

The political involvement of those companies is another factor that might influence the
choice. Especially in the context of a company working in Russia. The country has some
difficulties in diplomatic relationships with the US [27]. There were cases where some
companies were cut off from those cloud providers due to the disagreement in political
views with the owners of the platform [25]. This makes cloud owners rather vocal and
not independent in their service providence. This might be a cause of some potential
unexpected cancellation of service.

Also, there are some legal requirements to satisfy. For example, in Russia it is obligatory
to store all user data on servers inside the country. [28]

Considering these specifics, it is important to analyze both solutions and see how they
perform in different aspects of infrastructure development which are considered important.
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5.1 Security

In general, cloud providers are considered more secure, especially for small-sized com-
panies [29]. It is technically possible to build a private data centre of the same grade
but it will be possible only for companies of significant size. Besides, there are some
products provided by those cloud providers which can significantly improve security. As an
example, 2FA or VPN solutions are always available for major cloud providers. Building
those solutions from a scratch might be cost and hardly imaginable for small companies.
Those tools are also frequently audited which increases the safety of those solutions. This
is usually lacking for custom solutions. However, if one decides to build them from the
ground, it usually implies the employment of many high-cost professionals or security
firms, which might add significant time and money expenses. This will also make future
management of such a platform more complicated because it won’t be well known by other
potential employees.

In conclusion, it is possible to say that the choice will significantly depend on the size of a
company. It seems that for small-sized companies more appropriate would be to choose
existing cloud providers which would give them reasonable security for the amount of
money they are paying. Big companies will have flexibility in that question. They have
at least a theoretical capability to gain the same amount of security in their private data
centre if they decide to build it.

5.2 Disaster recovery

Another important factor to consider is the capabilities of disaster recovery. This is where
high-grade data centres might be more beneficial in comparison with in-house hosting.
When things are going well, they might seem pretty similar in capabilities. However, when
a power outage happens or there is a hurricane happening in the area, the difference will
be significant. This is important to consider during hosting cost calculations. That kind of
outcome is rare and low-risk. However, the impact of such a disaster might be significant.

Cloud providers are providing solid disaster recovery [30]. In a typical on-premise solution,
the need for a multi-region deployment across different data centres to provide required
data redundancy might be very expensive and labour heavy. In contrast, cloud providers are
providing such solutions for a smaller price because the required infrastructure is existing
and there is no additional cost to provide it to new customers. They are also controlling
a significant amount of computing power which allows them to negotiate better prices
and get better terms, to satisfy other needs. For example, GCP was able to switch fully to
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green energy because they are building data centres themselves [31]. This allows small
businesses to experience the same benefits, some other bigger companies might experience,
for a smaller price.

5.3 Elasticity

Cloud providers are owning a significant amount of computing power. They have lots of
data centres in all parts of the world. Consider GCP which is owned by Google, there
has a data centre in almost every western European country [32]. All of that computing
power can be provided on demand to their customers and it gives results another important
advantage of cloud computing - elasticity.

In other words, it is the possibility to quickly increase the amount of available computing
power to handle either increased load due to the user activity or increased data storage
requirements. This is usually rather expensive and complicated because required physical
changes to the setup or software changes to handle that change. This also might bring
some financial benefits. Some cloud providers might offer lower prices in you are using
a bigger amount of servers from them [33]. However, this advantage mostly applies to
services that cannot estimate the user load or are experiencing a sudden increase in the
load at times. This doesn’t apply to small plastic surgery clinics where the traffic and load
are very well predicted. However, it is possible that the clinic will continue developing
and open some similar clinics in other parts of the country. In this case, the elasticity and
possibility to easily meet any computing demand will be handy.

5.4 Infrastructure outsourcing

The cost of cloud computing is complex and case-specific. There are situations that
might be more expensive or not. It is important to consider the specifics of your situation.
However, as a general rule of thumb, it is possible to say that for small companies, the
cloud can save quite a bit of money [34].

Cloud providers are cheaper in the long run due to the decreased maintenance cost and the
absent need to hire additional infrastructure people. This is especially important for small
companies that cannot afford professionals who could provide high-quality service. Also,
the knowledge of specific cloud providers is transferable and thus the supply of relevant
specialists is higher and easier to find. On top of that, the total cost of ownership is usually
smaller because there is no need to maintain hardware, organize the maintenance of that
hardware or invest in the outage prevention system, and hardware upgrades.
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Besides, if you are using managed products of those cloud providers. For example,
managed DB instances. It gives you the expertise of employees working for Amazon,
Google, IBM or Microsoft. However, you are not paying more for that and you do not
have to spend time on hiring such high-grade professionals. This is possible thanks to the
operational modal clouds have decided to use.

5.5 Community support

There is also the re-usability factor of clouds. They are providing many premade solutions
for different needs starting from the user management and ending with the advanced IAM.
This can significantly help with getting high-quality solutions with verified security for a
much lower cost. This is especially important in cases where is no need to develop a novel
approach but there is a need to use already existing industry-grade solutions which is the
case for the healthcare industry.

It also makes it easier to develop infrastructure on the cloud because there is a lot of
open-source knowledge and shared configurations that can be used due to the flexibility of
a cloud. This can decrease time-to-market significantly and as a result, start bringing value
in a much shorter time frame than if everything was developed from scratch. There are
also many volunteers who are willing to help in case you are in doubt.

5.6 Self-service

Cloud providers are investing a lot into cost optimizations. One of the possible cost
optimizations is automatizing as many aspects of the infrastructure as possible. The more
client can do on their own, the less they will reach out to customer support or need any
additional assistance. This is useful not only for the cloud but also for customers as well.
This simplifies already existing procedures.

Usually, internal tooling is a good way of increasing productivity and decreasing the
number of errors. Cloud providers are providing many self-service tools which can help
to automate and speed up many processes related to infra management and provisioning.
Besides, the community around those cloud providers have built many tools which can
further benefit the business.
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6. Choice of tools

In the context of a small plastic surgery clinic, the optimal approach is to optimize the
usage of already existing solutions and minimize any custom software development. The
budget for infrastructure is limited. Besides, the clinic is not required to gain any security
certification because it is not required in the country it operates. This makes the pool of
choices wider than it could be.

6.1 Platform

Based on the research, the cloud platform is more appropriate for the specific client.
It gives the benefits of required data security, integrity and a wide selection of already
developed products that clients might make use of. This choice will also allow to automate
infrastructure-related operations and speed up the development. Also, this will simplify
the execution of security best practices such as automatic backups, advanced IAM and
multi-region setup.

The choice of a specific cloud is more complex. There are multiple major cloud providers:
GCP, AWS, Azure and other smaller providers. They all share common cloud computing
advantages and disadvantages. There is ongoing active competition among these indus-
try leaders. So, it is hard to pinpoint the clear best choice for all cases. Usually, the
choice depends on the experience of a specific developer owning the development of an
infrastructure solution or the need for a niche product provided only by a given company.

It must be noted that, in the industry, it is regarded as a good practice to develop infrastruc-
ture without relying on some unique characteristics of a cloud provider to avoid so-called
"vendor lock-in" [35]. This will significantly decrease the complexity of a potential cloud
provider switch in the future.

For a given company, there are none of such special needs for some specific software
so it does not influence the final decision. However, some unique requirements must be
satisfied. The cloud provider must have servers located in Russia because the law requires
it [28]. Besides, there are recorded cases when governmental organizations have blocked
wide ranges of IPs of different cloud providers which complicated the access to them

16



[36]. This could significantly influence the availability of a deployed system. As a result,
it is a necessity to use a local cloud provider. The main players in the market: Yandex,
Mail.ru, SberCloud. The Yandex.Cloud has the biggest market share [37]. It is also backed
by Yandex which is a major player in the Russian market. This might simplify future
maintenance and decrease the chances of unexpected bankruptcy of the hosting company.
It was decided to use Yandex.Cloud as a platform provider for this project.

6.2 Configuration management

6.2.1 IaC

Infrastructure configuration management is a complex and error-prone matter. The most
modern approach to addressing multiple common complexities is a concept called Infras-
tructure as Code (IaC). IaC’s main idea is the requirement to describe your infrastructure
as a set of pieces of code that are stored in an organized manner. That code can be later
automatically executed and it brings those life changes [38].

This approach has multiple benefits compared to the old way of doing things when
configuration on was done on case-by-case basins directly on already working parts of the
infrastructure. First of all, it significantly simplifies the disaster recovery in case any of the
services get corrupted and lost their existing state because recovery of such service will
require execution of a few simple commands. Secondly, it brings more transparency to the
infrastructure of a company since everything is now located in the same place [39].

What is important in a stability critical industry such as health care, IaC reduces the number
of potential bugs. It eliminates the risk of configuration drift between the one running on
services and the one developer is editing. Besides, it is possible to use this approach with
already existing control version systems such as git. This makes the investigation of any
configuration changes effortless and streamlined [39]. Besides, IaC tools are usually not
tied to a specific platform so it will decrease the factor of a vendor and simplify possible
future migrations. IaC is also easier to document using existing developing tools which
simplify project handover to future developers.

Many tools can help with the IaC execution. Both vendor dependent and not. The leading
independent open-source ones are usually named Ansible, Chef, Terraform, etc [40]. All
of these tools have their benefits and disadvantages. Among these, the most optimal choice
is Ansible. It strikes a great balance between simplifying and offering functions. It is very
well known in the industry and has existed for a long time (10 years[41]). It is properly
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supported by all cloud vendors and has all the needed functionality for a modern IaC. It
is also backed by a big corporation, Red Hat, which makes it a safer choice with the low
choice of the sudden drop in maintenance which is an undesirable outcome for a healthcare
company. It is agent-less which makes it easier to set up and manage than other competing
solutions. Overall, it is a solid pick as the main tool for IaC because it is safe, tested,
well-known and will not complicate the search for new developers.

To simplify the development, we will utilize as many Yandex.Cloud products as possible
because are highly compatible between each other, thought-through and, as a result, there
is no need to reinvent a wheel. However, some specific healthcare tools are not provided by
Yandex.Cloud. For example, the healthcare management system is a core of any clinic and
must be present. The already existing custom PHP application is decided to be replaced by
some more widely used in the industry alternatives. The downsides of an existing solution
are the maintenance complexity and the absence of any security audits. Both of these are
hardly fixable due to the financial difficulties of the client. The most optimal choice would
be to find a stable open-source application that would strike a reasonable balance between
the security and price.

6.2.2 Yandex.Cloud

DB must use managed solution because data is the most critical part of this organization.
This will ensure high availability and easy backup mechanics, and recovery. Yandex
Managed Service for MySQL fits the outlined requirements. They provide by backups
and legally guarantee data durability. They will also keep up the software updated and
apply the latest security patches to eliminate the risk of so-called 0-day exploits. They
support a wide range of DB types so they can be used with the majority of applications.

File storage will use Yandex Object Storage which is a cost-effective data storage solution
[42]. This will ensure backups do not cause any financial issues for the client.

Yandex Virtual Private Cloud is a product that will be used to protect the network part of
the infrastructure. It will be used to ensure that only authorized users with the right intent
will be to reach our infrastructure. And in case any wrongdoers do cause some harm, they
will be stopped from doing so.

As an app host, it is possible to use Yandex Compute Cloud which is a product that
encapsulated the management of custom virtual private which can be customized to run
any software depending on the need. They are scaleable so in case there will be increased
demand for computing power, it will be easy to satisfy.
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6.2.3 Open Source Solutions

As an internal healthcare management system, OpenMRS will be used. It was initially
developed for usage in developing countries where budget and computing power are very
limited [43]. It is highly versatile and is supported by a wide-open source community. It
was developed to be extensible and to be easily adaptable for different use cases. One
of the great features is the possibility to add new functionality without coding so it is
an interesting option for small scale clinics without significant budgets available for the
additional R&D [44].

It is actively developed and supported by many health organizations around the world
which give confidence in the future of this project [45]. The source code is distributed
for free and is accessible to anyone interested. So, it is not closed for security audits.
This has been already used for penetration testing by different individuals. As a result
of these, several security issues were fixed. This wide support and financing mean the
software will continue to get security patches and updates so it is a balanced choice. It is
also frequently a part of the Google Summer of Code [46]. This is an event where many
software developers are trying to improve already existing software projects [47]. That
kind of participation ensures a consistent yearly flow of improvements and reviews.

Since it was designed to work in hard conditions, it will not require significant computing
power and as a result, will be both cheaper and easier to maintain. This makes it even a
better choice for the client. This software uses MySQL database which is supported by
Yandex Managed Service for MySQL and is written using Java which is possible to run
using Yandex Compute Cloud [48]. It means it will be possible to deploy that piece of
software using already selected platforms and products.

Since it is a flexible solution, it will be possible to use this tool as a base for the optimization
of all other processes inside the clinic. There are still some paper-based operations. Paper-
based processes are considered more ineffective and more error-prone than their electronic
alternatives [49]. The main reason in this specific clinic why paper-based information
mediums are still used is the limited capabilities of their custom healthcare management
system. However, since OpenMRS is designed from the ground to be easily changeable
and customised, it will possible to adapt to support all unique use cases. As a result,
according to the research, computer-based management systems will allow them to work
more efficiently and makes fewer mistakes [49]. Both outcomes are very valuable in the
healthcare industry.
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7. Infrastructure development

Parts of the configuration which can be publicly shared are stored in a git repository located
at http://github.com/tasyp/infra-thesis-2022

7.1 Overview

As a reference point for the development, the previously made analysis of a secure infras-
tructure was used. The 4 levelled infrastructure abstraction is used for the description of
taken measures.

Physical level security was solved solely using a trusted and widely popular cloud provider
- Yandex.Cloud. Its data centres are highly compliant and reliable. They are providing all
the necessary equipment for the protection of assets. Besides, they are providing the basis
for a successful backup policy - they have multiple servers in different regions to increase
redundancy.

Network level is secured using two tools. The internal infrastructure is protected from the
outer world using a VPN. This ensures all communication with services is additionally
isolated and encrypted to make it harder to sniff the traffic. The firewall is configured to
deny any incoming traffic in case it is not using VPN.

Application level, as it was previously mentioned, is not in the complete control of this
project. However, it was decided to use an open-source application instead of a custom
one. This application is a group effort and is regularly reviewed by multiple contributors.
This ensures that the code is written using principles of secure programming and risks of
different exploits such as SQL Injections are lower.

Data level is addressed by multiple techniques. First of all, there is a set up of automated
backup policies which are regularly created and stored in different regions in an encrypted
format. Secondly, the application used for healthcare management has different settings
for increased anonymization of stored data.
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7.2 Schema

Figure 1. Proposed infrastructure schema.

It includes one server running app server and managed DB instance for data storage. It
also includes multiple supplementary services which are used to secure this infrastructure:
backup management, firewall, file storage services, vpn.

App server is a docker based container which is run on the Compute Cloud instance. Data
is stored on the managed MySQL Database. It has no scaling of any kind enabled because
the historically clinic has not seen any spikes traffic so it is unnecessary to enable it.The
firewall is setup in the way that it is impossible to connect to this infrastructure without
vpn. This ensures it is hard to cause any damages to this system from the outside.
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7.3 Configuration

The configuration is an ansible playbook which is a set of configuration files where the
main file defines the correct order of execution.

The overview of source:

− name : P r o v i s i o n OpenMRS deployment

h o s t s : s e r v e r s

become : yes

r o l e s :

− r o l e : ng inx

− r o l e : do ck e r

− r o l e : app

− r o l e : u s e r s

Every included role has its own function:

■ users creates needed admin accounts to manage the system.
■ app provisions servers to host the health-management system

Ansible playbook is responsible for the deployment of an OpenMRS application. Other
parts of the infra such as backups, VPN and Firewall are configured interactively using
GUI of Yandex.Cloud.

7.4 Deployment

To deploy OpenMRS, the only needed step is to replace respective env variables and
execute the following:

a n s i b l e − p laybook p laybook . yaml

This will execute all needed configuration and create it from the scratch on the Yan-
dex.Cloud account. It also considers the current state of an infrastructure. If the con-
figuration was applied before, it will not be applied again. This speeds up any iterative
configuration updates after the initial release.
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7.5 Results analysis

The described infrastructure is already deployed and is used inside the organization.
However, the old setup is not completely phased out. The reason is a complicated migration
path. There aren’t any available tools which would do that automatically with existing
data. This is also not possible with paper-based data. Both of these factors lead to the
decision of using two systems concurrently. This will allow minimizing the number of
upfront time investments for employees. However, the improved workflow will make it
easier to convince for the complete switch later on. The security increase is definitely
more important. The issue is not as visible for regular employees as improved workflow.
Nevertheless, every employee has received a guideline for safe behaviour. This has
definitely increased the awareness inside the organization. The general approval of changes
has increased among employees. Based on the previous research, it is possible to say that
employees will make a smaller amount of mistakes and it will also facilitate the security of
an infrastructure [14].

The current plan is to wait for half a year and see if any major issues occur during this
period. This amount of time should suffice to complete the migration. When migration is
complete, the old system will not be used anyway because all user data has already been
transferred to the new system works. This will allow disabling the old systems without
causing any operational difficulties. One of the important criteria was to minimize the
potential downtime during this project. Even though theoretically the need should not
arise, the backup of the old system will be done. It might happen that there are some rarely
used and to make sure they are recoverable and lost, a backup will be created.

When the migrations period completes and the old system is completely phased out, the
story of secure infrastructure will not end for this specific clinic. This is actually a story
with no clear end. There are multiple additional improvements that can be made. For
example, it is possible to order external audits of cyber-security professionals to get an
additional review of the current setup. It is also possible to send an application to get a
security certificate. It is not a legal requirement for this clinic. However, this would help to
show serious intent to their customers.
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8. Summary

The research aimed to find a secure infrastructure solution for a plastic surgery clinic.
The main criteria for an infrastructure that could be later implemented by the affected
organization was financial load and maintenance load. Based on these requirements, an
analysis was performed to see what are the current possibilities on the market which could
meet these demands.

It was decided that the most optimal platform for such infrastructure is a cloud based one.
Among the competitors the most popular and the current leader on the Russian market is
Yandex.Cloud. It has the biggest market share and is a safe for such project. To maximize
efficiency and minimise maintenance load on the healthcare organization, it was decided
to use as many managed solution provided by Yandex.Cloud as possible. This ensures
high performance and stability with no need of active participation on the client side. As a
healthcare management system, OpenMRS was picked which is an open source product
that was initially designed to work in conditions with unstable and low-tier computing
power. It is highly extensible and does not require programming knowledge for such
changes.

As a result, ready to be deployed configuration was developed with according backup
policies and other related documentation. It was developed as a IaC (Infrastructure as
code) solution. It means it is a set of instructions which describe how the infrastructure
should looks like statelessly, meaning it is possible to recreate the whole infrastructure
automatically. As a base tool for that, Ansible was picked. It is a well established
configuration management open-source software. It is a tool that makes IaC approach
possible and makes it in a platform independent fashion. The configuration is stored in a
git repository due to the convenient history management and straightforward collaboration
capabilities.

The final infrastructure was deployed and is now concurrently used inside a clinic to better
understand with the old setup. It is done so that gradual migration could be formed and
the new system could be adopted to the existing use-cases. The current reception is good
and no problems were experienced during the rollout period. The migration period will
continue until the old system is completely phased out.
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