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1 Introduction

Cyber security is a multi-disciplinary field. The view that cyber security is just a
technical issue might have been common a decade or two ago [80], but this view has
become less common and less true [81]. Securing IT systems of a modern organi-
zation requires effort from different roles and cooperation between all departments.

From the technical perspective, there is a general direction for IT systems to be-
come more connected, hence open to the external environment. The factors driving
this include the need to get information online, deploy software updates and per-
form diagnostics remotely [51]. This trend applies also to control systems that may
have the potential to cause physical damage in the real world. Therefore, cyber se-
curity is not just about assuring information confidentiality, integrity, availability
and protecting IT systems from abuse, but is also essential for maintaining safety
in physical space.

Cyber security experts need to analyze technical and non-technical aspects of
security, integrate data from multiple sources and communicate across the organi-
zation with people in different positions. This work can be facilitated by using the
support of flexible software tools for analyzing security situations, solving opera-
tional security issues, optimizing available resources and presenting the results to
decision makers in an efficient way.

Simulation is a universal technique for studying complex systems. In this work
the focus is on simulations performed on computers. Computer simulations require
the development of formal models of systems and allow to conduct simulation ex-
periments. This process can lead to a better understanding of the behaviour of the
simulated system. Simulation allows to experiment with different what-if scenar-
ios and to gain new knowledge. Getting a good understanding of a system is often
a very important first step in securing it.

Computer simulation is an established and a valuable practice in conventional
engineering disciplines. However, it seems the full potential of computer simu-
lation is not used in the cyber security field. An underlying assumption of this
work is that better software tools and technologies could help to increase the use of
computer simulation in the cyber security field leading to more efficient usage of
resources, better communication between stakeholders and, finally, a higher level
of cyber security.

The motivation for the work comes mainly from the following questions:
• What kind of simulation tools could help to counter increasing threats in the

cyber space?

• How could existing software engineering technologies be improved in order
to provide more value to cyber security practitioners?
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Figure 1.1: Focus area of the dissertation

• Is there anything special in modeling and simulation in the cyber security
field compared to other more conventional fields?

Hence, the field of this thesis is related to the intersection of three different
domains—software engineering, modeling and simulation, and cyber security. The
area of this topic is illustrated in Figure 1.1. To provide a broader context for this
work, the three domains are briefly discussed in the following sections.

1.1 Software Engineering

This section discusses general aspects of software engineering, focusing on a par-
ticular approach to software development—model based software engineering. The
key issues of interest in the context of this work are software development produc-
tivity, flexibility of software products and reuse of software assets in the context of
cyber security simulation.

The term software engineering was coined in a 1967 talk [53] by Oettinger. In
this talk the essence of computer science and its relations to mathematics, logic
and classical engineering were discussed. Also, it was argued that the broad span
of software development from the most abstract mathematics to the dirtiest of un-
conventional engineering makes software development difficult and interesting. It
was recognized that the complexity and cost of software development is a major
engineering challenge.

The report [52] of the first software engineering conference in 1968 highlights
discussions raising concerns about inadequate productivity of software develop-
ment. Many of these discussions are still relevant. The relevant subjects include:

13



• “the problems of achieving sufficient reliability in the data systems which
are becoming increasingly integrated into the central activities of modern
society”;

• “the difficulties of meeting schedules and specifications on large software
projects”;

• “the education of software (or data systems) engineers”;

• the lack of best practices for software development.

An influential essay titled Essence and Accidents of Software Engineering [9] by
Brooks explains that the complexity of software is an essential property, not an ac-
cidental one, and essential complexity cannot be removed. Accidental complexity
can be reduced by using better tools, processes, methods, but orders of magnitude
productivity gains should not be expected from this.

The 2015 Standish Group CHAOS report [36] summarizes the results of the
study of 50 thousand software projects1. According to the report, only 29% of
the projects were successful, 52% were challenged in some way and 19% failed
completely. Although the methodology of the study has been criticised [4,20] there
still seems to exist a major engineering challenge.

The discipline of software engineering originates from the need to address poor
quality of software, get projects exceeding time and budget under control, and en-
sure that software is built systematically, rigorously, measurably, on time, on bud-
get, and within specification [64]. In this work the following definition of software
engineering is used [23]:

Software engineering is the systematic application of scientific and
technological knowledge, methods, and experience to the design, im-
plementation, testing, and documentation of software.

Better productivity of software development can arise from well-suited abstrac-
tions, better tools and processes, higher level of automation, and more efficient
reuse of existing artifacts [82]. The need to measure and improve software devel-
opment productivity has stimulated research in this field [62].

Model Based Software Engineering (MBSE) is a systematic approach to soft-
ware development where software models are used in order to improve the produc-
tivity and quality of software creation. In MBSE, software models, besides being
a part of documentation, become essential artefacts in the process of software de-
velopment. As a consequence, this forces the models to be formalized, complete
and precise. There are a number of ways for practicing MBSE which differ in var-
ious specific aspects. By and large, the goals in all cases include automation of
some development steps, higher flexibility, i.e., existing artefacts can be adapted

1http://www.infoq.com/articles/standish-chaos-2015
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for new purposes relatively easily, and working at an appropriate level of abstrac-
tion, hence increasing productivity. A number of frameworks, platforms and tools
for supporting MBSE approaches have been developed, for example, MetaEdit+,
Atom3, Eclipse EMF, OMG MDA, IBM Rational Rhapsody. It has been suggested
that model engineering can be considered a new sub-discipline to software engi-
neering [25]. Several studies have analyzed the advantages and disadvantages of
model based approaches [7, 67, 68]. Model based software engineering has been
found to be a useful methodology for handling the complexity in developing models
for simulation studies of complex systems [21].

Models can also represent other models. Models that describe a set of models
are called meta-models. A model is an instance of a corresponding meta-model.
Meta-models specify valid building blocks and the structure of models. In the con-
text of MBSE, a meta-model is a model of a modeling language including its ab-
stract syntax and static semantics used for describing domain concepts and relations
that constitute domains models. Explicit formal meta-models are an important part
of MBSE as they enable automation of software development (e.g., program code
generation).

A model based software engineering technology developed at the Institute of
Cybernetics at Tallinn University of Technology has been demonstrated to be suit-
able for engineering applications [33,35]. This technology is referred to as CoCoV-
iLa technology. An overview of the platform supporting this technology is given
in Chapter 2. One of the goals of this work is to verify the applicability of Co-
CoViLa technology to the cyber security domain and to suggest, based on practical
experiments, improvements to the technology.

1.2 Modeling and Simulation

A simulation is the imitation of the operation of a real-world process or a system
over time [6]. A model is an abstract and formal representation of a process or
system that includes the attributes and properties of the modeled object which are
relevant to the current study. In general, the purposes of modeling and simula-
tion may include: to explore possible options; communicate knowledge to others;
predict; explain existing data [79].

Simulations are used to study complex systems for gaining a better understand-
ing of the behavior of the systems and to analyze what-if scenarios. Simulations are
also often useful as educational tools. Simulated situations are helpful to prepare
for different scenarios. Often, a simulation can be the only way to experiment a
system, especially when the system is very expensive or dangerous.

There are, however, cases when simulation is not an appropriate approach. For
example, there is no reason to spend resources on simulation when a good analytical
solution exists. Other potential risks and problems include: the garbage in, garbage
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out problem; high development cost; lack of input data; inability to perform proper
validation; interoperability issues.

“Most of the well-known modeling and simulation (M&S) methodologies state
the importance of conceptual modeling in simulation studies, and they suggest the
use of conceptual models during the simulation model development process. How-
ever, only a limited number of methodologies refers to how to move from a concep-
tual model to an executable simulation model. Besides, existing M&S methodolo-
gies do not typically provide a formal method for model transformations between
the models in different stages of the development process. Hence, in the current
M&S practice, model continuity is usually not fulfilled.” [12]

1.3 Cyber Security

Cyber security is a broad field that includes technical, economic, social and military
aspects. The general goal of cyber security is to protect the availability, confiden-
tiality and integrity of information (the classical CIA model of information secu-
rity) as well as ensure the availability and correct operation of computer systems
and the facilities controlled by these computer systems.

There are several definitions of “cyber security” and the relation of it to “in-
formation security”. Unfortunately, a universally accepted and consistently used
terminology does not exist in this field. In this work the concept “cyber security”
is used in the meaning as discussed in a paper by von Solms [78]. It is important to
note that although “cyber security” and “information security” have a substantial
overlap, the concepts are not totally analogous. For instance, cyber security also
covers incidents where IT infrastructure is abused but information security is not
compromised. In the context of this work the term “information technology (IT)
security” is a synonym of “cyber security”.

The term “science of cyber security” has appeared in the literature. It has
been defined [43] as “the study of relations—preferably expressed as theoretically-
grounded models—between attributes, structures and dynamics of: violations of
cyber security policy; the network of computing devices under attack; the defend-
ers’ tools and techniques; and the attackers’ tools and techniques where malicious
software plays the central role.”

In general, security is hard to model and often impossible to prove. On the one
hand, for any non-trivial real world system the absence of security issues cannot be
shown. The attacker, on the other hand, usually needs to find and exploit just a small
number of security holes to succeed. This property implies a strong asymmetry
between defensive and offensive sides.

Situation awareness is essential in cyber security operations. It depends on a re-
liable perception of the environment and comprehension of its semantic structures.
In this respect, cyber space presents a unique challenge to the situation awareness
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of users and analysts, since it is a unique combination of human and machine ele-
ments, whose complex interactions occur in a global communication network [56].

The processes in the cyber space are very fast compared to human reaction time,
invisible to the naked eye and involve large amounts of data. However, the technical
side is just one part of the complete picture. As the cyber space has become an
universal medium in the global economy, social aspects and human behavior also
have to be taken into consideration.

For responding to cyber security incidents time is critical. Studies have con-
cluded [13,69] that the success rate of an intruder rises with the time he or she can
work undisturbed: a skilled attacker can perform an intrusion with an 80% success
rate if given 10 hours time before any response is launched.

Simulations in cyber security can be approached from different viewpoints. In
the context of this work, the following three characteristics of cyber security simu-
lations are of interest.

First, what are the properties of cyber security that make simulation as a method
usually well applicable to the problems in this field. A prominent reason is that our
normal everyday life depends heavily on IT systems. Therefore, on the one hand,
it would be impossible to take these systems offline for experiments and testing.
On the other hand, conducting experiments on an important live system can be too
risky. It would also be impractical to replicate such systems in a test lab due to
the cost of hardware, labour and maintenance. Hence, simulation mostly in soft-
ware might be the only feasible approach to study these systems. Experimenting
and testing, however, is a vital requirement to develop and deploy new technolo-
gies, protocols and defense measures in a quickly evolving cyber space. Another
reason to use simulations is, as discussed above, the fast and invisible nature of
the processes in computer systems. Simulation-based automated decision support
systems can help people in making correct decisions rapidly in critical situations.
Visualization and data analysis, which are parts of any simulation study, are also
invaluable in monitoring, understanding and predicting the behaviour of complex
computer systems.

Second, what are reasons why computer systems can be easier to model and
simulate compared to, for example, some biological systems. One crucial differ-
ence is that the cyber space is entirely artificial and human made, also often quite
deterministic and understandable in detail. As the cyber space is mostly digital and
discrete, it can modeled using logic. This can simplify the task of modeling by a
large factor. But still, for example, the modeling of some network protocols can
be far from trivial because of the built-in adaptiveness and the closed-loop design
of these network protocols. Nevertheless, verifying hypotheses and experimenting
with different configurations can be again relatively easy in the digital world, be-
cause most of the behaviour of the systems is determined by software which can be
modified on the fly without expensive equipment.

Third, what are the properties that make it hard to simulate cyber security. To
begin with, there are some fundamental reasons that cause cyber security to be
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very hard to model accurately. One of the reasons being that the attacker can be
intelligent and possess information unknown to the defender. Attackers can also
be rational, seeking to maximize their financial benefits, or socially motivated and
behaving irrationally. The situation becomes even more interesting when human
adversaries with different motivations are combined with intelligent agent-based
malware [72]. Also, based on a survey taken in 2006, it has been estimated that
approximately 60% of security breaches were attributed to human error by security
managers [8].

Another fundamental aspect of security is that the overall success of an attack
is determined by the weakest link in the chain. This weakest link can be a minor
technical detail, maybe just one character in a program source code. It is not feasible
to model large-scale systems with that amount of details. Any simplification to the
model can, in principle, leave out crucial information. Besides these fundamental
problems, accurately simulating large computer systems tends to require processing
huge amounts of data which is computationally expensive. Unlike simulations of
other domains, in the case of a security incident it is not possible to wait for hours
or even days for the cyber security simulation to finish. By that time the results
may be out of date to the point of being completely unusable or misleading.

Having discussed the characteristics of cyber security simulation problems, it
can be concluded that while these problems share many properties with any other
simulation problem, the particular combination of characteristics sets certain re-
quirements to the tools and methodologies used in this field. That leads us to the
motivation and goals of this work stated in the following section.

1.4 Motivation and Objectives

As the real world and cyber space have become interdependent, the importance of
security concerns has also increased dramatically—a security breach in the cyber
space may have some serious implications in the real world (e.g., the KWC water
utility company incident [77]), and vice versa. It has been reported [16] that 90%
of large organisations and 74% of small businesses had an IT security breach in
2015 while 59% of respondents expect there will be more security incidents in the
next year. Hence, it is necessary to develop methodologies, techniques and tools
for advancing the state of the art in cyber security to keep up with the increased
level of risk.

This work is about using computer simulations in the cyber security domain for
helping to improve the overall safety of computer systems, individuals, organiza-
tions and states. As this field is relatively young and immature, there is a lack of
proven methodologies and smart simulation tools. Smart software tools are pro-
grams that take over some responsibility usually performed by intelligent users, for
example, specifying solution steps. This thesis is an attempt to broaden the avail-
ability of such methodologies and tools.
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Despite the existence of large well-established simulation software packages
and powerful personal computers, accurate and efficient cyber security simulations
still remain a challenge. Therefore, new advanced techniques and tools are needed
which would accommodate the diverse requirements demanded by simulations in
the evolving cyber security domain. A suitable methodology combined with soft-
ware tools would conform to the following points.

• It should be possible to model and simulate every important aspect of a com-
plex cyber security related system.

• The tools have to be usable for domain experts without the need to write
program code.

• Multi-scale multifunctional simulations should be supported based on the
technology currently available.

• The tools should be open and flexible to be able to evolve together with the
tasks.

• Supporting educational exercises as well as solving large scale real world
problems is equally important.

Multi-functional and multi-paradigm modeling and simulation presents techni-
cal challenges—how to integrate different domain models, technologies and tools.
This can be solved with tools and technologies. In addition, there is a more fun-
damental issue of model validation. A model that integrates components built on
contradicting assumptions cannot give good results. This is a really hard problem
and it is unlikely an easy universal solution can be found.

The goal of the work is to develop smart cyber security simulation tools. This
includes methods, technology and freely available software tools for cyber security
simulation that will be applicable to wide set of problems and will be economical
and time-efficient, while still providing the required precision.

1.5 Contributions

This work resulted in three main contributions which are summarized here.

• First, a novel program synthesis based methodology for performing cyber
security simulations was proposed. This methodology was implemented in
a multifunctional simulation platform. This platform supports model based
software engineering, adds flexibility and improves productivity by employ-
ing automatic synthesis of programs, and provides the infrastructure for per-
forming complex multi-scale hybrid simulations. Another distinguishing
feature of this platform is the support of a new type of software building
blocks—rich components.
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• Second, extensions to an existing model based software engineering tech-
nology were proposed. These extension introduce OWL ontologies into the
domain engineering process facilitating knowledge and software reuse, im-
proving consistency. Furthermore, the CoCoViLa modeling and simulation
environment’s specification capabilities were extended with the support of
OWL DL inference and production rules that increase expressiveness and
add flexibility.

• Third, testing the proposed approach and simulation platform for solving
practical problems. Three packages, including sophisticated optimization
methods, for solving different simulation tasks were developed as a part of
this work. One of these applications, an expert system for cyber security cost
optimization, is presented in detail in this dissertation.

These results have been used for several purposes. A graduate-level simulation
course was prepared and given at Tallinn University of Technology in Autumn 2008
to the Master’s students of the Cyber Defense module. The students solved practical
exercises using the software developed in the scope of this work. A similar but more
extensive simulation course was given in the Autumn 2012 semester.

The software and methods have also been used at the Cooperative Cyber De-
fence Centre of Excellence (CCD COE), as the Centre was one of the initiators and
supporters of this work. Furthermore, the results have been applied in pilot projects
in banks: the Estonian branches of SEB Bank and Swedbank [41].

The outcomes of this work has been a basis for further academic and research
projects. For example, several conference papers [3, 40, 42] have been published
describing new work based on the original contributions of this thesis.

Moreover, the outcomes of this work—including the formalization of the initial
graded security model originally conceived on the conceptual level by Dr Kivimaa
and later extended as joint work; graded security expert system design and im-
plementation; applying the model based software engineering approach to solving
the graded security cost optimization problem, the implementation of an efficient
optimizer—have provided groundwork for later developments and extensions of the
graded security model, graded security expert system and simulation experiments
used in Dr Kivimaa’s PhD thesis [41] and in several cyber security related Master’s
theses (e.g., [2, 39]) supervised by Dr Kivimaa. The author of this work was not
involved in the development of the graph-based graded security model that forms
a core part of Dr Kivimaa’s dissertation [41].

As a result of the work presented in this dissertation it was shown that:

• A general purpose model based software engineering tool CoCoViLa can be
used for several different simulation problems in the cyber security simula-
tions.
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• Model based approach to software engineering combined with domain spe-
cific visual languages is well suited for the use by cyber security domain
experts.

• Component oriented technology with automatic synthesis of programs used
in CoCoViLa provides flexibility and supports the reuse of program compo-
nents and domain knowledge.

1.6 Organization of the Dissertation

The dissertation is based on the author’s publications and gives an overview of the
work done during his doctoral studies. The rest of the thesis is structured as follows.
First, the CoCoViLa simulation platform and the software engineering technology
is introduced in Chapter 2 (Publications I, II, III and IV). The chapter also briefly
discusses some application examples. Chapter 3 is focused on the ontology based
software development technology. The extensions of the technology developed by
the author are described there (Publications V, VI and VII). Next, in Chapter 4 an
example application is presented demonstrating the applicability of the technology
in the cyber security domain (Publications VIII, IX, X and XI). Finally, in Chap-
ter 5, the results are discussed and conclusions are drawn together with suggestions
for future research.
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2 Software Platform for Simulation

This chapter presents the CoCoViLa platform with the focus on simulation appli-
cations in the cyber security domain. CoCoViLa is a general purpose software
development platform that has been used in various application areas like simu-
lation of hydraulic systems and automated composition of web services. In the
context of this work the goal is to study the applicability of the CoCoViLa software
development approach to cyber security simulations.

The CoCoViLa platform has been developed by the Modeling and Simulation
group at the Institute of Cybernetics at Tallinn University of Technology as a joint
effort since 2004. The author of this dissertation joined the group and CoCoViLa
development in 2006. An overview of the full platform, including parts of CoCoV-
iLa and some of its applications developed by other people, is given here as it is
necessary to present the contributions of this dissertation.

This chapter is structured as follows. Section 2.1 gives an overview of the Co-
CoViLa platform and Section 2.2 describes the key principles of the conceptual
design of the platform. The specification language is described in Section 2.3.
Section 2.4 presents the user interface of CoCoViLa. Section 2.7 contains applica-
tion examples and finally related work is described in Section 2.8. The contents of
this chapter is based on the following papers:

• CoCoViLa as a Multifunctional Simulation Platform (Publication I),

• Enhancing Response Selection in Impact Estimation Approaches (Publica-
tion II),

• Hybrid Simulation of Large Networks (Publication III),

• Rich Components of Extendable Simulation Platform (Publication IV).

2.1 Introduction

CoCoViLa [31] is a model based software engineering platform that is suitable
for performing modeling and simulation tasks. It provides tools for developing
reusable software components, constructing packages, specifying simulation prob-
lems and running them using pluggable simulation engines. The platform is in-
tended for end users who are domain experts. Therefore it provides visual spec-
ification capabilities so that programming skills are not required from end users.
CoCoViLa has visual tools, but most importantly, it supports full automatic pro-
gram construction from specifications that are given visually.
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From a user’s point of view CoCoViLa consists of three programs with a graph-
ical user interface: Class Editor for the development of packages and components,
Scheme Editor for visual specification of computational problems and for execut-
ing generated programs (performing simulations), and Decision Table Editor for
managing knowledge modules.

CoCoViLa uses a component based software engineering approach. Simulation
packages consist of software components called rich components [55]. Rich com-
ponents are descriptions of domain specific concepts that are used in simulation.
In a nutshell, these components are composed of the following four parts. First,
there is a graphical representation of the concept (visual part) for interacting with
the user in a graphical user interface. Having such a representation, schemes of
simulation tasks can be built via visual composition of the components. Second,
the logical part or metainterface containing a high-level specification that enables
automatic composition of a simulation program. The specification language is de-
scribed in Section 2.3. The third part is a program component which defines Java
methods that implement computations. This part is called metaclass. Finally, a
rich component may have a daemon that provides interactive properties allowing
to develop sophisticated interfaces to simulation programs, enforce syntax rules of
visual schemes, implement agent-like behaviour etc.

It is expected that simulation problems are becoming not only computationally
heavier, but also considerably more complex in the sense that a single problem may
require orchestrated usage of different simulation engines, external data sources,
optimization programs as well as visualization and statistics software. CoCoViLa’s
visual component based approach supported by structural synthesis of programs
provides a solid foundation for developing complex simulations.

2.2 Design Principles

The design and implementation of CoCoViLa has been guided by several design
principles that will be summarized here.

First, a main design decision has been to rely on a completely automated pro-
gram construction approach that starts from a specification and uses a fast syn-
thesis method that outputs a source code ready for compilation and execution.
The program synthesis method used in CoCoViLa—structural synthesis of pro-
grams (SSP) [70]—has been implemented and used in several earlier software
tools [50, 73]. It uses essentially dataflow for composing a program, like, for in-
stance, Simulink [15] does. However, the usage of components in the form of
higher-order functions that take synthesized parts of a program as inputs makes
a significant difference over conventional dataflow techniques. The program syn-
thesis process uses dataflow recursively for solving so called subtasks—generating
inputs for the higher-order functions, i.e., for achieving the goals like “synthesize a
body for the loop in this particular component”. This makes the method universally
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applicable—theoretically any algorithm can be synthesized in this way from a suit-
able specification and a fixed set of preprogrammed components [50]. A program is
synthesized piecewise and the pieces are bound together by preprogrammed higher-
order functions that realize required control structures. The planner is CoCoViLa’s
core part responsible for synthesis, it is described in more detail in Section 2.5.

The second design decision is using full capabilities of model based software
engineering: developing a complete model for each simulation problem that in-
cludes not only a description of a simulated system, but describes also the usage
of simulation engines and other tools—visualizers, optimizers etc.— needed for
the particular problem. A model based software engineering process consists of
two stages: domain engineering that provides assets for developing applications,
and application engineering that uses the assets for applications. The first phase re-
quires the work of domain analysts and software developers. In the second phase,
domain experts are the main users of existing software assets and the developers of
applications. Reusable assets of the CoCoViLa model based software engineering
approach are rich components—Java classes extended with specifications for pro-
gram synthesis and supplied with a visual representation (see Publication IV). A
rich component may have another class associated with it that defines a daemon—a
separate thread that supports user interaction during the problem description and
program execution phases. This allows to implement agent-like behaviour in rich
components. In the context of CoCoViLa technology and also this dissertation, the
term component is often used in place of rich component. A collection of com-
ponents for a problem domain constitute a package that is an implementation of a
domain specific language (DSL) for this particular domain.

Third, the Java programming language and platform has been chosen for imple-
menting CoCoViLa. This is justified by several useful properties of the Java ecosys-
tem: availability of solid development tools and a large number of libraries, porta-
bility and interoperability, support for distributed computing, open source ideology,
dynamic compilation and loading of program code. The CoCoViLa platform has
been developed in a way that does not restrict the usage of Java for programming of
classes that implement components. Moreover, it was straightforward to integrate
the specification language with the Java programming language. The specification
language will be introduced in the following section.

2.3 Specification Language

The CoCoViLa specification language is used for describing both components and
computational goals. This language is built on top of the Java programming lan-
guage and merged with Java in the following way: a specification is given as a
special comment included in the source code of a Java class. Here is an example
of a specification that shows the usage of equations in a specification:

class Complex {
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/*@ specification Complex {

double re, im, arg, mod;

mod^2 = re^2 + im^2;

mod * sin(arg) = im;

} @*/

}

The connection between the specification and the Java code implementing com-
putations is through method names. The following example shows the usage of a
Java method (getMaxVal) as an implementation of a higher-order function in a
specification:

class Max {

/*@ specification Max {

int arg, val, maxval;

[arg -> val] -> maxval {getMaxVal};

} @*/

public int getMaxVal(Subtask sbt) {

...

return maxval;

}

}

The method getMaxVal is given a synthesized method that implements the in-
terface Subtask as the argument sbt.

Each Java method usable in synthesis must have a specification describing its
input and output conditions. These specifications are called axioms according to
the convention of structural synthesis of programs. The meaning of these axioms
can be explained in terms of dataflow. The example above includes the axiom

[arg -> val] -> maxval {getMaxVal};

This axiom has one input [arg -> val] that is a subtask describing a function for
computing val from given arg (this function has to be synthesized by the planner).
The axiom has an output maxval.

The specification language has a rather simple and conventional syntax. It en-
ables one to specify typed objects and bind them with each other by connecting
their attributes by equalities. Numeric variables can be bound also by algebraic
equations. Constant values can be assigned to variables of any type, as soon as
the value has a textual representation. The textual specification enables one also
to specify the usage of methods of the class where the specification is included by
writing axioms about their applicability, i.e., by giving their pre- and postcondi-
tions. Extensibility of the language is achieved by the introduction of new types.
The following is the core of the language.
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1. Declaration of a component

type name;

This declaration specifies a component of a model with given type and name.

2. Binding

var1.field1 = var2.field2;

This statement specifies an equality between fields of components. The fields
may be represented by ports.

3. Valuation

var1.field = value;

This statement defines a functional dependency with no inputs and with one
output that receives a constant value.

4. Axiom

precondition→ postcondition{implementation};
The precondition of an axiom is a list of component names and subtasks.
The postcondition is a component name. The names in precondition show
components that are inputs of the computation given by the method name
implementation. Postcondition shows a component in output of the com-
putation. A subtask has the form [x1, . . . , xn → y1, . . . , ym] and defines a
function with inputs and outputs given on the left and right side of the arrow.
The function defined by a subtask has to be synthesized and given as an input
to the function described by the axiom.

5. Equation

AExpression = AExpression;

Equation defines one or more functional dependencies that are solving func-
tions for variables bound by the equations. Arithmetic expressions are the
ones supported by the Java platform, and can be solved only for the variables
that have one occurrence in an expression.

6. Tuple

alias id = (ListOfNames);

ListOfNames can include names with wildcards of the form ∗.name.
In this case all fields of components of a specification that have the name
name are included in ListOfNames. For example, alias state =

(*.state) describes a state vector consisting of states of components.
This feature is very useful in many situations, increasing flexibility and re-
usability of components. It allows to define new concepts that encapsulate
parts of other components dynamically in a natural way.
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7. Inheritance
A super B1, . . . , Bn

The specification language supports object oriented inheritance. The key-
word super in the declaration of a concept A causes the declared concept to
inherit all variables, bindings and axioms defined in the list of parent con-
cepts B1, . . . , Bn. The parent concepts are also called superclasses.

The visual language describes schemes and, strictly speaking, uses only the first
two kinds of statements. However, through the graphical user interface of Scheme
Editor (see Subsection 2.4.2) one can add also valuations, aliases, equations and a
superclass to a scheme.

A full description of the specification language can be found at the CoCoViLa
web site [18].

2.4 User Interface

The graphical user interface of CoCoViLa consists of three applications. First,
Class Editor is for creating reusable components representing domain specific con-
cepts and organizing components into packages. Second, Scheme Editor is for
composing visual specifications using domain specific concepts from packages. It
is also used for defining the goals to be solved and the execution of synthesized
programs. Third, Decision Table Editor allows to manage collections of rules used
as knowledge modules for expert system features. A brief overview of these appli-
cations will be provided below.

2.4.1 Class Editor

In the Class Editor users can define visual aspects of rich components using draw-
ing capabilities or by importing corresponding image files. Figure 2.1 shows the
development of a component responsible for plotting charts in the window of the
Class Editor. The image of the chart contains two ports (red circles) for providing
data to the axis. A smaller pop-up window is for defining properties of a selected
port. Another window is for specifying attributes of the given component, e.g.,
class name, toolbar icon, description and a set of fields of visual interface with
types and default values. Functional properties of this component are implemented
in a Java class.

In other words, Class Editor supports a language designer in defining visual,
logical and interactive aspects of concepts. Moreover, it is a tool for binding visual
parts of a component with other parts developed as Java classes. It is also used for
developing packages—creating new packages, and importing and exporting com-
ponents.

The usage of Class Editor is described in more detail in the user manual available
from the CoCoViLa web site [17].
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Figure 2.1: Class Editor window (Publication I)

2.4.2 Scheme Editor

The Scheme Editor is a multi-purpose tool. It allows to load a package created in the
Class Editor (user interface with toolbars and menus is determined from the pack-
age description) and to compose models in the form of visual schemes. Schemes
can be exported and used as components in other schemes. This feature allows
to model complex systems using hierarchical composition which is important for
helping the users to manage complexity.

From a visual description of a problem, an executable program is synthesized
automatically. There are also debugging capabilities (algorithm visualizer, viewer
for synthesized code, etc.). An executed simulation program can show results both
in a separate window or display the feedback directly on a scheme.

Figure 2.2 shows the Scheme Editor in use. In this screenshot a basic package
called Hns for simulating hybrid queuing networks is loaded. The scheme describes
a network of three traffic generators and a bounded buffer. This scheme has been
composed by connecting ports of components of the following types: TrafGen,
Buf, Clock and Graph. The toolbar at the top of the scheme is for adding objects
and connections to the scheme. The component Proc is a simulation engine that im-
plements a hybrid simulation process. It is specified as a superclass of the scheme
indicated by the green background color. A pop-up window and a pop-up menu are
also visible in the figure. The pop-up window is for instantiating object attributes,
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the pop-up menu is for manipulating the scheme—deleting and arranging objects
etc.

Figure 2.2: Scheme Editor window (Publication III)

Figure 2.3 shows a textual specification obtained from the scheme of the exam-
ple shown in Figure 2.2. On the left in Figure 2.3, the specification of the class Hns
derived from the scheme is shown. On the right, the figure shows a fragment of
a simulation algorithm synthesized from the specification. This algorithm is com-
piled into a Java class that in the present case is 144 lines of code and is not shown
here. This Java class can be compiled and run in the Scheme Editor. The scheme
and the algorithm windows shown in Figure 2.3 are useful for debugging a speci-
fication, but they are not needed when solving simulation problems in CoCoViLa,
because during normal use the user interacts with a simulation program through
the main window of Scheme Editor shown in Figure 2.2.

Additional information about Scheme Editor can be found in the user manual
available from the CoCoViLa web site [17].

2.4.3 Decision Table Editor

For many applications it is useful to have the means for handling expert knowledge.
To cover this need, CoCoViLa supports decision tables which provide a compact
and a convenient way for representing application specific knowledge as sets of
rules. The Decision Table Editor is a standalone tool for editing these rule sets.
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Figure 2.3: Textual specification and synthesized algorithm (Publication III)

Figure 2.4 shows the main window of Decision Table Editor opened in the expert
system management user interface.

Several decision tables can be used simultaneously in one scheme. For acquiring
data from decision tables, a forward chaining inference engine is used internally.
The support for using data from knowledge modules has been integrated into the
specification language via a dedicated @table keyword.

Further information about the usage of Decision Table Editor can be found from
the software user manual [30].

2.5 Planner

The planner is a core part of CoCoViLa. Its purpose is to transform declarative
specifications of computational problems into executable programs. The planner
determines computational paths from initial variables to required goal variables
(i.e., tries to solve a given computational problem “find values of V from given val-
ues ofU”, whereU and V are sets of input and output variables). The planner’s task
is not only to construct a linear dataflow, but also to solve subtasks (higher-order
dataflow) and to perform optimization of an algorithm. Generation of a resulting
program’s code from an algorithm is then a straightforward process.
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Figure 2.4: Decision table editor (Publication I)

Let us have a small example of dataflow planning where a goal is to compute a
next state of a simulation from a current state. The computational problem can be
expressed with a following statement:

state -> nextstate; (1)

The problem can be solved only if a relation between state and nextstate is
specified. For simplicity, let us assume the state is just a numerical value and the
next state is an increment of a current state by a step which is obtained using a
method getStep:

nextstate = state + step; (2)

-> step {getStep};

out = nextstate;

In this case the planner produces the following dataflow if a value of the state is
given as input:

state = getStep();

nextstate = state + step;

Note that the calculation of a variable out in the previous listing is not included in
the dataflow because it is not required for solving the given problem (1). Another
statement including a control variable printed can be added into the specification
that prints the value of the nextstate using the method print:

nextstate -> printed {print}; (3)

The dataflow for (1) will not include (3) because (1) does not contain a control
variable printed in the set of outputs. To achieve this, another computational
problem has to be stated:
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state -> printed;

The example above shows how to construct a linear dataflow, i.e., to compute the
value of the next state once. Simulation tasks require to compute states in a loop
until some satisfying final state is reached. To specify such a task in CoCoViLa,
subtasks have to be used. The following statement specifies that a final state can be
computed from a given initial state if there exists a function that calculates the next
state from a given state.

[state -> nextstate], initstate -> finalstate {proc};

To solve a topmost computational problem initstate -> finalstate, the sub-
task state -> nextstate must be solved. Having (2), the subtask is solvable
and a higher-order dataflow can be constructed by the planner. The synthesized
function state -> nextstate is passed as an argument to the method proc and
this method can iteratively call the function to increment the state as long as it is
needed.

Following the described technique, simulation engines that require loops and
other control structures are implemented using subtasks and the planner takes care
of synthesizing bodies of subtasks. In Publication III a hybrid simulation engine
is described. This engine supports the execution of continuous processes that also
include discrete parts modeled as discrete event simulation.

In addition, the planner can be invoked at runtime for generating new programs
to solve tasks on models that might have been changed dynamically during the
simulation process.

In general, the synthesis of an algorithm with subtasks has exponential time
complexity with respect to the number of subtasks in a specification, as the solvabil-
ity of one subtask may depend on the solvability on another subtask or it can be the
case that one and the same subtask has to be solved repeatedly in one and the same
branch. An implemented algorithm is incremental depth-first search with back-
tracking and additional heuristics, delivering good performance on typical practi-
cal problems. More details about the implementation and performance benchmarks
are presented in P. Grigorenko’s dissertation [29].

2.6 Toolbox

Toolbox is a package in CoCoViLa that contains a number of universal and reusable
components useful for building simulation programs. It includes several simulation
engines, visualization components and other helper components, such as tables and
sliders.

The toolbox includes basic simulation engines as components for driving
discrete-event, continuous time and hybrid simulations. Simulation engines are
used as superclasses of schemes, but they are not scheme or application specific.
Being a superclass, a simulation engine is able to collect parts of a state from the
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underlying components automatically using aliases and wildcards. For visualiza-
tion the toolbox contains several components for plotting diagrams, two- and three-
dimensional charts.

In the conventional CoCoViLa domain engineering process users take individ-
ual components from the toolbox package and import them into their own simula-
tion packages. Essentially, this means the components are copied from the toolbox
and can be later modified as a part of a new package. Due to historical limitations
of the platform it has been impossible to develop CoCoViLa applications that use
components from more than one package. From the software engineering perspec-
tive this results in duplication of development effort and reduces maintainability of
packages. In this work an ontology based modular solution is proposed to alleviate
this limitation. The solution is described in Chapter 3.

2.7 Applications

The platform has been used for various software engineering and simulation ap-
plications. To provide a broader overview of the capabilities of the platform, two
applications from different domains are introduced in this chapter. The first one,
described in the following section, is about the simulation of specific hydraulic sys-
tems. This application is notable for its size and complexity. The second example,
presented in Section 2.7.2, is related to cyber security simulations and is intended
for the selection of optimal technical countermeasures to security incidents and
cyber attacks.

In addition to the applications presented in this chapter, the platform has also
been used for other purposes. For example, an application for automated compo-
sition of Estonian e-government web services [48,49] has been implemented. The
solution lets the users to think in terms of, and express computational goals us-
ing high level domain concepts from in e-government ontologies, such as Citizen,
CadastrialNumber and NationalIdCode. The output is a definition of a new com-
plex web service composed by the planner. This package shows the applicability
of the platform for general purpose software development, including applications
based on services oriented architecture. It demonstrates also the scalability of the
approach to models containing several hundreds of objects.

2.7.1 Simulation of Hydraulic Systems

An advanced and a relatively large application of CoCoViLa is a modeling and
simulation package for fluid power devices [34]. Fluid power systems assume a lot
of drive and control tasks in machinery because of their high power density, flexible
system character and required reliability. Computer modeling and simulation is an
important phase in the design of such systems.

Multi-pole mathematical models and signal-flow graphs of hydraulic elements
are used. This enables methodical, graphical representation of large and compli-
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cated chain systems. Simulated systems are decomposed into subsystems and func-
tional elements. Multi-pole models of them may use different programs, depending
on the observed process (steady-state condition, frequency characteristics, transient
responses). Calculations are performed using multi-level method. In this way large
differential equation systems can be decomposed into smaller ones. First, calcula-
tions on the level of elements or subsystems are performed, thereafter variables
between elements and subsystems are made congruent by iteration methods.

The package contains over hundred multi-pole models of fluid power elements
that can be used for composing different schemes of fluid power devices and per-
forming simulations.

An example presented in Publication I considers simulation of a hydraulic load
sensing system. In this example, a hierarchically built model of the device includes
over 4500 dependencies represented by equations and Java methods. Typically,
two kinds of simulations are performed: calculating steady state conditions and
dynamic responses. Different simulation engines are used for calculating steady
state conditions, 3D simulations and dynamic transient responses.

A special technique is used for calculating variables in loop dependences that
can appear when a scheme of hydraulic device is composed from visual compo-
nents. This technique is called splitting and it takes initial approximate values and
uses iterative re-computing of the variables. Re-computing algorithms are con-
structed by the CoCoViLa planner as a result of solving corresponding subtasks.
This avoids solving large equation systems during simulations.

The typical simulating task for calculating transient responses of the load-
sensing system contains 37 classes, including 26 functional element classes, and
16 variables that have to be iterated during the computations. The automatically
synthesized Java code for solving the simulation task for calculating dynamic tran-
sient responses that mainly consists of calls of methods has 4449 lines and includes
4 algorithms for solving different subtasks. Its synthesis takes less than a second
on a typical 2 GHz laptop.

The application described above is aimed at giving the end user a convenient
tool for experimenting with different model configurations and varying parameters
of the models.

2.7.2 Simulation of Automated Cyber Attack Response

CoCoViLa has been applied in the cyber security domain for modeling and simu-
lation of cyber attacks and selection of optimal countermeasures (Publication II).
Graph-based Automated Denial-of-Service Attack Response (GrADAR) [38] is an
approach where the selection of attack responses is made according to an estimation
of an impact of simulated counter-attack measures. CoCoViLa was used to create
a GrADAR package for visual modeling and simulation of computer networks on
the basis of information such as dependencies between system resources and their
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Figure 2.5: Visual specification of a response analysis problem in GrADAR pack-
age (Publication II)

availability and workload values. The optimizer component of the package imple-
ments algorithms for automatic selection and application of response measures.

Figure 2.5 shows a scheme in CoCoViLa representing a dependency graph of
network resources with connections for propagating workload and availability val-
ues. The goal is to simulate and analyze the effect of response measures. CoCoViLa
allows to enter the parameter values using the graphical user interface or query val-
ues from decision tables (see Subsection 2.4.3). Moreover, thanks to the absence
of restrictions on the usage of Java language and libraries, it also allows integration
with other systems, e.g., monitoring solutions or statistics databases to receive live
values into the running program synthesized from the scheme.

One of the potential uses of this application is the support of cyber security op-
erations where quick analysis and decisions support are needed in case of ongoing
attacks.

Another cyber security related CoCoViLa application is modeling and simula-
tion of graded security measures. This application is a main part of this work and
is discussed in detail in Chapter 4.
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2.8 Discussion and Related Work

Modeling and simulation is a broad field and there exist hundreds of software tools
and products applicable for modeling and simulation. A paper by Leblanc et al.
presents an overview of cyber attack simulation tools [44], another paper by Ouyang
reviews tools and techniques for modeling and simulation of critical infrastructure
systems [58]. In many cases simulation tools are tailor made for solving a specific
problem in a narrow area. Therefore the tools can be very different and may not be
even directly comparable. The ones having common properties with CoCoViLa can
be roughly divided into three categories: general-purpose modeling and simulation
software (e.g., Simulink [15]), model based application development software (e.g.,
MetaEdit [66]) and large-scale discrete event simulation software (e.g., OPNET
Modeler [57], OMNet++ [76]). A universal feature of most of these tools is visual
specification capability by drawing schemes from components and connecting them
to each other.

General purpose simulation software products (Simulink [15], Scicos [11], Pto-
lemy II [46], etc.) typically possess built-in hybrid simulation engines and the sim-
ulation is flow-based—i.e., all the connecting arcs are directed and all the ports
are either inputs or outputs. The models can be composed hierarchically and the
components can be easily reused. Simulations are typically carried out on a virtual
machine. Also, model translators exist to get code in some programming language
(e.g., C) and to improve efficiency running the compiled code. Standard compo-
nents (blocks) are grouped into packages (palettes). There exists a large variety of
blocks and new blocks can be developed to cover missing pieces.

Model based application development tools such as MetaEdit [66] have com-
monly a rich set of tools for program specification, analysis and verification. Taking
the model based approach to simulation development, it is straightforward to com-
pose modeling and simulation applications with these tools. However, it typically
needs more effort than using a dedicated simulation tool.

Large-scale discrete event network simulation tools (OPNET Modeler [57],
OMNet++ [76], NS3 [60], etc.) are scalable simulators capable of handling large
number of nodes and events. Their main concern is simulation performance and
high-fidelity modeling of network devices and protocols. These tools are mostly
used for in-detail analysis of network behavior, simulation testbeds and embedded
systems, simulating all actions down to hardware level.

The CoCoViLa platform itself has been developed bearing in mind program-
ming of simulation problems. However, it has been used also in a more general
model based software development, e.g., for composing web services on large ser-
vice models [49]. In this sense it is similar to visual software development tools
like MetaEdit [66].

The CoCoViLa’s planner provides flow based analysis similar to Simulink or
Scicos, but its capability of constructing higher-order data flows provides addi-
tional flexibility compared to other tools, allowing, for example, the development

36



of model- and simulation-specific simulation engines. As the resulting simulation
is always compiled into a single program it allows to achieve good simulation per-
formance.

In comparison to other tools, CoCoViLa’s support for handling bindings is very
useful as this allows better reuse of rich components. For example, the ports are
not defined strictly as inputs or outputs like it is the case with the tools belonging
to the first two categories. It is up to the planner to decide which way the data flows
in order to match the needs of the given problem—like it is the case also in real
life—when defining a pipe it is not known beforehand in which direction the liquid
flows in it.

A simulation engine and other supporting tools are usually built into the simula-
tion platform. It is a common practice that a simulation problem itself is described
using a model based technology, mainly by specifying a model of the simulated
system. CoCoViLa takes this one step further—model based approach is used for
constructing and compiling a completely new program for every simulation, using
simulation engines, optimizers, visualizers etc. as components. Almost any aspect
of a simulation can be customized by replacing a component with another from a li-
brary or by implementing a new component. This feature allows to call CoCoViLa
multi-functional and makes it generally more broadly applicable than other similar
tools. This approach is feasible thanks to efficient automation of program construc-
tion from a given model.

A useful feature of the CoCoViLa platform is the ability to generate parts of
simulation programs automatically using structural synthesis of programs, even
at runtime, if needed. This adds flexibility in developing and reusing simulation
models, as, for example, functions (e.g., event handlers) can be synthesized lazily.

When comparing simulation tools there are other significant attributes to con-
sider such as the licensing costs, possibility to get support, availability of source
code, extendability, the freedom to modify the tools, the size of user base, availabil-
ity of documentation, the amount of community developed models and component
libraries etc. In case of simulation tools where small implementation details may
affect results in unexpected ways the availability of source code and the freedom
to inspect and modify it are crucial. This is especially important with security re-
lated simulations. Also, for wide adoption it is useful to have a tool with a free
license for all applications. Hence, a good choice for simulation software is an
open source platform with optional commercial support. The CoCoViLa platform
is developed as free and open source software but is currently lacking commercial
support offerings and a large enough user base.

2.9 Conclusion

This chapter gave an overview of the CoCoViLa platform and described its fea-
tures. In this platform a component based approach to software development is
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used. The platform provides flexibility by supporting domain specific visual spec-
ification languages and allows to implement domain concepts and simulation en-
gines as reusable components. Moreover, a main feature is the support of struc-
tural synthesis of programs for translating declarative specifications of simulation
problems into executable code. The program synthesis method and the underlying
textual specification language provide convenient means for working with domain
concepts and defining new hierarchical components in a natural way. Reusable
components can be implemented in Java programming language without restric-
tions. Therefore, existing Java libraries are available, for example, to interface with
third party tools, databases, monitoring solutions, etc.

CoCoViLa serves as the infrastructure for supporting the model based software
engineering methodology. The extension developed in the scope of this work are
discussed in more detail in Chapter 3. This chapter also referred to various Co-
CoViLa applications in different domains, including the cyber security domain. A
cyber security application example for graded security cost optimization will be
presented in Chapter 4.
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3 OWL Ontologies in DSL Development Process

Domain specific languages (DSLs) provide convenient and efficient means for de-
scribing systems using the concepts of a domain. The CoCoViLa software tech-
nology is based on user defined visual domain specific specification languages and
backed by automated synthesis of programs built into the platform. As discussed
in Chapter 1, achieving cyber security goals needs cooperation between different
departments of an organization. Situation awareness that requires accurate per-
ception of the environment and comprehension of its semantic structures is also a
prerequisite of successful cyber security planning and operations. In order to facili-
tate communication, interoperability of software tools and reuse of software assets,
shared and formalized conceptualizations are needed.

In CoCoViLa, DSLs are implemented as packages consisting of components
that represent concepts. CoCoViLa packages are, in essence, shared and formalized
conceptualizations of problem domains, similar to formal ontologies. The concepts
in CoCoViLa packages carry logical specifications called metainterfaces that ex-
press attribute semantics [32] of the models composed of DSL concepts. However,
the DSLs developed for CoCoViLa using the conventional approach cannot easily
reuse existing semantic assets nor are the resulting packages usable outside of the
platform.

To address the issues of communication and interoperability, and to facilitate
reusability, a new approach to DSL development that employs semantic web tech-
nologies was proposed in this work. The chapter first gives an overview of the
model based approach to software engineering. The rest of the chapter is dedicated
to describing the proposed DSL development process and the architecture of the
prototype implementation. This chapter is based on the following publications:

• Semi-Automated Generation of DSL Meta Models from Formal Domain On-
tologies (Publication V),

• Ontology-Based Integration of Software Artefacts for DSL Development
(Publication VI),

• Semi-Automated Integration of Domain Ontologies to DSL Meta-Models
(Publication VII).

3.1 Using OWL Ontologies in DSL Design

In this work three types of ontologies are introduced into the DSL development
process: domain ontologies, system ontologies and DSL meta-model ontologies.
This section describes the purpose and gives an overview of these ontology types.
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First, the purpose of a domain ontology is to provide a specification of conceptu-
alization of domain knowledge. That is, a domain ontology provides the concepts of
the domain and defines relationships between concepts. A formal domain ontology
could be seen as a static part of a meta-model of a DSL that may also contain ref-
erences to computational resources. In the DSL design and implementation phase
information about domain concepts can be extracted from the ontology. This in-
formation can be utilized to generate skeletons (design templates) of visual classes
automatically, hence reducing manual work and helping to align DSL meta-models
to actual domain concepts.

Second, a system ontology describes the modeling language and the concepts
of the modeling software system. The purpose of the system ontology is to make
the system concepts and relations explicit in order to support interoperability with
new and existing semantic resources. For example, resources developed on one
modeling platform can be mapped and then automatically transformed for the use
in another modeling tool.

Third, a DSL meta-model ontology describes a domain specific language by
linking one or more domain ontologies to a system ontology and binding domain
concepts to system concepts. It can also include references to existing software as-
sets (e.g., software libraries) or general resources (e.g., images, fragments of spec-
ification). The concept of DSL meta-model ontology is central to the approach
proposed in this work.

In the context of the CoCoViLa technology, ontologies represented in OWL 2
Web Ontology Language [59] are used. OWL is built on the logical foundation
provided by Description Logics [5] which is a family of knowledge representation
formalisms. The use of OWL brings additional advantages such as interoperabil-
ity with (semantic) web technologies (existing tools, e.g., Apache Jena), network
transparency (generally no distinction between local and remote resources), global
naming (Uniform Resource Identifiers), etc. Another benefit of the proposed solu-
tion is that it removes in a natural way the current limitation of being able to use
components from only a single package (see Section 2.6). Existing packages, such
as the toolbox, can imported into the DSL meta-model ontology. When loading the
DSL meta-model ontology, all imported ontologies are found and loaded. Further-
more, the use of OWL DL reasoning capabilities help to ensure consistency of the
model and helps in debugging.

The general overview of the approach is shown in Figure 3.1. The CoCoViLa
system ontology is utilized in the implementation phase of a DSL. Individuals of
the system ontology classes together with their property values are used to store
knowledge about a particular DSL meta-model. These individuals are defined in
the DSL meta-model ontology that imports the CoCoViLa system ontology and
one or more domain ontologies. Apache Jena inference engine is applied to the
model in order to extend it with derived knowledge. SPARQL [37] queries are
used to extract the DSL meta-model from an extended graph representation of the
DSL meta-model ontology. Extended graph representation is obtained by running
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Figure 3.1: Overview of the ontology based DSL development approach (Publica-
tion V)

OWL DL inference and applying production rules on the initial graph. Further
implementation details are presented in Section 3.2.

For automatic transformation of formal domain ontologies to DSL meta-models
corresponding mappings between a set of ontology representation language con-
structs and a DSL modeling language constructs need to be defined. These map-
pings have been described in publications V and VII.

3.2 Architecture and Prototypical Implementation

An overview of the CoCoViLa system was given in Chapter 2. Implementing a
DSL in the conventional CoCoViLa process required a domain expert to provide
the domain knowledge and a programmer able to convert such an informal repre-
sentation of knowledge into Java classes and annotate these classes with concept
specifications. Concept specifications include besides variables also functional de-
pendencies related to concepts. The implementations of functional dependencies
can be equations or Java methods implemented in corresponding Java classes. Steps
related to the DSL application for solving a particular problem are done automati-
cally by the planner.

A part of this work was to develop a CoCoViLa extension that integrates OWL
ontologies described in Section 3.1 into the DSL development process. Figure 3.2
depicts the architecture of the CoCoViLa system extended with ontology based
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Figure 3.2: The extended CoCoViLa architecture (Publication VI)

DSL development facilities. The extension is mainly related to the improvement of
DSL development (domain engineering) while components of the original system
are used for a DSL application (application engineering).

The CoCoViLa extension provides facilities for DSL designers to carry out the
ontology based DSL development process that enables the usage of existing formal
domain ontologies in combination with the system ontology for a DSL construc-
tion. When loading a DSL, its meta-model ontology (created by DSL designers)
is loaded, extended via Jena inference and rule engine. SPARQL queries are used
to dynamically collect and semantically integrate all metadata about artefacts of
a DSL meta-model for instantiation of the computational model. Afterwards, the
DSL is ready to be used by application developers.

The listing in Section A.1 shows a SPARQL query used in the implementation
of the prototype. This query finds individuals representing visual classes. There
are five additional queries (packages, fields, all properties, superclasses, and ports)
needed for compiling the minimal amount of information required for a usable DSL
meta-model.

In this architecture, the internal and external representations of DSLs are de-
coupled and the mapping from DSL meta-model ontology to internal structures
of Scheme Editor is distilled from the CoCoViLa program source code and made
explicit as declarative queries.

Application developers build the problem specification using the DSL and trans-
late it into the computational model with the help of the CoCoViLa tool. Applying
a set of Jena rules enables to extend the computational model with additional rela-
tions between concepts in the model.

Computational model is an internal representation of the computational prob-
lem and concept specifications. It is used as an input for the CoCoViLa planner,
a theorem prover, which considers the computational model as a logical theorem
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with axioms derived from the functional dependencies defined in the specifica-
tion. Since the prover is based on intuitionistic logic, the solution to the specified
computational problem, an algorithm, is extracted from the constructive proof. Co-
CoViLa generates the Java source code from the algorithm, compiles and executes
it at runtime and immediately presents the result of the computation to the user.
The generated code can be later (re)used, as it can be saved into the file system.

3.3 Evaluation: IT Security Risk Analysis Domain

In order to evaluate the proposed OWL ontology based approach to DSL devel-
opment process, a DSL for IT risk analysis was implemented. The DSL realizes a
multi-parameter attack tree method [10]. According to this method, attack trees are
used to estimate the cost and the success probability of attacks under the assump-
tion of a rational attacker. Elementary game theory is used to decide whether the
system under protection is a realistic target for gain-oriented attackers.

This particular DSL was chosen for evaluation because there exists an earlier im-
plementation of a DSL intended for modeling and simulation of IT security risks
using attack trees. The earlier version was developed using the conventional Co-
CoViLa process and it has been used in teaching for practical course work. The
new implementation of the DSL is based on OWL ontologies.

An example application for the DSL has been adapted from the original pa-
per [10]. In this example an attack is analysed where the primary threat is a fore-
stalling release of a software product. This threat is related to the situation where
a competitor of an IT company steals the developed source code and completes it
to its own product.

In the original example the attack tree is static and the outcome is calculated
once for a fixed set of parameter values. For a dynamic simulation experiment the
attack tree would be recalculated for different parameter values while visualizing
the outcome as a graph. Standard components such as Graph and Proc (simulation
engine) from the CoCoViLa toolbox package can be utilized.

3.3.1 The DSL Meta-Model Ontology

From the domain engineering perspective the desired DSL can be expressed by five
OWL ontologies. This is illustrated in Figure 3.3 where rectangles reprsesent OWL
ontologies and arrows show import relations.

The solution proposed here consists of the following five ontologies:

• CoCoViLaSystem (ccvl)—system concepts;

• Toolbox (tb)—generic reusable components;

• AttackTree (at)—domain ontology for the threat modeling method [10];
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Figure 3.3: Structure of the attack tree package

• AttackLibrary (alib)—a library of attack models;

• AttackTreeSim (asim)—the DSL meta-model ontology.

The ontologies and their purposes will now be described in more detail in the
following paragraphs.

CoCoViLaSystem This is the CoCoViLa system ontology that contains system
concepts such as VisualClass, Icon, Field, etc. The ontology version used in
this experiment consists of 41 classes in total. It also defines 33 object proper-
ties (e.g., hasPort, isImplementedBy) and 19 data properties (e.g., hasIcon,
hasVisualClassName). The properties have their domains and ranges specified
where applicable. This allows to use a reasoner for classifying individuals defined
in other ontologies without specifying their classes explicitly. For example, the
range of object property ccvl:hasPort is asserted to be ccvl:Port. That is,
from the axioms:

ObjectPropertyDomain(ccvl:hasPort ccvl:VisualClass)

ObjectPropertyAssertion(ccvl:hasPort a:vc1 a:port1)

it follows that: ClassAssertion(ccvl:VisualClass a:vc1). This derived
fact is used in SPARQL queries for finding visual classes.

Toolbox This ontology imports the CoCoViLa system ontology and defines a
set of reusable components in CoCoViLa terms. The components are defined as
named individuals in the ontology. Datatype and object properties are assigned to
the individuals. The individuals are properly classified automatically by OWL DL
inference based on property domains and ranges defined in the system ontology. For
this experiment a minimal toolbox was developed that consists of three components:
Clock, Process, and Graph. The full definition of the toolbox ontology is given
in Section A.2.
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AttackTree The ontology defines the following concepts from the risk analysis
method’s domain (see Figure 3.4): Threat, AtomicThreat, AndNode, OrNode,
and PrimaryThreat.

Figure 3.4: Attack tree domain ontology

The concept Threat is the domain of the following data properties: gains,
hasAveragePenaltyFailure, hasAveragePenaltySuccess, hasCost, has-
SuccessProbability, threatDescription. These data properties are auto-
matically mapped to fields of visual classes in CoCoViLa (see Publication V).

AttackLibrary The attack library contains a set of defined attacks with known
parameter values. It has imported and uses concepts from the AttackTree do-
main ontology and is independent of CoCoViLa system ontology. In this sim-
plified example the ontology contains just one individual representing a threat:
robberObtainsTheCode. This individual has values defined for its data prop-
erties that will be used as defaults in applications. Figure 3.5 shows the definition
of attack library ontology used in this example.

The values specified in the ontology can be seen in the object properties window
in Figure 3.7. Default values can be edited on the scheme via the object properties
window.

AttackTreeSim This is the DSL meta-model ontology that imports AttackTree,
AttackLibrary, Toolbox and CoCoViLaSystem ontologies and defines individ-
uals representing visual classes along with the parameter values. Figure A.1 and
Figure A.2 give an impression of the size of the ontology and the amount of re-
lations with and without inferred axioms. The DSL meta-model ontology can be
loaded in CoCoViLa Scheme Editor as a package and it results in a visual language
represented by the icons in the horizontal toolbar (palette) in Figure 3.6. The use
of this DSL is illustrated in the following section.

3.3.2 Example Application

Figure 3.6 presents a screenshot of the CoCoViLa Scheme Editor where the
DSL meta-model ontology AttackTreeSim is loaded. The concepts of the
visual language are visible in the horizontal palette (toolbar) as icons. The
palette also contains tools for selecting objects and connecting ports. The icons
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1 P r e f i x (:=< h t t p : / / www. example . o rg / o n t o l o g i e s / 2 0 1 6 / a t t a c k l i b #>)
2 P r e f i x ( a t :=< h t t p : / / www. example . o rg / o n t o l o g i e s / 2 0 1 6 / a t t a c k t r e e #>)
3 P r e f i x ( xsd :=< h t t p : / / www. w3 . org / 2 0 0 1 / XMLSchema#>)
4 P r e f i x ( r d f s :=< h t t p : / / www. w3 . org / 2 0 0 0 / 0 1 / rd f−schema#>)
5
6 Onto logy (< h t t p : / / www. example . o rg / o n t o l o g i e s / 2 0 1 6 / a t t a c k l i b >
7 Impor t (< h t t p : / / www. example . o rg / o n t o l o g i e s / 2 0 1 6 / a t t a c k t r e e >)
8 Anno t a t i o n ( r d f s : comment ” L i b r a r y o f a t t a c k s ” )
9

10 D e c l a r a t i o n ( NamedInd iv idua l ( : r obbe rOb ta in sTheCode ) )
11
12 C l a s s A s s e r t i o n ( a t : A tomicThrea t : r obbe rOb ta in sTheCode )
13 D a t a P r o p e r t y A s s e r t i o n (
14 a t : h a s A v e r a g e P e n a l t y F a i l u r e : robbe rOb ta in sTheCode ” 1 0 0 0 0 0 . 0 ” ˆ ˆ xsd :

doub l e )
15 D a t a P r o p e r t y A s s e r t i o n (
16 a t : h a s A v e r a g e P e n a l t y S u c c e s s : robbe rOb ta in sTheCode ” 1 0 0 0 0 0 . 0 ” ˆ ˆ xsd :

doub l e )
17 D a t a P r o p e r t y A s s e r t i o n ( a t : h a sCos t : robbe rOb ta in sTheCode ” 1 0 0 0 . 0 ” ˆ ˆ xsd :

doub l e )
18 D a t a P r o p e r t y A s s e r t i o n (
19 a t : h a s S u c c e s s P r o b a b i l i t y : robbe rOb ta in sTheCode ” 0 . 5 ” ˆ ˆ xsd : doub l e )
20 D a t a P r o p e r t y A s s e r t i o n (
21 a t : t h r e a t D e s c r i p t i o n : robbe rOb ta in sTheCode ” Robber o b t a i n s t h e code ” )
22 )

Figure 3.5: Minimal attack library ontology

from left to right and their origin (indicated by prefix, if not built-in): selection
tool (built-in), connection tool (built-in), tb:Process, tb:Graph, tb:Clock,
alib:RobberObtainsTheCode, at:PrimaryThreat, at:OrNode, at:Atomic-
Threat, and finally at:AndNode.

An example application is developed using this DSL. The goal is to specify the
attack tree example given in the original article [10] and to calculate the outcome
of this tree over a range of values of the global parameter gains. The visual speci-
fication of the simulation task is shown in Figure 3.6. In addition to the attack tree,
this scheme contains a Process object for running the simulation process, a Clock
object for changing the value of the gains parameter during the simulation, and
a Graph for visualizing the outcome. The result of a simulation as a graph can be
seen in Figure 3.8.

3.3.3 Advantages and Limitations

The proposed approach in general and the separation of the DSL into five ontolo-
gies has several significant benefits, including the following. First, domain con-
cepts are defined explicitly in a separate ontology that is independent of any system
specific definitions. The knowledge extraction process is separated into SPARQL
queries. Second, components from the toolbox can be reused by just declaring the
URI of the ontology as an import and all required resources can be loaded from
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Figure 3.6: An example attack tree

the network. Third, there is no need to specify all axioms manually as some ax-
ioms can be derived. For example, if and individual someThreat has the prop-
erty hasComponentSpecification defined and the domain of this property is
MetaClass, then OWL DL inference engine derives the fact that the individual
someThreat is an instance of MetaClass. Fourth, a general purpose ontology val-
idator and a reasoner can be used for validating the DSL meta-model ontology for
finding inconsistencies, type mismatches etc. This helps to find and avoid mistakes
when developing a DSL. Finally, the use of semantic resources lays a foundation
for developing powerful tools that can automate refactoring and development steps.

Currently, there are also limitations. The prototype implementation is func-
tional, but not ready for production use as it does not attempt to cover all use cases
that would be needed in practical use. Implementing a production-ready system
would need significant effort. CoCoViLa tooling lacks a good user interface for
the DSL meta-model development process. For this reason the author used the
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Figure 3.7: Properties of an attack imported from library

Figure 3.8: A graph of simulation results

Protégé ontology editor [22] instead for the development of this example. Protégé
has a comprehensive support for OWL ontology editing. While usable, this process
involving external tools is not friendly enough for end-users and would need better
software tool support to provide a more integrated user experience.

3.4 Conclusion

This chapter presented an approach that introduces OWL domain ontologies into
the DSL development process. A central concept of this approach—DSL meta-
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model ontology—was introduced. This approach allows to automatically generate
design templates of a DSL meta-model that are consistent with a given domain
ontology represented in OWL DL.

The proposed approach creates several benefits, including formal consistency
checking of domain knowledge and DSL meta-model ontology, automated genera-
tion of design templates of a DSL meta-model that facilitates tracking the evolution
of the domain in a DSL. Moreover, it is possible to apply knowledge derived by on-
tology inference, the use of semantic web technologies improves interoperability
and removes some existing modularity and reusability limitations, the use of formal
domain ontologies in the early development phase facilitates communication and
consistency.

A prototype of this approach was implemented based on the CoCoViLa plat-
form. To evaluate the approach, a DSL meta-model prototype for modeling attack
trees was developed. This work demonstrates the applicability of formal ontologies
for semantic integration of software artefacts for building DSL meta-models.
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4 Graded Security Expert System

This chapter presents the concept of rational security design and describes a
methodology for optimal long-term planning of security investments. A supporting
tool implemented using the CoCoViLa technology is also presented along with an
approach to teaching the methodology to security managers. This chapter summa-
rizes a series of conference papers:

• Graded Security Expert System (Publication VIII),

• Pareto-Optimal Situation Analysis (Publication IX),

• Managing Evolving Security Situations (Publication X),

• Enterprise Security Analysis and Training Experience (Publication XI).

The graded security model was originally conceived on the conceptual level
by Dr Kivimaa. The author of this dissertation formalized the model, designed
and implemented the graded security expert system. In further developments on
the model described in this chapter, we worked together both on the conceptual
and formal model. The implementation including the optimization algorithms was
developed by the author of the dissertation.

4.1 Introduction

Security is expensive. How much should an organisation spend resources on se-
curing an IT system? It is possible to invest large amounts into securing a system
by, e.g., implementing increasingly advanced security technologies and training
personnel. At some point, though, diminishing returns set in and allocating more
resources becomes wasteful. In general, it is unreasonable to spend more resources
on protecting a system than the total worth of the system or the potential damage
arising from a compromise of the system.

In most organisations the security budget is limited and aiming for absolute se-
curity is unrealistic. However, there might be regulations in effect that prescribe
a certain baseline security level for a given IT system. Security standards such
as NISPOM [54], ISKE [19], BSI [27] and Common Criteria [14] have been de-
veloped to ensure a baseline security of complex IT systems. The standards pre-
scribe security requirements as a set of graded security measures depending of the
nature or security class of the system to be secured, without including economic
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parameters—the costs of implementing the measures. Implementing security mea-
sures to cover a full set of security requirements imposed by standards or regula-
tions may be problematic when the budget is limited. In that case priorities have
to be set and more important measures have to be handled first. Setting optimal
priorities manually for a large set of requirements is complicated and may require
a time consuming cost-benefit analysis.

An important aspect of planning and implementing security measures is the time
it takes. Comprehensive and detailed security cost-benefit analysis may require
months [28, 63]. Often, however, a coarse-grained but quick and good enough
solution is preferred to an almost perfect plan after months of effort.

The methodology described in this work provides a rational way of planning
security measures and calculating costs. This approach allows to model evolving
security situations and to find optimal security solutions based on previous invest-
ments and available budgets. Also, the solution includes priorities of security mea-
sures, that is, new investments are planned in an order that permits to achieve the
best possible security confidence level given the amount of available resources.

Modeling and simulation provides the means to analyse a key question in en-
terprise security planning of what would be a reasonable amount of resources to
invest into security and how to justify the decisions. Visualizations help to commu-
nicate the results. The method along with the software tool is primarily intended
for two purposes. First, it can be used in the security management as a means for
decision support, and second, it can be valuable in education for teaching security
specialists.

4.2 Rational Security Design

Security planning for an enterprise is aimed at finding a distribution of resources
for security measures to achieve the best security solution under given conditions.
This is called rational security design. Inputs for the rational security design are:
total amount of available money (maximal allowed costs), characterization of the
secured system, security requirements.

Finding a security solution assumes using a security metric that offers a pos-
sibility of comparing different solutions, and the possibility to express the quality
of the solution by a numeric value. An integrated security confidence is used for
this purpose that takes into account effects of applied security measures (see the
following section). Although security planning is performed as an optimization
process, the input data is approximate and mainly based on empirical observations
and expert knowledge. Therefore the result is called rational and is not necessarily
an optimal solution.

Security planning may require solving several partial problems: evaluating costs
required for implementing a selected solution, estimating the relative importance
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of any taken security solution, detecting similar security measures and collecting
them in security measures groups (SMGs), etc.

4.3 Graded Security Model

The graded security model is intended to help to determine reasonable or optimal
sets of security measures according to the given security requirements. The model
describes how security measures are related to security goals, what are the costs to
apply security measures, and what is the confidence for guaranteeing the respective
security level. The essential concepts, variables and function used in the graded
security model will be introduced in this section.

The overall security of a system is described by a security class. It shows how
the security goals (confidentiality, integrity, availability, . . . ) are satisfied. It is
determined by assigning security levels to security goals, and is denoted by a re-
spective tuple of pairs, e.g., C2-I1-A1-M2 for the system that has the second level
of confidentiality C, the first level of integrity I etc.

To achieve the security goals, proper security measures have to be taken. There
may be a large number (hundreds) of measures. It is reasonable to group them into
security measures groups g1, g2, . . . , gn. The grouping should be done in such a
way that measures of one and the same group will always be used for achieving
one and the same level of security. A function f produces a set of required security
measures f(l, g) for a given security measures group g and a security level l of the
group. A security class determines the required security level for each group of
security measures.

Let s denote a respective function that produces a security level s(K, g) for a
group g when the security class is K. An abstract security profile is an assignment
of security levels (0, 1, 2, or 3) to each group of security measures. This can be
expressed by the tuple p = (s(K, g1), s(K, g2), . . . , s(K, gn)), where p denotes
the abstract security profile and the elements of the tuple p are indexed and appear
in the tuple in the same order as the groups of security measures g1, g2, . . . , gn have
been indexed. Knowing the cost function h(l, g) that gives the costs r required for
implementing security measures of a group g for a level l, one can calculate the
costs of implementing a given abstract security profile:

costs(p) =

n∑

i=1

h(li, gi) ,

where p = (l1, l2, . . . , ln).
The goal is to keep the value costs(p) as low as possible, guaranteeing a required

security. It is assumed that by applying security measures, one achieves security
goals with some confidence. The security confidence c of a group g that satisfies
the security level l is given by a function e(l, g) and it is a numeric value between
0 and 100 for each group of security measures.
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4.3.1 Security Metrics

The graded security model uses coarse-grained metrics differentiating usually three
or four security levels for each security goal. To compare security situations in
general, one needs a more precise metric that expresses the quality of a security
situation by one numeric value. It is reasonable to take into account influences of
all security measures on the overall security of the system.

The simplest choice would be to calculate the mean security confidence of all
groups. However, the influence of groups on the overall security is different. There-
fore, the best solution would be to use partial derivatives of the security measure
depending on the security confidences of the groups. These derivatives could be
used as coefficients of the security confidences when calculating their mean value.
Unfortunately, these derivatives are hard to determine. Instead of the derivatives,
one can use empirically found weights of the security confidences.

The overall security of a system is described by means of an integrated security
metric S that is a weighted mean security confidence, also called integral security
confidence:

S =
n∑

i=1

aici ,

where ci is security confidence of the i-th security measures group, ai is the weight
of the i-th group, and

n∑

i=1

ai = 1 .

Using a linear combination of security confidences of measures groups is rea-
sonable as long as a security situation does not change too rapidly.

4.3.2 Evolving Security Situations

To support long term planning, the model has to include former investments that in-
fluence the outcome of the planned investments as well as recurring costs of main-
taining already achieved security levels. The following extension to the graded
security model allows to take already achieved security level into account in the
optimization process. The extended model also accommodates recurring costs that
may be implied by some security measures such as licensing costs of antivirus soft-
ware.

Let us fix a security measures group and consider only one group of security
measures here. Then, a simplified form of the functions h and e can be used for
calculating costs r and security confidence c—without showing explicitly the se-
curity measures group:

r = h(l) ,

c = e(l) .
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A function h−1 is used for calculating security level l for invested costs, which is
an inverse function of h:

l = h−1(r) .

Data is needed for already existing security:

l′ – existing level of security,
c′ – existing security confidence.

To continue the analysis of security investments, a function H is defined that calcu-
lates the additional investments r needed depending on the existing security level l′
and the required security level l:

r = H(l, l′) .

Instead of the function H another function h∗ could be used that calculates the
required resources for increasing security level by ∆l, where ∆l = l − l′:

r = h∗(∆l) .

In the case when no investments in the security have been done before, i.e., when
l′ = 0, the function h∗ coincides with the already known function h. However, in
the case of ∆l = 0 and l′ > 0 the degradation of security has to be considered
as well—the security level will decrease with time unless additional resources are
invested. This shows that the usage of h∗ instead of H would be quite a rough
approximation.

This analysis is valid for all security measures groups. In the general model an
argument g (group number) has to be introduces in each function considered here.
This gives the following functions:

r = H(l, l′, g) ,

r = h∗(∆l, g) .

These functions should be obtained from expert knowledge.
Another approach would be to use security confidence c instead of security level.

These variables are bound by the function e in the graded security model:

c = e(l) .

The relation between costs and security confidence is expressed by the formulas:

r = h(e−1(c)) , and
c = e(h−1(r)) .

Knowing the already achieved security confidence, additional investments for
achieving the new security confidence (or keeping the required confidence level)
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can be calculated. This requires the knowledge of a new function E that gives the
costs r for achieving required security confidence c by upgrading the given security
confidence c′:

r = E(c, c′) .

As discussed above, it can sometimes be assumed that the costs depend only on the
difference ∆c of security confidences:

∆c = c− c′ ,

and use the function e∗ that calculates the costs:

r = e∗(∆c) .

Again, in the general model an argument g (group number) has to be introduced in
each function considered here. This gives the following functions for calculating
costs in the general case:

r = E(c, c′, g) ,

r = e∗(∆c, g) .

For taking into account the legacy security measures in calculating resources re-
quired for achieving a given security confidence, one of the functions H , h∗, E or
e∗ is needed. It is preferable to use H or E, because these describe the security
situation more precisely. In practice, these functions are represented in a tabular
form as expert knowledge. Solving the inverse problem—calculating achievable
security confidence for given resources—can be done using one of the inverse func-
tions H−1 or E−1 representable by the same tables as H and E:

l = H−1(r, l′, g) ,

c = E−1(r, c′, g) .

The functionsH , h∗,E, e∗,H−1 andE−1 are called legacy functions in this model.
The legacy values of l and r are bound by the functions h and h−1 as follows:

r′ = h(l′) , and
l′ = h−1(r′) .

Therefore, legacy resources r′ can be used instead of l′ as inputs of the calculations.

4.4 Expert System

An expert system with visual specification language for security situation descrip-
tion has been built on the basis of the CoCoViLa platform described in Chapter 2.
The conceptual architecture of the expert system is show in Figure 4.1. The system
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Figure 4.1: Conceptual architecture of the graded security expert system (Publica-
tion VIII)

includes knowledge modules (rule sets) in the form of decision tables for handling
expert knowledge of costs and gains, as well as for selecting security measures
for each security measures group depending on the required security level. Other
components are an optimization program for calculation Pareto optimality curve
parameterized by available resources, and a visual user interface for graphical spec-
ification of the secured system, visual control of the solution process through a GUI,
and visualization of the results. These components are connected through a visual
composer that solves the specified problems on the request of the user.

The quality and usefulness of the results that can be produced using the method
rely on accurate input data—expert knowledge. Gathering and producing high
quality formalised expert knowledge is a complex problem on its own and is out-
side of the scope of this work. The developed solution provides technical means to
represent, store and use existing expert knowledge.

4.5 Optimization

The expert system allows to solve several security related optimization problems.
First of all, it enables one to find an optimal security solution for given resources,
and to determine the reachable security class. This problem concerns again only
one value of resources, and can be illustrated by the same picture as the conventional
graded security problem (Figure 4.2a).

To get a broader view of possible solutions, one should look at the optimal secu-
rity for many different values of usable resources. This service is provided by the
expert system by plotting a Pareto optimality tradeoff curve that binds resources
and the achievable security S. Figure 4.2b shows this curve for an interval of re-
sources from r1 to r2. The last value of resources r2 can be easily calculated as the
resources required for getting the security class C4-I4-A4-M4. The curve shows
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Figure 4.2: Conventional graded security solution and Pareto optimality tradeoff
curve (Publication X)

also the respective security levels for selected security measures groups—in the
present case, for the groups number 1 and 4. The exhaustive search of optimal so-
lutions for q possible values of resources, n security measures groups and k security
levels requires testing (calculating weighted mean confidence) of qkn points.

Building optimal solutions gradually, for 1, 2, . . . , n security measures groups
allows to use discrete dynamic programming [71] and to reduce considerably the
search time. Indeed, the fitness function S defined on intervals from i to j as

S(i, j) =

j∑

s=i

asls

is additive on the intervals, because from the definition of the function S we have

S(1, n) = S(1, s) + S(s, n), 1 < s < n .

This means that an optimal resource assignment to security measures groups can
be built gradually, as a path in the space with coordinates x1, x2, where x1 equals
to the number of security measures groups that have got resource (i.e., x1 = s) and
x2 equals to the amount of used units of resources. This algorithm requires testing
of q2nk points (q is number of possible values of resources, n is number of security
measures groups and k is number of security levels).

4.6 Example

A simplified example will be shown next to illustrate the use of the system. Cur-
rently, there are four main security goals in the model: confidentiality (C), integrity
(I), availability (A) and satisfying mission criticality (M). For each goal, a certain
level (0-3) is attached to specify the security requirements defined by a particular
security class. As a simplified example, to achieve the security goals, the follow-
ing groups of security measures might be selected for consideration: user training,
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Figure 4.3: Visual specification and the result of simulation (Publication VIII)

antivirus software, segmentation, redundancy, backup, firewall, access control, in-
trusion detection, and encryption. The relative importance of a measures group
can be specified by giving a weight value. In realistic scenarios studied so far the
number of measures groups has been between 30 and 40.

Figure 4.3 shows a screenshot of the graded security expert system which con-
sists of a visual specification language, implemented optimization algorithms and
knowledge modules in the form of decision tables. In this package, security situ-
ations are described using the visual language. Suitable optimizers are applied to
simulate all possible outcomes to find the Pareto-optimal set. During the simulation
the optimizer queries decision tables for specific values. In the lower right corner
of the figure the result of simulation, in the form of a Pareto curve and resource
distribution curves, is shown.
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As optimization procedures are contained in regular rich components, the algo-
rithm used for a computation is easy to change by just replacing a component on the
scheme. It can be useful to have a package contain several optimizers. Then the one
making the most appropriate trade-offs for a particular experiment can be chosen
by the user. In case of this demo package two different optimizers have been imple-
mented: one employing brute-force and the other discrete dynamic programming
algorithms.

Larger examples can be found from Dr Kivimaa’s dissertation [41].

4.7 Training Process

The expert system is intended for building security models and solving security de-
sign problems: calculating the best distribution of given resources, checking reach-
ability of security goals, planning the evolving security for several years, etc. This
tool can be used for training security managers by offering a hands-on experience
with solving these problems in a training process.

Trainees are expected to solve a number of security design problems in the con-
ditions that are close to a realistic security planning situation. A suggested order
of training steps for these problems is shown in Figure 4.4. The first two are intro-
ductory steps. The third step—analysis of security measures groups is an activity
for experts. So are the following two steps of adjustment of parameters. Default
parameters given in the expert system can be used in training of general managers.
Calculating the best distribution of resources is the main training activity. It is
possible to concentrate on this activity immediately after introductory steps. Cal-
culating the evolving security continues the previous step and considers security as
a process continuing for several years. Checking the reachability of security goals
is an independent problem, but it can be solved by the same means as calculating
the best distribution of resources.

If a scheme from the scheme library is used, then the first five training steps
can be omitted, and one can immediately start solving the last three problems that
are training steps for managers as well as for security experts. The model based
security analysis is suitable for security training of people with different level of
experience. It relies on analytic capabilities of a person, and it introduces the ba-
sics of security in the form of a security model. The hands-on part of the training
is performed using an expert system. The aim of the presented security model and
of set of exercises is to help the trainee to build his or her mental model of cyber
security by combining 1) analytical approach where basic concepts and an explicit
security mode are introduced, and 2) hands-on experience by solving security de-
sign problems with the help of an expert system.
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Figure 4.4: Ordering of training steps (Publication XI)

4.8 Related Work

Graded security policy is the basis for security protection programs of nuclear se-
curity and anti-terrorist security of US Department of Energy [47, 75], as well as
for several European information assurance standards. In particular, German BSI-
Standard 100-2 [27] and Estonian ISKE standard [19] are both based on the graded
security policy. This policy has been adopted in the graded security expert system
and the respective security model has been used.

There is a large number of methodologies and frameworks available for evaluat-
ing IT security risks. A common problem is that detailed security risk assessment
is complicated and time-consuming leading to organizations not meeting their de-
mands [63]. A paper by Patterson et al. [61] presents an approach to cyber security
cost optimization where individual attacks are decomposed into four elements: pre-
vention, detection, mitigation, and consequences. The model is probabilistic and
allows to optimize defence measures to meet cost limits. Matlab Optimization Tool-
box is used for implementing the optimization procedure. Compared to the graded
security expert system, the analysis is more detailed and depends on more accurate
data.

The graded security expert system presented here has been developed further
and extended with a new optimizer component utilizing an evolutionary algorithm
[40]. This illustrates the flexibility and extendability of solutions based on the tech-
nology proposed in this work.

Simulation has been found to be effective support in teaching. This is also true
in cyber security [26]. Moreover, the need to focus on experimental learning tech-
niques, including virtual labs and simulation, for building conceptual, tactical and
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practical skills among cyber security professionals has been emphasized [1]. This
work aims to also contribute to this field.

A popular way to teach security concepts is to give some hands-on experience
by targeted video games like CyberSiege [65] from the Naval Postgraduate School,
or using games from the DISA online training catalogue, e.g., the CyberProtect [74]
game. These tools are intended for teaching security concepts for people with var-
ied backgrounds and different levels of expertise. They introduce essential secu-
rity measures by means of exercises in a more or less realistic situation, but give
trainees only implicitly a partial security model. There are also more advanced and
complex cyber security learning systems, such as CyberNEXS [45] from Leidos
(SAIC). The latter is aimed at development of skills on expert level. CyberNEXS
is an advanced cybersecurity training system that provides games for four scenar-
ios: network defense, forensics, penetration testing (attacks) and capture the flag.
The tools developed in this work provide a complementary approach to war games
for teaching cyber security that is based on the analysis and usage of a security
model.

4.9 Conclusion

This chapter introduced the concept of rational security design and presented a
methodology for optimal long-term planning of security investments. This method-
ology is based on a multi-level baseline security model and it treats security plan-
ning and implementation as a continuous process as opposed to a static state or a
one-time investment. A supporting tool—graded security expert system—for mod-
eling security situations and solving optimization problems was implemented using
CoCoViLa technology.

The graded security expert system and modeling methodology has two main
goals. The first is to provide security managers an efficient approach for planning
and optimizing cyber security investments, and the second is to serve as an educa-
tional tool for security training. In addition, the tool has been used by third parties
as a research platform.

The practical applicability of this methodology depends on the availability of
accurate expert data and this is the obstacle for all similar approaches. The avail-
ability of tools that can be used to process the data and add value might encourage
the collection of high quality input data.

This application has demonstrated the suitability of the CoCoViLa technology
for implementing such a tool. The visual interface and visualization including
Pareto sets of solutions is usable for security managers. A fast optimizer and inter-
active user interface support quick experimentation. Extensions developed by third
parties show the reusability of the components.
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5 Conclusions and Discussion

This chapter concludes the dissertation. It contains a summary of the main results,
a discussion and some ideas for future work.

5.1 Main Results

The main results of this work can be summarized in the following three points.

• It was demonstrated that the CoCoViLa platform and its model based soft-
ware engineering technology can be used in the cyber security field for mod-
eling and simulation. Improvements and extensions to the platform (e.g.,
production rules, scheme superclasses, rich components, additional specifi-
cation language syntax, improved user interface, performance improvements,
flexible compiling class loader, graceful package evolution, many bug fixes)
were developed to better support cyber security simulations.

• The model based software engineering technology was extended with the use
of OWL ontologies for developing domain specific visual specification lan-
guages. A new concept—DSL meta-model ontology—was introduced and
the support of this concept was prototypically implemented in CoCoViLa.
This extension facilitates the semantic integration and reuse of existing soft-
ware artefacts and domain knowledge.

• An application example for analyzing security situations and optimizing cy-
ber security expenses was developed as a CoCoViLa package. This package
implements a graded security model based cost optimization approach. It
contains a novel and efficient optimizer which employs a discrete dynamic
programming algorithm. The software has a simple graphical user interface
and a visualization component that is easy to use for security experts. This
package has been used for teaching and in pilot projects in banks.

5.2 Discussion

Security is a complex topic and no single solution will mitigate or elliminate all
threats or fix all issues. Security is not a state or product. Keeping a system secure
is an evolving process that is composed of multiple layers and a variety of measures.
The availability of suitable tools, methodologies, and education enables the people
responsible for cyber security to better achieve their goals.
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In security, generally the weakest link determines the overall security level. This
principle must be kept in mind while analyzing security situations using simulation
tools. An interactive simulation tool can be used, for example, in decision support
in a quickly changing environment for studying multiple scenarios and for simu-
lating several solutions to try out the effect of different values of parameters. A
simulation can provide valuable insights and help to discover hidden properties of
systems, but it cannot give strong guarantees like a formal verification tool could.
Hence, simulation is not a replacement for careful analysis via other means in appli-
cations where security matters. This is especially relevant in cyber security where
the adversaries may be resourceful, motivated and intelligent, therefore able to dis-
cover weak spots in the defense and carefully plan multi-stage attacks.

In this work some universal issues of simulation—model and simulation ver-
ification, and the quality of input data—were not discussed as these are separate
and complex topics in itself while not being unique to the cyber security domain.
However, the technology described here may have the potential to facilitate the se-
mantic integration of existing simulation resources. Open source simulation tools
and models are also a part of the solution. The availability of free and open source
tools that enable easy integration could motivate studies to gather high quality input
data for simulations. Moreover, the quality of models should improve over time as
they are reused and gradually refined.

All software developed in the scope of this work should be considered as a proof
of concept. Developing a production quality development environment requires a
strong product development team and a lot of resources and engineering work. A
prototype is, however, a solid starting point for beginning to develop a product.

A distinguishing feature of CoCoViLa is the use of structural synthesis of pro-
grams (SSP) which is a form of automatic synthesis of programs based on propo-
sitional calculus. SSP uses intuitionistic logic for describing the structure of a pro-
gram at the level of detail that allows to compose the program automatically from
pieces, including, for example, Java methods. This approach gives two main ad-
vantages. The first is the flexibility that comes from the ability to solve multiple
problems using the same model, hence supporting reuse and increasing the value of
models. The second advantage manifests in supporting users in quick development
and experimentation. When an expert user knows intuitively the available inputs
and desired outputs, the planner is able to figure out some intermediate computation
steps given only the specification of the goal. The user does not have to spend time
for specifying all intermediate steps, because CoCoViLa helps, within its limits,
to overcome the gap between intuition and actual implementation in an automated
way. In some situations this capability may, however, become a downside as the
user has little control over the path to the solution.

Observations from empirical experience with a limited number of end users sug-
gests that the CoCoViLa technology based cyber security simulation applications
have been usable for cyber security experts and students for solving complex simu-
lation problems. Visual specifications, the use of domain specific concepts and the
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ability to run simulations without programming is generally well received by end
users. Therefore, from the perspective of application engineering, the approach
seems to be promising, worth developing further and applying in wider contexts.
From the perspective of domain engineering, however, the functionality currently
available is not yet satisfying. For example, debugging can be a time consuming
challenge and the support provided by the platform for debugging is still quite prim-
itive. Improving this aspect, in addition to several other enhancements, is part of
the work planned for future. Some of these ideas are discussed in the following
section.

5.3 Future Work

There are several possible directions for future work. Some areas are more of sci-
entific interest, others require software engineering effort to make the technology
more usable and robust.

The current version of CoCoViLa is a stand-alone application. This leads to
duplication of effort, as there are many features that are needed by any develop-
ment environment. CoCoViLa functionality should be ported to an existing and
well supported integrated development environment (IDE) such as Eclipse [24]. It
also relates to the debugging challenges. Integrating CoCoViLa into an IDE might
provide some synergy in implementing debugging facilities. Moreover, building
and supporting an active user community is necessary for the long term viability of
a software project. This may be easier if CoCoViLa was a part of a larger software
ecosystem.

CoCoViLa and its applications have been built on the Java platform that has
been solid and served its purpose well. The support of other languages, for ex-
ample Haskell and R, could be helpful in providing more options for developing
component libraries.

The future plans also include work related to combining rules represented in
Semantic Web Rule Language (SWRL) with domain ontologies. This will allow to
model behavioral aspects (e.g., equations) of a domain in DSL meta-model ontol-
ogy that is currently not supported.

Another area where research is needed is the visual representation of models.
Currently there is only one hierarchical visual representation of a model. While
hierarchy helps to manage the complexity of large models, there is a limit how
much information can be shown in a diagram for it to remain readable. Complex
models tend to push this limit. Other modeling tools handle this issue with the
support of multiple layers or different views, showing only some aspects of the
model at a time. A similar functionality could be useful in CoCoViLa.
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Software Technology for Cyber Security Simulations

Abstract

Cyber security is a broad and multifaceted field that includes aspects related to
the security of IT systems starting from low level technical details and practical
software engineering problems to economic and even political considerations.

This dissertation studies the nature of the cyber security field from the perspec-
tive of developing computer simulations. New approaches are sought to improve
the state of the art of software engineering practices and simulation tools with the
goal to better support cyber security specialists in solving complex problems.

The complexity of the problems in the cyber security field demands high flex-
ibility and adaptability from the technologies used for simulation. The software
tools have to be multifunctional, extensible and easy to integrate with existing IT
infrastructure. The technology has to be usable by security specialists and analysts
who are not programmers and want to focus on solving problems, not writing code.

A model based software engineering technology and a supporting simulation
platform called CoCoViLa have been developed at the Institute of Cybernetics at
TUT. This technology and the simulation platform have been used successfully for
applications in the mechanical engineering field. In the context of the work done
for this dissertation, this approach was experimentally applied to problems from
the cyber security domain to demonstrate broader applicability of the CoCoViLa
technology.

As an application example a graded security based cost optimization method
was developed and implemented as software package. This package includes a
novel optimizer that helps to select the most efficient security measures for securing
an information system taking into account a set of prescribed security requirements
and a limited budget. It also helps to plan the implementation of the measures and
divide the costs of the security measures over a longer period spanning several years
in an optimal way.

Various experimental enhancements of the simulation platform and technology
were proposed and evaluated while developing applications related to the context
of this work. As one of the most significant outcomes, the existing model based
software engineering technology was extended with the support of using OWL on-
tologies for developing domain specific visual specification languages. This ex-
tension helps achieving the correctness of specifications, facilitates the reuse of
existing software artefacts and supports the semantic integration of applications
from different problem domains.
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Tarkvaratehnika küberturbe simulatsioonide jaoks

Kokkuvõte

Küberturve on lai ja mitmekülgne valdkond, mis hõlmab IT-süsteemidega seotud
aspekte alates madala taseme tehnilistest üksikasjadest ja praktilistest tarkvaraaren-
duse küsimustest kuni majanduslike ja isegi poliitiliste kaalutlusteni.

Käesolevas väitekirjas uuritakse küberturbe valdkonna eripära arvutisimulat-
sioonide realiseerimise seisukohast ning otsitakse võimalusi simuleerimisvahendi-
te tarkvaratehnika edasiarendamiseks eesmärgiga toetada küberturbe spetsialistide
tööd komplekssete ülesannete lahendamisel.

Küberturbe valdkonna ja ülesannete komplekssus nõuab simulatsioone toe-
tavatelt tehnikatelt paindlikkust ja kohandatavust. Tarkvaralised tööriistad pea-
vad olema multifunktsionaalsed, laiendatavad ning kergesti lõimitavad olemasole-
va infotehnoloogilise taristuga. Tehnika arendamisel tuleb arvestada asjaoluga, et
küberturbe spetsialistid ja analüütikud ei ole tarkvaraarendajad ning nende huvi on
eelkõige lahendada oma valdkonna ülesandeid, mitte keskenduda programmeeri-
misele.

Doktoritöö käigus katsetati TTÜ Küberneetika instituudis välja töötatud ja inse-
neriarvutuste jaoks edukalt kasutatud simuleerimisplatvormi CoCoViLa rakenda-
tavust küberturbe valdkonnas. CoCoViLa toetab mudelpõhist tarkvaratehnikat, vi-
suaalseid valdkonnaspetsiifilisi spetsifitseerimiskeeli ning automaatset programmi-
de sünteesi. Katsetused näitavad, et CoCoViLa tehnoloogia sobib hästi mitmete
küberturbe valdkonna ülesannete lahendamiseks.

Ühe küberturbe valdkonna rakendusnäitena, mida väitekirjas kirjeldatakse, on
välja töötatud astmelisel andmeturbe mudelil põhinev küberturbe kulude optimee-
rimise metoodika ning seda toetav tarkvarapakett. Pakett sisaldab uudset opti-
meerijat, mis aitab piiratud eelarve tingimustes tagada infosüsteemide turvanõuete
võimalikult efektiivse täitmise ning võimaldab kulutusi optimaalselt planeerida
mitmeaastasele perioodile.

Doktoritöö jooksul realiseeritud küberturbe simulatsioonide arendamisel otsi-
ti võimalusi olemasoleva tehnoloogia ja platvormi edasiarendamiseks. Selle tu-
lemusel loodi mitmeid küberturbe simulatsioone toetavaid laiendusi. Üks olulis-
test täiendustest, mida väitekirjas käsitletakse, on uudne viis OWL ontoloogia-
te rakendamiseks valdkonnaspetsiifiliste visuaalsete spetsifitseerimiskeelte arenda-
misel, mis aitab tagada spetsifikatsioonide korrektsust, soodustab olemasolevate
ressursside paremat taaskasutust ning toetab eri valdkondade rakenduste semanti-
list lõimimist.
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A Listings and Figures

A.1 SPARQL query for finding visual classes

1 PREFIX r d f : <h t t p : / / www. w3 . org /1999/02/22− r d f−syn t ax−ns #>
2 PREFIX owl : <h t t p : / / www. w3 . org / 2 0 0 2 / 0 7 / owl#>
3 PREFIX r d f s : <h t t p : / / www. w3 . org / 2 0 0 0 / 0 1 / rd f−schema#>
4 PREFIX xsd : <h t t p : / / www. w3 . org / 2 0 0 1 / XMLSchema#>
5 PREFIX c c v l :
6 <h t t p : / / www. cs . i o c . ee / c o c o v i l a / o n t o l o g i e s / 2 0 1 5 / c o c o v i l a−sys tem #>
7
8 SELECT ? v c l a s s ? image ? i c on ? className ? d e s c r
9 ? e x t e n d s ? dc ? r e l c l a s s ? s p e c t e x t

10 WHERE {
11 ? v c l a s s r d f : t y p e c c v l : V i s u a l C l a s s ;
12 c c v l : i sRep r e s en t edBy Image ? image ;
13 c c v l : h a s I c on ? i con ;
14 c c v l : hasVisua lC las sName ? className .
15 OPTIONAL {
16 ? v c l a s s r d f : t y p e ? r e l c l a s s .
17 FILTER ( ? r e l c l a s s = c c v l : R e l a t i o n C l a s s )
18 }
19 OPTIONAL {
20 ? j a v a c l a s s r d f : t y p e c c v l : J a v a C l a s s ;
21 c c v l : hasClassName ? e x t e n d s .
22 ? v c l a s s c c v l : i s ImplementedBy ? j a v a c l a s s .
23 }
24 OPTIONAL {
25 ? v c l a s s c c v l : ha sSpecTex t ? s p e c t e x t .
26 }
27 OPTIONAL {
28 ? v c l a s s c c v l : h a s D e s c r i p t i o n ? d e s c r .
29 }
30 OPTIONAL {
31 ? v c l a s s r d f : t y p e ? dc .
32 FILTER NOT EXISTS {
33 ? v c l a s s r d f : t y p e ? t ype .
34 ? t ype r d f s : subC la s sOf ? dc .
35 FILTER NOT EXISTS {
36 ? t ype owl : e q u i v a l e n t C l a s s ? dc .
37 }
38 }
39 FILTER (
40 ! bound ( ? dc ) | | ( i s IRI ( ? dc )
41 && ! s t r s t a r t s ( s t r ( ? dc ) ,
42 ” h t t p : / / www. cs . i o c . ee / c o c o v i l a / o n t o l o g i e s / 2 0 1 5 / c o c o v i l a−sys tem #” )
43 && ? dc != owl : NamedInd iv idua l )
44 )
45 }
46 }
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A.2 Listing of toolbox ontology in OWL functional syntax

1 P r e f i x (:=< h t t p : / / www. cs . i o c . ee / c o c o v i l a / o n t o l o g i e s / 2 0 1 5 / t o o l b o x #>)
2 P r e f i x ( t b :=< h t t p : / / www. cs . i o c . ee / c o c o v i l a / o n t o l o g i e s / 2 0 1 5 / t o o l b o x #>)
3 P r e f i x ( xsd :=< h t t p : / / www. w3 . org / 2 0 0 1 / XMLSchema#>)
4 P r e f i x ( c c v l :=< h t t p : / / www. cs . i o c . ee / c o c o v i l a / o n t o l o g i e s / 2 0 1 5 / c o c o v i l a−

sys tem #>)
5
6 Onto logy (< h t t p : / / www. cs . i o c . ee / c o c o v i l a / o n t o l o g i e s / 2 0 1 5 / t oo lbox>
7 Impor t (< h t t p : / / www. cs . i o c . ee / c o c o v i l a / o n t o l o g i e s / 2 0 1 5 / c o c o v i l a−system >)
8
9 D e c l a r a t i o n ( NamedInd iv idua l ( t b : f i e l d C l o c k I n i t S t a t e ) )

10 D e c l a r a t i o n ( NamedInd iv idua l ( t b : f i e l d C l o c k P e r i o d ) )
11 D e c l a r a t i o n ( NamedInd iv idua l ( t b : f i e l dGr aphSe r i e sName ) )
12 D e c l a r a t i o n ( NamedInd iv idua l ( t b : f i e l d P r o c e s s N u m S t e p s ) )
13 D e c l a r a t i o n ( NamedInd iv idua l ( t b : j c O b j e c t ) )
14 D e c l a r a t i o n ( NamedInd iv idua l ( t b : po r tC lockTime ) )
15 D e c l a r a t i o n ( NamedInd iv idua l ( t b : por tGraphX ) )
16 D e c l a r a t i o n ( NamedInd iv idua l ( t b : por tGraphY ) )
17 D e c l a r a t i o n ( NamedInd iv idua l ( t b : vcClock ) )
18 D e c l a r a t i o n ( NamedInd iv idua l ( t b : vcGraph ) )
19 D e c l a r a t i o n ( NamedInd iv idua l ( t b : v c P r o c e s s ) )
20
21 D a t a P r o p e r t y A s s e r t i o n ( c c v l : hasFie ldName t b : f i e l d C l o c k I n i t S t a t e ” i n i t s t a t e

” )
22 D a t a P r o p e r t y A s s e r t i o n ( c c v l : h a sF i e l dType t b : f i e l d C l o c k I n i t S t a t e ” doub l e ” )
23
24 D a t a P r o p e r t y A s s e r t i o n ( c c v l : hasFie ldName t b : f i e l d C l o c k P e r i o d ” p e r i o d ” )
25 D a t a P r o p e r t y A s s e r t i o n ( c c v l : h a sF i e l dType t b : f i e l d C l o c k P e r i o d ” doub l e ” )
26
27 D a t a P r o p e r t y A s s e r t i o n ( c c v l : hasFie ldName t b : f i e l dGr aphSe r i e sName ”

se r i e sName ” )
28 D a t a P r o p e r t y A s s e r t i o n ( c c v l : h a sF i e l dType t b : f i e l dGr aphSe r i e sName ” S t r i n g ” )
29
30 D a t a P r o p e r t y A s s e r t i o n ( c c v l : hasFie ldName t b : f i e l d P r o c e s s N u m S t e p s ” numSteps

” )
31 D a t a P r o p e r t y A s s e r t i o n ( c c v l : h a sF i e l dType t b : f i e l d P r o c e s s N u m S t e p s ” i n t ” )
32
33 D a t a P r o p e r t y A s s e r t i o n ( c c v l : hasClassName t b : j c O b j e c t ” Ob j e c t ” )
34
35 D a t a P r o p e r t y A s s e r t i o n ( c c v l : hasPortName t b : po r tC lockTime ” s t a t e ” )
36 D a t a P r o p e r t y A s s e r t i o n ( c c v l : h a s P o r t O f f s e t X t b : po r tC lockTime ” 5 0 ” ˆ ˆ xsd :

i n t e g e r )
37 D a t a P r o p e r t y A s s e r t i o n ( c c v l : h a s P o r t O f f s e t Y t b : po r tC lockTime ” 2 ” ˆ ˆ xsd :

i n t e g e r )
38 D a t a P r o p e r t y A s s e r t i o n ( c c v l : h a sPo r tType t b : po r tC lockTime ” doub l e ” )
39
40 D a t a P r o p e r t y A s s e r t i o n ( c c v l : hasPortName t b : por tGraphX ”x ” )
41 D a t a P r o p e r t y A s s e r t i o n ( c c v l : h a s P o r t O f f s e t X t b : por tGraphX ” 5 0 ” ˆ ˆ xsd : i n t e g e r )
42 D a t a P r o p e r t y A s s e r t i o n ( c c v l : h a s P o r t O f f s e t Y t b : por tGraphX ” 8 6 ” ˆ ˆ xsd : i n t e g e r )
43 D a t a P r o p e r t y A s s e r t i o n ( c c v l : h a sPo r tType t b : por tGraphX ” doub le ” )
44
45 D a t a P r o p e r t y A s s e r t i o n ( c c v l : hasPortName t b : por tGraphY ”y ” )
46 D a t a P r o p e r t y A s s e r t i o n ( c c v l : h a s P o r t O f f s e t X t b : por tGraphY ” 1 4 ” ˆ ˆ xsd : i n t e g e r )
47 D a t a P r o p e r t y A s s e r t i o n ( c c v l : h a s P o r t O f f s e t Y t b : por tGraphY ” 5 0 ” ˆ ˆ xsd : i n t e g e r )
48 D a t a P r o p e r t y A s s e r t i o n ( c c v l : h a sPo r tType t b : por tGraphY ” doub le ” )
49
50 O b j e c t P r o p e r t y A s s e r t i o n ( c c v l : h a s F i e l d t b : vcClock t b : f i e l d C l o c k I n i t S t a t e )
51 O b j e c t P r o p e r t y A s s e r t i o n ( c c v l : h a s F i e l d t b : vcClock t b : f i e l d C l o c k P e r i o d )
52 O b j e c t P r o p e r t y A s s e r t i o n ( c c v l : h a s P o r t t b : vcClock t b : po r tC lockTime )
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53 O b j e c t P r o p e r t y A s s e r t i o n ( c c v l : i s ImplementedBy t b : vcClock t b : j c O b j e c t )
54 D a t a P r o p e r t y A s s e r t i o n ( c c v l : h a s D e s c r i p t i o n t b : vcClock ” Bas i c c l o ck ” ˆ ˆ xsd :

s t r i n g )
55 D a t a P r o p e r t y A s s e r t i o n ( c c v l : h a s I c on t b : vcClock ” c l o ck . png ” ˆ ˆ xsd : anyURI )
56 D a t a P r o p e r t y A s s e r t i o n ( c c v l : ha sSpecTex t t b : vcClock ” doub l e p e r i o d ;
57 doub l e i n i t s t a t e , s t a t e , n e x t s t a t e , f i n a l s t a t e ;
58 n e x t s t a t e = s t a t e + p e r i o d ;
59 s t a t e = f i n a l s t a t e ; ” )
60 D a t a P r o p e r t y A s s e r t i o n ( c c v l : hasVisua lC las sName t b : vcClock ” Clock ” )
61 D a t a P r o p e r t y A s s e r t i o n ( c c v l : i sRep r e s en t edBy Image t b : vcClock ” c l o ck . svg ” )
62
63 O b j e c t P r o p e r t y A s s e r t i o n ( c c v l : h a s F i e l d t b : vcGraph t b : f i e l dGr aphSe r i e sName )
64 O b j e c t P r o p e r t y A s s e r t i o n ( c c v l : h a s P o r t t b : vcGraph t b : por tGraphX )
65 O b j e c t P r o p e r t y A s s e r t i o n ( c c v l : h a s P o r t t b : vcGraph t b : por tGraphY )
66 D a t a P r o p e r t y A s s e r t i o n ( c c v l : h a s D e s c r i p t i o n t b : vcGraph ” S i n g l e s e r i e s g raph

” ˆ ˆ xsd : s t r i n g )
67 D a t a P r o p e r t y A s s e r t i o n ( c c v l : h a s I c on t b : vcGraph ” S i n g l e S e r i e s G r a p h . png ” ˆ ˆ xsd

: anyURI )
68 D a t a P r o p e r t y A s s e r t i o n ( c c v l : hasVisua lC las sName t b : vcGraph ”

S i n g l e S e r i e s G r a p h ” )
69 D a t a P r o p e r t y A s s e r t i o n ( c c v l : i sRep r e s en t edBy Image t b : vcGraph ” graph . svg ” )
70
71 O b j e c t P r o p e r t y A s s e r t i o n ( c c v l : h a s F i e l d t b : v c P r o c e s s t b : f i e l d P r o c e s s N u m S t e p s

)
72 D a t a P r o p e r t y A s s e r t i o n ( c c v l : h a s D e s c r i p t i o n t b : v c P r o c e s s ” S i m u l a t i o n eng i n e

” ˆ ˆ xsd : s t r i n g )
73 D a t a P r o p e r t y A s s e r t i o n ( c c v l : h a s I c on t b : v c P r o c e s s ” proc−i c on . png ” ˆ ˆ xsd :

anyURI )
74 D a t a P r o p e r t y A s s e r t i o n ( c c v l : hasVisua lC las sName t b : v c P r o c e s s ” Proc ” )
75 D a t a P r o p e r t y A s s e r t i o n ( c c v l : i sRep r e s en t edBy Image t b : v c P r o c e s s ” p roc . svg ” )
76 )

78



A.3 Visualization of attack tree simulation DSL meta-model
ontology

Figure A.1: DSL meta-model ontology
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Figure A.2: DSL meta-model ontology with inferred axioms
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ABSTRACT
A flexible Java-based simulation platform that includes both
continuous-time and discrete event simulation engines and
is intended for applications in a variety of domains is pre-
sented. The platform supports visual and model-based soft-
ware development and uses structural synthesis of programs
for translating declarative specifications of simulation prob-
lems into executable code. Rich components are an impor-
tant concept of the work. They are implemented as Java
classes with additional specifications for program synthe-
sis, and include visual representations as well as daemons
supporting continuous interaction with the user during the
simulation. The platform is developed as an open-source
software, and its extensions can be written in Java and in-
cluded into simulation packages.

1. INTRODUCTION
We expect that simulation problems are becoming not

only computationally heavier, but also considerably more
complex in the sense that a single problem may require or-
chestrated usage of numerous simulation engines, optimiza-
tion programs as well as visualization and statistics soft-
ware. A simulation engine and other useful tools are usually
built into the simulation platform. It is a common prac-
tice that a simulation problem itself is described using a
model-based technology, mainly by specifying a model of
the simulated system. In the present work we propose to
use the model-based approach for constructing and compil-
ing a completely new program for every simulation, using
simulation engines, optimizers, visualizers etc. as prepro-
grammed components. In this case a simulation platform is
a model-based software development environment plus as-
sets (components, language, models) for specifying simula-
tion problems. This requires good automation of program
construction from a given model.

We have implemented CoCoViLa [4] as a suitable software
development environment. It has visual tools, but most im-
portantly, it supports full automatic program construction
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from specifications that are given visually. The CoCoViLa
itself has been developed bearing in mind programming of
simulation problems. However, it has been used also in a
more general model-based software development, e.g., for
composing web services on large service models [11]. In this
sense it is similar to visual software development tools like
MetaEdit [17]. In our design and implementation, we have
paid special attention at flexibility. This allows us to call
the CoCoViLa platform multifunctional. In particular, it is
applicable for very different specialized problems as almost
every aspect (optimization algorithms, simulation engines,
etc.) of the simulation can be customized by replacing a
component with another from the toolbox or implementing
a new component.

The present paper is structured as follows. Section 2 de-
scribes the conceptual design of the simulation platform.
The specification language is described in Section 3. Sec-
tion 4 presents implementation aspects and Section 5 con-
tains application examples.

2. DESIGN PRINCIPLES
Our main design decision is that we rely on a completely

automatic program construction from a specification, and
use a fast synthesis method that gives out a source code
ready for compilation and execution. This program synthesis—
structural synthesis of programs (SSP) [18] is not new, it
has been implemented and used in several earlier software
tools [12, 19]. It uses essentially dataflow for composing a
program, like, for instance, Simulink [2] does. However, the
usage of components in the form of higher-order functions
that take synthesized parts of a program as inputs makes a
significant difference over conventional dataflow techniques.
The program synthesis process uses dataflow recursively for
solving so called subtasks—generating inputs for the higher-
order functions, i.e., for achieving the goals like“synthesize a
body for the loop in this particular component”. This makes
the method universally applicable – theoretically any algo-
rithm can be synthesized in this way from a suitable speci-
fication and a fixed set of preprogrammed components [12].
A program is synthesized piecewise and the pieces are bound
together by preprogrammed higher-order functions that re-
alize required control structures. The planner is CoCoViLa’s
core part responsible for synthesis, it is described in more
detail in Section 4.2.

The second design decision is using full capabilities of
model-based software development—developing a completes
model for each simulation problem that includes not only de-
scription of a simulated system, but describes also the usage
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of simulation engines and other tools—visualizers, optimiz-
ers etc. needed for the particular problem. A model-based
software development consists of two stages: domain en-
gineering that provides assets for developing applications,
and application engineering that uses the assets. Assets
of our model-based approach are rich components [13]—
Java classes extended with specifications for program syn-
thesis and supplied also with visual representation like Java
beans. A rich component may have another class associ-
ated with it—that specifies a daemon—a thread that runs
permanently and supports user interaction during the prob-
lem description and simulation phases. A component with a
daemon can behave as an agent and can be compared with
agents in simulation environment, for instance, provided by
AgentSheets [16].

A collection of rich components for a problem domain con-
stitute a package that is an implementation of a domain
specific language (DSL) for this particular domain. Nat-
urally, packages can be restructured using export/import
commands, and components of different packages can be
used for specifying a simulation problem. Generally appli-
cable components like simulation engines, optimizers, input-
output components are collected in a package called toolbox.

We have chosen Java as the implementation environment
of our simulation platform. This is justified by useful proper-
ties of Java: good portability and interoperability, support
for distributed computing, open source ideology, dynamic
compilation and loading of classes. Our platform has been
developed in a way that does not restrict the usage of Java
for programming of classes. And from the other side—all
Java types and classes can be used as types of objects in
specifications.

3. LANGUAGE
We have implemented one specification language for de-

scribing both components and simulation problems. This
gives immediately a possibility of developing hierarchical
descriptions—a part of a model of simulated system can eas-
ily be declared to be a component. This language is built
on top of Java and merged with Java in a simple way: a
specification is always a comment of a special form included
in a Java class. It may happen that a class has nothing else
than a specification in it. An important decision has been to
keep separated the namespaces of a procedural part written
in Java and of a specification inside a Java class. Here is
an example of a specification that shows also the form of a
specification, and the possibility of usage of equations in a
specification:

class Complex {/*@

specification Complex {

double re, im, arg, mod;

mod^2 = re^2 + im^2;

mod * sin(arg) = im;

} @*/

}

The only connection between the actual Java code and the
specification is through the method names that refer to im-
plementations of functions in a specification. The following
is an example of usage of a Java method (getMaxVal) as an
implementation of a higher-order function in a specification:

class Max {

/*@ specification Max {

int arg, val, maxval;

[arg->val]->maxval{getMaxVal};

} @*/

public int getMaxVal(Subtask sbt) {

...

return maxval;

}

}

Argument sbt of the method getMaxVal should get a syn-
thesized method that implements the interface Subtask.

Selection of program synthesis puts restrictions on the
specification language: each function usable in synthesis
must have a specification describing its input and output
conditions. We call these specifications axioms, as it has
been the convention for structural synthesis of programs.
These axioms have a precise logical meaning, but we are
able to explain them in terms of dataflow only. The exam-
ple above includes the axiom

[arg->val]->maxval{getMaxVal};

This axiom has one input [arg->val] that is a subtask de-
scribing a function for computing val from given arg (this
function has to be synthesized by the planner). The axiom
has an output maxval.

The platform supports a textual and a visual representa-
tion of the specification language. The specification lan-
guage has a simple and a rather conventional syntax of
declarative compositional languages. It enables one to spec-
ify typed objects and bind them with each other by connect-
ing their attributes by equalities. Numeric variables can be
bound also by algebraic equations. Constant values can be
assigned to variables of any type, as soon as the value has
a textual representation. The textual specification enables
one also to specify the usage of methods of the class where
the specification is included by writing axioms about their
applicability, i.e., by giving their pre- and postconditions.
Extensibility of the language is achieved by introduction of
new types. The following is core of the language:

1. declaration of a component:

type id;

This declaration specifies a component of a model with
given type and name.

2. binding:

var1.portA = var2.portB;

This statement specifies an equality between variables
(ports) of components.

3. valuation:

var1.portC = value;

This statement defines a functional dependency with
no inputs and with one output that receives a constant
value.

4. axiom

precondition→ postcondition{implementation};
The precondition of axioms is a list of component names
and subtasks. The postcondition is a component name.
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The names in precondition show components that are
inputs and the name in postcondition shows a com-
ponent in output of the computation by the function
given by the method with the name implementation.
A subtask has the form [x1, . . . , xn → y1, . . . , ym] and
defines a function with inputs and outputs given on
the left and right side of the arrow. The function de-
fined by a subtask has to be synthesized and given as
an input to the function described by the axiom.

5. equation

AExpression = AExpression;

Equation defines one or more functional dependencies
that are solving functions for variables bound by the
equations. Arithmetic expressions are the Java ones,
and can be solved only for the variables that have one
occurrence in an expression.

6. tuple

alias id = (ListOfNames);

where ListOfNames can include names with wild-
cards of the form ∗.id. In this case all ports of com-
ponents of a specification that have the name id are
included in ListOfNames. For example, alias state

= (*.state) describes a state vector consisting of states
of components.

The visual language describes schemes and, strictly speak-
ing, uses only the first two kinds of statements. However,
through pop-up windows one can add also valuations, aliases
and equations to a scheme.

4. IMPLEMENTATION

4.1 The platform
From a user’s perspective, CoCoViLa consists of two vi-

sual editors: the Class Editor for creating simulation pack-
ages by developing domain-specific concepts and the Scheme
Editor for the visual composition of simulation problems and
their execution.

4.1.1 Class Editor
In the Class Editor users can define visual aspects of rich

components using drawing capabilities or by importing cor-
responding bitmaps. Figure 1 shows the development of a
component responsible for plotting charts in the window of
the Class Editor. The image of the chart contains two ports
(dots) for providing data to the axis. A smaller pop-up
window is for defining properties of a highlighted port. An-
other window is for specifying attributes of the given com-
ponent, e.g., class name, toolbar icon, description and a set
of fields of visual interface with types and default values.
Functional properties of this component are implemented in
a Java class.

4.1.2 Scheme Editor
The Scheme Editor is a multi-purpose tool. It allows to

load a simulation package created in the Class Editor (user
interface with toolbars and menus is automatically gener-
ated from the package description) and to compose visually
a simulation problem in a scheme. Schemes can be saved
and used as components in other schemes higher in the hi-
erarchy. This is due to the fact that each scheme is a Java

Figure 1: The Class Editor window

class. From a visual description of a problem, a simula-
tion program is synthesized automatically. There are also
debugging capabilities (algorithm visualizer, viewer for syn-
thesized code, etc.). An executed simulation problem can
show results both in a separate window or display the feed-
back directly on a scheme.

Figure 2: The Scheme Editor window

Figure 2 shows the Scheme Editor with a loaded package
for simulating simple dynamic systems. Such systems are
described by ordinary differential equations. The scheme
shown in the figure has been composed by connecting ports
of components of the following types: Integrator, Adder,
Multiplier, Inverter, Clock and Chart. A continuous-
time simulation engine (Pr) is added as a superclass of the
class ex2 of the scheme. The toolbar at the top of the
scheme is for adding objects and connections to the scheme.
A pop-up window is for specifying attributes of a selected
Multiplier object. The Scheme Editor is syntax directed
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and the correctness of the scheme is forced during editing.

4.2 Planner
The planner is a core part of our platform. Its purpose is

to transform declarative specifications of simulation prob-
lems into executable programs. The planner determines
computational paths from initial variables to required goal
variables (i.e., tries to solve a given computational problem
“find values of V from given values of U”, where U and V
are sets of input and output variables). The planner’s task
is not only to construct a linear dataflow, but also to solve
subtasks (higher-order dataflow) and to perform optimiza-
tion of an algorithm. Generation of a resulting program’s
code from an algorithm is then a straightforward process.

Let us have a small example of dataflow planning where a
goal is to compute a next state of a simulation from a current
state. That is, a computational problem can be expressed
with a following statement:

state -> nextstate; (1)

The problem can be solved only if a relation between state

and nextstate is specified. Assume the state is just a nu-
merical value and the next state is an increment of a current
state by a step which is obtained using a method getStep:

nextstate = state + step;

-> step{getStep};

out = nextstate;

In this case the planner produces the following dataflow if a
value of the state is given as input:

state = getStep();

nextstate = state + step;

Note that the calculation of a variable out is not included
in the dataflow because it is not required for solving a given
problem (1). We can add another statement into our speci-
fication that prints the value of the nextstate

nextstate -> printed{print}; (2)

The dataflow for (1) will not include (2) because (1) does
not include a control variable printed in a set of outputs.
Another computational problem has to be stated:

state -> printed;

The example above shows how to construct a linear dataflow,
i.e., to compute the value of the next state once. Simulation
tasks require to compute states in a loop until some satisfy-
ing final state is reached. To specify such task in CoCoViLa,
subtasks have to be used. The following statement specifies
that a final state can be computed from a given initial state
if there exists a function that calculates the next state from
a given state.

[state -> nextstate], istate -> fstate{proc};

To solve a topmost computational problem istate->fstate,
the subtask state -> nextstate must be solved. Having
(2), subtask is solvable and higher-order dataflow can be
constructed by the planner. The synthesized function state

-> nextstate is passed as an argument to the method proc

and this method can iteratively call the function to incre-
ment the state as long as it is needed.

Following the described technique, simulation engines that
require loops and other control structures are implemented
using subtasks and the planner takes care of synthesizing
bodies of subtasks. In addition, the planner can be invoked
at runtime for generating new programs to solve tasks on
models that might have been changed dynamically during
the simulation.

In general, the synthesis of an algorithm with subtasks
has exponential time complexity with respect to the num-
ber of subtasks in a specification, as the solvability of one
subtask may depend on the solvability on another subtask
or it can be the case that one and the same subtask has to
be solved repeatedly in one and the same branch. The solv-
ability search is done on an and-or tree where and-nodes
are axioms and or -nodes are subtasks. An implemented al-
gorithm is incremental depth-first search with backtracking
and additional heuristics.

The planning algorithm can be explained also in terms
of logic, and vice versa—theorems of intuitionistic propo-
sitional calculus can be encoded as sets of axioms (axioms
can be considered as propositional formulas where arrows
denote implications and commas denote conjunctions). To
test planner’s performance, CoCoViLa has been compared
to several well-known theorem provers [6]. Full description
and results of the benchmark can be found in [3].

To give some details, a formula ((((A → B) → A) →
A) → B) → B (an intuitionistic analog of classical Peirce’s
law) was elaborated to a special form where it was possible to
include copies of parts of initial formula to create more levels
of nestedness. The results are summarized in the Table 1.

n-th level formula
Tool 2 4 6 7 10 11

CoCoViLa <0.01 0.05 36.24 1579.6 – –
STRIP (ch) <0.01 0.34 3781.3 – – –
STRIP (pr) 34.87 – – – – –
iLeanCoP – – – – – –
iLeanSeP – – – – – –
LJT <0.01 0.05 35.15 1572.3 – –
PITP 0.01 0.05 15.73 343.5 – –
Gandalf 0.02 0.19 0.53 0.9 7.6 –

Table 1: Proof search time (in seconds) of various
theorem provers

4.3 Rich components
Rich components are descriptions of domain-specific con-

cepts that are used in simulation. Rich components col-
lected into packages are the building blocks for computa-
tional problems and simulation tasks. Such components are
designed to consist of four different parts (views).

The first part is the graphical representation. Having such
representation we can build schemes of simulation tasks via
visual composition of the components.

The graphical representation can be translated into a tex-
tual specification—the second part. For textual specification
of components we use the composition language described
in Section 3. The automatic composition of simulation pro-
grams is supported by the transformation of textual spec-
ifications into the logical representation used by attribute
evaluation algorithms implemented in the simulation plat-
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form.
The third part of a rich component is a metaclass [4]—the

Java class in our case that may contain methods that are the
realizations of dependencies described in textual specifica-
tion of a rich component. The textual specification included
into the metaclass is called a metainterface. Metainterfaces
appear in metaclasses as comments and are used only by
the simulation platform to facilitate automatic composition
of simulation programs.

The optional fourth part of a rich component is called a
daemon. The daemon is a Java class that describes a thread
that can be started by a user, if it is needed. Daemons enable
one to develop flexible interfaces to simulation programs. In
addition, daemons have the reference to the scheme being
composed by the user. This gives them full control over
the scheme enabling one to develop components that can
assist the user in the task of composing a simulation model
by displaying dialog windows and arbitrarily complex visual
feedback or directly modifying the model. For example, a
daemon can be used to enforce some complex syntax rules
on the structure of the visual scheme.

Simulation packages may contain simulation engines im-
plemented as rich components, in this case such components
can be of considerable size. From the other side, rich com-
ponents may be very small entities that are used intensively
in an internal loop of a simulation program. In other words,
depending on the implementation and the purpose of the
application, rich components can be very lightweight con-
taining only visual and metainterface part or heavyweight
including all four functional parts.

4.4 Toolbox
Toolbox is a package in CoCoViLa that contains a num-

ber of components useful for building simulation programs.
It includes several simulation engines and also visualization
components. Another feature implemented as a standalone
tool is an expert system environment (some simulation prob-
lems require handling of the expert knowledge).

4.4.1 Simulation engines
The toolbox includes basic simulation engines as compo-

nents for driving discrete-event, continuous time and hybrid
simulations. Simulation engines are used as superclasses of
schemes, but they are not scheme specific. Being a super-
class, a simulation engine is able to collect parts of a state
from the underlying components automatically using aliases
and wildcards.

An important feature of the CoCoViLa platform is the
ability to generate parts of the simulation program auto-
matically, even at runtime, if needed. This adds flexibility
in developing and reusing simulation models, as, for exam-
ple, components can be synthesized and/or initialized lazily
including fragments of event handlers.

4.4.2 Visualization
A visualization package in CoCoViLa consists of several

components for plotting diagrams, two- and three- dimen-
sional charts and also components for data input (sliders,
etc.). Users can take individual components, import them
into their own simulation packages and customize according
to their specific needs.

4.4.3 Expert system

The expert system in CoCoViLa is developed as a stan-
dalone tool which may contain a number of decision tables.
A decision table is implemented as a set of production rules.
Several decision tables can be used simultaneously in one
scheme. The expert system has the following features:

• XML format for storing tables in files;

• forward chaining inference engine for acquiring data
from tables;

• graphical user interface for creating and managing ta-
bles, see Fig. 3;

• API to support querying tables from specifications of
components.

Figure 3: An example decision table opened in the
expert system management GUI

5. APPLICATIONS

5.1 Simulation of hydraulic systems
The most sizable application of the CoCoViLa simulation

tool is a modeling and simulation system for fluid power de-
vices [5]. Fluid power systems assume a lot of drive and con-
trol tasks in machinery because of their high power density,
flexible system character and required reliability. Computer
modeling and simulation is an important phase in the design
of such systems.

Multi-pole mathematical models and signal-flow graphs
of hydraulic elements are used. This enables methodical,
graphical representation of large and complicated chain sys-
tems. Simulated systems are decomposed into subsystems
and functional elements. Multi-pole models of them may use
programs, depending on the observed process (steady-state
condition, frequency characteristics, transient responses).

Calculations are performed using multi-level method. In
this way we can decompose large differential equation sys-
tems into smaller ones. First, calculations on the level of
elements or subsystems are performed, thereafter variables
between elements and subsystems are made congruent by
iteration methods.

A library has been composed containing over hundred
multi-pole models of fluid power elements that can be used
for composing different schemes of fluid power devices and
performing simulations. In particular modeling and simula-
tion systems for hydraulic elements, electro-hydraulic servo
systems and load sensing hydraulic systems have been de-
veloped. This is a joint work of Institute of Machinery and
Institute of Cybernetics at Tallinn University of Technology.
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PV – Pump; CJh – Clutch; M

– Electric motor; ZV – Posi-

tioning cylinder; VP – Displace-

ment of the pump control valve;

RVP – Meter-in throttle edge of

the control valve; RVT – Meter-

out throttle edge of the control

valve; Res1,. . . ,Res6 - Hydraulic

resistors; RIDVW – Measur-

ing valve with pressure compen-

sator; RSKZ – Check valve with

meter-in throttle edge of hy-

draulic motor; MH – Hydraulic

motor; RSKA – Meter-out throt-

tle edge of hydraulic motor;

CJhM – Clutch with drive

mechanism; Tube1,. . . ,Tube4 –

Tubes.

Figure 4: Functional scheme of the hydraulic-
mechanical load-sensing system

The example below considers simulation of a hydraulic
load sensing system shown in Figure 4. Hierarchically built
model of the device includes over 4500 dependencies repre-
sented by equations and Java methods. Typically, two kinds
of simulations are performed: calculating steady state con-
ditions and dynamic responses.

To give an impression of the visual features of CoCoViLa
we present in Figure 5 a screenshot of a top level description
of a hydraulic simulation problem of steady state conditions
together with visualization of results of simulation shown in
the lower right corner of the figure.

Figure 5: Simulation of a hydraulic-mechanical load-
sensing system

The lower left window shows a piece of a text in the knowl-

edge representation language. The text is obtained automat-
ically from the visual description. It includes declarations of
essential objects as well as logical rules for computing new
values from given ones (lines from 10 to 24) and some explic-
itly given values (lines from 26 to 29) that have been entered
through pop-up windows of the visual components. A tool-
bar with buttons RVP, VP etc. is scrollable and represents
the concepts of the domain specific language for simulation
of hydraulic systems.

Different simulation engines are used for calculating steady
state conditions, 3D simulations and dynamic transient re-
sponses.

A special technique is used for calculating variables in loop
dependences that can appear when a scheme of hydraulic
device is composed from visual components. Splitting, using
initial approximate values and iterative re-computing of the
variables is used. Re-computing algorithms are constructed
by the CoCoViLa program synthesizer as a result of solving
corresponding subtasks. This avoids solving large equation
systems during simulations.

The typical simulating task for calculating transient re-
sponses of the load-sensing system considered above con-
tains:

• 37 classes, including 26 functional element classes;

• 16 variables that have to be iterated during the com-
putations.

The automatically synthesized Java code for solving the
simulation task for calculating dynamic transient responses
that mainly consists of calls of methods has 4449 lines and
includes 4 algorithms for solving different subtasks. Its syn-
thesis takes less than a second on a typical 2 GHz laptop.
Application described above is aimed at giving to the end
user a convenient tool for experimenting with different model
configurations and varying parameters of the models.

5.2 Simulations in cyber security
CoCoViLa has been applied in the cyber security domain

for modeling and simulation of cyber attacks and selection of
optimal countermeasures. Graph-based Automated Denial-
of-Service Attack Response (GrADAR) [7] is an approach
where the selection of attack responses is made according to
an estimation of an impact of simulated counter-attack mea-
sures. CoCoViLa was used to create a GrADAR package for
visual modeling and simulation of computer networks on the
basis of information such as dependencies between system
resources and their availability and workload values. The op-
timizer component of the package implements algorithms for
automatic selection and application of response measures.
This is a joint work of Fraunhofer Institute for Communi-
cation, Information Processing and Ergonomics FKIE (Ger-
many), Cooperative Cyber Defence Centre of Excellence and
Institute of Cybernetics (Tallinn, Estonia) [9].

Figure 6 shows a scheme in CoCoViLa representing a de-
pendency graph of network resources with connections for
propagating workload and availability values. The goal is to
simulate and analyze the effect of response measures. Co-
CoViLa allows not only to enter the parameter values of
components using the graphical user interface, but thanks
to absence of restrictions on the usage of Java language and
libraries, it also allows integration with other software, e.g.,
back-end management systems to receive live values into the
running program synthesized from the scheme.
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Figure 6: Visual specification of a response analysis
problem in GrADAR package

5.3 Simulating graded security
This section concerns a work [8] in the field of modeling

and simulation of graded security measures used in a bank-
ing security design. The graded security model is intended
to help to determine reasonable or optimal sets of security
measures according to the given security requirements. Cur-
rently, there are four main security goals in the model: con-
fidentiality (C), integrity (I), availability (A) and satisfying
mission criticality (M). For each goal, a certain level (0-3)
is attached to specify the security requirements defined by a
particular security class. As a simplified example, to achieve
the security goals, the following groups of security measures
might be selected for consideration: user training, antivirus
software, segmentation, redundancy, backup, firewall, access
control, intrusion detection, and encryption. The relative
importance of a measures group can be specified by giving a
weight value. In realistic scenarios studied so far the number
of measures groups has been between 30 and 40.

Figure 7 shows a screenshot of the graded security expert
system which consists of a visual specification language, im-
plemented optimization algorithms and knowledge modules
in the form of decision tables. In this package, security sit-
uations are described using the visual language. Suitable
optimizers are applied to simulate all possible outcomes to
find the Pareto-optimal set. During the simulation the opti-
mizer queries decision tables for specific values. In the lower
right corner of the figure the result of simulation, in the form
of a Pareto curve and resource distribution curves, is shown.

As optimization procedures are contained in regular rich
components, the algorithm used for a computation is easy
to change by just replacing a component on the scheme. It
can be useful to have a package contain several optimizers.
Then the one making the most appropriate trade-offs for a
particular experiment can be chosen by the user. In case of
this package we have implemented two different optimizers,
one employing brute-force and the other discrete dynamic
programming algorithms. Adding a component implement-
ing a genetic optimizer for the cases that cannot be handled
by existing optimizers is anticipated in the future.

Figure 7: Visual specification and the result of sim-
ulation

6. RELATED WORK
We are aware of a number of software products applicable

for modeling and simulation. The ones we are mostly inter-
ested can be roughly divided into three categories: general-
purpose modeling and simulation software, model-based ap-
plication development software and large-scale discrete event
simulation software. The common feature of most of these
tools is visual specification capability by drawing schemes
from components and connecting them to each other.

General purpose simulation products (Simulink [2], Sci-
cos [1], Ptolemy II [10], etc.) typically possess built-in hy-
brid simulation engines and the simulation is flow-based —
i.e., all the connecting arcs are directed and all the ports are
either inputs or outputs. The models can be composed hier-
archically and the components can be easily reused. Simula-
tions are typically carried out on a virtual machine but also
model translators exist to get code in some programming
language (e.g., C) and to improve efficiency running the com-
piled code. Standard components (blocks) are grouped into
packages (palettes). There exist large variety of blocks but
also new blocks can be developed.

Model-based application develpment tools (e.g., MetaEdit
[17]) have commonly a rich set of tools for program speci-
fication, analysis and verification. Taking the model-based
approach to simulation development, it is easy to compose
modeling and simulation applications with these tools. How-
ever, it typically needs more effort than using a dedicated
tool.

Large-scale discrete event simulation tools (OPNET Mod-
eler [14], OMNet++ [20], NS3 [15], etc.) are scalable simu-
lators capable of handling large number of nodes and events.
Their main concern is simulation performance and they are
mostly used for in-detail analysis of network behavior and
embedded systems, simulating all actions down to hardware
level.
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The CoCoViLa’s planner provides flow based analysis sim-
ilar to Simulink or Scicos, but its capability of constructing
higher-order data flows allows us the development of model-
and simulation-specific simulation engines in contrast to the
mentioned tools. As the resulting simulation is always com-
piled into a single program it allows to achieve good simu-
lation performance.

In comparison to other tools, CoCoViLa’s support for han-
dling of equations is very useful as this allows better reuse
of rich components. For example, the ports are not defined
strictly as inputs or outputs like it is the case with the tools
belonging to the first two categories. It is up to the plan-
ner to decide which way the data flows in order to match
the needs of the given problem—like it is the case also in
real life—when defining a pipe it is not known beforehand
in which direction the liquid flows in it.

Thanks to the hybrid simulation engine included in the
toolbox, CoCoViLa’s functionality is comparable to the gen-
eral purpose simulation tools belonging to our first category.
The hybrid simulation engine also covers the basic function-
ality of the tools belonging to the third category. However,
it probably cannot always compete with specialized tools
performance-wise.

Thus, although by its nature CoCoViLa is closest to the
tools belonging to the second category, it is multifunctional
and is more broadly applicable.

7. CONCLUSION
In this paper we described a flexible Java-based simula-

tion platform CoCoViLa. It allows implementing simula-
tion engines and other domain-specific simulation concepts
as reusable components. The platform supports visual and
model-based software development and uses structural syn-
thesis of programs for translating declarative specifications
of simulation problems into efficient executable code. To
demonstrate the feasibility of our approach, several real-
world applications were presented. Based on our experience,
we suggest that CoCoViLa is suitable for creating and per-
forming simulations in various engineering domains.
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Abstract: The number of attacks against computer systems is steadily increasing. Network admi-
nistration personnel often have a wide variety of response measures against these attacks at their 
disposal. In previous work, a methodology was introduced for efficiently assessing the effects of co-
untermeasures on network resources before their actual application and thus determining the most 
appropriate response. Building on this, we now propose a method of dynamically weighting the me-
trics used to evaluate the different responses. Instead of a fixed linear combination of metrics we 
introduce Pareto optimal combinations of the individual metrics and the combined cost measure. 
This allows a more flexible way of emphasizing the importance of individual metrics in different 
situations. The methodology was prototypically implemented in CoCoViLa, a powerful simulation 
engine for visually specified optimization problems.
Keywords: Denial-of-service attacks, automated response, response evaluation, response metrics, 
Pareto optimality

1 . Introduction

Along with the rising number of computer systems connected to the Inter-
net which are infected with malware, the danger of large-scale denial-of-service  
attacks occurring also increases. To maximize the speed and reliability of response 
measures against such attacks, it is desirable to select and apply response measures 
automatically. In GrADAR (Graph-based Automated Denial-of-Service Attack 
Response), the selection of responses is made according to an estimation of the 
measures’ impact on the protected system. Here, the impact is estimated accord-
ing to different criteria, so-called metrics. Currently, the overall cost of a response 
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measure is defined as a linear combination of the different metric values in which 
each metric has a different weighting reflecting its relative importance. A higher flex-
ibility can be attained by performing a Pareto optimization of the individual metric 
values as well as their linear combination. With this, multiple objectives regarding 
the metrics can be achieved; for example, a response measure with a maximal value 
for a certain metric can be chosen which also has a high overall rating.

The rest of this paper is structured as follows: Section 2 introduces related 
work in which Pareto optimality is used for multi-objective optimization. Thereafter, 
Section 3 gives a brief introduction to GrADAR. This is followed by a description 
of how Pareto optimization can be used to select response measures more flex-
ibly and with regard to multiple objectives (Section 4). Section 5 gives details on 
our implementation in CoCoViLa, a visual simulation system. This is followed by 
Section 6 which presents first results of our work. Section 7 then summarizes our 
work and provides an outlook on further activities.

2 . Related Work

In [1], Horn et al. introduce a Pareto criterion into the selection operator 
of a genetic algorithm to enable multi-objective optimization. As opposed to a sca-
lar fitness function where the solution can be very sensitive to parameter changes, 
this allows a more robust selection of non-dominated solutions.

Douligeris [2] studies Pareto optimality in a telecommunications context. 
Here, flow control is managed by solving a problem with the two objectives maxi-
mal throughput and minimal delay. Pareto optimal solutions are then compared 
according to fairness.

From a network security point of view, the following contributions are inter-
esting. Gu et al. [3] propose an intrusion detection system in which two different 
feature extraction approaches are used to construct event classifiers. The combina-
tion of the advantages of both systems into a single objective would require advance 
knowledge. Therefore, a multi-objective optimization is performed which yields 
Pareto optimal solutions.

In [4] and [5], Ojamaa et al. describe a graded security expert system which 
enables choosing security measures for information assurance. In the security model, 
the combination of the two objectives low cost and high confidence is achieved by 
an optimization technique based on dynamic programming. The user is presented 
with a Pareto optimality trade-off curve permitting the choice of the most appro-
priate security measures.

3 . Graph-based Automated Denial-of-Service Attack Response

Graph-based Automated Denial-of-Service Attack Response (GrADAR, [6], [7]) 
is a framework for assessing the effect of response measures against denial-of-service 
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attacks on the availability of network services. This section describes the GrADAR 
model and introduces the required terminology.

In GrADAR, the so-called dependency graph  ˆ ˆ ˆ,G V E  models the ideal state 
of a network. Its vertices V̂  correspond to the network resources and the edges Ê   
signify availability dependency relationships between the resources. Vertices 

ˆ
ir V  are labeled with a dependency function 

ir
D  according to which, a resource’s 

availability can be estimated based on the availability of antecedent resources. Ad-
ditionally, the edges ,

ˆ
i je E  are labeled with a dependency weighting function 

   , : 0,1 0,1i jw   which signifies the degree to which resource ir  is dependent on 
resource jr  ( ).i jr r

A second graph  , ,G V E   the so-called accessibility graph, reflects the actual 
current state of the network. Its vertices ir V  correspond to those in the depend-
ency graph but are labeled with an availability value    0,1 .iA r   The set of edges E   
is a subset of Ê  ˆ( )E E  and an edge ,i je E  reflects the ability of resource ir  
to access another resource .jr

Using information in both these graph structures now allows the estimation 
of availability values of resources for which availability is not directly observable. 
For a resource ,ir  i jr r  and ,i kr r  the availability of ir  can be predicted using 
the following formula:

 , ,( ) ( (( ( ), ( )))
ii r i j j i k kA r D w A r w A r

Figure 1 shows an example of both a dependency and an accessibility graph. 
Here, a user D (also modeled as a network resource) us dependent on the availability 
of a local operating system and a running HTTP service to perform some task, 
e. g. browsing a Web shop. The HTTP service itself is again dependent on the avail-
ability of the IP stack, in turn dependent on the operating system. The accessibility 
graph on the right shows a reduced availability of the IP resource, possibly due 
to an overloaded link to the nearest router (not displayed in the graph). Because 
of the availability dependency relationships between the resources, this results 
in a reduced availability of the user node, manifested, for example, by a reduction 
in speed of the user’s browsing experience.

Figure 1. Example of a dependency graph and a corresponding accessibility graph
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To estimate the effects of response measures on the availability of network 
services, each response is virtually applied to the model. The effects are then quanti-
fied and the most appropriate response is applied to the real-world network.

Virtual application of response measures is performed by modifying the de-
pendency and accessibility graph in one or more of the following ways:

1. change availability values of nodes (G only),
2. adding/removing vertices (Ĝ  and G), or
3. adding/removing edges (Ĝ  and G).
After these changes have been made, the availability dependency relationships 

in the dependency graph need to be used by an update algorithm (e. g. a recursive 
depth-first search) to estimate the effect these changes have on the availability 
of other resources. For a more detailed description of availability propagation, 
please refer to [8].

Two possible response measures for the scenario depicted in Figure 1 could 
be the following:

1. Dynamic reallocation of the available bandwidth on the IP link. This could 
result in an increased availability of the local IP stack (corresponding to 
item 1 above).

2. Utilization of a second IP link to perform a form of load balancing. 
This would introduce a second IP node and a second MAC node into 
the graph, along with the corresponding availability dependency relation-
ships (corresponding to items 2 and 3 above).

To select the most appropriate of the available response measures, they are evalu-
ated with respect to multiple criteria, or metrics. There are currently four different met-
rics: success ( ),S  durability ( ),D  application costs ( )C  and error-proneness ( ).E   
These can be given individual weights by factors , , , .S D C Ew w w w 

Let  1, , n    be the set of all possible response measures. The best re-
sponse measure best  is then determined by a suitability function which minimizes 
the costs and the error-proneness and maximizes the success and durability, i. e.

 
  arg min ,best S


  

where          C C E E S S D DS w w w w              is the linear com-
bination of metric values and , , ,C E S D     are functions :i   which rep-
resent the metrics.

Figure 2 shows an overview of the GrADAR approach. The ideal state of the 
network captured in the dependency graph is augmented with availability informa-
tion for some resources provided by an implemented intrusion detection or network 
management system. An update algorithm utilizing the availability dependency 
relationships between resources is used to estimate availability values for resources 
for which no values were provided by the IDS/NMS.
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Figure 2. Overview of the GrADAR approach

Real-world response measures correspond to transformations of the two graphs. 
For each possible response measure, the graphs are individually modified. The result-
ing response graphs provide a measure for the resulting availability after the applica-
tion of the corresponding countermeasure. However, this is only one of the possible 
metrics according to which countermeasures can be evaluated (see above). After 
an appropriate response measure has been chosen and applied, the corresponding 
response graph serves as dependency graph for the next iteration of GrADAR.

4 . Pareto Optimal Response Selection

Pareto optimality or efficiency is a concept originating in economics. Broadly 
speaking, a Pareto optimum of a group of individuals is a state in which any 
change to the benefit of an individual would at the same time be to the detri-
ment of another individual. More formally, an n-dimensional tuple 1, , nx x A  
is a Pareto optimum of the set A  if there is no tuple 1, , ny y A  with i iy x  
for 1, ,i n   where “≥” is a superiority relation. The set of all Pareto optimal 
outcomes is called a Pareto set.

To extend the rather static assessment of response measures through 
the weighted linear combination of individual metrics, we propose to also analyse 
responses by presenting the results in the form of Pareto sets. This is theoreti-
cally possible for all available metrics, i. e. for all response measures ,i  the tuple 
          , , , ,C i E i S i D i iS             can be represented. Note that subsequently, 

the weighted combination of metrics  S   will be treated as a metric as well, signi-
fying the overall “cost” of the response measure. However, to retain overall manage-
ability, analysis should be restricted to two or three metrics. We can, for example, 
plot the best possible values of  S   for certain response vectors against the values 
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of selected metrics, e. g. application costs, for these responses. A reasonable choice 
would be to compose the metrics reflecting gains,      ,S DS       and 
those reflecting the losses,      ,C ES       and to plot the curve relating 
 S   and  .S   The final response choice will then explicitly take into account 

both the overall quality and the costs.
It is important to have a convenient way of selecting different Pareto variables 

and plotting different Pareto curves. The next section gives a brief overview of a tool 
developed for this purpose.

5 . Model-based Implementation

The aim of the present approach is to develop an automatic response selection 
method by experimenting with different ways of the response selection. To facilitate 
the experiments, we have developed a visual model-based software tool for representing 
accessibility graphs and problems on these graphs. This is a GrADAR software package 
developed for the CoCoViLa platform [9]. The package provides assets for specifying 
response selection problems and for high-level control of computations on the graph. 
It contains components for resources, optimization methods and for visualization of re-
sults. CoCoViLa supports problem solving on higher-order constraint networks [10] 
that can be easily used for propagating availability values on the accessibility graphs.

The first application of the software was to analyze the effect of response measures 
by automatically propagating workload values (red arrows) and availability values (green 
arrows) of resources. This is shown in Figure 3. The problem was visually specified 
as a scheme that was a union of dependency and accessibility graphs extended with 
an analysis component (Propagator). Nodes representing resources had a number 
of parameters that were observed and adjusted in a property window of a node.

Figure 3. Visual specification of a response analysis problem
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There are two possibilities for specifying resource availability values. On the one 
hand, values can be manually entered in the resource properties window. This sup-
ports offline simulations of the effects of countermeasures on static resource scenarios 
and can be useful for trial-and-error determination of novel countermeasures. On 
the other hand, there are also interfaces to arbitrary back-end management systems 
from which live values can be obtained. Thus, the simulation engine has a dual 
use as a monitoring system operating on real-life values. This can aid in real-time 
countermeasure evaluation for network administration personnel.

Figure 3 shows a visual specification of the response analysis problem. Its menu 
bar contains buttons for all types of components and connectors. A specification 
was built by using buttons of the menu bar, and by introducing parameter values 
of components through their pop-up property windows. A properties window 
for a resource node (Web-Server) is shown on the right side in Figure 4.

Figure 4. Properties window of the Web server resource

The problem can be specified in a textual language as well. In fact, a textual 
specification is always automatically generated from a visual specification, if the lat-
ter has been given. The ability to generate the scheme in textual format is especially 
useful because scheme generation can be automated and processed offline.

6 . First Results

The main application of the developed software is calculation of various Pareto 
sets, using an optimization component for selecting the best solution from a given 
set of possible response measures. This problem is described by accessibility graph, 
extended with visualization, optimization and response measures nodes; see Fig-
ure 5 for a simplified example.
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The developed GrADAR package enables decision-making (choosing a re-
sponse) by first determining a set of admissible responses and thereafter either finding 
the best response or plotting a Pareto curve to help with the choice. The computa-
tions are performed as follows. The set of possible responses Θ is a set of tuples con-
structed from possible response measures for the resource nodes of the accessibility 
graph. A tuple of response measures constitute the description of a response θ, we 
call it a response vector. The optimizing component is able to produce all required 
values of the response vector and distribute its components to the resource nodes 
for calculations. The results of calculations are collected from the resource nodes 
and passed back to the optimizing component. This collection and distribution 
of responses is described in the optimizing component simply by the following 
CoCoViLa statement:

alias responseVector = (*.response);
where response must be the name of a response action in each resource node.

At the present stage we use a brute-force search for determining the best re-
sponse for given arguments, generating all possible values of response .  A Pareto set 
of pairs ( , )x y  is constructed as follows. Values x  and y  of the Pareto coordinates 
are calculated for all possible values of .  The response '  with the best value of y  
is selected for each given value of .x  A Pareto set (the set of selected points ( , ))x y  
is plotted. Also, a table can be constructed with rows representing a response '  
for each point ( , ).x y  As we have noted in Section 3, different metrics can be used 
as the variables x  and .y  Figure 5 shows a visual specification of a problem and 
a Pareto set for x  representing normalized gains S  and 1 ,y S   where S 
represents normalized costs. Another potentially interesting Pareto set is for x rep-
resenting S  (success of the countermeasure) and y representing S, the overall cost 
measure for the countermeasure. This would enable an administrator to choose 
a response measure which maximizes the resulting network availability while 
minimizing the overall cost.

We would like to emphasize that the user can quickly analyze multiple trade-off 
situations by connecting various ports of the optimizer component outputting dif-
ferent metric values to the ports of the graph component. New, arbitrarily complex 
metrics can be defined using equations and existing Java methods in the specifica-
tion window.

In order to be able to analyze responses that introduce new elements into 
the graph, we use a supergraph of the accessibility graph that includes all possible 
extensions, e. g. the servers that can be added as responses. When the availability 
of all these resources is zero, we get the initial accessibility graph that can be ex-
tended. Actually, the node Backup Webserver in Figure 5 is just a node with zero 
initial availability, i. e. it can be added to the network as a response.

The graph window in Figure 5 shows the points of the calculated Pareto set 
as red rectangles (only the points with the highest y value for each x value are vis-
ible). Each point represents the estimated outcome of applying a response. The graph 
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displays a tool tip on each rectangle which contains the index and the exact x and y 
values of the corresponding response (the tool tip also shows the values for points 
with the same x value not in the Pareto set). The index can be used for looking up 
the response steps leading to this outcome.

Figure 5. Plot of the Pareto set (gains, costs)

7 . Conclusion and Further Work

We have presented a methodology and prototypical implementation for dy-
namically modifying the weighting of metrics for evaluating the effects of pre-defined 
countermeasures against computer network attacks. Instead of a fixed combina-
tion of metric values, Pareto sets now allow more flexible and more differentiated 
determination of the most appropriate reaction to a detected attack.

Currently, only the evaluation of pre-defined countermeasures is supported. 
However, it is possible that through recombination of elementary response steps, 
new, more sophisticated responses can be generated. This includes the definition 
of a permissible order in which response steps can be concatenated and the elimina-
tion of infeasible or erroneous results. This requires further research into the neces-
sary changes to the model.
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Hybrid Simulation of Large Networks
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Abstract— In this paper a new method for hybrid simulation
of large computer networks is introduced. This technique
allows to combine two different existing simulation methods:
discrete event simulation and time-stepped continuous pro-
cess simulation. The blending of methods with distinct prop-
erties gives more options in choosing the appropriate trade-
off level between performance and accuracy that is needed
for scalability. The novelty is that the hybrid method uses
automatic synthesis of programs for generating parts of the
simulation program from high-level logical specifications.
A prototype implementation of a simulation environment
supporting the hybrid simulation method is also described.
The implementation is built on a Java-based simulation tool
CoCoViLa that supports visual specification of simulation
problems and program synthesis.

Keywords: Hybrid simulation, large-scale network simulation,
software components, visual specification, Java-based modelers

1. Introduction
Simulation of large computer networks has remained a

challenging task. This is the case despite many efforts that
have been made to develop efficient tools and accurate
methods. Although one can see some improvements in this
field, the growth of problems still outpaces the development
of the modeling and simulation methods and tools.

The prelevant approach to simulation of computer net-
works is discrete event simulation. Several well known dis-
crete event network simulators exist. Network simulators that
are popular in the academic community include, for example,
NS2/NS3 [1] and the INET Framework. The latter is based
on the OMNeT++ discrete event simulation environment [2].
From commercial offerings, besides others, there are OPNET
Modeler and the QualNet product family.

Packet-level discrete event simulations can produce very
accurate results provided that the used models are correct.
However, this accuracy comes with a relatively high com-
putational cost. While this is a workable solution for small
scale experiments, it is not commonly suitable for large
networks. The limiting factor of packet-based simulation
of large networks is that network sizes and bandwidths
are increasing rapidly but the average size of packets for
a certain protocol and workload is quite stable. Therefore
the number of packets traversing the simulated network also
increases very quickly with the growth of the network model.

The complexity of the simulation depends at least linearly
on the number of packets flowing in the simulation. While
packet-level discrete-event simulations can be executed in
parallel, it is hard to parallelize the simulation effectively
when many nodes are connected with high speed and low
latency links. This is because small propagation delays result
in time synchronization overhead becoming more and more
prohibitive.

Advanced techniques have been proposed to speed up
packet-level discrete-event simulations. The obvious way to
achieve that is to find solutions for reducing the number
of events that have to be processed. One solution from
this class is based on the observation that a large amount
of network traffic usually involves sequences of packets
positioned closely in time that are exchanged between the
same two endpoints. Therefore, instead of individual packets,
simulations can treat sequences of packets or packet trains
as the basic unit of network traffic to reduce processing
workload. A packet train model was introduced in [12].

One of the key qualities of large network simulations
is scalability. Better scalability is generally achieved by
abstracting away the low level details (e.g., simulation events
triggered by transmission of a single packet in a high
bandwidth link) where it can be done without affecting
fidelity of the results too much. The already mentioned
packet train method is one step in this direction. How-
ever, considering the limits of packet-based discrete-event
simulations a number of alternative approaches have been
developed over the years. These methods include giving up
the packet-level simulation and replacing it completely with
analytical approximations of network behavior, as well as
other simplifications. A common abstraction over packets is
so-called continuous fluid model and variations of it (see,
e.g., [14]).

The main focus of our work is on the integration of a
hybrid simulation method with automatic synthesis of pro-
grams. This approach gives all the benefits of hybrid simula-
tion. Adding automatic synthesis capabilities brings its own
benefits, mainly flexibility, faster development of simulation
experiments and efficiency of execution. Large simulation
program can be synthesized from compact, modular and
high-level specifications. Also programs with different em-
phasis (e.g., performance, accuracy) can be generated from
the same high-level specification. This hybrid technique is
rather general and applicable to different problem domains,



not restricted to just network simulations.
The details of modeling specific network protocols an-

alytically, methods for accounting of interactions between
packet and fluid flows, calculating end to end delays etc are
however out of the scope of this paper. These questions have
been covered in different papers, see, for example: [3], [15],
[17].

The hybrid simulation method presented here is based on
the assumption that most of the traffic volume is modeled
as fluid and simulated as a continuous process. It is also
assumed that the clocks of discrete event process and time-
stepped continuous process are not synchronized during a
time step, and this does not result in significant errors.

The rest of the paper is structured as follows. We will con-
tinue with a brief overview of related work and a discussion
of various approaches to hybrid network simulation. After
that the basics of the simulation environment CoCoViLa
are introduced. In the following part, Section 4, the hybrid
simulation method with automatic program synthesis is
presented along with a simplified example of hybrid network
simulation.

2. Related Work
A hybrid packet/fluid network simulation method and

environment is presented in [19]. The authors have integrated
slightly modified versions of two different simulation tools:
pdns for simulating foreground packet-based flows, and
HDCF-NS fluid simulator for simulating background traffic.
While experiments show considerable speed-ups in some
cases, the performance is not very good in cases where a
large number of minor fluctuations in flow rates (the “ripple
effect”) was triggered in the fluid simulator.

In [4] a general hybrid systems modeling framework of
describing the flow of traffic in communication networks is
presented. To characterize network behavior, these models
use averaging to continuously approximate discrete variables
such as congestion window and queue size. The results are
validated against results obtained with the NS2 simulator.
Hybrid models of TCP and UDP are described along with
the framework. A discussion on computational complexity
is also presented where the differences between hybrid and
pure packet-based simulations are outlined.

In [16] a design of a hybrid Java simulator, called HNS
is outlined. HNS simulates the movement of workload in
a queuing network, where transactions may be of two
types: traditional discrete packet transactions and continuous
fluid transactions. HNS introduces and utilizes a so-called
streamlining methodology to avoid situations where the
“ripple effect” causes slowdowns of the simulation. HNS
considers only static network models and, as fluid flow rate
changes are propagated without delays, loops in HNS fluid
flows are not allowed. The proposed method shows good
performance when there are few packet-based flows present
in the simulation.

A hybrid packet/fluid model where packet and fluid flows
coexist and interact is presented in [13]. The goal is to speed
up network simulations where background traffic is modeled
as fluid flows. Performance and accuracy is compared to
packet-level discrete-event simulations.

Another time-stepped hybrid simulation algorithm and
its implementation in a simulation environment NetScale is
presented in [5]. The authors claim to be able to simulate up
to one million competing flows and network elements. Re-
sults of example problems are compared to results published
elsewhere and scalability and excellent accuracy compared
to packet-level discrete-event simulations is reported.

PtolemyII [11] is a Java-based hybrid simulation envi-
ronment. It has a graphical user interface and reusable
components are used for composition of simulation pro-
grams. This framework features Higher Order Components
(HOCs) which can programmatically rewrite the scheme:
add and remove components, copy parts of the scheme,
etc. However, in HOCs there is no automatic synthesis of
programs involved as the implementation of HOCs is pre-
programmed.

To the best of our knowledge currently no other method
or tool uses hybrid simulation method with synthesis of
simulation programs.

Our implementation of the hybrid method is based on a
simulation environment CoCoViLa [6] that supports visual
specification of simulation problems and automatic synthesis
of programs. CoCoViLa has been proven to be an effective
tool for continuous simulation of large hydraulic systems [8].
The systems simulated there are essentially complex dy-
namic systems which have their behavior defined using
ordinary differential equations. The modeling and simulation
approach is similar to fluid models of computer network
simulations.

However, until recently the CoCoViLa system lacked the
concept of an event and as such was not useful for discrete-
event and hybrid simulations. A discrete-event simulation
engine was implemented and integrated into CoCoViLa sys-
tem to obtain the means for developing hybrid simulations.

3. Simulation Environment
Let us now describe the software environment that is used

as a basis of the implementation of the hybrid simulation
method. CoCoViLa is a model-based software development
and simulation platform. It provides tools for developing
reusable software components, constructing simulation pack-
ages, specifying simulation problems and running them as
hybrid processes.

Simulation packages in CoCoViLa consist of software
components called rich components [18]. Rich components
are descriptions of domain-specific concepts that are used in
simulation. In a nutshell, these components are composed of
the following four parts. First, there is a visual part for inter-
action with a user. Second, the logical part containing a high-



level specification that enables automatic composition of a
simulation program. The third part is a program component
which defines Java methods that implement computations.
Finally, a rich component may have a daemon that provides
interactive properties allowing to develop flexible interfaces
to simulation programs.

From a user’s point of view the toolbox consists of
two programs: Class Editor for the component/package
development and Scheme Editor for visual specification of
simulation problems and for performing the simulation.

3.1 Class Editor
Class Editor supports a language designer in defining vi-

sual aspects of concepts, and also their logical and interactive
aspects. In our terms — Class Editor is a tool for developing
visual parts of rich components and for binding them with
other parts developed as Java classes. It provides dialog
windows for defining properties of ports (connection points),
defining component properties, e.g., the fields that will be
shown in a dialog windows in the Scheme Editor.

3.2 Scheme Editor
Scheme Editor is a tool for performing simulations. It

is intended for developing schemes of simulated systems,
compiling a simulation program and running it. It is used
for compiling programs from the schemes according to
the specified semantics of a particular domain. It provides
an interface for visual programming — putting together
a scheme from visual images of concepts. After loading
a package into the Scheme Editor workspace, we get an
environment for a particular simulation domain that allows
a user to draw, edit and compose schemes through language-
specific menus and toolbars. It allows one to compile a
simulation program from a given scheme and to control the
simulation process through the daemons of rich components.

Fig. 1 shows the Scheme Editor in use, when a package for
simulating simple hybrid queuing networks has been loaded.
The scheme describes a network of three traffic generators
and a bounded buffer. This scheme has been composed
by connecting ports of components of the following types:
TrafGen, Buf, Clock and Graph. The toolbar at the top of the
scheme is for adding objects and connections to the scheme.
The component Proc implements the hybrid simulation
process which is discussed in detail in the following sections.
A pop-up window and a pop-up menu are also visible in
the figure. The pop-up window is for instantiating object
attributes, the pop-up menu is for manipulating the scheme
— deleting and arranging objects etc. The Scheme Editor is
fully syntax directed and the correctness of the scheme is
forced during editing.

Some words must be said about the compilation of a
simulation program. First of all, a scheme is translated into
a textual specification that represents the same information
that the scheme does. The textual specification language has

a precise semantics implemented by means of an attribute
technique. An efficient method of attribute evaluation for
specification languages [7] has been implemented in CoCoV-
iLa. This is dynamic evaluation of attributes on higher-order
attribute models that are used for describing the semantics
of visual languages.

Fig. 2 shows a textual specification obtained from the
scheme of the simple example shown in Fig. 1. In Fig. 2
in the window on the left, one can see that the specification
is created as a logical part of a rich class Hns. On the right,
the figure shows also a fragment of a simulation algorithm
synthesized from the specification. This is algorithm is
compiled into a Java class that in the present case is 144
lines of code and is not shown here. This Java class can
be compiled and run in the CoCoViLa environment. The
scheme and the algorithm windows shown in Fig. 2 are
useful for debugging a specification, but they are not needed
when solving simulation problems in CoCoViLa, because the
user interacts with a simulation program through the Scheme
Editor main window shown in Fig. 1.

3.3 Logical and Program Parts of a Rich Com-
ponent

Logical part, also called metainterface, and program com-
ponent constitute jointly a single Java class. The logical part
is intended for expressing attribute semantics of the model
described by means of a rich class or by a composition of
rich classes. It is included in the Java class as a comment,
another part of the class presents data and methods that can
be used as specified in the logical part. The logical part is a
specification written in a simple specification language that
includes:

• Specifications of variables
type id, [id, ...]

• Bindings
var1 = var2

• Axioms
precondition→postcondition{implementation}

Types can be primitive Java types (int, double etc),
Java classes or rich classes. Bindings are used for structural
composition, to specify the equality of two variables var1
and var2 (these can be components of other variables
declared in the specification).

Axioms are specifications of methods of the class. The
preconditions of axioms can be conjunctions of propositional
variables and implications of conjunctions of propositional
variables. The postconditions are conjunctions of proposi-
tional variables. Name of any variable from specification
can be used as a propositional variable, denoting that value
of the variable can be computed. An implication in a pre-
condition denotes a goal — a computational problem whose
algorithm has to be synthesized before the method with the
precondition can be applied. This logic has been tested in
several practically applied synthesizers, in particular, in the



Fig. 1: Scheme Editor window

NUT system [20]. Implementation is a name of a method of
the class being specified.

Aliases correspond to structural relations that binds tuples
of attributes, i.e. x = (x1, . . . , xm). This feature can be used
when more than one variable needs to be bound via a port.
It is also useful for hierarchical composition, as aliases may
contain other aliases, possibly defined using wildcards.

Wildcards are used for defining special aliases that dynam-
ically bind variables having the same name that are defined
in other metainterfaces of components declared on the same
level with the wildcard. For example:

Router r1, r2; alias x = (∗.queue).
For convenience of the user simple algebraic equations

have been included in the specification language:
expression1 = expression2,

where expressions are arithmetic expressions of a restricted
form that depends on the equation solver. An equation can be
considered as a specification both of methods and of axioms.
The methods represented by an equation are those that solve
the equation with respect to its variables.

Metaclasses also support object oriented inheritance.
Given a metainterface A, metainterface B inherits all the
variables, bindings, and axioms defined in A using the super
keyword at the declaration of the metainterface: B super A.
A superclass is an instance of a rich component from which
the scheme inherits the logical part and the program part.

A specification in this language describes a higher-order
attribute model. Higher order means that inputs of attribute
dependencies can be functions that must be synthesized
on the attribute model. The attribute evaluation on higher-
order attribute models is described in [7]. This method
provides a dynamically composed attribute evaluator for
a given attribute model and a given problem in the form
“given x1, . . . , xm compute y1, . . . , yn”. This technique is
efficient and reliable. In practice, composition of an attribute
evaluator takes a fraction of second.

4. The Hybrid Method
Let us now describe the hybrid simulation method. This

method integrates conventional discrete-event simulation and



Fig. 2: Textual specification and synthesized algorithm

continuous time-stepped simulation methods in order to be
able to simulate hybrid processes. As a novel feature, parts of
the hybrid simulation program are synthesized automatically.
The goal of developing this method is to make describing
large systems easier and more flexible. First, it is shown
how continuous and discrete processes are modeled in our
framework, and how program synthesis is used. After that,
integration of both modeling approaches is described.

4.1 Continuous Process
A continuous process is modeled as evolution of the

system state s in time. The state consists of the attribute
values of the system components. The process is computed
in discrete time steps using a transition function f . The
transition function is fixed, and it uses the state sn corre-
sponding to time step tn as an input to compute the next
system state sn+1 at the next time step tn+1:

sn+1 = f(sn) .

During computation of the transition function the simulation
time advances by a time quantum T to the next time step
value. The process is started at time step t0 using a given
initial system state s0. The process stops at time step tf after
computing the final state sf .

In our case, the transition function is synthesized from
logical specification. The computation is specified as an
axiom with an empty implementation in the following form:
state→nextstate, where state and nextstate are aliases.
If a corresponding function can be derived on the given
model, a Java class is generated that implements this com-
putation. This class can then be used as an input for other
methods where its compute method is invoked with specific
argument values.

The synthesized program represented by a Java object
is passed to a Java method that controls the execution of
the continuous simulation process. Typically this execution
loop is implemented in the superclass of a scheme. As an
example, in a simple case the metainterface of the superclass
contains the following specification:



alias initstate = (*.initstate);
alias state = (*.state);
alias nextstate = (*.nextstate);
alias finalstate = (*.finalstate);
long t, T;
[state -> nextstate], initstate, t, T

-> finalstate {proc_run};

The method proc_run might be implemented as follows:

public Object[] proc_run(Subtask f,
Object[] initstate, long t, long T) {

Object[] state = new Object { initstate };
try {
for (long i = 0; i <= t; i += T) {

state = f.run(state);
}

} catch (Exception e) {
e.printStackTrace();

}
return state;

}

In this example, four aliases are defined to bind state vari-
ables. All components that need to keep a state also define
attributes with the same names. State variables defined in
subcomponents are included in the top level state variables.

An implementation of the transition function specified
as state → nextstate has to be synthesized before the
method proc_run can be called. In addition, the values
of initstate, t, and T must be given or computed by a
generated algorithm. In the method proc_run the generated
transition function is called for each time step, until the final
state is reached and returned.

4.2 Discrete Process
In contrast to time-driven execution of continuous pro-

cesses, the execution of discrete processes is event-driven.
In case of discrete-event simulation there is a simulation
time ordered event queue. Events are added to the queue
and scheduled for processing at a specific point in simulation
time. After the event with the earliest timestamp is processed
by the simulation engine, the simulation time is advanced
up to the timestamp of the next event at the queue. New
events may get scheduled or already scheduled events may
get removed from the queue as a result of processing an
event.

It is important to note that while an event is processed
the simulation time does not advance. In other words, the
processing of an event is instantaneous with respect to the
simulation time.

A discrete event simulation engine Simulator was imple-
mented in CoCoViLa. The simulator is a Java class that has
the essential methods for implementing discrete processes.
The methods include: scheduleAt, getNextEventT ime,
step, and run. Also, a base class for implementing events
was added – SimEvent – which has a two argument
constructor. The arguments to the constructor are a reference

to a Runnable object and a timestamp. The simplest use
case of the simulation engine is

Simulator.scheduleAt(1.0, new MyEvent());
Simulator.run();

where MyEvent is a Java class that implements the
Runnable interface. The method run of this event class
instance is executed at simulation time t = 1.0. The method
Simulator.run blocks until all events have been processed
or the simulation is stopped explicitly by an event.

4.3 Hybrid Process
In order to integrate the two methods described above,

a protocol for interleaving the processing of discrete events
and continuous simulation steps and synchronizing the simu-
lation time has to be defined. Based on our assumptions and
goals the following approach was chosen. Before executing
the continuous transition function at tn to reach simulation
time tn+1 and corresponding state, all events scheduled
for the time interval [tn, tn+1) have to be processed. To
achieve that, the simulation loop presented in Section 4.1
was amended by adding the following lines of code at the
beginning of the for-loop:

while (Simulator.getNextEventTime() > -1
&& Simulator.getNextEventTime()

< i + T) {
Simulator.step();

}

Depending of the requirements of a particular simulation
task a different solution to this problem might be appropriate.
In our framework, it is easy to provide several imple-
mentations of the simulation process as rich components.
The implementation can then be changed by just replacing
the scheme superclass component. More about correctness
issues of integrating fluid and packet models is published
in [10].

The unique feature of our approach is that the tran-
sition function of the continuous process is synthesized
automatically. As the synthesized program is composed of
ordinary Java methods, it can utilize all the features of the
Java platform. Most importantly in this case, synthesized
programs are also able to schedule new events. Moreover,
events may invoke synthesized code blocks for calculation,
similarly to what was shown in Section 4.1.

5. Concluding Remarks
We have complemented the hybrid simulation method

with automatic synthesis of programs to facilitate the de-
velopment of large computer network simulations. Program
synthesis adds more flexibility to specifying simulation
problems and provides the means for raising the abstraction
level where it is beneficial. The paper presented a simplified
application example of this hybrid method and described
briefly the simulation environment CoCoViLa.



In order to get good performance, the CoCoViLa en-
vironment uses compilation instead of interpretation for
the simulation program. In essence, a simulation program
is synthesized as an attribute evaluator on the attribute
model, extracted from the simulation problem specification.
In addition, the program may contain event handlers that
are used for discrete part of the simulation. Infrastructure
to support discrete and hybrid simulations was implemented
and integrated into the CoCoViLa environment.

We have not discussed parallel and distributed simulation
here. However, the CoCoViLa system that is the kernel of
the simulation environment does not prohibit developing
Java programs as components that run in a distributed way.
There is an older programming environment NUTS [21]
that has a similar technique of program construction and is
a distributed computing system successfully used for large
simulations [9].
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Abstract – We present a design and implementation of a
new type of components of Java based simulation envi-
ronment — a rich component. It can be considered as an
extension of a Java class like the Java bean is. Besides
visual and algorithmic parts, it has also a logical part
that can be used for guiding the automatic composition
of a simulation program. Its algorithmic part includes a
daemon that provides flexibility of user interface as well
as a convenient way for developing multithreaded simu-
lation programs. A toolbox for rich components has been
implemented as a programming environment CoCoViLa.

Keywords: Simulation, software components, visual
specification, Java-based modelers.

1 Introduction

The first object-oriented general purpose program-
ming language Simula-67 [3] was developed as a succes-
sor of a simulation language Simula [4], where the idea
of the object-oriented software development was present
in a nutshell. Since then, the object-oriented approach to
simulation software development has prevailed, even be-
fore it became a generally applicable technology. How-
ever, the general concepts of object and class are insuf-
ficient for todays component-based simulation software
development. There are two well-known extensions of
objects and classes — Java beans and software agents
that could be (and to some extent are) used as compo-
nents of simulation software. Java beans add a visual
dimension to components, and they are excellent means
for GUI development, but they are not widely used as ba-
sic components in simulation. Software agents can pos-
sess considerable intelligence and flexibility, but they are
rather heavy weight at runtime, and have still a limited
usage in simulation. In both cases, considerable over-
head is an obstacle of the usage of these components in
high-performance applications. In the present work we
pursue the extension of objects in the same direction as
beans, and propose rich components as building blocks

of simulation software. Like Java beans or agents, also
rich components require special middleware for their us-
age. However, they are designed in such a way that the
middleware acts mainly as a compiler, and does not de-
crease the runtime performance.

A number of simulation environments, often do-
main specific, have been developed around the con-
cept of reusable software components. AgentSheets
[10] is a commercial visual authoring tool for creating
agent based interactive simulations. The environment
enables the transformation of simulations to Java ap-
plets or Flash movies embeddable in web pages. Visual
Simulation Environment (VSE) [1] is another commer-
cial software product intended for developing and exe-
cuting general purpose discrete-event simulation appli-
cations. VSE includes a graphical tool called VSE Editor
that lets one to build simulation models using the object-
oriented paradigm with inheritance, encapsulation and
message passing. Once built, the VSE Simulator is used
to make experiments on the simulation model. While
AgentSheets and VSE both provide visual development
tools and interactive components as basic building blocks
of simulation models, the components are missing logi-
cal specifications. Without any logical description there
are less opportunities for generating parts of the simula-
tion model or program automatically.

There are also many academic projects aiming to
develop better solutions for simulation applications. For
example, the Ptolemy project that studies modeling, sim-
ulation and design of concurrent, real-time, embedded
systems has implemented a software framework named
Ptolemy II [8]. It is a component assembly frame-
work based on Java. Simulation models are composed
of reusable visual library components many of which
are data and domain polymorphic. Another approach is
taken by the J-Sim project [12] where components are
structured according to the autonomous component ar-
chitecture. This means that software components are de-
veloped like modern integrated circuit chips. A finished
component is a black box with full specification of input
and output signal patterns. Moreover, researchers have



proposed yet different types of reusable components for
easy composition of simulations. In the paper [9] a new
component architecture is described with the emphasis
on the communication abilities of the objects. The short-
comings of the approaches referred in this paragraph are
the lack of interactive properties in the first two cases.
The last one again does not provide logical specifications
for the components.

We are going here to present a software environ-
ment that implements the concept of rich components,
and is supplied with a collection of specific components
of this form for simulation purposes. First, we describe
the concept of rich component, thereafter we briefly dis-
cuss the toolbox CoCoViLa that supports these compo-
nents. In the following sections we discuss all parts of
rich components in more detail and give examples of
their application.

2 Rich components

Rich components are descriptions of domain-
specific concepts that are used in simulation. Before
going to explain rich components in more detail, we
shall briefly explain the context of their usage and out-
line the principal requirements in this way. Rich com-
ponents are collected into packages. A package together
with the middleware that is CoCoViLa programming en-
vironment [5] presents a domain-specific simulation tool.
These tools are built and extended just by creating a
package and adding new rich components to the pack-
age. In particular, a package should include a simula-
tion engine (or several simulation engines in the case of
hybrid simulation) that is also presented as a rich com-
ponent, and it can be of considerable size. From the
other side, rich components may be very small entities
that are used intensively in an internal loop of a simula-
tion program and their usage must not create significant
overhead. Graphical description of simulation objects
is a natural requirement. Hence, rich components must
have a graphical representation. The next requirement is
to have simple translation from graphical representation
into textual representation. This will guarantee the pos-
sibility of debugging on all levels. An important func-
tionality of a rich component is interaction with a user
during the simulation process. Finally, rich components
should have logical specification that will enable one to
compose a simulation program automatically. These fea-
tures, including the automatic composition of programs,
are supported by CoCoViLa. Considering these require-
ments, we have designed a rich component in four parts:

• visual part

• logical part (specification part)

• program component

• daemon.

The visual part is for interaction with a user. The logical
part and the program component are presented as a meta-
class, see also [5]. This is a Java class, where the logical
part is included as a comment, called a metainterface.
The daemon is a Java class that describes a thread started
by a user, if it is needed. Using daemons enables one to
develop flexible interfaces to simulation programs. Not
all rich components have to include daemons. Fig. 1 and
Fig. 2 show two views of a rich component Boiler. The
first is a user’s view where only visual representation and
some informal semantics are included.

The second is a developer’s view where all four
parts of the rich class are included. We see two Java
classes Boiler and BoileDaemon as well as visual im-
age of the rich class there. The Boiler class includes two
parts of the rich class: logical part and program compo-
nent.

In the following sections we are going to explain
the design and usage of all parts of the rich component
in more detail.

3 Toolbox

We have developed a toolbox CoCoViLa that is a
core platform for simulation packages [5]. It provides
tools for developing rich components, constructing sim-
ulation packages, specifying simulation problems and
running them. From a user’s point of view the toolbox
consists of two programs: Class Editor for the compo-
nent/package development and Scheme Editor for visual
specification of simulation problems and for performing
the simulation.

3.1 Class Editor

Class Editor supports a language designer in defin-
ing visual aspects of concepts, and also their logical and
interactive aspects. In our terms — Class Editor is a tool
for developing visual parts of rich components and for
binding them with other parts developed as Java classes.



inFlow — inflow, liter/min
outFlow — outflow, liter/min
q — quantity of water in the boiler, liters
∆q = in f low−out f low

The connection points (ports) are endpoints of tubes.
The boiler signals audibly out of limits quantity of water.
· · ·

Figure 1: User’s view of a rich class

Figure 2: Developer’s view of a rich class

Fig. 3 shows the development of a rich component Adder
in the window of the Class Editor. We can see the image
of Adder with three ports (connection points) and a pop-
up window for defining properties of a highlighted port.
Another pop-up window is for defining component prop-
erties, in particular, interactive properties of Adder, e.g.
the fields that will be shown in a dialog window in the
Scheme Editor.

3.2 Scheme Editor

Scheme Editor is a tool for performing simulations.
It is intended for developing schemes of simulated sys-
tems, compiling and running programs. It is used for
compiling programs from the schemes according to the
specified semantics of a particular domain. It provides
an interface for visual programming — putting together
a scheme from visual images of concepts. After loading
a package into the scheme editor workspace, we get an
environment for a particular simulation domain that al-
lows a user to draw, edit and compose schemes through
language-specific menus and toolbars. It allows one to
compile a simulation program from a given scheme and
to control the simulation process through the daemons of
rich components.

Fig. 4 shows the scheme editor in use, when a pack-
age for simulating simple dynamic systems has been
loaded. Such are systems described by ordinary differ-
ential equations. The scheme describes an oscillator that

has been composed by connecting ports of components
of the following types: Integrator, Adder, Clock and
Graph. The toolbar at the top of the scheme is for adding
objects and connections to the scheme. One pop-up win-
dow is for instantiating object attributes, another pop-up
window is for manipulating the scheme — deleting and
arranging objects etc. The scheme editor is fully syntax
directed and the correctness of the scheme is forced dur-
ing editing.

Some words must be said about the compilation of
a simulation program. First of all, a scheme is translated
into a textual specification that represents the same infor-
mation that the scheme does. The textual specification
language has a precise semantics implemented by means
of an attribute technique. We have developed and im-
plemented in CoCoViLa an efficient method of attribute
evaluation for specification languages [6]. This is dy-
namic evaluation of attributes on higher order attribute
models that are used for describing the semantics of vi-
sual languages.

Fig. 5 shows a textual specification obtained from
the scheme of the oscillator shown above. One can see
that the specification is created as a logical part of a rich
class Dif. The figure shows also a simulation algorithm
synthesized from the specification. This is algorithm is
compiled into a Java class that in the present case is 82
lines and is not shown here. This class can be compiled
and run in the CoCoViLa environment. The scheme and
the algorithm windows shown in Fig. 5 are useful for



Figure 3: Class Editor window

debugging a specification, but they are not needed when
solving simulation problems in CoCoViLa, because the
user interacts with a simulation program through the
Scheme Editor main window shown in Fig. 4.

4 Visual representation

The visual representation of a rich component con-
sists of several pieces. First, each component has a small
image attached that is displayed in the toolbar. The user
of the Scheme Editor can create new instances of a spe-
cific component by clicking the button decorated with the
corresponding icon. Second, the basic look of a scheme
object is represented in the package file using XML syn-
tax and simple shapes such as ovals, polygons and lines
as well as more advanced features like text elements and
transparency. The language used for representing graph-
ics is not very different from a small subset of SVG [2].

Components may also have one or more ports
which provide an interface for connecting objects and
their attributes to each other. Each port must have a
name and a type. Only ports of matching type can be
connected. Optionally, a port can have different looks
depending on whether it is open or connected to another
port. The definitions of the graphical representations of
a port and a component in the package file are similar.

Fields of a component can be declared to be ed-
itable through the properties window of the Scheme Edi-
tor. Like ports, different graphical representations may

be defined for known and unknown values of a field.
This feature lets the components to provide limited visual
feedback about the values of the fields in the Scheme Ed-
itor. For more detailed description of the package format
we refer to [11].

5 Logical part and program com-
ponent

Logical part and program component constitute
jointly a single Java class as shown in Fig. 2. The log-
ical part is intended for expressing attribute semantics
of the model described by means of a rich class or by
a composition of rich classes. It is included in the Java
class as a comment, another part of the class presents
data and methods that can be used as specified in the log-
ical part. The logical part is a specification written in a
simple specification language that includes:

• Specifications of variables
type id, [id, ...]

• Bindings
var1 = var2

• Axioms
precondition→ postcondition{implementation}

Types can be primitive Java types (int, double
etc), Java classes or rich classes. Bindings are used for



Figure 4: Scheme Editor window

structural composition, to specify the equality of two
variables var1 and var2 (these can be components of
other variables declared in the specification).

Axioms are specifications of methods of the class.
The preconditions of axioms can be conjunctions of
propositional variables and implications of conjunctions
of propositional variables. The postconditions are con-
junctions of propositional variables. Name of any vari-
able from specification can be used as a propositional
variable, denoting that value of the variable can be com-
puted. An implication in a precondition denotes a goal
— a computational problem whose algorithm has to be
synthesized before the method with the precondition can
be applied. This logic has been tested in several practi-
cally applied synthesizers, in particular, in the NUT sys-
tem [13]. Implementation is a name of a method of the
class being specified.

For convenience of the user we have included sim-
ple algebraic equations in the specification language:

expression = expression,
where expressions are arithmetic expressions of a re-
stricted form that depends on the equation solver. An
equation can be considered as a specification both of
methods and of axioms. The methods represented by an
equation are those that solve the equation with respect to
its variables.

A specification in this language describes a higher-
order attribute model. Higher order means that inputs of
attribute dependencies can be functions that must be syn-
thesized on the attribute model. The attribute evaluation

on higher order attribute models is described in [6]. This
method provides a dynamically composed attribute eval-
uator for a given attribute model and a given problem
in the form “given x1, . . . ,xm compute y1, . . . ,yn”. This
technique is efficient and reliable. In practice, composi-
tion of an attribute evaluator takes a fraction of second.

6 Daemon

The daemon is an optional part of a rich component
that is used to make the component interactive. Basically,
the daemon is just a class implementing a set of methods
with predefined signature. Before the first instantiation
of the rich component the framework explores the in-
terface declared by the daemon class through reflection.
After the discovery phase the methods that were recog-
nized as belonging to the daemon API are hooked to the
framework’s internal registry. This registry maps exten-
sion points provided by the framework to specific dae-
mon instances. Upon receiving an event which might be
for example the result of a GUI action taken by the user,
the framework consults the registry to find all daemons
interested in being notified about this particular type of
events. Then, each of these daemons is notified by call-
ing respective method on the instance.

The set of all possible events a daemon could want
to react is large starting from low level events such as
mouse movements and ending with high level semantic



Figure 5: Specification and algorithm of an oscillator

events, for example creation of a new rich component in-
stance. Therefore, it is essential to break the API into
small manageable subsets. In this way the developer of
a rich component needs only to implement the methods
that are really necessary. As a side effect, runtime over-
head is kept minimal by avoiding superfluous method
calls. Also, the reflective nature of the interface discov-
ery process frees the developer from describing the inter-
face twice.

A daemon can be started in a separate thread to
facilitate parallel background processing. This can be
achieved by just implementing the Runnable interface
with the run method. The middleware takes care of
spawning new threads. In addition, each daemon is given
the reference to the scheme being composed by the user.
Having the reference to the scheme gives the daemons
full control over the scheme. This enables one to develop
components that can assist the user in the task of com-
posing a simulation model by displaying dialog windows
and arbitrarily complex visual feedback or directly mod-
ifying the model. For example, a daemon can be used
to enforce some complex syntax rules on the structure of
the visual scheme. To restrict connecting incorrect ports
the daemon has to implement a boolean returning func-
tion that will be called each time the user tries to make
a new connection between ports. When the function re-
turns false, the action will be cancelled.

7 Conclusions

We have introduced rich components as a flexible
way to represent concepts of simulation domains. A rich
component has abstract properties described in a declar-
ative way in its logical part. It has algorithmic proper-
ties described by methods of a Java class. If needed,
it can have interactive properties described by another
Java class whose run method runs as a daemon in parallel
with the main simulation program. Finally, a rich class
has a visual representation whose components (ports) are
bound with the variables of the logical part.

In order to get good performance, we have used
compilation instead of interpretation for the simulation
program. In essence, a simulation program is synthe-
sized as an attribute evaluator on the attribute model, ex-
tracted from the simulation problem specification.

We have not discussed parallel and distributed sim-
ulation here. However, the CoCoViLa system that is the
kernel of the simulation environment does not prohibit
developing Java programs as components that run in a
distributed way. There is an older programming environ-
ment Nuts [14] that has a similar technique of program
construction and is a distributed computing system suc-
cessfully used for large simulations [7].
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Abstract. This paper addresses the problem of alignment of domain ontologies
and meta-models of Domain Specific Languages (DSL) in order to facilitate the
DSL development process by formal methods. The solution presented in this
paper automatically generates design templates of a DSL meta-model that are
consistent with a given domain ontology represented in OWL DL. Consistency
of alignment is ensured by predefined mapping rules between constructs of
ontology modelling language OWL DL and a modelling language used for
representing DSL meta-models. The approach is implemented as an extension to
the CoCoViLa system and the CoCoViLa modelling language is used for rep-
resenting DSL meta-models. The evaluation of the provided method is carried
out by developing the DSL for the IT risk analysis and management domain.

Keywords: Model-driven software engineering � Ontology-based modelling �
Model transformations � DSL meta-models

1 Introduction

In recent years, several approaches to incorporate ontologies into general frameworks
of Model Driven Software Engineering (MDSE) have been proposed [1, 9, 16, 19]. In
addition, an effort is put to using ontologies in the field of DSL engineering [5, 17–20].
However, in order to facilitate the DSL development process by utilization of formal
methods more attention needs to be paid to alignment of domain ontologies as formal
domain models with DSL meta-models. This creates a new challenging task for soft-
ware engineers not well supported by existing traditional and ontology-driven MDSE
methods. This paper provides a method and tools to perform this task.

The main contribution of the paper is an approach that focuses to partial automation
of the design and implementation phases of the DSL development process by intro-
duction of formal domain ontologies into this process and automatic generation of
design templates of a DSL meta-model from a given domain ontology. Ontology Web
Language (OWL) [14] is used for representing formal domain ontologies. The
approach is implemented as an extension to the CoCoViLa system [10] and the Co-
CoViLa modelling language is used for representing meta-models of DSLs. The Co-
CoViLa system enables automatic generation of executable Java programs according to
the given DSL meta-model. The evaluation of the provided method is carried out by
developing the DSL for the IT risk analysis domain.
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Novelty of our approach comparing to other ontology-driven software development
methodologies lies in using formal domain ontologies as a basis for automatic gen-
eration of design templates of a DSL meta-model that are consistent with the given
domain ontology. This makes a DSL closely aligned with the domain for what it is
designed for. Consistency of alignment is ensured by predefined mapping rules
between constructs of the ontology modelling language OWL and a modelling lan-
guage for DSL meta-models (i.e. the CoCoViLa modelling language in our case).

The development of this new approach was motivated by practical needs of using
the CoCoViLa modelling tool for the development of different DSLs in the domains of
simulation of hydraulic systems as well as simulations of security measures for banking
and communication networks [10]. From these experiences we have learned that tighter
integration of domain knowledge with the corresponding DSL will create advantages in
achieving consistency of the DSL with domain knowledge and will ease maintenance
of applications developed by using the DSL.

The rest of the paper is structured as follows. Section 2 is devoted to related work
and Sect. 3 provides an overview of the CoCoViLa modelling language and the system
giving background knowledge for our approach. In Sect. 4, our approach for domain
ontology driven DSL engineering is presented. Section 5 is devoted to the evaluation of
the provided method by implementation of a prototype of the DSL for the IT security
risk analysis and management field. Section 6 concludes the paper.

2 Related Work

Ontologies in computer science represent computer-usable specifications of basic
concepts in a domain and relationships among them. Ontologies are usually expressed
in a logic-based language. There are several ontology languages available, but the most
widely used are the W3C standards OWL DL and OWL2 [14].

In software engineering, domain analysis plays an important role in understanding
the domain of interest. Nowadays, many researchers propose to use ontology engi-
neering methods in the domain analysis process [1, 4, 19, 20] and some of them
suggest to represent resulting model of domain analysis by domain ontology [4, 7, 20].
In these works, domain models are considered as descriptive models consisting of a set
of domain instances (ABox in Description Logics (DL) [2]) and a set of classes for
classifying these instances (TBox in DL). Comparing to traditional analysis models
formal ontologies have additional useful features like reasoning based on DL [2].

Most of existing ontology driven MDSE methodologies use ontological services for
performing model consistency checking and model transformations [16, 19]. Some of
the approaches use domain ontologies (e.g. represented in UML) as a part of Com-
putation Independent Models (CIM) [18]. Few works address also semantic search and
composition of models of software components [9].

Several proposals [1, 19, 20] are about integrating ontologies to the OMG
meta-pyramid of Model Driven Architecture (MDA) [15]. For example, in [1]
ontology-aware mega-model is provided for ontology integration to MDA. Another
approach in [19] shows that the Ecore meta-meta-model of the Eclipse Modelling
Framework [6] and OWL2 meta-model can be integrated in order to provide a
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meta-meta-model for modelling DSLs. In [20] OWL2 ontologies are integrated into the
meta-meta-model level in order to support joint DSL and domain engineering.

Similarly to these works, we also introduce ontologies to the meta-meta-model
level but we are focused to partial automation of creation of DSL meta-models.

There are frameworks that examine domain ontologies as domain models that can
be automatically transformed to a DSL grammar [4, 5]. We were inspired by these
works but our approach uses predefined mapping rules.

3 The CoCoViLa Modelling Language and System Overview

The approach presented in this paper is developed as an extension to the CoCoViLa
modelling system1 that is implemented in Java. The CoCoViLa modelling language
consists of visual and textual declarative languages for developing DSLs for engi-
neering fields, where scientific and engineering computations play a crucial role.
Intended users of the CoCoViLa modelling language are DSL designers (together with
domain experts), who create meta-models and a DSL for a particular domain. DSL
designers can create textual and/or visual DSLs.

The most important construct of the textual declarative modelling language is a
concept specification that represents a collection of instances. Concept specifications
can be arranged into taxonomy. Concept specifications include descriptions of struc-
tural components of a concept as declarations of variables. In addition, they may
include relations that are specifications showing how to derive values of some variables
from the values of other variables. Relations are divided to equations and axioms.
Equations define dependencies between variables bound by the equation. Axioms
describe functional dependencies between variables and they differ from equations in
that they have realizations as Java methods.

Important feature of the modelling language is its grounding with a subset of
Intuitionistic Propositional Calculus (IPC) [13] that is used as a logical language for
representation of domain specific axioms. From the given concept specifications and
the task specification the CoCoViLa system automatically constructs the algorithm of
the program and generates the Java program that solves the computational problem
given by the task specification. The latter is a statement of a computational problem
that specifies what outputs are to be computed from given inputs. It does not have a
given realization but its realization is attempted to generate automatically from the
constructive proof of the corresponding theorem in IPC according to the inference rules
of Structural Synthesis of Programs (SSP) [12].

When using the CoCoViLa modelling language we distinguish between the DSL
meta-modelling and application specific modelling levels. In our terminology, a DSL
meta-model consists of a set of concept specifications and an application specific model
consists of a task specification and a set of valuations of variables. We explain the main
idea behind the language using a simplistic example from the geometry domain. The
geometry DSL may contain specifications of the Square and the Circle concepts
including all necessary variables and equations. If we are interested in calculating the

1 http://cocovila.github.io/.
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area that is difference of areas of a square and a circle where diagonal of a square is
equal to diameter of a circle, then we need to create a new concept specification (e.g.
SquareWithinCircle) as depicted in the following Fig. 1.

Dot notation is used to refer to inner concept specifications. As a result, the
geometry DSL is composed from the following concept specifications: Square,
Circle, and SquareWithinCircle.

On the application specific modelling level, we can use this DSL and specify
different task specifications (e.g. ->area_difference), which specify computa-
tional problems that need to be solved. Values of inputs are assumed to be given (e.g.
S.hasHeight = 10) or computable on the basis of the specification. If output
variables of a task are computable from (possibly empty) list of inputs, the task is
solved and the Java program is automatically generated. Besides equations, a Java
method could be declared to be as a realization of a given functional dependency. For
example, instead of the equation area_difference = C.area-S.area we may
write axiom C.area, S.area ->area_difference {<JavaMethod>}.

The syntax of the full CoCoViLa modelling language is presented in [10]. Using
the current system, DSL meta-models are created manually by DSL developers. In
practice, informal methods are used for representation of domain models.

4 An Approach to Domain Ontology-Driven DSL
Engineering

4.1 Introducing Formal Ontologies to the DSL Development Process

For improvement of the workflow of DSL development we introduce two types of
ontologies into the DSL development process: domain and system ontologies.

Purpose of domain ontology is to provide specification of conceptualization of
domain knowledge. Formal domain ontology could be seen as a static part of a
meta-model of a DSL, particularly a part of a CIM. Using formal ontologies as a part of
a CIM makes connections from CIM to Platform Independent Model (PIM) transparent
and methodical. We automate creation and maintenance of connections between CIM
and PIM by automatic generation of design templates of DSL meta-models from formal
domain ontologies. In our case (i.e. the CoCoViLa system extension), design templates
of a DSL meta-model are concept specifications that do not include specifications of
dynamic parts of a meta-model like axioms and equations (except binding, e.g. see
Table 1). These need to be added manually to the template.

Fig. 1. An example of the CoCoViLa modelling language
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Purpose of system ontology is formally describing the modelling language and the
system concepts (see Fig. 2 for a part of a class hierarchy).

We utilize the CoCoViLa system ontology in the implementation phase of a DSL.
Individuals of the system ontology classes together with their property values are used
to store knowledge about a particular DSL meta-model. It is important to notice that
domain ontology and the system ontology are linked to each other for this purpose.

4.2 Mapping Formal Domain Ontologies to DSL Meta-Models

For automatic transformation of formal domain ontologies to DSL meta-models cor-
responding mappings between a set of ontology representation language constructs and
a DSL modelling language constructs need to be defined. As depicted in Fig. 3, in our
case we need to provide mappings between a subset of OWL DL constructs and a
subset of the CoCoViLa modelling language constructs.

Both languages are declarative languages intended to be used for knowledge rep-
resentation. OWL DL semantics is given by DL [2] and the CoCoViLa modelling
language semantics is based on a subset of IPC [13]. DL enables to reason whether
domain ontology is consistent and complete. Expressive power of SSP used for
deciding about computational correctness of a program automatically generated from a
given specification is equivalent to IPC [13].

Since semantical basis of both languages is different, then some restrictive condi-
tions must be placed on domain ontology structure in order to ensure that it can be
properly transformed into a set of constructs of the CoCoViLa modelling language.
These restrictions mainly concern OWL constructs for object property characteristics,
property restrictions and complex classes that cannot be mapped to the CoCoViLa
language.

Fig. 3. Mapping formal domain ontology to the CoCoViLa language

Fig. 2. A fragment of system ontology (a screen shot of the Protégé ontology editor)
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Table 1. Mappings between OWL and the CoCoViLa modelling language constructs

(Continued)
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Semantic correspondence of mappings is given only indirectly via syntactic map-
pings in Table 1. Providing semantic mappings and a proof of the corresponding the-
orem are out of scope of this paper. In Table 1, OWL constructs that are allowed in the
CoCoViLa compatible ontologies are listed and mapping rules are provided. The given
mappings are used to automatically generate design templates of a DSL meta-model.
OWL constructs for what mappings are not defined are not allowed and the corre-
sponding OWL constructs are ignored in the automated model generation process.

Table 1. (Continued.)
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4.3 Implementation of the Approach

The approach takes into account important DSL development phases as follows: domain
analysis, design, implementation, deployment, testing and maintenance [11]. We sug-
gest using the iterative (agile) DSL development process that starts with building a core
of domain ontology by taking into account requirements of domain and a DSL. Domain
ontology is created according to an expert centric agile ontology development meth-
odology [8]. DSL design and implementation stages are supported by the tool that is an
extension to the existing CoCoViLa system and is also implemented in Java. The
implementation is designed to fit into general architecture of the CoCoViLa system. An
overall view of the structure of the extension is provided in Fig. 4.

Automatically generated templates of a DSL meta-model are implemented as Java
classes. For each concept specification from a template, the corresponding Java class is
generated. Java classes including concept specifications can be manually enhanced
with necessary equations and axioms. In addition, these Java classes may contain Java
methods that are the realizations of axioms described in the concept specification.
Currently, for each DSL its meta-model ontology is created that imports the CoCoViLa
system and domain ontologies. It also contains the DSL specific instances (ABox).
Consistency of the DSL meta-model ontology is checked by using OWL DL inference
provided by Apache Jena.2 When loading the DSL, its meta-model ontology is
dynamically loaded and SPARQL3 queries are used to find definitions of elements of

Fig. 4. A general view of the implementation of the approach

2 https://jena.apache.org/.
3 http://www.w3.org/TR/sparql11-query/.
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the diagrammatical language and other DSL components in order to insert information
about them to the internal computational model of CoCoViLa. After that, the visual
part of the DSL is shown in the CoCoViLa DSL window and the DSL is ready to be
used by application developers.

5 Evaluation

5.1 A Problem: IT Security Risk Analysis

In order to solve IT security risk analysis problems, a threat modelling tool could be
useful. One of the ways to build a threat modelling tool is to develop a DSL for creation
of attack simulations using ontological modelling of security knowledge, dynamic
attack tree generation techniques and probabilistic models of threat agent behavior. In
order to build a particular threat modelling tool following the DSL development
approach presented in this paper, we adapted the multi-parameter attack tree method
proposed in [3]. Attack trees according to this method are used to estimate the cost and
the success probability of attacks. Elementary game theory is used to decide whether
the system under protection is a realistic target for gain-oriented attackers.

In the following example that is adapted from [3] a threat analysis for forestalling
release is considered. This threat is related to the situation where a competitor of an IT
company steals the developed source code and completes it to own product.

5.2 Development of a DSL for the IT Security Risk Analysis Domain

A visual DSL was developed for IT security risk analysis with attack trees method-
ology. The DSL consists of components to model attack trees and to perform com-
putations on the trees. An attack tree is basically an AND-OR tree that consists of three
types of components (nodes) – leaves (atomic threats where there are estimated values
for attack parameters), AND-nodes representing complex attacks that are considered
successful when all sub-trees are successful, and OR-nodes representing complex
attacks that are considered successful when any of the sub-attacks is successful. In
addition to the components used for specifying attack trees, there are two additional
components required as follows: a simulator component that performs computations on
the attack tree models and a visualized component for displaying results.

Formal Ontology of IT Risk Analysis for the Forestalling Release Domain. There
are several events necessary for a forestalling release that we consider as domain
knowledge. By the attack analysis method that we use, an attack is seen as a game
played by the rational attackers and the game is to be profitable for them. In order to
decide about the profitability, there are several characteristics related to threat events to
be taken into account by the attack game. These constitute domain knowledge related
to the particular threat analysis method. Both types of domain knowledge are captured
in formal domain ontology of IT security risk analysis. As a result, domain ontology of
the forestalling release domain consists of taxonomy of disjoint classes of threat events.
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Threat events have associated characteristics needed for the attack game. These are
described by data properties which domain is the Threat_event class. Main direct
subclasses of the Threat_event class and data properties that are inherited by its
subclasses are shown in Fig. 5.

Generation of DSL Design Templates. According to the given domain ontology and
the transformations given in Table 1, the DSL design templates are automatically
generated (see a fragment of automatically generated code in Fig. 6).

Enhancement of DSL Design Templates and DSL Meta-model Ontology. The
DSL implementation involves an enhancement of design templates, if necessary. For
example, equations used for calculating parameters of an attack game are added to the
Threat_event specification.

In the DSL meta-model ontology, Threat_event is declared as a subclass of the
class Metaclass from the system ontology. For each subclass of the Threat_e-
vent class an instance and links to the corresponding VisualClass instances are
created for capturing diagrammatical part of the DSL. Instances of the VisualClass
class become components of the attack tree diagram. The DSL is implemented so that
the same threat analysis method can be used for different IT risk analysis domains by
importing different domain ontologies to the DSL meta-model ontology. The DSL will
then be automatically aligned with new domain ontology.

Fig. 5. The forestalling release domain ontology (a screen shot of the Protégé ontology editor)

Fig. 6. A fragment of generated DSL meta-model in the CoCoViLa modelling language
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5.3 Analysis of the Evaluation of the Approach

According to the evaluation of the approach by developing a DSL for the IT security
risk analysis domain, we identify the following advantages of the approach:

• Since domain analysis is done by developing formal domain ontology, then DL
reasoning services can be used for validation of domain models.

• Alignment of formal domain ontologies with DSL meta-models makes it possible to
automatically propagate changes in ontology to a DSL i.e. capture the evolution of a
domain. It also allows detecting and avoiding errors.

• Formal consistency checking of domain knowledge and a DSL meta-model
ontology using DL inference. This is also useful for debugging DSL meta-models.
In addition, other resources (e.g. images, multi-media, linked data etc.) could be
linked to a DSL meta-model and used as components of a DSL.

• Separation of different kinds of knowledge about the system, domain and a DSL
into modular OWL ontologies makes the knowledge more reusable.

However, as our approach is implemented as an extension to the existing Co-
CoViLa system only partial automation of mapping domain ontology to a DSL
meta-model can be provided. Another issue is related to productivity of the DSL
development process. We did not provide any productivity analysis yet. We think that
there might be problems of creation of formal domain ontologies as ontology engi-
neering techniques do not constitute a part of existing traditional software development
methodologies. This may create initial complexity.

6 Conclusion

In this paper, we presented an approach that introduces formal domain ontologies into
the DSL development process and allows to automatically generate design templates of
a DSL meta-model that are consistent with a given domain ontology represented in
OWL DL. The approach was implemented as an extension to the CoCoViLa system.
The provided method was tested by developing the DSL for IT risk analysis domain.

Our approach creates the following benefits: formal consistency checking of
domain knowledge and a DSL meta-model ontology, automatic generation of design
templates of a DSL meta-model and capture of evolution of the domain in a DSL.

Our future work will be related to integrating rules represented in Semantic Web
Rule Language (SWRL)4 to the framework. Rules combined with ontology will allow
us to model behavioral aspects (e.g. equations) of a domain and perform corresponding
transformations from SWRL to the CoCoViLa modelling language.

Acknowledgements. This research was supported by Estonian Research Council institutional
research grant no. IUT33-13, and by the ERDF through the ITC project MBJSDT and Estonian
national CoE project EXCS.

4 http://www.w3.org/Submission/SWRL/.
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Abstract. This paper addresses a high level semantic integration of software ar-
tefacts for the development of Domain Specific Languages (DSL). The solution 
presented in the paper utilizes a concept of DSL meta-model ontology that is 
defined in the paper as consisting of a system ontology linked to one or more 
domain ontologies. It enables dynamic semantic integration of software arte-
facts for the composition of a DSL meta-model. The approach is prototypically 
implemented in Java as an extension to the DSL development tool CoCoViLa. 

Keywords: Semantic interoperability · Semantic integration · Ontology-based 
modelling · DSL meta-models · DSL development 

1 Introduction 

Domain Specific Languages (DSLs) have been used for a long time in order to short-
en the software development lifecycle and make it cost effective in a particular do-
main of interest. There are many well-known DSLs available like XML for describing 
data, HTML to mark-up web documents, Structured Query Language (SQL) for que-
rying relational databases, etc. There are also DSLs that are more specific like 
WebDSL [4] and the Modelica modelling language [2]. In order to create a DSL, 
several tools have been developed. For example, Xtext1, MS Visual Studio2, Metae-
dit3, and CoCoViLa4 are tools that enable the development of a DSL. However, issues 
related to the integration of these tools and the corresponding DSL meta-models are 
not entirely solved. 

Currently, tools are in many cases integrated on the basis of XML or UML profile 
SysML or via given transformations of different software artefacts related to DSL 
models so that models can be imported or exported among tools. However, these re-
presentations of software artefacts or corresponding metadata do not formally and 
explicitly capture semantics of described artefacts. Although model transformations 
represent semantics, it is encoded into the set of transformation rules. 
                                                           
1  http://www.eclipse.org/Xtext 
2  https://www.visualstudio.com/ 
3  http://www.metacase.com/mep/ 
4  http://cocovila.github.io/ 
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In this paper, we provide a new approach to integration of software artefacts for 
DSL development using the semantic representation of software artefacts in the form 
of linked formal ontologies described in Ontology Web Language (OWL) [9]. The 
role of OWL is to serve as a common language for representation of semantics of 
software artefacts. 

Novelty of our approach is twofold: the semantic integration of distributed soft-
ware artefacts into a coherent DSL meta-model as well as the simplification of the 
development lifecycle and evolution of a DSL. In addition, our method also facilitates 
the semantic integration between DSL meta-models created by different DSL devel-
opment tools in the case there exists a commitment by software developers to use a 
common top level system ontology or to explicitly define and make available the 
system ontology of their tool.  

The approach presented in this paper is prototypically implemented as an extension 
to the DSL development tool CoCoViLa [7]. It allows an automatic generation of 
executable Java programs according to a DSL meta-model and a specification of an 
application expressed in the corresponding DSL. In this paper and in CoCoViLa, the 
term DSL is used to denote a specific type of DSLs i.e. Domain Specific Modelling 
Languages. However, our approach is general enough to be applied for the develop-
ment of different kinds of DSLs. 

The rest of the paper is structured as follows. Section 2 is devoted to the related 
work and Section 3 provides background knowledge about the DSL development 
process with CoCoViLa. In Section 4, our new approach for semantic integration of 
software artefacts is presented. Section 5 provides an overview of a system architec-
ture supporting the approach. Section 6 concludes the paper. 

2 Related Work 

Ontologies are used in the existing ontology driven software engineering methodolo-
gies in several ways. In general, they are mostly used for the consistency checking of 
software models and as tools for representing model transformations [13, 14]. Anoth-
er trend is to integrate ontologies to the OMG meta-pyramid of MDA [15] and to the 
Ecore meta-meta-model of the Eclipse Modelling Framework [5] in order to provide 
meta-meta-model for modelling DSL languages [14, 16]. 

Research that is tightly related to the approach provided in this paper express two 
views. From the modelling point of view, semantic search and composition of models 
of software components [6] are important. From the technical point of view, integra-
tion of OWL and Java is essential. For example, a hybrid modelling approach that 
enables software models partially developed in Java and in OWL is given in [12]. 

However, to the best of our knowledge we do not know the DSL development ap-
proaches that use linked ontologies for semantic integration of software artefacts and 
for dynamic building of DSL meta-models as presented in this paper. 
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3 Background: the DSL Development Process with CoCoViLa 

The CoCoViLa system supports the CoCoViLa modelling language that consists of 
visual and declarative languages for developing DSLs for domains, where scientific 
and engineering computations play an important role. Expected users of the CoCoVi-
La modelling language are DSL designers, who create a meta-model of a DSL for a 
particular domain. The syntax of the full CoCoViLa modelling language is presented 
in [3]. The CoCoViLa tool was successfully used for the development of different 
DSLs in the domains of simulation of hydraulic systems as well as simulations of 
security measures for banking and communication networks [7]. 

 
Fig. 1. The meta-pyramid of models based on the CoCoViLa language and tool 

In Fig. 1, the current DSL development process with the CoCoViLa system is  
explained using the OMG MDA terminology [11] and its modelling pyramid. Exten-
sions that constitute the core of this paper are presented in the next sections. 

The CoCoViLa modelling language (on the level M3 in Fig. 1) enables to describe 
meta-models that define DSLs for various domains. Application specific models are 
created by DSL users. These models of the level M1 are automatically transformed to 
the corresponding valid logical representation in order to use the method of automatic 
construction of algorithm of a program [8] and for efficient generation of the corres-
ponding Java source code. The CoCoViLa tool is implemented in Java; therefore the 
system by default allows generating the Java code directly from an application specif-
ic model. Other platform dependent code can be generated from the Java source code. 

In Fig. 1, a DSL is created manually taking into account users’ requirements and 
domain knowledge. This corresponds to the previous method of DSL development 
with CoCoViLa that did not include any special requirements concerning the repre-
sentation of domain models to be used. In practice, informal methods were used. 

Recently, (in [10]) we have presented a method that allows formal domain ontolo-
gies presented in OWL to automatically transform to design templates of a DSL meta-
model in order to partially automate the DSL development process with CoCoViLa. 
The current paper takes these transformations into account when extending the origi-
nal architecture of the CoCoViLa tool.  
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4 Semantic Integration of Software Artefacts 

In order to semantically describe software artefacts used for the development and 
implementation of a DSL and its meta-model, we use OWL ontologies that are widely 
utilized in semantic web technological space and supported by well-known standards 
by W3C. One of the effects of using semantic web standards is an opportunity to se-
mantically describe DSL artefacts and to link software artefacts developed by one 
modelling tool to artefacts developed by other modelling tools or systems in a distri-
buted way over the Web. Another effect is possibility to use Description Logics (DL) 
reasoning facilities [1] as ontologies are represented in OWL [9]. 

4.1 The Concept of DSL Meta-Model Ontology 

Central to our approach to integration of software artefacts is the notion of DSL meta-
model ontology. We define a DSL meta-model ontology as a formal ontology that 
links together the system ontology and one or more domain ontologies as well as may 
include links to external software artefacts on the Web (see Fig. 2). In this paper, we 
consider software artefacts that are needed for the DSL development and application 
processes. These are for example several types of components of a DSL meta-model 
like CoCoViLa specifications, Java classes from Java libraries, diagrams and their 
elements, application packages, the Java source code, etc. 
 

 
Fig. 2. The concept of DSL meta-model ontology 

The System ontology formally describes concepts of a particular modelling lan-
guage and the corresponding software system as well as relationships among them. 
For example, the CoCoViLa system ontology includes concepts like JavaClass, 
MetaClass, ConceptSpecification, etc. 



 Ontology-Based 

The Domain ontology pr
For example, the geometry 
Rectangle, etc.  

The DSL meta-model o
facts for DSL development
system ontology may be re
mentation relationship or th
development. In addition, 
nents of models created b
availability of the system o
sistency of a DSL meta-mo

4.2 The CoCoViLa Sys

We now explain how the 
approach is implemented fo

The CoCoViLa system o
guage and system concepts 
of this ontology includes O
data properties. 

Fig. 3. A 

The ConceptSpecifi
cations that are textual spec
includes definitions of va
are used to facilitate auto

Integration of Software Artefacts for DSL Development 

rovides a specification of a conceptualization of a dom
domain ontology may contain concepts like 2DimSha

ontology facilitates semantic integration of software a
t and implementation. As shown in Fig. 2, concepts of 
elated to the concepts of domain ontology via the imp
hey may provide links to external resources used for D
a part of system ontology concepts may refer to com

by the other DSL development tools. This case requ
ontology of these external tools. In order to ensure the c
del ontology, DL reasoning services are used. 

stem Ontology 

previously described general ontology-based integrat
or a particular system i.e. the CoCoViLa modelling tool.
ontology formally describes the CoCoViLa modelling l
(see Fig. 3 for a part of this ontology). The current vers

OWL descriptions of 40 classes, 21 object properties and

fragment of the CoCoViLa system ontology  

ication class represents a collection of concept spec
cifications in the CoCoViLa modelling language. The la
ariables, constants, and relations. Concept specificati
omatic composition of an application. Individuals of 

313 

main. 
ape, 

arte-
f the 
ple-

DSL 
mpo-
uires 
con-

tion 
. 
lan-
sion 
d 16 

 

cifi-
atter 
ions  
the 



314 H.-M. Haav et al. 

ConceptSpecification class are related to the automatically generated Con-
ceptSpecificationTemplate class instances via the hasTemplate object 
property. 

Concept specification templates are restricted forms of concept specifications that 
do not include specifications of dynamic parts of a DSL meta-model like relations 
(except equality relation). These templates are automatically generated from class 
descriptions of domain ontology using transformation rules given in [10]. The corres-
ponding relationship is represented in ontology by the isGeneratedFrom object 
property that provides links to domain concepts used in a DSL meta-model. Concept 
specification templates can be later manually extended with the CoCoViLa language 
statements that could not be covered by transformations (e.g. equations and relations).  

Individuals of the MetaClass class are implemented on the basis of individuals 
of the ConceptSpecification class and Java. The corresponding relationship is 
expressed by the implements object property whose domain is the class MetaC-
lass that is a subclass of the class JavaClass collecting instances that are Java 
classes. The MetaClass class collects individuals that are Java classes and may 
contain Java methods that are realizations of relations described by the Con-
ceptSpecification class individuals. 

It is possible to use diagrammatical elements for a DSL development. Therefore, 
the CoCoViLa system ontology includes several classes for representing diagram 
elements as subclasses of the DiagramElement class. Individuals of these ele-
ments can come from external sources and be linked via URIs to the DSL meta-model 
ontology. However, diagrammatical language elements can be also created by the 
CoCoViLa class editor. 

For diagrammatical language of CoCoViLa the notion of a visual class is used. The 
VisualClass class is a subclass of the MetaClass class. Its individuals are the 
MetaClass class individuals that are extended with an image, ports and fields.  
The VisualClass class individuals have the data property hasIcon that could 
be URI to an image of an icon used for denoting a visual class on a toolbar of the 
CoCoViLa DSL window. 

4.3 An Example: the Geometry DSL Meta-Model Ontology 

Let us consider a simple example of the creation of a meta-model ontology for the 
Geometry DSL. In the following Fig. 4, a fragment of the geometry domain ontology 
is depicted. All the data property ranges in Fig. 4 are xsd:double. 

In order to create a DSL for calculations related to geometric shapes from the given 
domain ontology of geometric shapes, the CoCoViLa system ontology (see Fig. 3) 
and domain ontology (see Fig. 4) are imported to the Geometry DSL meta-model 
ontology. For each (or selected) domain ontology class a corresponding instance of 
the ConceptSpecificationTemplate class is created and linked to it via the 
isGeneratedFrom object property value. This object property value indicates 
from what domain ontology class the template is automatically generated. For exam-
ple, the following templates in Fig. 5 are generated from the OWL class Rectangle 
and its super-classes.  
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Fig. 4. Domain ontology of geometric shapes (a fragment) 

The generated concept specification template of the concept Rectangle can be 
manually completed by corresponding equations for calculating for example a value 
of the variable Diagonal. After that the template becomes the complete concept 
specification for the concept Rectangle that is related to its template via the  
hasTemplate object property value. 

 

Fig. 5. A part of a concept specification template in the CoCoViLa textual modelling language. 

 

Fig. 6. The DSL meta-model ontology classes and instances (a fragment) 
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Some of the Geometry DSL meta-model ontology classes and individuals are 
represented in Fig. 6. Functional style syntax5  is used in this figure, where the prefix 
“sys” denotes the CoCoViLa system ontology elements, the prefix “geo” denotes the 
geometry ontology elements and the prefix “meta” denotes the Geometry DSL meta-
model ontology elements. The Fig. 6 basically shows that the concept specification 
template CST1 is generated from the Rectangle class of the domain ontology and 
it is the template for the concept specification CS1 that is implemented by the visual 
class VC1. 

The DSL meta-model makes it possible to link other domains in the analogous 
way. The consistency of the DSL meta-model ontology is checked by using ontology 
inference provided by Apache Jena6.  

5 The System Architecture and its Prototypical Implementation 

In order to implement a DSL, the original CoCoViLa required a domain expert to 
transfer the knowledge and a programmer able to convert such informal representa-
tion of knowledge into Java classes and annotate these classes with concept specifica-
tions. Concept specifications include besides variables also functional dependencies 
related to concepts. The realizations of functional dependencies can be equations or 
Java methods implemented in corresponding Java classes. Steps related to the DSL 
application for solving a particular problem are mostly done automatically by the tool. 

The following Fig. 7 depicts the architecture of the CoCoViLa extension that is 
mainly related to the improvement of a DSL development while components of the 
previous system (about 80% of the whole system) are used for a DSL application.  

The CoCoViLa extension provides facilities for DSL designers to carry out the on-
tology-based DSL development process that enables the usage of existing formal 
domain ontologies in combination with the system ontology for a DSL construction. 

When loading a DSL, its meta-model ontology (created by DSL designers) is 
loaded and SPARQL7 queries are used to dynamically collect and semantically inte-
grate all metadata about artefacts of a DSL meta-model for instantiation of the com-
putational model. Afterwards, the DSL is ready to be used by application developers. 

Application developers build the problem specification using the DSL and translate 
it into the computational model with the help of the CoCoViLa tool. Applying a set of 
Jena rules enables to extend the computational model with additional relations be-
tween concepts in the model. Components (re)used from the previous system are the 
following: a computational model, the planner, an algorithm and the generated Java 
code. For more details we refer to [7]. 

                                                           
5  http://www.w3.org/TR/2012/REC-owl2-syntax-20121211/ 
6  https://jena.apache.org/ 
7  http://www.w3.org/TR/sparql11-query/ 
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Fig. 7. The CoCoViLa architecture extended with ontology-based DSL development facilities 

Computational model is an internal representation of the computational problem 
and concept specifications. It is used as an input for the planner, a theorem prover, 
which considers the computational model as a logical theorem with axioms derived 
from the functional dependencies defined in the specification. Since the prover is 
based on intuitionistic logic, the solution to the specified computational problem, an 
algorithm, is extracted from the constructive proof. CoCoViLa generates the Java 
source code from the algorithm, compiles and executes it at runtime and immediately 
presents the result of the computation to the user. The generated code can be later 
(re)used, as it can be saved into the file system. 

6 Conclusion 

This work demonstrates applicability of formal ontologies for semantic integration of 
software artefacts for building DSL meta-models. Representing domain models and 
the system model as OWL ontologies and linking them together to form a unified 
DSL meta-model ontology makes it possible to effectively integrate software artefacts 
that constitute a DSL meta-model as well as link it with external resources over the 
Web. This facilitates dynamic loading (instantiation) of software artefacts of DSL 
meta-models to a DSL development tool. We have prototypically implemented our 
approach as an extension to the CoCoViLa DSL modelling tool. 

Using the DSL meta-model ontology makes it possible to automatically check its 
consistency using DL reasoning facilities used for debugging DSL meta-models. It is 
also easy to incorporate the domain terminology into the DSL at the early develop-
ment stages due to formalization of domain ontology. Our approach makes it is easy 
to capture the evolution of a domain in the DSL via automated transformations [10]. 
However, for semantic integration of artefacts from external tools and models, the 
approach requires the commitment to a common system ontology or availability of 
system ontologies of these tools.  
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Abstract. A method for modeling graded security is presented and its
application in the form of a hybrid expert system is described. The expert
system enables a user to select security measures in a rational way based
on the Pareto optimality computation using the dynamic programming
for finding points of Pareto optimality curve. The expert system provides
a rapid and fair security solution for a class of known information systems
at a high comfort level.

1 Introduction

Graded security measures have been in use for a long time in the high-risk areas
like nuclear waste depositories, radiation control etc. [1]. Also in cyber security,
it is reasonable to apply a methodology that enables one to select rational secu-
rity measures based on graded security, and taking into account the available re-
sources, instead of using only hard security constraints prescribed by standards.

It is well known that complete (100%) security of an information system is
impossible to achieve even with high costs. A common practice is to prescribe the
security requirements that have to be guaranteed with a sufficiently high degree
of confidence for various classes of information systems. This is the approach
of most security standards, e.g. [2]. However, a different approach is possible
when protecting a critical information infrastructure against the cyber attacks
– one may have a goal to provide the best possible defense with given amount
of resources (at the same time considering the standard requirements). This
approach requires a considerable amount of data that connects security measures
with required resources and security measures with provided degree of security.

Practically, only a coarse-grained security can be analyzed in such a way at
present, using a finite number of levels (security classes) as security metrics.
This is a basis of the graded security methodology. This approach has been
successfully applied in the banking security practice and included at least in
one security standard [3]. The ideas of graded security are based on the US
Department of Energy security model from 1999 [4] and its updated version
from 2006 [5].

The graded security model itself is intended for helping to determine a reason-
able set of needed security measures according to security requirements levels.

R. Setola and S. Geretshuber (Eds.): CRITIS 2008, LNCS 5508, pp. 279–286, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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However, in practice it can be the case that there are not enough resources to
achieve the baseline. In this case it is still desirable to invest the limited amount
of resources as effectively as possible, i.e. to find and apply an optimal set of
security measures.

The data required for estimating required resources and security measures can
be presented in the form of expert knowledge in an extendable expert system. At
present, this expert system can include at least the data that have been used in
the banking security design, in particular in a branch of the Swedish bank SEB.
Using an expert system has the advantage that it provides flexibility in selecting
the required values for the security analysis – the values can be selected based on
various input data, and even default values can be used in some non-critical places.

The present paper is organized as follows: the graded security model is pre-
sented in Section 2, the optimization method for finding a Pareto optimal curve
depending on available resources is described in Section 3, and Section 4 gives
a brief overview of the whole software system together with a demo example of
security analysis.

2 Graded Security Model

In the present section we briefly explain the basic concepts of the graded security
model: security goals, classes and measures as well as costs related to the security
measures. We use integrated security metrics for representing the overall security
of a system. We explain the way these entities are related.

Conventional goals of security are confidentiality, integrity, availability, and
non-repudiation. In this presentation, that is based mainly on banking security,
we use the following four slightly different security goals: confidentiality (C),
integrity (I), availability (A) and satisfying mission criticality (M). (The latter
two are in essence two aspects of availability.) The model can be extended by
including additional security goals. A finite number of levels are introduced for
each goal. At present, we use four levels 0, 1, 2, 3 for representing required
security, but the number of levels can vary for different measures. The lowest
level 0 denotes absence of requirements.

Security class of a system is determined by security requirements that have
to be satisfied. It is determined by assigning levels to goals, and is denoted by
respective tuple of pairs, e.g. C2I1A1M2 for the system that has second level of
confidentiality C, first level of integrity I etc.

To achieve the security goals, some security measures have to be taken. There
may be a large number of measures. It is reasonable to group them into se-
curity measures groups. Let us use the following nine groups in our simplified
examples which are based on an educational information assurance video game
CyberProtect [6]: user training (1), antivirus software (2), segmentation (3), re-
dundancy (4), backup (5), firewall (6), access control (7), intrusion detection (8),
and encryption (9).

The number of possible combinations of security levels for all security goals
is 44 = 256. This is the number of different security classes in our case, see
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Fig. 1. Security classes of graded security model

Fig. 1. A security class determines required security levels for each group of
security measures. Abstract security profile is an assignment of security levels
(0, 1, 2 or 3) to each group of security measures. Hence, in the present example,
we have totally 49 = 2621144 abstract security profiles to be considered. The
number of security measures groups may be larger in practice, e.g. 20. This
gives a big number of abstract security profiles – 420 for 20 groups. Knowing the
costs required for implementing security measures of any possible level, one can
calculate the costs of implementing a given abstract security profile.

After selecting security levels for a security measures group, one can find a
set of concrete measures to be taken. This information is kept in the knowledge
modules of the expert system of security measures, see Section 4.

It is assumed that, applying security measures, one achieves security goals
with some confidence. The security confidence li is described by a numeric value
between 0 and 100 for each group of security measures i = 1, . . . , n, where n is
the number of groups.

We describe overall security of a system by means of an integrated security
metrics – the security is evaluated by weighted mean security confidence S:

S =

n∑

i=1

aili ,

where li is security confidence of i-th security measures group, ai is a weight of
the i-th group, i = 1, . . . , n, and

n∑

i=1

ai = 1 .

Information about costs, required security measures and confidence levels
needed for calculations is presented in the expert system that will be described
in Section 4.

Graded security methodology as it is generally accepted, enables one to find
required security measures and costs for a given security class. We add also the
value of weighted mean security confidence S. Fig. 2(a) shows a usual graded
security solution: the value of S for given resources r, and also selected security
levels of security measures groups. The levels for the groups numbered from 1
to 9 are shown on the right side scale.
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3 Optimization Technique

Our expert system allows us to solve several security related optimization prob-
lems. First of all, it enables one to find an optimal security solution for given
resources, and to determine the reachable security class. This problem concerns
again only one value of resources, and can be illustrated by the same picture as
the conventional graded security problem (Fig. 2(a)).

To get a broader view of possible solutions, one should look at the optimal
security for many different values of usable resources. This service is provided
by our expert system by plotting a Pareto optimality tradeoff curve that binds
resources and the achievable security S. Fig. 2(b) shows this curve for an interval
of resources from r1 to r2. The last value of resources r2 can be easily calculated
as the resources required for getting the security class C4I4A4M4. The curve
shows also the respective security levels for selected security measures groups –
in the present case, for the groups number 1 and 4. The exhaustive search of
optimal solutions for q possible values of resources, n security measures groups
and k security levels requires testing (calculating weighted mean confidence) of
qkn points.

Building optimal solutions gradually, for 1, 2, . . . , n security measures groups
enables us to use discrete dynamic programming, and to reduce considerably the
search. Indeed, the fitness function S defined on intervals from i to j as

S(i, j) =

j∑

s=i

asls

is additive on the intervals, because from the definition of the function S we
have

S(1, n) = S(1, s) + S(s, n), 1 < s < n .

This means that one can build an optimal resource assignment to security mea-
sures groups gradually, as a path in the space with coordinates x1, x2, where
x1 equals to the number of security measures groups that have got resource (i.e.
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Fig. 2. Conventional graded security solution and Pareto optimality tradeoff curve
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x1 = s) and x2 equals to the amount of used units of resources. This algorithm
requires testing of q2nk points (q is number of possible values of resources, n is
number of security measures groups and k is number of security levels).

4 Security Expert System

A hybrid expert system with visual specification language for security system de-
scription has been built on the basis of a visual programming environmentCoCoV-
iLa [7]. The system includes knowledge modules (rule sets) in the form of decision
tables for handling expert knowledge of costs and gains, as well as for selecting se-
curity measures for each security group depending on the required security level.
Other components are an optimization program for calculation Pareto optimality
curve parameterizedby available resources, and a visual user interface for graphical
specification of the secured system, visual control of the solution process through
a GUI, and visualization of the results. These components are connected through
a visual composer that builds a Java program for each optimization problem, com-
piles and runs it on the request of the user, see Fig. 3.

Let us explain the usage of the expert system on the following simplified
example. We have nine security measures groups as given in Section 2. Two
groups – “user training” and “encryption” – have specific values of cost and
confidence related to security levels that must be given as an input. We can use
standard values of cost and confidence given in the expert knowledge modules
for other groups. We have to solve the problem in the context of banking and can
use resources measured in some units on the interval from 1 to 70. The security
class C2I1A1M2 is given as an input. The expected outcome is a graph that shows
the weighted mean security confidence depending on the resources that are used
in the best possible way. The graph should also indicate whether the security
goals specified by the security class can be achieved with the given amount of
resources. Besides that, the curves showing security confidence provided by user
training and redundancy must be shown.

The visual composer is provided by the CoCoViLa system that supports vi-
sual model-based software composition. The main window of the expert system
shown in Fig. 4 presents a complete description of the given problem. It in-
cludes also visual images of components of the expert system and a toolbar for

Vi

GUI
Optimizer

Visual composer

Knowledge modules

Fig. 3. Graded security expert system
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Fig. 4. Problem specification window

adding new components, if needed. In particular, new security measures groups
can be added by using the third and fourth button of the toolbar. Besides the
security measures groups there are three components – Optimizer, SecClass and
GraphVisualizer – shown in the window. The components in the main window
can be explicitly connected through ports. This allows us to show which val-
ues of security should be visualized (“user training” and “redundancy” in the
present case) etc. There are extended views of two security measures groups
– “user training” and “encryption” that have explicit values of costs and con-
fidence given as an input. Other groups use the standard values of costs and
confidence given in the expert knowledge modules as specified in the problem
description. The SecClass component is used for specifying security goals. Dur-
ing computations, this component also evaluates the abstract security profiles
calculated by the Optimizer against the actual security requirements using a
knowledge module from the expert system.

5 Optimization Results

As an example, in Fig. 5 there is a window showing the optimization results.
The upper curve (Confidence) represents the optimal value of weighted mean
security confidence depending on the resources that are used in the best possible
way. This curve is further divided into four parts to visualize to which degree the
optimal result satisfies the security requirements given by the security class. The
first part (black line) indicates the interval of resources where none of the four
(in our example) security goals can be achieved. The second part (grey line, three
separate segments) shows that at least one of the security goals is satisfied while
also at least one is not. The third part (thick black line) represents the amount of
resources that, when used optimally, would result in satisfying the requirements
exactly. One should note that this coincidence of the optimal security profile and



Graded Security Expert System 285

Fig. 5. Solutions window

the security requirements does not always exist. The last part of the graph (black
line, again) shows the amounts of resources that are more than is strictly needed
to satisfy the requirements. It is interesting to notice that on the interval of costs
from 36 to 45 units it is possible to satisfy all security goals, because already
spending 34 units enables one to do this. However, the solutions with highest
values of the weighted mean security confidence do not satisfy all security goals
on this interval.

The lower graphs indicate (on the right scale) the optimal levels of two mea-
sures groups corresponding to the given amount of resources. These graphs are
not necessarily monotonic as can be seen in this example at the resource values
35 and 36. When there are 35 units of resources available it is reasonable to
apply the measure “user training” at level 2. Having one more unit of resources
better overall security confidence level is achieved by taking all resources away
from “user training” and investing into the “redundancy” measures group to
achieve level 3.

6 Conclusions

The advantage of the expert system of the graded security is that it provides
a rapid security solution at a sufficiently high, although not 100%, confidence
level. Based on our previous experience, the graded security expert system allows
a typical security solution to be developed within approximately 8 hours, with
about half the time spent on security class identification and the other half on
manually analyzing available resources, accepted security risks, attack costs and
other optimization variables. Our method reduces the time for analysis to a few
seconds by automatic optimization and presenting a global view in the form of
a Pareto optimal solution. It includes:
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– graded security selection procedure that yields the security measures for a
given security class;

– high-level analysis of usage of resources for information security and accepted
risks based on advanced optimization technique.

We understand that wider application of this method will depend on the avail-
ability of expert knowledge that binds costs and security confidence values with
taken security measures. This knowledge can be collected only gradually, and
will depend on the type of the critical infrastructure that must be protected.
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ABSTRACT

A methodology of selection of security measures is pre-
sented and a prototype implementation in the form of
a hybrid expert system is described. This expert system
is applicable, first of all, in the security management.
It enables a user to select security measures in a ra-
tional way based on the Pareto optimality computation
using a discrete dynamic programming method. This
enables one to select rational countermeasures taking
into account the available resources instead of using only
hard constraints prescribed by standards. The prototype
expert system is presented that provides a rapid secu-
rity solution for a class of known information systems.
Coarse-grained security can be analyzed in such a way at
present, using a finite number of levels (security classes)
as security metrics. This is a basis of the graded security
methodology.

1. INTRODUCTION

Selection of security measures is a complex problem due
to the fact that multiple objectives must be achieved at
the same time. Considering data security, the security
goals can be confidentiality, integrity and availability.
Besides that, a security officer may want to keep costs
reasonably low from one side, and reach the security
goals with as high confidence as possible. Low cost and
high confidence are two universal goals. The complexity
has been an obstacle to finding optimal solutions for
the security management problem. Another obstacle has
been the absence of reliable metrics for measuring the
said goals1.

1“Good metrics are those that are SMART, i.e. specific, measurable,
attainable, repeatable, and time-dependent, according to George Jelen
of the International Systems Security Engineering Association [1].
Truly useful metrics indicate the degree to which security goals, such
as data confidentiality, are being met, and they drive actions taken to
improve an organization’s overall security program [2].”

Graded approach has been applied earlier in standards
covering areas other than information security [3]. In re-
cent years a graded security method has been developed
and used in a number of areas, not necessarily in informa-
tion assurance [4]. This method relies on a coarse-grained
metrics for the security goals and achieved confidences.
It is successfully applied as a basis for security standards
that prescribe concrete security measures for achieving a
required level of confidence for each security goal [5, 6].
The method is not immediately applicable for finding an
optimal solution of the security problem.

We are going here to use the metrics of the graded secu-
rity method and build a model that binds taken security
measures with costs and confidences of achieving the
goals. We introduce a fitness function that presents by
one numeric value the integral confidence of achieving
the security goals. This allows us to formulate a prob-
lem of selecting security measures as an optimization
problem in precise terms. However, we still have two
goals: to minimize the costs and to maximize the integral
security confidence. This problem will be solved by
means of building a Pareto optimality tradeoff curve
that explicitly shows the relation between used resources
and security confidence. Then, knowing the available
resources, one can find the best possible security level
that can be achieved with the resources and find the
security measures to be taken. From the other side –
if the required security level is given one can find the
resources needed and the measures that have to be taken.
This requires solving an optimization problem for each
value of resources. As the number of possible security
measures (that are in principle the independent variables
of the optimization problem) is large, we have grouped
the measures into security measures groups that will be
characterized by security confidence levels. Taking the
confidence levels of the groups as independent variables,
we get an optimization problem of a reasonable size
that can be solved by means of a discrete dynamic
programming method.978-1-4244-2677-5/08/$25.00 c© 2008 IEEE
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The presented method of finding optimal security mea-
sures is in principle applicable in different situations, in
particular, for designing overall security of a commu-
nication network, for designing a security of a critical
information infrastructure of a bank etc. However, the
method requires considerable amount of data that bind
costs and confidences with security measures groups as
well as expert knowledge that binds concrete security
measures with a selected security confidence require-
ments level of a group. In the end of the present paper
we give an example of an expert system developed for
banking security that has the data and has been used
for experimenting. Most of the expert knowledge of this
kind can be extracted from standards or internal security
policies of the bank or other organization that must have
them before trying to optimize the security.

2. GRADED SECURITY MODEL

In the present section we briefly explain the basic con-
cepts of the graded security model that gives functional
dependencies for our optimization method. We are go-
ing to use integrated security metrics for representing
the overall security of a system. Conventional goals of
security are confidentiality (C), integrity (I), availability
(A), and non-repudiation (N). The model can be extended
by including additional security goals. A finite number
of security levels are introduced for each goal. This
is a coarse-grained metrics, but the only available in
this context at present. We use four levels 0, 1, 2, 3
for representing required security, but the number of
levels can vary for different measures. The lowest level 0
denotes absence of special protective measures. Security
class of a system is determined by security requirements
that have to be satisfied. It is determined by assigning
levels to goals, and is denoted by a respective tuple of
pairs, e.g. C2I1A1N2 for the system that has second
level of confidentiality C, first level of integrity I and
availability A and second level of non-repudiation N.

To achieve the security goals, proper security measures
have to be taken. There may be a large number (hun-
dreds) of measures. It is reasonable to group them into
security measures groups g1, g2, . . . , gn. The grouping
should be done in such a way that measures of one and
the same group will be always used for achieving one and
the same level of security. We will need a function f that
produces a set of required security measures f(l, g) for
a given security measures group g and a security level l
of the group.

A security class determines the required security level for
each group of security measures. Let us denote by s a re-
spective function that produces a security level s(c, g) for
a group g when the security class is c. Abstract security
profile is an assignment of security levels (0, 1, 2 or 3) to
each group of security measures. This can be expressed
by the tuple p = (s(c, g1), s(c, g2), . . . , s(c, gn)), where
p denotes the abstract security profile an the elements
of the tuple p are indexed and appear in the tuple
in the same order as the groups of security measures
g1, g2, . . . , gn have been indexed.

For n security measures groups we have totally 4n

abstract security profiles to be considered. The number
of security measures groups may be in practice up
to 20 or even more. This gives a number of abstract
security profiles: 420. (If we had considered all security
measures without grouping them, then we had got an
incomprehensibly large number of security profiles – 4k,
where k is several hundreds.)

Knowing the cost function h that gives the costs h(l, g)
required for implementing security measures of a group g
for a level l, one can calculate the costs of implementing
a given abstract security profile:

costs(p) =
n∑

i=1

h(li, gi), where p = (l1, l2, . . . , ln) .

Our goal is to keep the value costs(p) as low as possible.

The information for calculating values of functions f , h,
c and s should be kept in the knowledge modules of an
expert system of security measures.

It is assumed that, applying security measures, one
achieves security goals with some confidence. The secu-
rity confidence q of a group g that satisfies the security
level l is given by a function q(l, g) and it is a numeric
value between 0 and 100 for each group of security
measures.

We describe overall security of a system by means
of an integrated security metrics that is a weighted
mean security confidence S, called also integral security
confidence:

S =
n∑

i=1

aiqi ,

where qi is security confidence of the i-th security
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measures group, ai is a weight of the i-th group, and
n∑

i=1

ai = 1 .

In the simplest case ai = 1/n, and the integral security
confidence is the average confidence of security measures
groups. Also the information about the weights ai, as
well as about the function q must be presented in an
expert system.

3. OPTIMIZATION TECHNIQUE

Now we can formulate an optimization problem as
follows: “find the abstract security profile p with the
best (highest) value of integral security confidence S for
given amount of resources r, so that costs(p) ≤ r .” We
have introduced all functions needed for calculating S
and costs in the previous section. Independent variables
whose values have to be found by optimization are the
security levels assigned to security measures groups:
l1, l2, . . . , ln. If the security class c is given, then the
solution has to satisfy also the constraints

li ≥ s(ci, gi), i = 1, 2, . . . , n .

Remark. The graded security model presented in Sec-
tion 2 is usually used for finding (for a given security
class) the required security levels of security measures
groups and respective costs and concrete measures to
be taken. This problem is considerably simpler that the
optimization problem considered here.

Let us solve the optimization problem in the general
case when also a security class is given. First, a security
class prescribes only minimal security requirements and
respectively – spending of some minimal amount of
resources rmin. It is easy to calculate also resources rmax

that can be reasonably spent for achieving the maximal
possible integrated security level –

Smax =
n∑

i=1

aiqmax i ,

where qmax i is maximal security confidence of the i-th
group of security measures.

Applying some resources between the values rmin and
rmax, one can get better security in a rational way. Now
we have an optimization problem with two goals: to
minimize resources on the interval [rmin, rmax] and to

resources

security

Pareto Optimality
Tradeoff Curve

rmin rmax

Figure 1. Search of optimal security along resource
dimension

maximize security, guaranteeing at least the levels pre-
scribed by a given security class. We reduce this problem
to a simpler one that will be solved many times. We
find an optimal security solution – the solution that has
maximal value of S, for a fixed value of resources. We
repeat this optimization for as many values of resources
as needed. In this way we get a curve that shows the best
possible value of fitness function S for every value of
resources used, see Fig. 1. This curve is called a Pareto
optimality tradeoff curve for resources and security. In
the case when the minimal security requirements are not
strict for security measures groups, it is reasonable to
compute Pareto optimality even for resources less than
rmin. This can be done, if the optimization procedure is
sufficiently fast, like in our case.

The exhaustive search of optimal solutions for m possible
values of resources, n security measures groups and
k security levels requires testing (calculating weighted
mean confidentiality) of mkn points.

Building optimal solutions gradually, for 1, 2, . . . , n se-
curity measures groups enables us to use discrete dy-
namic programming, and to reduce considerably the
search. Indeed, the fitness function S defined on intervals
from j to k as

S(j, k) =
k∑

i=j

aili ,

is additive on the intervals, because from the definition
of the function S we have

S(1, n) = S(1, k) + S(k, n) .
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Figure 2. Resource assignment by means of discrete
dynamic programming

This means that one can build an optimal resource as-
signment to security measures groups gradually, as a path
in the space with coordinates x1, x2, where x1 equals to
the number of security measures groups that have got re-
source (i.e. x1 = k) and x2 equals to the amount of used
units of resources (1, 2, . . . , 1000 in our example). The
discrete dynamic programming method requires using of
a finite number of values of a resource (x2). This number
of values depends on the precision that is required. A
precision that can be achieved using expert knowledge
is not very high, usually a hundred points is sufficient.
As our optimization procedure works sufficiently fast
we are using 1000 points. Fig. 2 shows a search step,
where known optimal partial solutions (assignments of
resources to already tested security measures groups) are
the paths from initial state a (where no resources are
assigned) to intermediate states s1, . . . , sv. The aim is to
find one step longer optimal paths from a to the states
t1, . . . , tw that follow the states s1, . . . , sv. This can be
done for each step by trying out all possible continuations
of the given partial optimal paths to s1, . . . , sv as shown
in Fig. 2. This algorithm requires testing of m2n points
(m is number of possible values of resources, n is
number of security measures groups).

In Fig. 3 it is shown how the number of search steps
(and consequently search time) depends on the number
of security measures groups for the number of groups up
to 10. Our method has linear complexity, the search time
grows linearly with the number of groups. The time for
exhaustive search grows exponentially.
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4. APPLICATION EXAMPLE

We have developed a prototype of a security expert
system for selecting security measures in banking. This
expert system has been developed in a visual program-
ming environment CoCoViLa [8]. Let us explain its
functioning on an example. Here we use the following
four security goals: confidentiality (C), integrity (I),
availability (A) and satisfying mission criticality (M). We
use the following nine security measures groups in our
simplified example which are based on an educational
information assurance video game CyberProtect [7]:

• firewall,
• access control,
• intrusion detection,
• encryption,
• user training,
• antivirus software,
• segmentation,
• redundancy,
• backup.

After selecting security levels for a security measures
group, one can find a set of concrete measures to be
taken. For example, in the case of the security level 1
for the group “User training” the following measures can
be found from the expert system:

• New employees must be instructed for security –
procedures and practice must be explained.

• An employee must know security related rights and
obligations, must understand security practice, know
about handling of passwords and keys.
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• An employee must be instructed about security regu-
lations and should be motivated to follow the regula-
tions. Help about security must be available for all IS
users.

The main window of the expert system is presented in
Fig. 4. A menu bar in the upper part of the window
provides buttons for building a visual specification of
the problem to be solved. These are buttons for adding
different kinds of components, and tools for manipulating
components on the scheme and connecting components
through ports. From left to right the buttons are:

• selection tool,
• connection line,
• simple security measures group (uses default values

defined by its name and current context),
• expanded security measures group with explicit values,
• brute-force optimizer,
• dynamic programming optimizer,
• simple graph,
• multiple graphs,
• security class evaluator,
• extended security class evaluator.

The window includes a visual specification of our prob-
lem. The specification is a scheme where components
are security measures groups and other software com-
ponents that are used for solving the problem. The
scheme has been composed gradually by adding and
connecting new components and editing properties of
the components. In the given scheme we see images
of all security measures groups. Besides the security
measures groups there are three components Optimizer,
SecClass and GraphVisualizer shown in the scheme. Two
groups “User training” and “Encryption” are represented
by expanded components that have specific values of
cost and confidence related to security levels explicitly
given as an input. Standard values of cost and confidence
are used for other groups. They are given in the expert
knowledge modules. We have to solve the problem in
the context of banking and can use resources measured
in some units on the interval from 1 to 70 that is shown
in the Optimizer block. The security class C2I1A1M2
is given as a separate block as well. Some blocks in the
main window are connected through ports. This allows
us to show which values of security should be visualized
(“User training” and “Redundancy” in the present case)
etc. The expected outcome is a graph produced by the
GraphVisualizer that shows the weighted mean security
confidence depending on the resources that are used in

the best possible way. The graph should also indicate
whether the security goals specified by the security class
can be achieved with the given amount of resources.
Besides that, the curves showing security confidence
provided by user training and redundancy will be shown,
see the respective connection lines between the visual
images.

5. OPTIMIZATION RESULTS

In Fig. 5 there is a window showing the optimization
results. The upper curve (Confidence) represents the
optimal value of weighted mean security confidence
depending on the resources that are used in the best
possible way. This curve is further divided into four parts
to visualize to which degree the optimal result satisfies
the security requirements given by the security class.
The first part (thin black line for the costs up to 27)
indicates the interval of resources where none of the
four (in our example) security goals can be achieved.
The second part (thin grey line, three separate segments)
shows that at least one of the security goals is satisfied
while also at least one is not. The third part (thick black
line) represents the amount of resources that, when used
optimally, would result in satisfying the requirements
exactly. One should note that this coincidence of the
optimal security profile and the security requirements
does not always exist. The last part of the graph (thin
black line, again) shows the amounts of resources that are
more than is strictly needed to satisfy the requirements.
It is interesting to notice that on the interval of costs
from 36 to 45 units it is possible to satisfy all security
goals, because already spending 34 units enables one to
do this. However, the solutions with highest values of
the weighted mean security confidence do not satisfy all
security goals on this interval.

The lower graphs indicate (on the scale shown on the
right) the optimal levels of two measures groups corre-
sponding to the given amount of resources. These graphs
are not necessarily monotonic as can be seen in this
example at the resource values 35 and 36. When there are
35 units of resources available it is reasonable to apply
the measure “User training” at level 2. Having one more
unit of resources, a better overall security confidence
level is achieved by taking all resources away from “User
training” and investing into the “Redundancy” measures
group to achieve level 3.

5 of 7



HelpOptionsSchemePackageViewEditFile

optimization

100%

471, 10

Cost Confidence
0
4
8
12

0
30
60
65

User training

Redundancy

Access control

Antivirus software

Backup

Segmentation

Cost Confidence
0
2
4
7

0
60
80
95

Encryption

Firewall

Intrusion detection

DDP Optimizer

Context:

Resources:
min max

1 70

Banking

y

levels

s SecClass: 

s
C2I1A1M2

S E BF DP SC1 SC2

Figure 4. Main window of security expert system

Confidence  Redundancy User training

0 5 10 15 20 25 30 35 40 45 50 55 60 65 70
Costs

0
5

10
15
20
25
30
35
40
45
50
55
60
65
70
75
80
85

C
on

fi
de

nc
e 

 

0

1

2

3

4

5

6

L
evel index

Figure 5. Solution of the problem

6 of 7



6. CONCLUDING REMARKS

In the present work we have developed a method for
systematic design of a security solution of an information
or communication system, and the method is explained
on an example from the banking security. The method
relies on a graded security model used in practice in
different applications. The novelty of the method is,
first, the usage of an advanced optimization technique
based on discrete dynamic programming and, second,
the output of many alternative solutions in the form of a
Pareto optimality tradeoff curve that enables the user to
select the best security solution depending on availability
of resources.

Another novelty is introduction and usage of an integral
security measure in the form of a weighted mean secu-
rity confidence. The method performs security situation
analysis using coarse-grained metrics for security levels
of partial solutions (security measures groups) from one
side, and an integrated security metrics in the form
of weighted mean security confidence from the other
side. A tool developed as a prototype supports visual
presentation of a general view of a security situation
and enables one to perform the situation analysis on
different levels of details, e.g. using standard functions
of confidences and costs or presenting them as additional
inputs. Time required for automated analysis, when a set
of input data is given, is only a few seconds. This enables
one to perform the analysis rapidly for many different
assumptions.

We understand that wider application of this method
will depend on the availability of expert knowledge that
binds costs and security confidence values with taken
security measures. This knowledge can be collected only
gradually, and will depend on the type of the critical
infrastructure that must be protected. However, our ex-
pectation is that more expert knowledge will be collected
when interactive analysis applications with graphical user
interface such as the prototype presented in this paper
become available.
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ABSTRACT

A method is described that takes into account the invest-
ments done in the security and/or achieved security con-
fidence in planning new security measures. The method
uses new integral security metrics and the well-known
graded security model. A precondition for the application
of this method is the availability of expert knowledge
or statistical data for the model in use that describes a
class of situations where the analyzed security situation
belongs to. For a number of situations at present, this
information has been extracted from standards of graded
security. For specific military communications applica-
tions the data must be collected from a log analysis of
characteristic attacks and security reports, as well as by
the traditional knowledge acquisition means.

1. INTRODUCTION

The security situation in cyber space is changing rapidly.
This requires continuous analysis of security situations
and continuous security management: selection of se-
curity measures, planning of investments for security
measures groups. Our goal is to provide a method for
planning security measures not only for a fixed time
point, but to do this for a longer time period, possibly, in-
vesting into the security gradually. This paper presents a
method that is an extension of the Pareto-optimal security
situation analysis implemented in an expert system [4]. It
takes into account the legacy systems and security levels
achieved by means of former investments. This enables
one to plan the usage of resources considering evolving
security situations over a longer time period.

Comprehensive security planning is a complex task.
This can be seen from the complexity of standards and
requirements like Common Criteria [7] or ISKE [1].
Standards prescribe minimal required measures, and usu-
ally do not include economic parameters—the costs of

implementing the security measures. A detailed cost-
benefit analysis of cyber security [2] may require months.
An alternative approach is to manage security on the
basis of security requirements. It is efficient, if reason-
ably good expert knowledge of security requirements and
goals is available. We have taken this approach.

A well-known graded security methodology [6, 8] is
based on a comprehensive but coarse grained model, and
provides a way of planning security and calculating costs.
In our paper [4] we have shown how to use the graded
security model for finding optimal solutions depending
on the given security situation. However, a description of
a situation there reflects neither the investments already
done into security nor the levels of security already
achieved. Based on the application of a discrete dy-
namic programming method described in [5], one can
solve rather complex security optimization problems on
ordinary PCs and laptops. This enabled us to extend the
optimization method for longer time intervals, solving
the optimization problem stepwise.

This paper is organized as follows. In the next section we
present briefly the graded security method that provides
the functional dependencies needed for calculations. A
separate section (Section 3) is devoted to the discussion
of the integral security metrics needed for comparing
the solutions. These metrics were introduced for the first
time in [4]. The following Section 4 includes a brief
description of the software used for making calculations.
Section 5 includes a discussion of the influence of the
legacy security on new security solutions. It presents
formulas needed for planning evolving security mea-
sures. Section 6 includes descriptions of solvable legacy
security problems and some solutions.
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2. GRADED SECURITY MODEL

Here we briefly introduce variables and functions used
in the graded security model. The overall security of a
system is described by a security class. It shows how
the security goals (confidentiality, integrity, availability,
. . . ) are satisfied. It is determined by assigning security
levels to security goals, and is denoted by a respective
tuple of pairs, e.g., C2I1A1M2 for the system that has
the second level of confidentiality C, the first level of
integrity I etc.

To achieve the security goals, proper security measures
have to be taken. There may be a large number (hun-
dreds) of measures. It is reasonable to group them into
security measures groups g1, g2, . . . , gn. The grouping
should be done in such a way that measures of one and
the same group will always be used for achieving one
and the same level of security. One uses a function f that
produces a set of required security measures f(l, g) for
a given security measures group g and a security level l
of the group. A security class determines the required
security level for each group of security measures. Let
us denote by s a respective function that produces a
security level s(K, g) for a group g when the security
class is K. An abstract security profile is an assign-
ment of security levels (0, 1, 2, or 3) to each group of
security measures. This can be expressed by the tuple
p = (s(K, g1), s(K, g2), . . . , s(K, gn)), where p denotes
the abstract security profile and the elements of the
tuple p are indexed and appear in the tuple in the same
order as the groups of security measures g1, g2, . . . , gn
have been indexed. Knowing the cost function h(l, g)
that gives the costs r required for implementing security
measures of a group g for a level l, one can calculate the
costs of implementing a given abstract security profile:

costs(p) =
n∑

i=1

h(li, gi) ,

where p = (l1, l2, . . . , ln).

The goal is to keep the value costs(p) as low as possible,
guaranteeing a required security. It is assumed that by
applying security measures, one achieves security goals
with some confidence. The security confidence c of a
group g that satisfies the security level l is given by a
function e(l, g) and it is a numeric value between 0 and
100 for each group of security measures.

3. INTEGRAL SECURITY METRICS

The graded security model uses coarse-grained metrics
differentiating three or four security levels for each secu-
rity goal. To compare security situations in general, one
needs a more precise metric that expresses the quality of
a security situation by one numeric value. It is reasonable
to take into account influences of all security measures
on the overall security of the system. The simplest choice
would be to calculate the mean security confidence of all
groups. However, the influence of groups on the overall
security is different. Therefore, the best solution would
be to use partial derivatives of the security measure
depending on the security confidences of the groups.
These derivatives could be used as coefficients of the
security confidences when calculating their mean value.
Unfortunately, these derivatives are hard to determine.
Instead of the derivatives, one can use empirically found
weights of the security confidences.

We have introduced a security metric in [4] that evaluates
a security situation on the basis of security confidences
provided by the security measures groups. We describe
the overall security of a system by means of an integrated
security metric S that is a weighted mean security
confidence, called also integral security confidence:

S =
n∑

i=1

aici ,

where ci is security confidence of the i-th security
measures group, ai is the weight of the i-th group, and

n∑

i=1

ai = 1 .

Using a linear combination of security confidences of
measures groups is reasonable as long as a security
situation does not change too rapidly. (The gradient of the
integral security confidence in the space of confidences of
security measures groups can be estimated in such a case
and its components used as the required coefficients.)

4. VISUALIZING A SECURITY SITUATION

In this section we very briefly present a tool for making
calculations on graded security models. This is a software
package with a visual language for specifying security
situations and problems. The package has been devel-
oped on the basis of the visual software development
environment CoCoViLa [3], and it has been described in
more detail in [4] and [5]. The package includes expert
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knowledge for a particular class of security situations.
This expert knowledge is usable only for demonstrating
the method—it has been taken mainly from [9].

Fig. 1 shows a specification of a security planning prob-
lem. The toolbar has buttons for defining components
that will constitute a specification. It includes two buttons
for defining security measures groups: one for groups
with standard values of parameters, and another for
groups with parameters defined as inputs. It includes
also buttons for defining a security class, for selecting
an optimization method and for defining a graphical
output. All these components are also visible on the
scheme in Fig. 1. This scheme is a specification of
a problem for finding a Pareto-optimal solution for a
security class C2I1A1M2 and specific parameters given
for two security measures groups: User training and
Encryption. Each security measures group has a pop-up
window. This window is shown for the Encryption group
in Fig. 1.

We use this package for all calculations on the graded
security model. The package is extended with new
components for solving the legacy security problems
described in the following sections, see Sections 5 and 6.

5. LEGACY SECURITY INFLUENCE

The widely used graded security model is based on
the assumption that former investments into the security
and already existing security situation do not influence
the outcome of the investments planned. The former
investments are sometimes included in the total amount
of investments calculated. These investments may be
included with a factor less than one, but this is still a
rough approximation. We propose here an approach that
more precisely takes into account the already achieved
security.

Let us fix a security measures group and consider only
one group of security measures here. Then we can use a
simplified form of the functions h and e for calculating
costs r and security confidence c—without showing
explicitly the security measures group:

r = h(l) ,

c = e(l) .

We use also a function for calculating security level l for
invested costs, which is an inverse function of h:

l = h−1(r) .

We need data for already existing security:

l′ – existing level of security,

c′ – existing security confidence.

To continue analysis of security investments, we need a
function H that calculates the needed additional invest-
ments r depending on the existing security level l′ and
the required security level l:

r = H(l, l′) .

It may seem that instead of the function H one can use
a function h∗ that calculates the required resources for
increasing security level by ∆l, where ∆l = l − l′:

r = h∗(∆l) .

It is easy to see that in the case when no investments in
the security have been done before, i.e. when l′ = 0, the
function h∗ coincides with the already known function h.
However, in the case of ∆l = 0 and l′ > 0 we have
to consider the degradation of security as well—the
security level will decrease with time. This shows that
the usage of h∗ instead of H would be quite a rough
approximation.

This analysis is valid for all security measures groups.
But in the general model, we have to introduce an
argument g (group number) in each function considered
here. This gives us the functions:

r = H(l, l′, g) ,

r = h∗(∆l, g) .

These functions should be obtained from expert knowl-
edge.

Another approach would be to use security confidence c
instead of security level. These variables are bound by
the function e in the graded security model:

c = e(l) .

The relation between costs and security confidence is
expressed by the formulas:

r = h(e−1(c)) , and

c = e(h−1(r)) .

Knowing the already achieved security confidence, one
can ask to calculate additional investments for achieving
the new security confidence (or keeping the required
confidence level). This requires the knowledge of a new
function E that gives the costs r for achieving required
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Figure 1. Visual specification of a security situation

security confidence c by upgrading the given security
confidence c′:

r = E(c, c′) .

As discussed above, one can sometimes assume that
the costs depend only on the difference ∆c of security
confidences:

∆c = c− c′ ,

and use the function e∗ that calculates the costs:

r = e∗(∆c) .

Again, in the general model we have to introduce an
argument g (group number) in each function considered
here. This gives us the functions for calculating costs in
the general case:

r = E(c, c′, g) ,

r = e∗(∆c, g) .

Concluding the analysis here we can say that, for taking
into account the legacy security measures in calculat-
ing resources required for achieving a given security
confidence, we need one of the functions H , h∗, E
or e∗. It is preferable to use H or E, because these
describe the security situation more precisely. In practice,
these functions are represented in a tabular form as

expert knowledge. One would like to solve an inverse
problem—calculate achievable security confidence for
given resources. This is done by using one of the inverse
functions H−1 or E−1 representable by the same tables
as H and E:

l = H−1(r, l′, g) ,

c = E−1(r, c′, g) .

Let us call the functions H , h∗, E, e∗, H−1 and E−1

legacy functions.

The legacy values of l and r are bound by the functions h
and h−1 as follows:

r′ = h(l′) , and

l′ = h−1(r′) .

Therefore we can use legacy resources r′ instead of l′ as
inputs of the calculations. We use this in an example in
Section 6.

6. OPTIMIZING EVOLVING SECURITY

Security planning can be performed in two different
ways. The traditional way is to decide somehow which
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Figure 2. Solutions of the optimization problem of
finding the best assignments of resources to different

security measures groups

security levels are required, and to calculate the required
resources, using a function H or E. This is an application
of the well-known graded security method [6]. The
security levels are usually prescribed by some standards
in this case.

Another way is to solve the inverse problem: for given
resources find the best assignment of the resources to
different security measures groups. This is an optimiza-
tion problem that can be solved by means of discrete
dynamic programming as shown in [5]. The quality of
a solution is evaluated by the integral security metric S
introduced in [4] and described in Section 3. Fig. 2a
shows a solution of the inverse problem: the value of S
for given resources r, and also selected security levels
of security measures groups. The levels for the groups
numbered from 1 to 9 are shown on the right side scale.

Besides the value of S, one may have to consider
constraints put on the solution by the security class K, if
it is given—all security goals prescribed by K must be

satisfied. If priorities are assigned to the security goals,
then it is possible to solve a more general problem: find
the best possible security solution that satisfies the goal
with the highest priority and, if possible, then satisfies
also a goal with the next higher priority etc.

Our experiments have shown that the dynamic pro-
gramming method is fast enough for solving even a
more general problem: finding a Pareto-optimal set of
security solutions for a given range of resources. Simply
speaking, this means that the problem above must be
solved for many values of resource r and the result must
be plotted as a curve as shown in Fig. 2b.

Fig. 3 shows such a curve for resources from 1 to 70
units. It is obtained by using the expert system described
in [4] for the problem specified in Fig. 1. We can
see that the security class is C2I1A1M2 and that two
security measures groups (User training and Encryption)
get specific input values for the functions h and e. Other
measures groups use the values from the built-in expert
system.

In Fig. 3, the lower graphs indicate (on the scale shown
on the right) the optimal levels of two measures groups
(Redundancy and User training) corresponding to the
given amount of resources. These graphs are not mono-
tonic as can be seen in this example at the resource values
35 and 36. For a more detailed explanation see [5].

Let us consider now the inverse problem considering also
the legacy security: given a security class K, resources r,
existing security levels l′ and a legacy function H−1,
find the security solution with the highest value of mean
weighted security confidence S that satisfies all security
goals of K. This problem may or may not have a
solution. Even if it does not have a solution, the problem
without the constraint K (without the requirements on
security goals) will have a solution. It is interesting to
notice that, in the case when the problem has a solution,
this solution may be different from the solution obtained
without the constraint K.

Fig. 4 shows a solution for both cases: the red curve
presents a solution for the problem with a constraint K =
C3I1A1M2, and the green curve presents a solution for
the unrestricted problem. We can see the cases where
prescribing K gives worse values of S.

For solving the legacy problems we have extended the
expert system by adding the legacy information to the
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Table 1. Values of legacy resource and decay

g r′ q

User training 4 0.3
Antivirus software 4 0.6
Segmentation 4 0.2
Redundancy 0 0.3
Backup 4 1.0
Firewall 4 0.5
Access control 4 0.2
Intrusion detection 4 0.5
Encryption 4 0.2

components representing security measures groups, and
adding the calculation of the legacy function

c = e(h−1(r0)) ,

where r0 = r + (1 − q)r′ is an effective resource that
takes into account both current resource r and decayed
value of the legacy resource r′; q is a decay of a resource,
q < 1. We have used the values of legacy resource r′ and
decay q given in Table 1.

Knowing the legacy function, we can plan optimal se-
curity measures for a number of time intervals (years)
in advance. The values l′ of existing security levels
must be given as initial data. The values of l′ for
each following year must be taken equal to the values
of l of the previous year. The Pareto-optimal set is a
surface in a multidimensional space with coordinates
r, y, l1, . . . , ln andS, where y is the year number in this
case.

Even if we consider Pareto-optimal solutions only for one
year, visualization of the Pareto-optimal set is possible
only in a special case when all security levels of all
security measures groups are equal. In this case, the
Pareto-optimal set is a surface in the three-dimensional
space r, S, l, where l is the confidence level of all
measures groups, and this can be visualized.

7. CONCLUDING REMARKS

The software developed in the present work for analyzing
security situations is easy to use for security experts.
The developed experimental tool has a simple graphical
interface and a visualization component that supports its
usage by security managers of all levels. The experi-
ments have also shown that stability of optimal solutions
found by the presented method is good. However, the
practical applicability of the software will depend on
the availability of good expert data representing the

legacy function as well as functional dependencies of
the graded security model. The developed software has
been designed as an expert system. It supports easy
inclusion of new expert knowledge, but expert knowledge
acquisition is always a complicated task. For specific
military communications applications the data must be
collected from a log analysis of characteristic attacks and
security reports, as well as by the traditional knowledge
acquisition means.

Finally, the contemporary security landscape is dynamic
and rapidly changing. This is the main reason for devel-
oping agile methods of security situation management.
The presented method of managing evolving security
situations is one of these.
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Abstract. A holistic approach to security can be introduced by using a
model that binds security measures with costs and security metrics. We
describe exercises based on the graded security model, and supported by
an expert system that are used for training both general managers and
security experts. Trainees have to solve a number of problems under con-
ditions that correspond to a realistic critical information infrastructure
security planning situation, with the level of details depending on the
expertise of trainees.
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1 Introduction

We present an approach to teaching managers, where first a small number of
basic concepts is explicitly introduced by defining a security model that includes
cost considerations as an essential part of the model. These concepts are then
used, based on the presented model, in a process that is close to real-life security
design situations for making decisions and aided by an expert system. This
process includes an abstract analysis section, followed by hands-on training that
is usually the favorite usage of the model for the trainees. Performing the analysis
of a security model that covers all the essential aspects of cybersecurity in a
generalized way helps trainees to get a general picture of the enterprise security.

An expert system for teaching cybersecurity for trainees with different exper-
tise levels was developed, and this expert system was based on a graded security
model [4]. It has been used since 2010 in the courses Information and Cyber
Security Assurance in Organizations and Foundations and Management of Cyber
Security of the international masters program in cybersecurity at Tallinn Uni-
versity of Technology [9].

This paper summarises the basics of rational security design and the graded
security model in Sects. 2 and 3, respectively. The security expert system used
in the training process is introduced in Sect. 4, followed by the description of the
training process in Sect. 5. References to related work are given in Sect. 6.

c© Springer International Publishing Switzerland 2016
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2 Rational Security Design

Security planning for an enterprise is aimed at finding a distribution of resources
for security measures to achieve the best security solution under given conditions.
This is called rational security design. Inputs for the rational security design are:
total amount of available money (maximal allowed costs), characterization of the
secured system, security requirements.

Finding a security solution assumes using a security metric that offers a pos-
sibility of comparing different solutions, and the possibility to express the quality
of the solution by a numeric value. We use an integrated security confidence for
this purpose that takes into account effects of taken security measures (see the
following section). Although security planning will be performed as an optimiza-
tion process, one can use mainly empirical data and expert knowledge. Therefore
we call the result a rational and not necessarily an optimal solution.

Security planning may require solving several partial problems: evaluat-
ing costs required for implementing a selected solution, estimating the relative
importance of any taken security solution, detecting similar security measures
and collecting them in security measures groups, etc. The present set of exercises
is intended to offer hands-on experience for solving these partial problems, as
well as for constructing the complete solution.

3 Graded Security Policy and Model

The graded security policy uses a small number of security levels for character-
izing each security aspect. As another approximation of reality in the model,
we use a small number of security measures groups (about ten), instead of a
large number of security measures (hundreds). These simplifications are useful
in training, because they make the model comprehensible.

The security model describes how security measures are related to security
goals, what are the costs to apply security measures, and what is the confidence
for guaranteeing the respective security level. The concepts used in the graded
security model are the following.

3.1 Security Goals

There are three common security goals (or security aspects) that must be
achieved: Confidentiality (C), Integrity (I), Availability (A).

Confidentiality guarantees that secured information will be accessible only
to actors with the rights for using the information. Integrity means that secured
information remains intact (can not be corrupted). Availability means that infor-
mation can be accessed/used at any time when needed. It is possible to utilize
more security goals—for example, in our expert system, one can use Mission
criticality as an additional goal.
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3.2 Security Class

A security goal can be achieved only to some level, and can practically never
reach 100%. Therefore each security goal has a security level that describes how
strict the measures that are applied for achieving the goal must be. We use four
security levels: no requirements (0), low security level (1), medium security level
(2), high security level (3). Security class is a tuple of security goals with respec-
tive security levels, e.g., C0I3A3 denotes a security class with confidentiality (C)
equal to 0, integrity (I) 3 and availability (A) 3.

3.3 Security Measures Group

A key component of the graded security model is the security measures group
(SMG). It unites security measures with similar effects and is described by the
parameters: security level l, cost of the security measures c, set of security mea-
sures to be taken m and security confidence p. The security level of SMG deter-
mines the values of other parameters of the group.

The four parameters l, c, m, p of a group are bound by the four tabulated
functions: c = f1(l), l = f2(c), m = f3(l), p = f4(l) that are different for each
group. These functions are given by the expert system, and they depend also on
the environment (on a situation) where the security is applied. In our system,
SMG as a component of the security model can be used as a black box, because
the functions binding its parameters are hidden in the expert system.

A number of security measures groups may vary from one version of a model
to another. In the present training environment we have the following groups:
personnel training, firewalls, encryption, antivirus software, segmentation, redun-
dancy, backup, access control, and intrusion detection.

The concepts presented here: security goals, security class, security metrics
and security measures group constitute the basis of the security education for
managers and experts. The security experts, but not the managers, should under-
stand security groups in detail, including functional dependences between their
parameters.

3.4 Security Metrics

When security measures are applied, each security measures group i gets a value
pi of security confidence that is a percent to which the security is guaranteed
by measures of the group (practically always less than 100%). Overall security
(integral security confidence) s is a security metric that describes all security
aspects of the secured system by means of one single value. This value is calcu-
lated as a weighted mean of security confidences of security measures groups:

s =
∑

i

wipi, where
∑

i

wi = 1.
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The weights wi characterize importance of each group i in the overall security
of system. They depend on a concrete situation and should be assigned by an
expert before the usage of the model. Our expert system has also functionality
for automatically assigning the weights wi depending on the type and properties
of the secured system.

There are other and more precise ways to define integral security metrics. In
particular, the integral security can be calculated analogously to reliability of a
system depending on structure of the system [3].

3.5 Security Model

A security model includes a component for each group, and shows also a security
class and formulas for calculating costs. Figure 1 in the following section shows
a model for 9 security measures groups.

4 Security Expert System

We apply an expert system developed in an earlier work [4] for building and
using graded security models based on empirical data from banking practice.
Two banks operating in Estonia, Swedbank and SEB, have been interested in
this development and have cooperated with us in the development. The expert
system is intended for building security models and solving security design prob-
lems: calculating the best distribution of given resources, checking reachability
of security goals, planning the evolving security for several years, etc. Solving
these problems in a training process will be discussed in the next section.

The expert system has been built on an open source visual programming
platform CoCoViLa that provides advanced visual interface for applications [8].
Figure 1 shows a window of the expert system for specifying security models. A
model is specified by selecting its components from the palette, putting them
in the scheme of the model, and adjusting their parameters. Components have
default values of parameters, but each of them has a popup window that can be
used for adjusting properties of the component. A popup window “Properties”
for the security class component is shown on the right side of the figure. It
includes a string C2I1A1M2 that is the security class value.

We can see nine components representing SMGs. Only two of them: Encryp-
tion and User training are presented in the extended way, so that the relation
between their costs and confidences is visible. Components for security class and
optimizer are also visible in the window. The latter is a control component for
calculations, it includes also calculation of total costs and overall security.

There is a component for visualisation of the results, and it is bound with
three SMGs: Antivirus software, User training and Antivirus software. Their
security levels will be visualised in a results window as it is shown below. Stan-
dard connections between the components of the security model (between each
group and the security class etc.) are established automatically, and are not visi-
ble. The scheme includes also two more components that are needed for adjusting
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Fig. 1. Visual representation of security model is input for the expert system

the weights wi for calculating the overall security: Weights expert and Weights
slider.

The scheme in Fig. 1 describes a graded security model of a bank. It is easy to
specify different security models, e.g., adding new security measures groups. As
we know, the largest model developed so far contains 40 groups [3]. A library of
models can be developed for different training situations that can cover essential
situations.

The expert system provides full automation of calculations on the speci-
fied model. The results created by the visualization component are shown in a
window shown in Fig. 2. This window can be viewed as an graphical dashboard
representing the whole security situation of an enterprise. It shows the following:

– an overall security curve: the Pareto set of pairs (costs, overall security);
– security levels of the SMGs connected to the visualizer component for each

value of costs;
– whether the specified security class can be achieved for given costs.

The main result is the topmost curve in the window. It represents a Pareto set
consisting of best achievable overall security values for different values of costs.
An optimization problem is solved for each point of the curve. This problem is
finding a distribution of costs between the SMGs that gives the best value of the
overall security for given costs.

The window shown in Fig. 2 includes more curves besides the overall security
curve. These curves show the calculated security levels for three SMGs: Antivirus
software, Redundancy and User training. To show security levels for some mea-
sures group, one has to connect the respective measures group with the levels
port of the graph object in the scheme as it is shown in Fig. 1.

Colour of the topmost curve gives additional information for each value of
costs: red—the requirements of the security class are unsatisfied, yellow—the
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Fig. 2. A results window of the expert system (Color figure online)

requirements of the security class are partially satisfied, and blue—all require-
ments of the security class are satisfied, i.e., all security goals are achieved at
the required levels.

5 Training Process

Trainees are expected to solve a number of security design problems in the con-
ditions that are close to a realistic security planning situation. A suggested order
of training steps for these problems is shown in Fig. 3. The first two are introduc-
tory steps. The third step—analysis of SMGs is an activity for experts. So are
the following two steps of adjustment of parameters. Default parameters given in
the expert system can be used in training of general managers. Calculating the
best distribution of resources is the main training activity. It is possible to con-
centrate on this activity immediately after introductory steps. Calculating the
evolving security continues the previous step and considers security as a process
continuing for several years. Checking the reachability of security goals is an
independent problem, but it can be solved by the same means as calculating the
best distribution of resources.

If a scheme from the scheme library is used, then the first five training steps
can be omitted, and one can immediately start solving the last three problems
that are training steps for managers as well as for security experts. Below are
described some steps of using the expert system.

The model-based security analysis is suitable for security training of people
with different level of experience. It relies on analytic capabilities of a person,
and it introduces the basics of security in the form of a security model. The
hands-on part of the training is performed using an expert system. The aim of
the presented security model and of set of exercises is to help the trainee to
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Fig. 3. Order of training steps

build his/her mental model of cybersecurity by combining (1) analytical app-
roach where basic concepts and an explicit security mode are introduced, and
(2) hands-on experience by solving security design problems with the help of an
expert system.

6 Related Work

Graded security policy is the basis for security protection programs of nuclear
security and anti-terrorist security of US Department of Energy [7,12], as well
as for several European information assurance standards. In particular, German
BSI-Standard 100-2 [2] and Estonian ISKE standard [1] are both based on the
graded security policy. We adopt this policy in our expert system, and use the
respective security model. Evolving security analysis that we use here has been
investigated by Kivimaa et al. [5].

A popular way to teach security concepts is to give some hands-on experi-
ence by targeted video games like CyberSiege [10] from the Naval Postgraduate
School, or using games from the DISA online training catalogue, e.g., the well-
known game CyberProtect [11]. These tools are intended for teaching security
concepts for people with varied backgrounds and different levels of expertise.
They introduce essential security measures by means of exercises in a more or
less realistic situation, but give trainees only implicitly a partial security model.
There are also more advanced and complex cyber security learning systems, such
as CyberNEXS [6] from Leidos (SAIC). The latter is aimed at development of
skills on expert level. CyberNEXS is probably the most advanced of the cyber-
security training systems. It provides games for four scenarios: network defense,
forensics, penetration testing (attacks) and capture the flag. We presented here a
complementary approach to war games for teaching cybersecurity that is based
on the analysis and usage of a security model.
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7 Conclusion

We have proposed a model-based technique and software of security training.
It relies on analytic capabilities of a person, and it introduces the basics of
security in the form of a security model. The hands-on part of the training is
performed using an expert system. The aim of the presented security model
and of set of exercises is to help the trainee to build his/her mental model of
cybersecurity by combining (1) analytical approach where basic concepts and an
explicit security mode are introduced, and (2) hands-on experience by solving
security design problems with the help of the expert system. Our four years
teaching experience on masters level at Tallinn University of Technology [9] has
validated the methodology.
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