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1 Introduction
The present thesis is devoted to a highly interdisciplinary work that is governed by ac-celerator physics, control theory and digital logic. By uniting these disciplines, a solutionemerges that not only extends our knowledge regarding the stability of linear accelerators,but also provides an elaborated technical implementation that is ready for a technologytransfer. At the same time, the thesis aims to bridge a gap between different communi-ties that are represented by the three above-mentioned disciplines and, thus, advocatefruitful collaborations, such as the current work.More specifically, this work is carried out in the context of an accelerator-based lightsource, called Terahertz facility at the ELBE accelerator (TELBE) [22, 34], in which acceler-ated electrons emit flashes of light in the far infrared spectrum of electromagnetic radia-tion. This light, which is generally referred to as the secondary radiation, is then used byscientists to conduct material research [23, 24, 35]. Technically, such light generation canbe partitioned into the following stages. First, the electrons, which are denoted here as
e−, are produced by an electron source, or gun, which in case of TELBE employs a laser-excited cathode to release electrons. When the electrons leave the gun, they alreadyhave an energy of a few megaelectronvolts. Then, these electrons are accelerated to atarget energy of about 30MeV using radio frequency electromagnetic fields. At this en-ergy, the electrons are in the relativistic regime, where they travel at almost the speed oflight. Finally, a magnetic structure, called undulator, applies a periodic magnetic field onthe electrons, thus, forcing them to take a sinusoidal trajectory. This motion makes theelectrons emit light, see Figure 1.

Light beam

e− dump

Undulator

RF acceleratore− source

Figure 1: General schematic of an accelerator-based light source.

In terms of material research, an accelerator-based light source represents a valu-able tool to capture dynamics that occur in materials on an ultra-fast timescale, typicallypicosecond and femtosecond timescales. These are time-resolved pump-probe experi-ments [64] that are designed to first excite the dynamics in matter with an electromag-netic field of a pump pulse and then probe the excited matter with ultra-short photonpulses in a stroboscopic manner. To achieve a temporal resolution of a few tens of fem-toseconds root-mean-square (rms), these experiments rely on a tight synchronization be-tween a pump source, which is typically an optical laser, and a source that generates theprobes, i.e. the accelerator-based light source. Figure 2 shows experimental data that ismeasured [34, 11] under different levels of synchronization. For demonstration purposes,the blurry result was produced by artificially distorting the laser system on the experimen-tal side.So besides potential instabilities in the optical laser, the temporal stability of the elec-tron accelerator, specifically of the underlying electron beam, is therefore of critical im-portance. This stresses the need to apply proper beam regulation and, simultaneously,defines the scope of this work.
11
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Figure 2: Electro-optical signal that shows the probing of dynamics inside excited matter in case of 
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1.1 Scope of this Work
The scope of this thesis is defined by a technology that is fundamental to radio frequency accelerators—bunch compression [76, 18, 17]. Besides its direct purpose to compress an electron bunch, this technology has a side-effect, which delays or advances the bunch with respect to some target position in a beamline, thus changing the so-called arrival time of the bunch. In this work, the indirect use case is expected to allow the regulation of the electron bunch arrival time, and, for this purpose, the given open-loop system includes

• Low-level radio frequency (LLRF) controller to actuate the process of bunch com-pression
• Bunch compressor as the plant of this system
• Bunch arrival timemonitor (BAM) to sense the bunch arrival time and provide feed-back

In what follows, an overview of these open-loop components is given, and their existinginstallations on the Electron Linear accelerator for beams with high Brilliance and lowEmittance (ELBE), i.e. the accelerator that drives TELBE, are presented.
1.1.1 RF Station
The central part of a radio frequency (RF) station is a mechanical structure called cavitythat is designed to house a resonating RF field. Depending on the purpose of a concretestation, different cavity types may be employed [52, 10, 73], including superconducting RF(SRF) cavities that were developed in the context of a teraelectronvolt superconductinglinear accelerator (TESLA) collaboration and that are now commonly used for the purposeof electron acceleration. Figure 3 illustrates a standard 9-cell TESLA cavity housing a stand-ing electromagnetic wave. Since the RF fields inside the cavity cells are phase shifted rela-tive to each other by 180 degrees (hence the name π-mode), a relativistic electron bunchsees the accelerating voltage amplitude nine times in a row, thus becoming increasinglyaccelerated.

12



Cavity cell with RF field resonating at fπ = 1.3 GHz

e− e−

Figure 3: TESLA cavity housing a standing electromagnetic wave. Black arrows denote the field
gradients at one point in time.

Due to its inherently high quality factor, the TESLA cavity exhibits a rather narrowband-width. For example, the TESLA cavity installed at ELBE has a loaded quality factor in therange of QLπ ≈ 6.5 ·106, which yields
f 1

2
=

fπ

2QLπ

≈ 100Hz, (1)
where fπ = 1.3GHz and denotes the cavity resonance frequency, and where f 1

2
is

the cavity half-bandwidth. Such narrow bandwidth leads to a rather slow time response,which seriously restricts the regulation options of a potential algorithm. The situation isimproved to some extent when the cavity is operated in closed loop, because the gainapplied by a dedicated LLRF controller extends the closed-loop bandwidth to the range of
f 1

2
≈ 35 kHz [80]. Consequently, by treating the LLRF controller as an interface to the RF

cavity, the beam-based regulator can expect a faster response. Of course, understandingthe structure and dynamics of the LLRF control system is then of utmost priority.
1.1.2 LLRF Control System
As depicted in Figure 4, the goal of the LLRF control system is the tracking of the RF fieldvariables, i.e. the amplitude A and phase φ . However, due to implementation specifics,the LLRF controller does not operate with A and φ directly, but with their in-phase I andquadrature Q representations. Stabilized by the LLRF controller, these I and Q signals arethen applied inside a vector modulator (VM) to modulate a reference RF signal comingfromamaster oscillator. Since the signals generated by the LLRF controller are in the rangeof milliwatts (hence the name low-level RF), a solid-state power amplifier (SSPA) is usedto drive the modulated RF signal to a kilowatt range. This finally results in a high-powerRF signal that is passed through a waveguide to the TESLA cavity.From the control point of view, the RF station represents a dynamical multiple-inputmultiple-output (MIMO) system [57, 63] that is expressed as

[
yI
yQ

]
=

[
G11 G12
G21 G22

][
rI
rQ

]
, (2)

where Gi j are the closed-loop transfer functions of I and Q signals. Then, the LLRFcontroller [55, 58] that is installed at ELBE [80, 53] uses the following concepts to achievebetter control of the RF station: decoupling of the I and Q; suppression of the parasiticfundamental modes of the TESLA cavity. These concepts can be illustrated by the magni-tude frequency response of the corresponding closed-loop system, see Figure 5. It is seenhow the off-diagonal transfer functions G12 and G21 are suppressed in the low-frequencyrange in order to minimize coupling between the I and Q variables. Following this, it canbe assumed that there are only two single-input single-output (SISO) transfer functionsin the system, i.e. G11 and G22. There is also a steep high-frequency roll-off at about
750 kHz that designates the suppression of the parasitic 8

9 π fundamental mode of the
13
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Figure 4: Schematic of an RF station that is installed at ELBE together with its associated LLRF control
system. Adapted from [51, 65].

TESLA cavity. In addition, the illustrated frequency response reveals the bandwidth of theclosed-loop LLRF system, which is about 35 kHz.

100 101 102 103 104 105 106

0
−50
−100
−150 35 kHz

750 kHz

Frequency [Hz]

Ma
gnit

ude
[dB

]

rI → yI rQ → yI
rI → yQ rQ → yQ

Figure 5: Magnitude frequency response of the closed-loop LLRF control system.

Similarly, taking a closer look at the open-loop transfer function can reveal anotherimportant aspect of the present LLRF control system, namely the corresponding gain andphase margins [50], see Figure 6. The gain margin GM is determined by first finding thefrequency fGM , where the phase response crosses the level of −180 degrees. Then, themagnitude response is evaluated at that frequency, and the difference between the eval-uated value and a 0 dB level defines GM . A likewise procedure is carried out to determinethe phase ΦM . This time, the frequency fΦM is found by examining the 0 dB crossing ofthe magnitude response. The phase response is then evaluated at the found frequency,
14



and the difference between the evaluated value and the level of −180 degrees defines
ΦM . According to these procedures, the presented open-loop LLRF control system fea-tures GM and ΦM equal to 11.6 dB and 60 degrees, respectively. It is important to notethat the LLRF model used for these calculations already contains an internal time delay ofabout 1 µs that is derived from system identification [53] performed at ELBE [80]. In casethere is more time delay in the system, the phase response will be shifted down, thusdecreasing fGM and, in turn, GM . Less margin means less gain that can be additionallyapplied before turning the system unstable.

0

eI → yI
eQ → yQ

−180

0

fΦM

ΦM

fGM

GM

Magnitude [dB]

Phase [deg]

log f [Hz]

log f [Hz]
Figure 6: Bode diagram showing gain and phasemargins derived from the diagonal open-loop trans-
fer functions of the LLRF control system.

1.1.3 Bunch Compressor
The state of a single particle is usually expressed relative to an orbit, where the orbit isassumed to be the path of a reference particlewith nominal parameters. This allows to de-fine a Cartesian framemovingwith the reference particle and providing the corresponding
x, y and z coordinates, see Figure 7.

z

y

x

reference particle

orbit

Figure 7: Reference particle moving along an orbit with coordinate frame defined.
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Moreover, this concept can be generalized to represent an ensemble of particles, e.g.an electron bunch, by treating the ensemble as its center of mass. It is therefore commonto describe the state as a six-dimensional phase space vector [76]

ρ =
[

x x′ y y′ z δ
]T

, (3)

where x, y and z are the distances from the orbit, x′ = ∂x/∂z and y′ = ∂y/∂z are the hor-izontal and vertical derivatives, respectively, and where δ = ∆E/E0 is a relative deviationfrom the reference energy. To first order, the x, y and z components can be decoupled,and, thus, the rest of the phase space can be neglected in order to concentrate on thelongitudinal part

ρL =
[

z δ
]T

. (4)

The main beamline section that is able to change the longitudinal state ρL is calledbunch compressor. It is a combination of an RF cavity and a magnetic structure calledchicane, formed by a minimum of four dipole magnets. The RF cavity is operated off-crestin order to chirp the bunch, i.e. to imprint an energy modulation that correlates withthe longitudinal position z within the bunch. Correspondingly, the transfer map of the RFcavity can be expressed as

z(s1) = z(s0) , (5)
δ (s1) = δ (s0)+

eA
E0

cos
(

ω

c
z(s0)+φ

)
, (6)

where e is an elementary charge, c is the speed of light, and where A, φ and ω arethe amplitude, phase and angular frequency of the RF cavity field, respectively. Beamlinelocations s0 and s1 mark the start and end of the RF cavity section, respectively. Then,by means of energy dispersion, the magnets of the chicane force the electrons to traveldifferent paths, depending on the electron energy. Using only first-order terms, the cor-responding transfer map is denoted as

z(s2) = z(s1)+R56 δ (s1) , (7)
δ (s2) = δ (s1) , (8)

whereR56 is a first-order design parameter of themagnetic chicane that translates theenergy modulation into a longitudinal position change. Beamline locations s1 and s2 markthe start and end of the magnetic chicane section, respectively. The concept of the bunchcompressor is illustrated in Figure 8.
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Figure 8: Schematic of a bunch compressor exhibiting (a) the combination of an RF cavity and a 
magnetic chicane, as well as (b) the evolution of the longitudinal phase space of the passing elec-
trons.

The presented concept shows how electrons travel different paths through the mag-netic chicane, depending on the energy received from the RF cavity. So in principle, the bunch compressor changes the longitudinal phase space of the electrons in a two-step sheering process: first, the RF cavity changes the energy distribution within the bunch; and second, the magnetic chicane delays the electrons accordingly.In case of arrival time, the electron bunch is represented by its center of mass. Thus, setting z = 0 and focusing only on the energy modulation introduced by the RF cavity allows to transform (6) into

∆δ =
eA
E0

cosφ . (9)
This leads to a similar update of (7) featuring, in addition, a conversion to proper arrivaltime units

∆τ =
1
v

R56 ∆δ , (10)
where τ is the arrival time in seconds, and where v ≈ c and denotes the velocity of arelativistic bunch. Therefore, changes of the RF variables A and φ cause a change in thearrival time of electron bunches, which can then be diagnosed with the help of a buncharrival time monitor.

1.1.4 Bunch Arrival Time MonitorThe working principle of the bunch arrival time monitor is based on measuring the arrivaltime relative to an actively-stabilized optical timing reference. Specifically, periodic pulsesof a reference laser are amplitude-modulated with electric signals coming from pick-upantennas [1] that probe the electric field of the passing electron bunch. The arrival timeinformation is, thus, transferred into an amplitude modulation of coincident laser pulses,see Figure 9.
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Figure 9: Schematic of a bunch arrival time monitor.

According to such arrival time representation, the output of this sensor is defined bya dimensionless modulation value µ with a working point set to µ = 1. For the purposeof analysis, the dimensionless value µ is converted to a corresponding value τ in picosec-onds. Figure 10 exemplifies such analysis that is based on BAMdatameasured on the ELBEaccelerator at a bunch repetition rate of 50 kHz. Note that a linear spectral density S̃τ [25]is defined in terms of picoseconds, whereas an integrated rms noise στ is demonstratedin femtoseconds. In this work, plots that display frequency-domain data follow this con-vention. Moreover, the dimensionless deviations of µ around its setpoint are consideredto be approximately equal to those of τ expressed in picoseconds. Hence the exclusiveusage of τ in the rest of this work.
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Figure 10: BAM data displayed as (a) a linear spectral density and as (b) an integrated rms noise. 
The data in (b) is backward-integrated, such that the rms noise is accumulated toward lower fre-
quency. Furthermore, numbers displayed in every decade correspond to respective rms noise. These 
numbers need to be summed in a root-mean-square manner to get the overall integrated noise.
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1.1.5 Linear Accelerator ELBE
The linear accelerator ELBE is a versatile light source located atHelmholtz-ZentrumDresden-Rossendorf (HZDR), Germany. ELBE has been routinely running in user operation since2004 with stepwise commissioning of secondary radiation targets [47]. These targetsinclude infrared light, fast neutrons, bremsstrahlung and positrons. In addition, ELBE isone of the few electron linear accelerators to be routinely operated in a continuous-wave(CW) mode. In this work, the focus is set on a specific ELBE section that generates lightfor TELBE, see Figure 11.

THz beam
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Cryogenic modules

C2C1
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Figure 11: General layout of the ELBE accelerator section that generates the secondary radiation for
TELBE. The depicted section features a prospective application of a beam-based regulation loop.

So in case of ELBE, the concept of an accelerator-based light source is implementedas follows. First, electrons are produced by an electron gun that uses an SRF cavity tech-nology similar to the one described in Section 1.1.1. Specifically, the SRF gun [2] employsa 3.5-cell cavity, where the half-cell contains a laser-excited photocathode that releaseselectrons. The released electrons are formed into electron bunches, and this process isrepeated at a typical TELBE rate of 50 kHz. When operated in CWmode at a bunch chargeof 225 pC, such train of electron bunches results in 225 pC · 50 kHz≈ 11 µA of averagebeam current. Next, the electron bunches are accelerated to 28MeV. The correspond-ing linear accelerator consists of two cryogenic modules, each housing two 9-cell TESLAcavities driven by a 1.3GHz electromagnetic field. The cryogenic modules are filled withliquid helium to establish temperatures as low as a few kelvins. Under such conditions,niobium, i.e. a material that the TESLA cavities are made of, becomes superconducting,which permits almost lossless creation of high fields inside the cavities. These oscillatingelectromagnetic fields receive their power from SSPAs. Since there are two combined SS-PAs for every cavity, ELBE features eight such amplifiers, each delivering up to 10 kW ofRF power to accelerate electrons. Finally, the undulator forces the accelerated electronsto emit light, as described above.Therefore, the fundamental bunch compression technology naturally entails concretedevices when applied to ELBE, namely the SRF cavity C4 and the magnetic chicane. Thesedevices form the bunch compressor, which, in turn, represents the plant of the prospec-tive beam-based regulation system. Since C4 is associated with a certain LLRF controlsystem, the latter becomes the actuator. Then, to diagnose bunch arrival time changes,which are caused by this actuator, a BAM is installed downstream of the chicane. Finally,this work focuses on closing the described open-loop system by providing a solution thatextends the state of the art.
1.2 State of the Art
Regulating the arrival time of electron bunches is a crucial step to improve the tempo-ral resolution of accelerator-based time-resolved experiments. Nowadays, a regulationmethod, called beam-based feedback, has been shown to work well for stabilizing longi-
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tudinal beam properties on pulsed accelerator machines [33, 56, 61, 68, 66]. The buncharrival time is among these properties. Essentially, this method resembles a typical designof a proportional regulator, where the plant is represented by an electron beam responsematrix, and where the inversion of such matrix produces the regulator. Specifically, thematrix denotes the electron beam response to variations in an RF field that resonates in-side an upstream RF cavity. The inverse of such matrix is then incorporated into the LLRFcontroller to allow adjusting the RF field based on the beam feedback. Therefore, duringan RF pulse, i.e. when the RF field is active, the LLRF controller can use the beam-basedfeedback to compensate the noise acting on the beam.
Contrary to the pulsed operation, a CW mode fills the accelerating cavities with acontinuously-driven RF field. That is, an RF fieldwith a 100 % duty cycle. For a user, the CWmode enables the formation of a continuous uniformly-spaced train of electron buncheswith a high repetition rate [20]. Due to a high average beam current generated by suchtrain, a proper irradiation of various experiment samples becomes feasible. In addition,the continuous train of electron bunches that is maintained for a sufficient amount oftime greatly improves the statistics of the experiment data. For all of these reasons, anincreased interest emerged in recent years towards linear accelerators (linacs) operatingin the CW mode. In particular, the construction of the Shanghai hard X-ray free electronlaser facility (SHINE) began in 2018 [81]. The Linac Coherent Light Source II (LCLS-II) is near-ing completion [82]. Moreover, the European X-ray Free Electron Laser (EuXFEL) considersa CW upgrade in the foreseeable future [7]. In this context, the ELBE accelerator has beenoperating in the CWmode for over 20 years and, therefore, represents a unique environ-ment to test new algorithms and beamline components [5, 72]. Hence, the results thatare obtained at ELBE may have a substantial impact on a growing CW community.
Besides the user benefits, the improved statistics offered by the CW mode also helpenhance beam diagnostics related to the feedback. For example, a one-second samplingof the RF field by a 50 kHz electron beam, i.e. a beam with a 50 kHz bunch repetitionrate, provides data for a spectrum with a frequency resolution of 1Hz. Since the electronbunches sample the RF noise as well, a high-resolution spectral analysis of such noisebecomes feasible [36].
Another important aspect of the superconducting RF cavity is related to its inherentlynarrow bandwidth [73, 49]. From the regulation point of view, the RF cavity is an actuator,so the narrow bandwidth can cause a rather slow time response of the regulation system.Depending on the actual noise bandwidth that is targeted by the beam-based regulator,the slow actuatormay pose a serious limitation for the regulator performance. Evenwhendriven by the dedicated LLRF controller that extends the closed-loop bandwidth, the su-perconducting RF cavity can still remain a limitation [52].
Despite the slow actuator, regulating the arrival time of electron bunches is consid-ered a fast process [56]. Indeed, the sampling step of a corresponding digital regulatoris defined by the bunch repetition rate, and the latter can reach several megahertz. Thisleads to a necessity to work with sampling times that reside on a sub-microsecond level.Obviously, such regulator requires an efficient, yet adjustable implementation of its algo-rithm, thus strongly suggesting a digital solution that is based on a field-programmablegate array (FPGA). In fact, low latency and high reconfigurability—the outstanding fea-tures of FPGAs—facilitated the adoption of FPGA-based solutions by accelerator commu-nity [62, 60, 75, 70, 67]. And thus, electron linear accelerators, such as ELBE and EuXFEL,feature the LLRF controllers [80, 62] and BAMs [38, 21] that are implemented on thesehighly efficient digital circuits.
To keep the sampling steps as short as possible, a common practice [67, 55] is to re-
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duce the order of the LLRF controller with the help of fixed-order optimization [8, 59].Converted to its transfer function form, the low-order controller is then implemented onan FPGA in terms of digital infinite impulse response (IIR) filters. On the one hand, this ap-proach could also be favorable for the beam-based regulator, provided there is an FPGA-based solution that comes with ready implementations of the IIR filters. On the otherhand, the fixed-order optimization puts constraints on the regulator design, which maynot be desirable.There are commercially available FPGA-based solutions that are aimed at acceleratorcontrol and diagnostics [15, 16]. Nevertheless, collaboration is quite common in the accel-erator community, so the ELBE installations of the LLRF and BAMactively use a hardware/-software (HW/SW) environment [74, 32, 9, 37] developed at the Deutsches Elektronen-Synchrotron (DESY). This environment is based on themicro telecommunications comput-ing architecture (MTCA). For the sake of using available hardware resources in the mostefficient way, the beam-based regulator developed in this work is expected to stick tothe existing technology stack, including the use of FPGA devices from Xilinx [78] and theapplication of a hardware description language, called VHDL [3, 28].
1.3 Motivation and Problem Statement
Based on the state of the art and relevant discussion, the following problems are formu-lated in order to constitute the motivation for the work presented in this thesis.The CW operation of an electron linear accelerator opens a possibility to reinterpretthe electron beam regulation as a disturbance rejection goal, where the disturbance isbased on measured frequency data. This gives rise to formulations of the given regula-tion problem that take process disturbance explicitly into account. It is known that thefrequency components of electron beam noise are directly transferred to the generatedphoton pulses [36], so applying appropriate compensation is expected to have a positiveimpact on the achievable time resolution of the pump-probe experiments.It is thus of interest to study the beam-based regulation from the perspective of ex-plicit disturbance modeling. If a valid disturbance model is established, the issue withthe slow actuator could be resolved. That is to say, if the major noise components, e.g.those coming from an RF noise, reside below the actuator bandwidth, the slow actuatorresponse would no longer limit the regulation. At the same time, keeping themodel com-plexity low is preferred, considering the need for the real-time implementation. This cir-cumstance adds modeling constraints that likely render methods that produce high-ordermodels, e.g. fractional-order identification [27], inappropriate for the given task.Once the valid disturbance model is established, a suitable regulator design must beselected. The design is expected to support the inclusion of so-called colored disturbanceswhose frequency content could be determined by the established disturbance model. Itis also desirable to let the design reflect the actual physical problem, i.e. the minimizationof rms fluctuations. Of course, evaluating the performance of the new designwith respectto the proportional counterpart is of particular interest.Moreover, it is important to consider the given RF actuator when designing the beam-based regulator. Related considerations include choosing a suitable interconnection forthe overall scheme of the beam-based regulation; examining a possibility to reduce thecomplexity of the regulator design by omitting the dynamics of the RF actuator; selecting aproper method to apply the regulation signal to control signals present in the RF actuator;analyzing the FPGA-based implementation of the LLRF controller to determine the datatypes of the control signals—the regulation signal must be formatted correspondingly.Also, the digital logic of the LLRF implementation may have to be extended to accommo-
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date the new beam-based functionality.
To implement the designed regulator on an FPGA, a number of issues need to be ad-dressed. In particular, the application of fixed-point data types have to be examined tofind the sampling times that can be achieved by a resulting digital circuit. The fixed-pointimplementation could then be compared to a floating-point one. Considering that thelatter is readily available as an intellectual property (IP) [79], such comparison could helpmake conclusions regarding a trade-off between the circuit speed and additional designlabor. Furthermore, if the designed regulator has a state-space form, the issue of matrix-vector multiplication has to be addressed as well. Despite the common IIR filter practice,this interdisciplinary work could investigate alternative solutions, e.g. implementing thestate-space regulator using systolic arrays [31].
Therefore, a further set of research goalsmay be proposed: to investigate the problemof using RF noise data for the purpose ofmodeling electron beam disturbance; to proposeand evaluate a disturbancemodel-based improvement for a commonly used proportionalbeam-based regulator; to develop a real-time feasible solution for a high-order beam-based regulator.

1.4 Author’s Contributions

The main contribution of the author of the thesis is the design and implementation of abeam-based regulator for the CW linac ELBE. This contribution comprises three parts:
• Modeling: Exploiting RF noise for the purpose of modeling an electron beam dis-turbance [42]. As a result, a dynamical model is created that approximates the fre-quency content of the noise. The closest known solution is proposed in [27], buttargets another application and, thus, does not show the noise propagation to theelectron beam. In contrast, the author demonstrates such propagation with thehelp of a Simulink model that includes the noise and a bunch compressor models.
• Regulation: Based on the insight acquired through the modeling, the given regu-lation problem is reinterpreted as a disturbance rejection goal. Following this, adisturbance model-based regulator is designed [44, 45] that reduces the rms fluc-tuations of an electron bunch arrival time on CW linacs. The new regulator, whichis designed in the context of a so-calledH2 mixed-sensitivity problem, is intendedto improve a commonly used proportional method. The improvement is evaluatedon the CW linac ELBE [45]. To the best knowledge of the author, this disturbancemodel-based regulation of a CW linac has not been demonstrated in prior art.
• Software and hardware implementation: To enable a real-time feasible applicationof the designed beam-based regulator, a digital FPGA-based solution is designedand implemented [43] using a hardware description language, called VHDL. Con-trary to the common IIR approach [55, 67], the regulator is implemented in its state-space form, and systolic arrays are responsible for correspondingmatrix-vectormul-tiplications. Importantly, both fixed- and floating-point implementations are con-sidered, which allows to compare the two from the latency point of view. In orderto verify the implementation, a hardware testbench is formed, in which the mainFPGA is augmented by an auxiliary one. The latter is designed to transmit prede-fined stimuli to the former and then check the received response.
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1.5 Thesis Outline
Each chapter begins with a summary of the research problem discussed therein. In addi-tion, each chapter of the thesis ends with a section containing concluding remarks per-taining to theoretical and practical results reported in the corresponding chapter. Finally,the last chapter comprises general concluding comments, as well as items for prospectiveresearch. In what follows, a summary of each chapter is provided.
Chapter 2
This chapter is devoted to investigating the problem of using RF noise data for the purposeof modeling electron beam disturbance. The investigation is carried out with the help ofa specially developed Simulink model.
Chapter 3
The topic of this chapter is beam-based regulation. Specifically, a disturbance model-based improvement for a commonly used proportional regulator is proposed and eval-uated on the CW linac ELBE.
Chapter 4
In this chapter, a real-time feasible implementation for a high-order state-space regulatoris presented. The digital solution is implemented on a fast FPGA board using VHDL.
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2 Exploiting RF Noise for Disturbance Modeling
In this chapter, the problem of exploiting an RF noise for the purpose of modeling an elec-tron beam disturbance is investigated. Special attention is devoted to analyzing the abilityof the RF noise to reflect the size and frequency content of a measured electron buncharrival time noise. The order of a resulting model is also taken into account. The structureof the chapter is as follows. First, the notion of the RF noise is introduced, and relatedmeasurement data is analyzed. Then, the measured data is used to create a shaping fil-ter for the RF noise, and a Simulink model is built to simulate a bunch compressor that isperturbed by the shaped RF noise. Lastly, conclusions are drawn regarding the appropri-ateness of the created shaping filter for the modeling of the electron beam disturbance.
2.1 Analysis of Measured RF Noise Data
A noisy sinusoidal wave can be represented as [13]

v(t) = (A+α (t))sin(2π fc t +ϕ (t)+φ0) , (11)
where A, fc and φ0 are the amplitude, frequency and initial phase of a carrier wave,and where α (t) and ϕ (t) are zero-mean random processes denoting the fluctuations ofamplitude and phase, respectively. These unwanted fluctuations cause the spectral rep-resentation of v(t) to contain a spread of spectral lines, both below and above the carrierwave, see Figure 12.
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Figure 12: The effect of contaminating a time domain signal v(t) with RF noise, as observed in (a)
time and (b) frequency domains.

According to the standard [29], α (t) and ϕ (t) can be represented as one-sided powerspectral densities Sa and Sφ , respectively. The respective units are 1/Hz and rad2/Hz. Forthe purpose of analysis, these densities can be converted to their linear representations
S̃a and S̃φ with units %/

√
Hz and rad/

√
Hz, respectively. Figure 13 presents such linearspectral densities thatweremeasured using a phase noise analyzer [19] at the TESLA cavityC4. The measurement was performed during the closed-loop operation of the cavity.Structurally, the presented frequency data contain two components [42]. These are 1)a random component represented by a spectral profile that decays with certain slopes asthe frequency offset increases, and 2) a deterministic component that manifests itself asa number of spurs along that profile. Except for a spur at ca. 750 kHz that is caused bythe undesired 8

9 π-mode of the TESLA cavity, the majority of the spurs are located below
1 kHz, i.e. in a relatively low frequency range.
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Figure 13: Linear spectral densities S̃φ and S̃a showingmeasured noise components of RF field phase
and amplitude, respectively. The units are rad/
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The rms integration of the displayed linear spectral densities produces a result shownin Figure 14. It is interesting to note the allocation of noise. On the one hand, most of thephase noise is concentrated in the low frequency range, and the spurs do not play a signif-icant role, compared to the random component. On the other hand, the amplitude noiseis mainly manifested by the 750 kHz spur, and the random component adds little to theoverall size. This observation is taken into account during the creation of an appropriateSimulink model. Also note that in this discussion 1m% signifies 0.001 %.
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Figure 14: Integrated rms noise of measured RF field amplitude and phase.

2.2 Simulation Model for RF Noise Propagation to Electron Beam
2.2.1 RF Noise Modeling
Based on the discussion in Section 2.1 and related analysis, the modeling of RF noise canbe divided into two main stages:

1. Exploiting a linear spectral density to determine the frequency content of data
2. Using rms integration to express the size of this frequency content

The first stage helps to model the frequency content as a dynamical system in s-domainusing zeros and poles, whereas the second stage allows adjusting themagnitude responseof themodeled dynamical systemusing itsH2 norm. In this context, the dynamical systemis denoted by its transfer function, and theH2 normof some transfer functionGmeasures
26



the rms response of its output, when its input is driven by a white noise excitation [6, 69].The norm is denoted as

∥G∥2 ≜

√√√√ 1
2π

∞∫

−∞

|G( jω)|2 dω, (12)
where |G( jω)| designates the magnitude frequency response of G evaluated at anangular frequency ω . Following this, it is possible to adjust the H2 norm of G accordingto the rms amount of frequency-domain data, i.e.

∥G∥2 ≈

√√√√√
f2∫

f1

[
S̃ ( f )

]2
df, (13)

where S̃ ( f ) is a linear spectral density evaluated at a frequency f , and where f1 and
f2 are the start and end of an integrated frequency interval, respectively. For an electronbeam with a bunch repetition rate of 50 kHz, this integrated frequency interval is definedby setting f1 = 1Hz and f2 = 25 kHz. When applied to the RF noise displayed in Figure 14,the defined frequency interval leaves the size of the phase noise essentially intact, buthalves the amplitude noise, see Table 1.
Table 1: Size of integrated rms noise for various linear spectral densities and integration intervals.

Size of integrated rms noise
Integration interval S̃φ S̃a

1Hz – 1MHz 0.9mrad 5.6m%
1Hz – 25 kHz 0.9mrad 2.7m%

Due to the Nyquist frequency of 25 kHz, there is no reason tomodel the large 750 kHzspur found in the amplitude noise. The phase noise also does not manifest its spurs thatmuch. So only the random components need be modeled in both cases. For that, thezero-mean randomprocessesα (t) andϕ (t) are extracted from (11) and treated as coloreddisturbances, whose frequency contents are determined by shaping filters. These filtersare then designed as dynamical systems by choosing the locations of s-domain zeros andpoles to reflect the frequency-domain shape of measured data, e.g.
Ga (s) = α

(s+ z0)(s+ z1)(s+ z2)

(s+ p0)(s+ p1)(s+ p2)(s+ p3)
, (14)

Gφ (s) = α
(s+ z0)(s+ z1)

(s+ p0)(s+ p1)(s+ p2)
, (15)

where Ga and Gφ are dynamical systems describing amplitude and phase noise shap-ing filters, and where zi and pi are zero and pole locations, respectively. Scalar α is usedto satisfy (13) when f1 = 1Hz and f2 = 25 kHz, and s is the Laplace variable. By fillingthese parameters with values from Table 2, shaping filters Ga and Gφ are finally created,see Figure 15. Note that adhering to (13) makes the shaping filters exhibit a magnitudefrequency response that is slightly greater than the frequency-domain shape of the data.Consequently, for demonstration purposes, extra parameters εφ = 2.5 and εa = 0.75 alignthe slopes.
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Figure 15: Designing RF noise shaping filters to match the measured data of RF field (a) phase and 
(b) amplitude.

Table 2: Modeling parameters for RF noise shaping filters Ga and Gφ .

Value
Parameter Ga Gφ

z0 2π ·5 rad/s 2π ·10 rad/s
z1 2π ·40 rad/s 2π ·1000 rad/s
z2 2π ·210 rad/s n/a
p0 2π ·1 rad/s 2π ·1 rad/s
p1 2π ·20 rad/s 2π ·2 rad/s
p2 2π ·120 rad/s 2π ·6000 rad/s
p3 2π ·7000 rad/s n/a
α 0.7767 0.00462-norm 0.0027 % 0.0009 rad

2.2.2 Bunch Compressor in Simulink
Figure 16 displays a Simulink model, in which the zero-mean random processes α (t) and
ϕ (t) from (11) are modeled as a white Gaussian noise that is filtered by Ga and Gφ de-signed in Section 2.2.1, respectively.The Gaussian noise is configured to have a unit variance according to [83]
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Figure 16: Simulation model to perturb a bunch compressor with RF noise.

σ
2 = 2

N0

2
B, (16)

where B is a noise bandwidth in hertz, and where N0
2 is a two-sided power spectraldensity of the noise in watts. Since only a one-sided spectrum is considered in this work,the constant is doubled. Following this, the unit variance is configured by setting B =

25000Hz and N0
2 = 1W. Then, the filtered noise is fed into a bunch compressor model,which implements (9) and (10) in terms of a MATLAB function. The parameters of thisbunch compressor are taken from an ELBE configuration and are listed in Table 3. Finally,the whole scheme is sampled at 50 kHz.
Table 3: Bunch compressor parameters for a Simulink model.

Parameter Value
RF field amplitude A of a chirping SRF cavity 7.33MVOff-crest RF field phase φ of a chirping SRF cavity −12 degReference energy E0 of a magnetic chicane 28MeV
R56 of a magnetic chicane 96mm

When viewing the results of this simulation in frequency domain, there is a clear align-ment between the perturbed output of the bunch compressor and the applied RF noise,see Figure 17. In particular, as the frequency decreases, the bunch compressor outputswitches from following the RF amplitude to phase noise. Note that for demonstrationpurposes, Gφ is scaled by εφ = 208 and Ga by εa = 1.35 to align the slopes. So in general,this simple experiment illustrates the static nature of the bunch compressor. The inputnoise is propagated to the output with some minor variability depending on the bunchcompressor parameters, mostly the phase (see below).
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Figure 17: Simulating the impact of RF noise on a bunch compressor.
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At the same time, the results of this simulation do not match the measured τ signal,see Figure 18. First, the integrated rms amount of simulated noise is far less than themea-sured one, namely 12 fs rms compared to 62 fs rms, respectively. Note that for this reason,the simulated data has to be increased by ψ = 16 dB to align the slopes of linear spectraldensities. Second, there is still a clear mismatch between the slopes below 100Hz. It isalso interesting to note that by decreasing φ it is possible to achieve better alignment, butthis new φ breaks correspondence with the measurement configuration.

101 102 103 104

−80

−60

−40

Frequency [Hz]Sp
ec

tr
al

de
ns

ity
[d
B

p
s/

√
H
z
]

S̃τ meas

S̃τ sim + ψ | ϕ = −12 deg

S̃τ sim + ψ | ϕ = −4 deg

Figure 18: Simulation results of a bunch compressor, when compared to measured electron bunch
arrival time data.

The displayed mismatch indicates that the given RF noise alone does not fully reflectthe actual noise that is observed on τ . The actual noise has, therefore, a twofold origin,i.e.
• RF noise
• Initial arrival time noise of the passing electron bunches

The second origin is due to upstream noise sources, such as the SRF electron gun. Insteadof treating all these noise sources separately, this work focuses on the final noise, whichis observed on τ and which accumulates all noise contributions. This not only allows toreflect the actual noise more precisely, but also to keep the order of the resulting modellow.
2.3 Conclusions
In this chapter, the problem of using an RF noise for the purpose of modeling an electronbeam disturbance was investigated. The models for RF amplitude and phase noise wereestablished and then used in a Simulink model to perturb the model of a bunch compres-sor. Finally, the results of these simulations were compared to the modeled RF noise andmeasured bunch arrival time data. This comparison showed two important things, namely

• Bunch compressor is a static system
• Initial arrival time noise constitutes amajor contribution to the final noise observeddownstream of the bunch compressor

These two aspects significantly impact further modeling that is performed in this thesis.First, the bunch compressor can be modeled as a static beam response matrix, where the
30



matrix elements are scalars derived from machine measurements. Second, disturbancemodeling that is based on the measured RF noise reflects the actual noise neither in size,nor in frequency-domain shape. Simultaneously, such model turns out to be rather high-order, which is undesired for a beam-based regulator, because the high-order solution [44]increases the latency of calculations and may cause numerical instability.For all of these reasons, it can be concluded that disturbancemodeling that is based onthe RF noise is inappropriate for the given task. In the rest of this thesis, the disturbancemodeling is performed based on the electron bunch arrival time data [45]. Chapter 3elaborates this new modeling in the context of control system design.
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3 ImprovingBeam-BasedRegulationwith aDisturbanceModel-
Based Design

In the following chapter an improvement for a commonly used proportional beam-basedregulator is proposed and evaluated. The chapter begins by analyzing the regulation ofan electron bunch arrival time, and the common design of the proportional regulator isshown. After that, the given regulation problem is extended with a disturbance model-based design, which is then formulated in the context of theH2 mixed-sensitivitymethod.Both designs are evaluated at the continuous-wave linac ELBE in order to draw conclusionsregarding the proposed improvement.
3.1 Beam-Based Regulation
According to (9) and (10), where E0 and R56 are static for a given accelerator setting, thearrival time of an electron bunch can be regulated by modulating its energy. Usually, thismodulation is performed with the help of an RF actuator, i.e. a control loop that allowssetting and stabilizing the amplitudeA and phase φ of an RF field. To give a concrete exam-ple, the RF field control loop, that is responsible for a bunch compressor at ELBE, consistsof an SRF cavity and a digital LLRF controller. So from the point of view of the given regula-tor problem, this means that there are two RF field variables that a beam-based regulatorcan use to modulate the bunch energy. Yet according to (9), the RF field amplitude A ismore linear, than the phase φ . Moreover, changing φ also changes the bunch compres-sion, which is not desirable in this case. It is therefore reasonable to consider the phase φa constant and define the output of the beam-based regulator in terms of A exclusively,i.e.

a =
∆A
A

·100, (17)
where a is a change in percent with respect to the absolute RF field amplitude. Incombination with a bunch arrival time monitor, the beam-based regulator extends thebunch compressor schematic by cascaded control loops, i.e. the already existing RF fieldcontrol loop becomes the so-called inner loop, whereas the added beam-based feedbackforms the outer loop, see Figure 19.
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SRF cavity Magnetic chicane BAM

Bunch compressor

A, ϕ
a τ

LLRF Beam-based regulator

RF loop Beam-based feedback loop

Figure 19: Schematic of a bunch compressor extended by cascaded loops to regulate an electron
bunch arrival time.
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The corresponding beam-based regulator can be designed by casting the extendedbunch compressor to a SISO configuration, where τ is a regulated process variable, andwhere a is a regulation signal. The bunch compressor then represents a plant, whereWδconverts the control signal a to the absolute RF field amplitude A, and where Gδ and Gτare (9) and (10), respectively. According to this simple design, the dynamics of the RFactuator are neglected. Instead, the beam-based regulator K acts directly on the bunchcompressor in order to compensate an error e, i.e. a negative impact of some unknowndisturbance d on the process variable τ , see Figure 20.
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Figure 20: Beam-based regulation cast to a SISO configuration that is based on the first principles
derived from a bunch compressor model.

The twofold origin of disturbance d is described in Chapter 2. Here, the origin detailsare deliberately omitted, and d represents a generalization, e.g. a unit step. To counteractsuch disturbance, it is straightforward to let K be an inverse of the bunch compressorplant, i.e.
K = γ G−1

BC
, (18)

where
GBC = Gτ GδWδ =

1
v

R56
eA
E0

cosφ
1

100
, (19)

and where γ is an additional gain to adjust the regulator performance. In fact, thevalue of GBC can be determined analytically by evaluating (19) with corresponding param-eters. Since the ultimate goal is to regulate the ELBE accelerator, GBC is evaluated withELBE bunch compressor parameters from Table 4. The aim here is to find the amount ofvariation in τ , given the input parameter a = 1. In this case, GBC yields 0.78 ps/%. Es-sentially, the resulting scalar plant represents an electron beam response to variations inthe RF field. The scalar variant can also be replaced by a matrix, provided there are morebeam sensors available. The inverse of such matrix produces a proportional regulator K.
Table 4: Bunch compressor parameters at ELBE.

Parameter Value
RF field amplitude A of a chirping SRF cavity 7.27MVOff-crest RF field phase φ of a chirping SRF cavity −21 degReference energy E0 of a magnetic chicane 28MeV
R56 of a magnetic chicane 96mm

34



Even though the presented analytical formulation of GBC captures the overall conceptof the bunch compressor, it is still too simplified to match reality. The phase space of anelectron bunch entering the bunch compressor may be far more complicated [41], thana simple ellipse illustrated in Figure 8. This is why, a common engineering practice is tomeasure the beam response on a real machine, while changing the RF field in a step-wise manner. The ELBE bunch compressor, configured according to Table 4, yields about
0.42 ps/% as a result of such measurement, see Figure 21.
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Figure 21: Measuring the response of electron bunch arrival time τ at ELBE, while changing the
setpoint of an RF field amplitude, i.e. A = 7.27MV, by steps of 50 kV.

The cross-check of the measured beam response can be performed using the finalvalue theorem [50]. This theorem shows the final value of e(t), i.e. the error of a closed-loop system, as t approaches infinity. So the idea of the cross-check is to first find γ thatcorresponds to the measured e(∞). Knowing the value of K that was applied during themeasurement, the found γ can be used to determine GBC from (18). Therefore, given theassumption that disturbance d is a unit step, the theorem is defined as
e(∞) =

1
1+ lim

s→0
L(s)

, (20)

where s is the Laplace variable, and where the limit of a constant open-loop transferfunction L = GBC K can be evaluated with the help of (18), yielding
lim
s→0

GBC K = GBC K = γ GBC G−1
BC

= γ. (21)
By substituting the limit in (20) with (21) e(∞) can be expressed as a function of γ , i.e.

e(∞) =
1

1+ γ
. (22)

Then, e(∞) is redefined as
e(∞) =

στo

στi

, (23)
where στi and στo denote the integrated rms noise of the electron bunch arrival timemeasured at ELBE with the proportional feedback off and on, respectively, see Figure 22.
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Figure 22: Integrated rms noise of an electron bunch arrival time measured at ELBE with a propor-
tional regulator K = 2 off and on.

So by substituting e(∞) in (22) with (23) γ can be expressed as a function of the mea-sured arrival time ratio, namely
γ =

στi

στo

−1. (24)
Finally, when evaluatedwith values fromTable 5, (24) and (18) yield γ = 0.88 andGBC =

0.44 ps/%, respectively. The cross-checked value ofGBC indicates the validity of the beamresponse reported earlier.
Table 5: Regulation of an electron beam at ELBE using a proportional regulator.

Parameter Value Remark
στi 62 fs rms integration range 1Hz – 25 kHz
στo 33 fs rms integration range 1Hz – 25 kHz
K 2 %/ps

Choosing γ < 1 to evaluateGBC is characterized by a need to avoid triggering the degra-dation of the regulator performance. Specifically, increasing γ on the real machine doesnot reduce e(∞) according to an analytical estimation in (22), but rather causes (23) tosubstantially deviate, see Figure 23. The values of γ that are used during the measure-
ment are derived from (18) by setting GBC = 0.42 and K =

[
2 4 6 8

]T .
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Figure 23: Performance of a set of proportional regulators K, when GBC is tied to the ELBE beam
response of 0.42 ps/%, but γ is intentionally varied.
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The performance degradation observed on the real machine exposes the principaldrawback of proportional regulators, namely the absence of a bandwidth specification.These regulators apply their regulating action across thewhole frequency spectrum,whichmay cause an interference with other control system components, e.g. actuators. In par-ticular, the RF actuator described in Section 1.1.2 exhibits dynamics with a bandwidth of
35 kHz and a gain margin of 11.6 dB. With no bandwidth specification the proportionalregulator becomes part of the actuator dynamics and, thus, relies on the actuator gainmargin. So theoretically, setting γ ≈ 3.8 would consume the gain margin completely andturn the system unstable. Yet practically, strong plant oscillations appear above 10 kHz al-ready when γ ≈ 3.36, see Figure 24. When integrating the resulting rms noise, the strongoscillation above 10 kHz results in a large integration step, and compared to a less aggres-sive regulator, this step completely negates the applied regulation effort.
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Figure 24: Regulation of a 50 kHz electron beam at ELBE using a proportional regulator, when
γ ≈ 3.36. (a) A pronounced plant oscillation is triggered above 10 kHz, which (b) results in a large 
integration step.

In this case, an ad hoc solution would be a trade-off between the noise suppressionand plant stability. For example, setting γ ≈ 2.52 achieves a suppression of the rms noiseby a factor of 3, i.e. only 22 fs rms noise remains, while causing a moderate plant oscilla-tion, see Figure 25. Even though there is still an integration step, it is not as big as when
γ ≈ 3.36. The impact on the final rms noise is thus small.

The displayed trade-off gives rise to the problem of finding a regulation approach thatis able to achieve good noise suppression without compromising the plant stability. Incomparison to the displayed settings of the proportional regulator, the new approachshould perform similarly to γ ≈ 0.84 in the high-frequency range, but preferably better
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Figure 25: Regulation of a 50 kHz electron beam at ELBE using a proportional regulator. (a) Setting
γ ≈ 2.52 causes a moderate oscillation above 10 kHz. (b) Nevertheless, the set γ allows to suppress
the integrated rms noise by a factor of 3.

than γ ≈ 2.52 in the low-frequency range. Therefore, in this work, the aim is to take theactual noise explicitly into account. This means shifting the focus of attention from theanalytical formulation to the size of a concrete disturbance signal. So contrary to the pro-portional regulator, the new regulator K will try to compensate the impact of a knowndisturbance d on the process variable τ . Obviously, the updated beam-based regulatorwill have to ensure
• Proper bandwidth definition in order to decouple the new regulator dynamics fromthe LLRF loop, i.e. the actuator
• Natural ability to incorporate a dynamical disturbance model inside the regulatordesign
• Correspondence between the regulator performance criterion and the goal to sup-press the rms value of electron beam fluctuations

These requirements are satisfied by employing a disturbance model-based design that isexpressed in terms of the H2 mixed-sensitivity problem [69, 40]. On the one hand, the
H2 regulator design represents a frequency-dependent optimization procedure. On theother hand, the designed regulator is expected not only to stabilize the plant model, butalso to minimize the rms fluctuations of the model output. Since theH2 norm of a modelis directly related to the rms value of its output, minimizing such norm matches well thegiven physical problem.

38



3.2 Disturbance Model-Based Design
The modeling of disturbance for the new beam-based regulator is based on arrival timedata presented in Figure 10. This allows the design to better match the given real-worldproblem. Consequently, a transfer function Gd is introduced to define the dynamics of astochastic disturbance d that acts on an electron bunch arrival time τ . That is to say, thisdisturbancemodel is interpreted as a filter that shapes a theoretical white noise signal intothe frequency content of the measured arrival time data. The rms amount modeled by
Gd is adjusted with the help of (13), while setting f1 = 1Hz and f2 = 3.5 kHz for a 50 kHzelectron beam. Choosing 3.5 kHz as the upper integration limit has a couple of reasons.First, the majority of the noise resides below 1 kHz [42], and this can be used as a designconstraint. Second, the designedH2 regulator aims to achieve decoupling from the LLRFdynamics [44], and this is accomplished by targeting a regulation bandwidth of 3.5 kHz,i.e. one order of magnitude lower than the 35 kHz bandwidth of the LLRF. Therefore,by choosing the locations of poles and zeros to reflect the frequency-domain shape ofmeasured electron bunch arrival time noise, the transfer function Gd can be defined as

Gd (s) = α
s+ z0

(s+ p0)(s+ p1)
, (25)

where z0 denotes the location of a zero at 500 rad/s, andwhere p0 and p1 are two polelocations at 50 rad/s and 5000 rad/s, respectively. Scalarα = 4.2021 is used to satisfy (13).Therefore, the norm ∥Gd∥2 yields 0.059 ps rms, which is, indeed, the majority of thenoise when compared to the overall noise of 0.062 ps rms. Accordingly, Gd (s) repre-sents a specifically scaled second-order dynamical system with a 20 dB/decade roll-offafter 1 kHz, see Figure 26.
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Figure 26: Designing the disturbance model Gd to match the electron bunch arrival time noise up to
1 kHz. An extra parameter εd = 0.25 aligns the slopes.

3.2.1 UsingH2 Mixed-Sensitivity ProblemBy using Gd as a design specification, the new beam-based regulator K is aimed at reduc-ing the sensitivity of τ to rms perturbations coming from d. Such interpretation enablesthe formulation of this beam-based regulation in terms of theH2 mixed-sensitivity prob-lem, see Figure 27.According to such formulation, models Gd and Gn define the transfer functions of theelectron beam disturbance d and the sensor measurement noise n, respectively. In addi-tion, frequency weightsWS andWKS help shaping the regulator performance and produceerror signals wS and wKS that are used by an optimization procedure. Finally, as shownbelow, a specific bandwidth is defined to decouple the designed regulator from the LLRF
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Figure 27: Regulation of an electron bunch arrival time expressed in terms of theH2 mixed-sensitivity
problem.

dynamics. This allows to omit the RF field control loop from the design and continue using
GBC as the plant model.Moreover, by putting Gd into the context of the H2 mixed-sensitivity problem the τsignal can be expressed as

τ = (1+L)−1

︸ ︷︷ ︸
S

Gd d , (26)
where again L = GBC K and denotes the open-loop transfer function, and where S is aclosed-loop transfer function, called the sensitivity function. Inspection of (26) shows thatthe sensitivity to disturbance input d can be reduced by properly shaping S in frequencydomain, see Figure 28.
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Figure 28: Shaping the sensitivity function S using (a) a frequency weight WS to (b) suppress the 
disturbance model Gd into its shaped closed-loop counterpart SGd . For demonstration purposes, 
the extra parameter εd = 0.25 aligns the slopes.
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Specifically, the shaping of S is performed using a frequency weight

WS (s) =
s

MS
+ωS

s+ωS AS

, (27)

whereWS (s) is a first-order low-pass filter, and where AS and MS define the low- andhigh-frequency gains, respectively. Parameter ωS specifies an approximate bandwidth ofthe designed regulator. A typical guideline [69, 40] is tomake S small in the low-frequencyrange to achieve better disturbance rejection. For this purpose, the low-frequency gain
AS specifies the desired suppression of Gd .

Another relevant closed-loop transfer function is related to the regulating signal a. Thissignal is generated by the beam-based regulator K as a response to a perturbed electronbunch arrival time τ . Since the generated signal is used to manipulate the amplitudesetpoint of the RF cavity field, the goal is to limit the control energy in order to avoidsensitivity to any unmodeled RF dynamics. This is accomplished by shaping a so-calledinput sensitivity function KS, which represents a link between the disturbance input dand regulating signal a, namely

a = KSGd d . (28)
Similar to the shaping of S, the input sensitivity function KS is shaped using a fre-quency weight

WKS (s) =
s+ωKS AKS

s
MKS

+ωKS

, (29)

where WKS (s) is a first-order high-pass filter, and where AKS and MKS define the low-and high-frequency gains, respectively. Again, the parameterωKS is linked to the regulatorbandwidth. Themain objective is to increase the high-frequency roll-off of the closed-looptransfer function KSGd by increasing the high-frequency gain MKS . The steeper the roll-off, the less action is applied by the regulator beyond its bandwidth. Meanwhile, the low-frequency range ofKSGd follows the shapeof the disturbancemodelGd with amagnitudeoffset defined by G−1
BC
, see Figure 29.

The sensor measurement noise model Gn is used to regularize a so-called sensor sin-gularity at ω = ∞. The fact is that the optimization procedure assumes that the sensormeasurement τ has noise at every frequency, ω = ∞ included. Yet the actual disturbancemodel Gd is defined by a strictly proper transfer function, such that

ω → ∞ : Gd ( jω)→ 0. (30)
Consequently, to eliminate the singularity, the sensor measurement τ is redefined as

τ +Gn n, where Gn is a small non-zero constant. Interestingly, Gn can also be used as aneffective bandwidth tuning knob. Together with ωS and ωKS , this parameter establishesthe following regulator tuning procedure
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Figure 29: Shaping the input sensitivity function KS using (a) a frequency weight WKS to (b) increase 
the high-frequency roll-off of a closed-loop transfer function KSGd .

1. Set parameters AS , MS , AKS and MKS to a desired specification, e.g.
AS Desired suppression of low-frequency noise by 60 dB

MS Typical selection of 2 dB [69], which is a boundary for themaximum peak magnitude of S at high frequencies
AKS Typical setting of−100 dB to ensure that the cost functionis dominated by AS at low frequencies [69]
MKS Initial selection of 2 dB

2. Set parametersωS andωKS about equal to a bandwidth requirement and keepωS ≤
ωKS , e.g. ωS = ωKS = 22000 rad/s≈ 3.5 kHz

3. Adjust the scalar Gn to align the bandwidth of the complimentary sensitivity func-tion T , see Appendix 1, with the bandwidth requirement
4. Adjust the above parameters to improve correspondence with the desired specifi-cation

Following this, Table 6 summarizes design parameters and estimations for a regula-tor that targets a bandwidth of about 3.5 kHz and a low-frequency noise suppression ofroughly 60 dB. Note that during the tuning procedure some of the initial parameter set-tings changed in order to satisfy the ultimate goals for the bandwidth and suppression.
42



Table 6: H2 regulator design parameters and estimations.

Parameter Value Remark
GBC 0.42 ps/%
Gn 0.00018
AS 0.0063 −44dB
MS 1.26 2dB
ωS 21000 rad/s 3.3 kHz

AKS 0.001 −60 dB
MKS 1.41 3 dB
ωKS 22000 rad/s 3.5 kHz

∥Gd∥2 0.059 ps rms amount of expected noise
∥SGd∥2 0.021 ps rms amount of residual noise
∥KSGd∥2 0.14 % rms amount of regulation effort

Meanwhile, the synthesis of the H2 regulator is performed by a MATLAB function
h2syn from the Robust Control Toolbox [4]. As the main input, the function expects astate-space model that resembles an interconnection of the blocks and signals displayedin Figure 27, but with no regulator K to close the loop. As such, the interconnected model
features inputs [ d n a

]T and outputs [ wS wKS τ
]T . This kind of interconnec-tion is usually called a generalized, or augmented, plant. One possible way to prepare thegeneralized plant is to create the required block interconnection in Simulink, populatethese blocks with model data and then use a MATLAB function linmod [46] to extract amodel of the generalized plant. Since the extracted model is in a state-space form, it isrepresented by matrices A, B,C and D, which denote the system, input, output and feed-forward matrices, respectively. For the purpose of synthesizing the regulator K for thisgeneralized plant, the function h2syn attempts to solve an optimization task. It amountsto finding a stabilizing regulator K that is able to minimize theH2 norm of a transfer func-tion from the disturbance signal d to the error signals w, i.e.

[
wS

wKS

]
=

[
WS SGd

WKS KSGd

]
d. (31)

Along with a state-space model of the synthesized regulator K, the function h2synproduces a full-state feedback gainKu and an observer gain Lx, both returned asmatrices.Each of these gains is produced by solving an algebraic Riccati equation, see Appendix 2. Inaddition, themanual regularization, which is applied with the help of the scalarGn, allowsto switch off the automatic one applied by the function h2syn. Finally, the result of theregulator synthesis can be visualized in terms of the most relevant transfer functions, seeFigure 30.As can be seen, the combination of S and KS sensitivity functions, often referred toas S/KS, plays the main role in shaping the desired behavior of the presentedH2 mixed-sensitivity problem. Of course, this shaping adds a certain overhead to the design, be-cause now the plant model is not merely the scalar GBC , but the generalized plant, whichincludes the second-order disturbance model Gd , as well as the first-order shaping filters
WS andWKS . As a result, there is a plant with four states, which essentially have no physicalrelation to the real machine and, thus, can not be directly measured. To resolve this issue,the regulator K relies on state observation. That is, the regulator consists of two parts,
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Figure 30: H2 regulator visualized in terms of its transfer functions. The closed-loop transfer func-
tions SGd and KSGd are clearly tailored to the disturbance model Gd .

namely 1) a dynamical state observer system, which estimates the state vector x̂, and 2)the above-mentioned full-state feedback matrix Ku, which uses the estimated states toproduce an optimal control signal a. A simplified observer-based structure is illustrated inFigure 31. The matrices A, B andC are derived from the state-space representation of thegeneralized plant obtained by the function linmod.
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Figure 31: Simplified observer-based structure of the regulatorK designed in terms of theH2 mixed-
sensitivity problem.

Mathematically, the displayed observer-based structure is expressed in a state-spaceform as
˙̂x = Ax̂+Ba+Lx (τ −Cx̂) , (32)
a = Ku x̂. (33)

Converted to discrete-time forms, (32) and (33) can be implemented on a real-timefeasible digital platform. A concrete example is provided in Chapter 4. Such implementa-tion allows to close the loop on the real machine and, thus, validate the concept of theproposed beam-based regulation.
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3.2.2 Evaluation at ELBE

To evaluate the performance of the H2 regulator, measurements on the CW linac ELBEwere conducted. The layout of the measurement setup was equivalent to the propor-tional scheme displayed in Figure 19. Accordingly, the bunch compressor was configuredas shown in Table 4. The compressed electron bunches with a bunch charge of 225 pCwere then measured by the BAM with a time resolution of 4 fs rms. The H2 regulatorwas implemented as described in Chapter 4. Importantly, gain γ , which is displayed in Fig-ure 36, was adjusted during themeasurement to improve the regulator performance. Theresult of this measurement demonstrated that theH2 regulator was able to achieve goodnoise suppression without triggering the plant oscillations, see Figure 32. Specifically, theresidual noise amounted to 19 fs rms, and the majority of it came from frequency ranges,where the regulator was not active, i.e. above 1 kHz.
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Figure 32: Regulation of a 50 kHz electron beam at ELBE using theH2 regulator. (a) In frequency
domain, machine data exhibits correspondence with the model. For demonstration purposes, scalar
εd = 0.25 aligns the slopes. (b) Simultaneously, integrated rms noise data show that the regulator
achieves good noise suppression below 1 kHz.

To better appreciate the achieved regulation of the electron bunch arrival time one canview the result in time domain, see Figure 33. Indeed, large low-frequency fluctuationsdisappeared as theH2 regulator counteracted them, whereas small high-frequency onesprevailed. Such is the outcome of applying a band-limited regulator that acts on low-frequency range.
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Figure 33: Regulation of a 50 kHz electron beam at ELBE as observed in time domain. The beam
fluctuations are reduced using theH2 regulator.

Moreover, the demonstrated correspondence between the model and arrival timedata, both in open- and closed-loop cases, also applied to the regulation effort data. Thatis, the frequency-domain data of the regulating signal a follows the magnitude frequencyresponse of the KSGd transfer function up to 1 kHz. After this frequency, however, a flat-tens, as τ ascends to the peak located at approximately 5 kHz. Once τ starts its descent,
a can finally demonstrate the designed high-frequency roll-off, see Figure 34. Also, theestimated parameters from Table 6 turn out to be more conservative, than the measure-ments. That is, the integration of a yields 0.13 % rms, whereas the estimated parameteris 0.14 % rms.
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Figure 34: Regulation effort to stabilize a 50 kHz electron beam at ELBE using theH2 regulator. For
demonstration, scalar εd = 0.25 aligns KSGd with the slope of a.

Therefore, the absence of the plant oscillations indicates a successful validation of the
H2 regulator with respect to its decoupling from the LLRF dynamics. Compared to theproportional beam-based feedback method, the H2 regulator not only leaves the highfrequencies intact, but also shows superior suppression within its band of frequencies,see Figure 35.
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Figure 35: Comparing performance between the proportional beam-based feedback method with
γ ≈ 2.52 and the H2 regulator. (a) The frequency domain clearly shows the different behaviors
of both regulators depending on the frequency range. (b) This difference can also be seen while
examining the band-limited amounts of the integrated rms noise.

3.3 Conclusions
In this chapter, an improvement for a commonly used proportional beam-based regula-tor was proposed and evaluated. The improvement was expected to resolve unwantedplant oscillations that are typically caused by the proportional regulator due to its cou-pling with the dynamics of an RF cavity actuator. To improve the state of the art, a newdesign was based on a disturbance model derived from measured electron bunch arrivaltime data. The insight acquired from the data helped determine the right regulation band-width, which, in turn, was supposed to facilitate the above-mentioned decoupling. Theregulator design was then formulated in the context of anH2 mixed-sensitivity problem.Finally, the regulator was evaluated on the CW linac ELBE and compared to its propor-tional counterpart. The corresponding results demonstrated the ability of the designedregulator to achieve the decoupling and, thus, leave the plant stability intact. This alsoallowed the new regulator to achieve slightly better noise suppression, compared to theproportional case.Moreover, the designed regulator showed excellent agreement between the modeland measurements. The decision taken in Chapter 2 to base the disturbance modeling onthe actual beam noise has, therefore, the following favorable consequences

• Residual noise can be estimated in size and frequency-domain shape
• Required regulation effort can be predicted and accounted for
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Of course, this result is not possible without a real-time feasible implementation [43] thatcan efficiently host a high-order state-space regulator and, at the same time, handle a fastbeam-based feedback. For this reason, Chapter 4 goes into the details of digital logic andpresents the FPGA-based implementation of the designed beam-based regulator.
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4 Implementing a High-Order State-Space Regulator for Fast
Beam-Based Feedback

In this chapter, the implementation of a high-order state-space regulator for a fast beam-based feedback is presented. To achieve real-time execution, the presented solution isimplemented on a powerful FPGA board. The structure of the chapter is as follows. First,the structure of a digital beam-based regulator is shown. Then, integration with the givenMTCA.4 digital platform is discussed both fromhardware and software perspectives. Afterthat, a more in-depth discussion of a firmware architecture for the beam-based regulatoris presented. Specifically, the application of systolic arrays for the purpose of implement-ing a state-space regulation algorithm is described in detail. Finally, the implementedsolution is verified with the help of a specially designed hardware/software testbench.
4.1 Toward Digital Beam-Based Regulator
Discrete-time versions of (32) and (33) are used to implement a beam-based regulator. Inthe given case, however, GBC is static, so there is a direct feedthrough in the design. Thisleads to a non-zero matrix D, which has to be taken into account. So mathematically, thefull structure is expressed in a discrete-time state-space form as

x[k+1] = Ax[k] + Bu[k] + Lxex[k], (34)
u[k] = Kux[k] + Lueu[k], (35)

where

ex[k] = y[k]−Cx[k]−Du[k], (36)
eu[k] = y[k]−Cx[k]−Du[k−1], (37)

whereLu is an observer gain producedby aMATLAB functionh2syn, andwhere a feed-forward matrix D is derived from a generalized plant. For further details see Section 3.2.1.In order to alleviate an FPGA-based implementation of this structure [43], (34) and (35)are rearranged based on variables x[k], y[k] and u[k−1]. This yields a new set of matrices

Θ = A+BKu −BLuC−LxC−LxDKu +LxDLuC, (38)
ϒ = BLu +Lx −LxDLu, (39)
Φ = LxDLuD−BLuD, (40)
Ξ = Ku −LuC, (41)
Ψ = Lu, (42)
Ω = LuD, (43)

and since the newmatrices can be evaluated offline, (34) and (35) can be rewritten as

x [k+1] = Θx [k] + ϒy [k] + Φu [k−1] , (44)
u [k] = Ξx [k] + Ψy [k] − Ωu [k−1] . (45)
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Following this, the cascaded control loops displayed in Figure 19 are elaborated withthe matrix interconnection of a digital beam-based regulator, see Figure 36. The newmatrices are also augmented by gains γ and β , where the former is an additional gainto adjust the regulator performance, whereas the latter is a simple placeholder currentlyset as β = 1. Block z−1 represents a unit delay that registers signals, such as state x andregulation output u. Finally, note that the implementation part of this work concretizesthe actuator device by defining the TESLA cavity C4 as the RF actuator.
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Figure 36: Cascaded control loops of a bunch compressor showing the internal structure of a digital
beam-based regulator.

Furthermore, the LLRF control system demonstrated in Figure 4 is extended by a set-point modulation logic M, see Figure 37. The modulation logic is defined as
[

∆rI
∆rQ

]
=

1
100

[
rI
rQ

]
a, (46)

where a denotes a change in the RF field amplitude expressed in percent units, andwhere rI and rQ are the RF field setpoints in I andQ, respectively. Factor 1
100 is required toconvert the amplitude change in percent to a relative error ∆A

A [33]. This factor could alsobe applied on the regulator side, but in this case the small resulting number would sufferfrom underflows caused by the fixed-point data type in use by the LLRF implementation.Specifically, the FPGA-based [71] implementation of the LLRF control system uses fixed-point data type formatted as (1, 18, 10), where the fixed-point format is specified as
(sign, word length, word fraction length) . (47)

50



So before sending the regulator output to the LLRF control system, a signal value of,for example, a = 0.1 could be factored to ∆A
A = 0.001, which would be very close to thegiven fixed-point precision of 2−10 ≈ 9.8 ·10−4. Consequently, to avoid an immediate lossof precision due to the used data format, this factor is applied last, and on the LLRF side.
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Figure 37: LLRF control system of the ELBE RF station C4, extended by a beam-based setpoint cor-
rection.

The displayed LLRF control system is based on theMTCA.4 digital platform. In fact, theBAM sensor uses this digital platform as well. Most importantly, this platform also suitsthe current implementation, both in terms of hardware and software. So, in this work, itis chosen to stick to the existing technology.
4.2 Integration with MTCA.4 Digital Platform
The fact that the regulator is going to be incorporated into the given digital platform setsa few important conditions: 1) the use of custom FPGA boards and 2) compliance with afirmware framework developed in VHDL [9]. As a result, the regulator implementation iscarried out on a specific data processing and telecommunication board, called advancedmezzanine card (AMC) TCK7 [48]. The board features a high-performance FPGA deviceXC7K420T from Xilinx. To help leveraging the features of this board, the given firmwareframework provides support for

• Interfacing with external software through a PCI Express connection
• Communicating with other FPGA boards using low-latency links
• Saving diagnostic data to memory
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So there are three major responsibilities of the AMC TCK7 board, namely 1) to receivedata from BAM FPGA, 2) process this data and 3) send the result to LLRF FPGA. So whilethe processing is done inside the XC7K420T chip, the receiving/sending occurs throughthe low-latency links (LLL) that are driven by 10-Gigabit small form-factor pluggable (SFP)optical transceivers. Measurement signals τ and regulation signals a are transferred viathese LLL facilities. Similarly, the initialization of the processing stage happens through aregister-based HW/SW internal interface (II) that is driven by the PCI Express (PCIe) con-nection. This interface is used by external software to set the values of gain matrix el-ements, setpoints, etc. In addition, the processing stage needs to save diagnostic data.For this reason, a data acquisition (DAQ) facility is used to dump data to double-data rate(DDR) memory. To sum up, Figure 38 illustrates a general block diagram that shows thebeam-based regulator in the context of the MTCA.4 hardware environment.
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Figure 38: Beam-based regulator implemented in the context of a MTCA.4 hardware environment.

The complexity of the presented hardware system underscores the importance of asoftware-based user interaction. Hence the necessity to establish a HW/SW interface thatis able to facilitate initialization, control and other user related tasks.
4.2.1 Hardware/Software Interface

TheMTCA.4 technology uses a special software framework [32] to support the PCIe-basedcommunication between the related hardware and software. Specifically, this frameworkprovides the necessary application programming interface (API) to establish the register-based HW/SW interface. By writing and reading these registers the user is able to interactwith the beam-based regulator FPGA, and Figure 39 depicts a basic user interaction as aunified modeling language (UML) use case diagram.
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Figure 39: UML use case diagram summarizing user interaction with the FPGA board of a beam-
based regulator.

Along with the basic use case to initialize the gain data when the application starts, amore sophisticated variant is to allow updating this data when the regulation is alreadyrunning. Imagine a use case when the operator wants to tune the gain γ in real time. Thedifficulty is related to the fact that ELBE is operated in CW mode, so there are no pauseslong enough to permit a plain data overwrite. Moreover, it is reasonable to assume thatupdating the gain data separately, i.e. regardless of the algorithm state as a whole, willlead to erroneous algorithm results. Hence the necessity to update the gains 1) all at onceand 2) at a proper time instant. Essentially, the second requirement suggests a hardware-side implementation that is based on a finite-state machine (FSM). In the meantime, thefirst requirement is fulfilled on the software side by first making a time-consuming writeof the entire data from the software to intermediate hardware buffers and then triggeringa fast data update on the hardware side. Figure 40 demonstrates this concept with thehelp of a UML sequence diagram.

write(g, d)

trigger data update

read
d

initialize:SW intermediate buffer:HW gain:HW

loop

[d in g data]

loop

[g in gains]

loop

[d in buffer data]

Figure 40: UML sequence diagram demonstrating the concept of (re)initialization of gain data.

The starting and stopping use cases are both based on the manipulation of the sameflag to enable feedback data propagation to the regulation algorithm. This one-bit flag,called CTL_ENA, is set to 1 to enable regulation. Fundamentally, this defines an event-driven behavior of the algorithm implementation, i.e. when the algorithm receives nodata, the regulation idles, see Figure 41. This is true for both the H2 and proportionalcases.
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Figure 41: State diagram showing the effect of CTL_ENA flag on regulator state transitions.

Another important flag is responsible for the selection of a beam-based regulator dur-ing runtime. Since the aim is to compare the performance of theH2 and proportional reg-ulators, then a one-bit CTL_SEL flag enables the necessary selection. Together with othercontrol-related registers, CTL_SEL and CTL_ENA form the essential part of the HW/SWinterface, see Table 7.
Table 7: Registers of a hardware/software interface for a beam-based regulator.

Name Width Count R/W Description
CTL_H2_GAIN_X2DX 18 16 R/W Interm. buffer for ΘCTL_H2_GAIN_Y2DX 18 4 R/W Interm. buffer for ϒCTL_H2_GAIN_IU2DX 18 4 R/W Interm. buffer for ΦCTL_H2_GAIN_X2U 18 4 R/W Interm. buffer for ΞCTL_H2_GAIN_Y2U 18 1 R/W Interm. buffer for ΨCTL_H2_GAIN_IU2U 18 1 R/W Interm. buffer for ΩCTL_H2_GAIN_U2P 18 1 R/W Interm. buffer for βCTL_H2_GAIN_P2Y 18 1 R/W Interm. buffer for γCTL_H2_GAINS_UPD_TRG 1 1 R/W Trigger to update gainsCTL_H2_STATUS 32 1 R Status of algorithmCTL_P_GAIN 18 1 R/W Proportional gain KpCTL_REF 25 1 R/W Reference signal rCTL_LIM 25 1 R/W Limit δτlim for signal δτCTL_SEL 1 1 R/W Selection of regulatorsCTL_ENA 1 1 R/W Enable regulation
DAQ_ENA 1 1 R/W Enable DAQ
LLL_RX_STATUS 1 1 R Receiver link statusLLL_TX_STATUS 1 1 R Transmitter link status
CLK_FREQ 32 3 R Clock counters

The displayed widths of signals and gains adhere to a custom fixed-point data format.This format is derived by analyzing computational resources available on the given FPGAchip.
4.2.2 Fixed-Point Analysis of Regulator Signals and Gains
An efficient implementation of (44) and (45) requires a design that uses specialized circuitsprovided by an FPGA, namely digital signal processor (DSP) slices. These high-speed cir-cuits support a number of mathematical functions, including multiplication and addition,and therefore can accelerate a compute-intensive design. According to a data sheet [78],the XC7K420T device features 1680 DSP slices, where each DSP48E1 slice [77] contains a
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pre-adder, a 25×18 multiplier, an adder, and an accumulator. Consequently, the 25- and18-bit widths of the multiplier operands are employed to differentiate between two typesof data in the current design:
• signals flowing through the regulator, e.g. from y [k] to u [k]

• gain matrix values that modify the signals
The signals and gains are assigned to 25-bit and 18-bit words, respectively, thus prior-itizing the precision of the signal data. Apart from the precision, the 25-bit signal wordneeds to allocate enough bits for the integer part to avoid overflows inside the regulator.This issue is addressed by defining

|amax | ≈ 1, (48)
i.e. the maximum magnitude of the regulation signal a is limited to about 1 %. Asdemonstrated in Section 3.2.2, this amount of regulation effort is sufficient to achievegood noise suppression. Otherwise, a considerable action taken by the regulator can re-sult in a drastic change of the signal driving the cavity, which, in turn, has a high probabilityto trigger the ELBE protection system to switch off the accelerator. It is therefore reason-able to limit the regulation signal. To enable such limitation though, the allowedmaximumdeviation of the BAM sensor output should be close to

|δτmax | ≈ GBC |amax | ≈ 0.42, (49)
given GBC = 0.42 ps/%. For this reason, the block diagram illustrated in Figure 36features a saturation block, which implements

δτ =

{
δτ, if δτ < δτlim

δτlim , otherwise
, (50)

where δτlim = 0.5. Therefore, when γ = 1, one bit should be enough to represent theinteger part of the signal. To allow experimental variation in γ , e.g. from 1 to 10, fourbits are allocated, and, thus, according to the format specified in (47) the signal data typebecomes (1, 25, 20).
In contrast, the fixed-point data type for gains is derived by examining the magnitudesof values stored in (38)–(43). In this context, consider the 4th-order digitalH2 regulator

Θ =




0.6930 −0.2026 0.0751 −0.0446
0.0034 0.9941 0.0023 −0.0013
0.0193 0.0177 0.9905 0.0041

−0.3269 −0.4181 −0.3098 0.7213


 ,

Ξ =
[
−0.6539 −0.8361 −0.6196 0.3683

]
,
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ϒ =




−0.3607
−0.0108
−0.4669

0.2974


 , Φ =




−0.0303
−9.0993 ·10−4

0.0028
0.1249


 ,

Ψ = 0.5948 , Ω = −0.2498 .

Depending on the magnitude range of a particular matrix, the gain data type can varyits precision. For example, themaximummagnitude among thematrix values constitutingthe gain Θ is 0.9941. Hence, zero bits are assigned to the integer part, one bit representsthe sign, and 17 bits can be allocated to the fraction part, thus yielding a precision of 2−17 =
7.6294 · 10−6. Following this, Table 8 displays various fixed-point data types assigned tothe regulator matrices.

Table 8: Gain matrices with value magnitude ranges and assigned fixed-point data types.

Gain Min. magnitude Max. magnitude Fixed-point data type
Θ −0.0013 0.9941 (1, 18, 17)
Ξ 0.3683 −0.8361 (1, 18, 17)
ϒ −0.0108 −0.4669 (1, 18, 17)
Φ −9.0993 ·10−4 0.1249 (1, 18, 17)
Ψ 0.5948 0.5948 (1, 18, 17)
Ω −0.2498 −0.2498 (1, 18, 17)
γ 1 1 (1, 18, 13)
β 1 1 (1, 18, 13)

The data type of γ is chosen as (1, 18, 13) to enable the above-mentioned experimentaltuning. Likewise the data type of β , even though there are no plans at the moment tochange it from its default value 1. Also, the BAM and LLRF signals have fixed-point datatypes (0, 18, 15) and (1, 18, 10), respectively, so the regulator implementationmust performproper conversions when receiving or sending low-latency link data.
The described usage of DSP48E1 circuits to perform mathematical operations, suchas multiplication, represents integration with the given hardware on the lowest level ofthis implementation. Meanwhile, the highest level requires integration as well. This time,with the given VHDL firmware framework.

4.2.3 Top-Level Architecture of VHDL Firmware Framework

The top-level architecture of the VHDL firmware framework divides on-chip logic intoboard and application compartments. The former manages the board specific features,including low-level communication interfaces and clock generation, whereas the latterdefines the application logic. Both compartments are then united inside a top level VHDLentity. Figure 42 depicts such architecture as a general block diagram and uses color codesto demarcate new regulator logic from the given framework.
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The presented hardware/software analysis is sufficient to start the implementation.In this work, the aim is to keep new hardware logic as generic as possible. That is to say,most of new VHDL code is not bound to any specific technology and could, in principle,be ported to other digital platforms.
4.3 Using DSP48E1 for Proportional Regulator
The new regulator logic, which is demarcated in Figure 42, contains implementations ofboth H2 and proportional regulators. During runtime, the selection of one of them iscarried out with the help of the one-bit register CTL_SEL, which is listed in Table 7. Thisregister controls the multiplexing of data streams that feed the regulators, see Figure 43.Since the regulators are defined as event-driven, a properly directed data stream activatesthe right regulator.
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Figure 43: Register CTL_SEL is responsible for the selection of regulators.
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The presented block diagram reveals the internal structure of the implemented pro-portional regulator. This structure contains an adder, a saturation block, and a multiplier.The adder is configured to add a negated version of BAM signal τ to reference signal r.The produced error signal δτ is then limited according to (50). Finally, the error is multi-plied by the proportional gain Kp. From the implementation point of view, the necessarymultiplication logic is implemented in terms of a DSP48E1 slice that is inferred from acorresponding VHDL code, see Listing 1. The use of signed values in the displayed VHDLsource is recommended by the user guide of the DSP48E1 slice [77]. Functions resize and
shift_right, as well as type signed, come from the VHDL numeric_std package [28].

Listing 1: Inference of a DSP48E1 slice for the multiplication of two signal values.
−− ! r e g i s t e r arguments
i f i . d a t a _ v a l i d = ’ 1 ’ and reg . da ta_ rdy = ’ 1 ’ thenv . data : = s i gned ( i . da ta ) ;v . g a i n : = s i gned ( i . g a i n ) ;
end i f ;
−− ! perform m u l t i p l i c a t i o n ( i n f e r s DSP48E1 )v . mul : = reg . g a i n * reg . data ;
−− ! e x t r a c t p roduc t data adhe r i ng to data formatv . prod : = r e s i z e (

s h i f t _ r i g h t ( reg . mul , g a i n _ f r a c _ s i z e ) ,f x p _ d a t a _ s i z e) ;

4.4 State-Space Implementation forH2 Regulator

DSP48E1 slices build the foundation of this state-space implementation. Yet compared tothe simple proportional algorithm described earlier, the state-space formalism involvesmatrix-vector multiplications, hence a more complex digital circuit is required. Here, sys-tolic arrays are used due to their ability to execute these mathematical operations in amassively parallel manner.
4.4.1 Systolic Array Structure

Systolic arrays are grid-like interconnections of data processing elements, or nodes, thatare driven by data to perform some specific uniform operation. In particular, a properlyorganized data flow can drive an array of multiply-accumulate nodes, orMACs, in order toimplement a matrix-vector multiplication. Figure 44 demonstrates an example of a nodeinterconnection that computes the product c = Ab, where b and c are 2× 1 input andoutput vectors, respectively, and where A is a 2×2 matrix. In this straightforward systolicimplementation the number of nodes corresponds to the size of the output vector c. Thisallows to parallelize the computation of individual output vector elements and to keep thecomputation results local to the nodes. Consequently, when the data finishes propagatingthrough this interconnection in a wave-like manner, the nodes will store a fully computedoutput vector.
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Figure 44: Example structure of a systolic array for multiplying a 2×1 vector b by a 2×2 matrix A.
The zero padding of data is explained later in the text.

In fact, a DSP48E1 slice can be configured to perform the multiply-accumulate opera-tion in the form of a ·b+ c, where a and b are 25-bit and 18-bit signals, respectively, andwhere accumulation with c is sign-extended to 48 bits. Notably, by adhering to these sig-nal widths, aMAC unit can bemapped to a single DSP slice on an FPGA, thus leading to theoptimal use of FPGA resources. A VHDL code that is able to infer such a slice is displayedin Listing 2.

Listing 2: Inference of a DSP48E1 slice for a multiply-accumulate operation.
−− ! r e g i s t e r arguments
i f i . d a t a _ v a l i d = ’ 1 ’ and reg . da ta_ rdy = ’ 1 ’ thenv . g a i n : = s i gned ( i . g a i n ) ;v . data : = s i gned ( i . da ta ) ;v . a c c _ i : = s h i f t _ l e f t (

r e s i z e ( s i gned ( i . a cc ) , a c c _ s i z e ) ,g a i n _ f r a c _ s i z e) ;
end i f ;
−− ! m u l t i p l y data by ga i nv . mul : = reg . g a i n * reg . data ;
−− ! s i gn − extend m u l t i p l i c a t i o n r e s u l t to accumu la to r widthv . mul_ext : = r e s i z e ( reg . mul , a c c _ s i z e ) ;
−− ! accumula te r e s u l t ( i n f e r s DSP48E1 )v . acc_o : = reg . a c c _ i + reg . mul_ext ;
−− ! e x t r a c t mac r e s u l t data adhe r i ng to data formatv . mac : = r e s i z e (

s h i f t _ r i g h t ( reg . acc_o , g a i n _ f r a c _ s i z e ) ,f x p _ d a t a _ s i z e) ;
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Still, the operation of systolic arrays relies on a properly organized data flow. Thisincludes not only directing the right data to the right node, but also formatting this datain the right manner—note how the data in Figure 44 is padded with zeros. The paddingensures correct computation inside the nodes, but also increases the size of a single dataflow to
data flow size = gain row size+gain column size−1. (51)

Following this, a specially designed circuit is required to drive the systolic arrays withdata.
4.4.2 Data Flow To Drive Systolic ArraysIn this work, a specially developed digital circuit, which is responsible for a data flow todrive systolic arrays, is called a data channel, and multiple data channels compose a datastream. As shown in Figure 45, this circuit plays a central role in a VHDL entity, called gain,that is designed as part of this work to manage the regulator gains.
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Figure 45: Gain entity schematic showing internal data flows.

Inside the data stream circuit, the data is structured based on its type. The gain istreated as a two-dimensional matrix and is organized into matrix rows. These rows arerepresented by separate data channels implemented as RAMs. Such organization facili-tates the gain data throughput, because it allows to write or read an entire matrix columnin a single clock cycle. This also places a requirement on the software to write the gaindata to intermediate RAM buffers in a column-major order. After a software trigger, thegain controller will rely on the proper format of the intermediate data in order to initializethe internal data channels column by column. Unlike the gain, the signal is placed into
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a register-based memory. Again, this allows to register an incoming signal, i.e. the gainargument, in a single clock cycle. Along with the gain column, the signal vector element isthen fed into the systolic array to perform the necessary computation. Once the compu-tation is over, the results from each systolic array node are assembled into a result vectorwhich is then propagated to the gain entity output.
In the context of this regulation algorithm, the gain entity has two main functions: 1)(re)initialize the data of a certain gain, and 2) apply this gain to incoming argument data.Clearly, both functions rely on data coming from the level of application, so it is reasonableto expand the data flow concept and model the application of the beam-based regulatoraccordingly.

4.4.3 Application Modeling in Terms of Data Flows
Application data can be divided into three main flows, namely initialization, regulationand diagnostics:
Initialization Before the algorithm of this regulator can be run, the initialization of gaindata needs to be carried out. Since this data is transferred from CPU software, thedata values are received by the firmware through II communication. In fact, a singlegain can be represented by a matrix with multiple values, so a receiver should beRAM-based. According to the discussion in Section 4.2, this RAM is expected toserve as an intermediate buffer that is first written by the software and then, aftera software trigger, read by actual gain logic. Once such initialization is complete,the regulation data flow becomes enabled.
Regulation The regulation data flow starts from the reception of a BAM sensor measure-ment coming over a dedicated low-latency link. Provided the regulator algorithmis not busy at the moment and the regulation is enabled by the user, see Figure 41,the newmeasurement triggers the computation of a new control signal. Otherwise,the received measurement is dropped. Such behavior ensures that the algorithmalways sees up-to-datemeasurements. When the algorithm is indeed triggered, thedata starts flowing to gains and further to sums. Once the regulation algorithm iscomplete, the new control signal is transmitted over a dedicated low-latency link tothe LLRF actuator.
Diagnostics The diagnostics saves the regulation data, including the BAM sensor mea-surements and the corresponding control signals. Importantly, the BAM data issaved even if the regulator is disabled. This allows to diagnose the open-loop be-havior of the system.

To sum up, Figure 46 illustrates a functional schematic of the beam-based application.Note that the illustrated firmware blocks belong to the new regulator logic, hence thecorresponding color code. In this context, the additional Rx and Tx blocks act as adaptersbetween the framework and the regulator in order to to establish a properly registeredready/valid handshake—a flow control technique [14] that is used throughout the entireregulator logic. Note also that for the sake of brevity the diagramomits the transformationfrom signal τ [k] to y [k] and from u [k] to a [k]. Finally, the diagram makes the central roleof a finite-state machine obvious.
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Figure 46: Schematic illustrating the main data flows inside the application of a beam-based regu-
lator.

4.4.4 Finite-State Machine

One of the reasons for involving an FSM to manage the regulator algorithm is inspired bythe analogy between a discrete-time state-space form of the regulator and a Mealy statemachine [12]. Specifically, a hardware implementation of theMealy machine is composedof combinational and sequential logic blocks. The combinational logic takes the currentstate together with input and computes the next state and output. The next state is thensaved, or registered, by the sequential logic. The process repeats during the next iteration.Accordingly, Figure 47 depicts an FSM of the state-space regulator, where sequential logicblock z−1 registers the regulator state, andwhere combinational logic blocks f (·) and g(·)implement expressions (44) and (45), respectively.

z−1f(·) g(·)
u[k]x[k + 1]

x[k], u[k − 1]

y[k]

Figure 47: Discrete-time state-space regulator visualized as a Mealy FSM.

Unfolding this FSM approach, Figure 48 demonstrates a state diagram that capturesthe essential parts of the regulator behavior. Once the regulation algorithm is triggered,
f (·) and g(·) will be executed in parallel. Yet f (·) will take significant time to process itslongest operation, i.e. Θx. So it is possible to get the result of g(·) and initiate the sendingof LLRF data before f (·) completes. Hence, a busy state with two stages.
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Figure 48: State diagram showing the operation of a beam-based regulator FSM.

Undoubtedly, the presented data flow architecture introduces some amount of over-head into the implementation. This is especially true for the data stream circuit that fea-tures data padding. Therefore, evaluation of both algorithm latency and the usage ofFPGA resources is of utmost priority.

4.4.5 Evaluation of Latency and Usage of FPGA Resources

The latency of the presented implementation is evaluated by measuring simulation timethat the algorithm spends in the busy states. Given a clock frequency of 240MHz, thislatency shows the time that the algorithm needs in order to respond to an incoming BAMmeasurement. Moreover, the fixed-point implementation is compared to a floating-pointone. The latter uses a 32-bit single precision data type [30] and relies on an IP from Xil-inx [79] to perform multiplication and addition. Figure 49 shows such comparison. Notehow the timing of low-order implementations is dominated by the latency of the data flowarchitecture.
In addition, there is a difference between the latency of fixed- and floating-point imple-mentations. This comes from the fact that these implementations use different amountsof FPGA resources, namely DSP48E1 slices, in order to perform multiplication and addi-tion. For example, a fixed-point sum represents a trivial element-wise summation of argu-ment vectors and, thus, does not need DSP resources. On the contrary, its floating-pointcounterpart uses two slices for one sum unit, see Table 9.
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Figure 49: Latency of the regulator busy states under various orders and data types.

Table 9: Use of DSP resources by the two main computation units of the state-space algorithm.

Unit Implementation DSPs Clock cycles Total DSPs for 7th order
MAC fixed-point 1 5 26floating-point 4 22 104Sum fixed-point none 3 nonefloating-point 2 14 18

Finally, it can be argued that applying the proposed data flow architecture to scalaroperations, such as γ ·δτ , is far beyond what is required. Hence, the unwanted overhead.This is a reasonable point provided the system does not change in the future. Yet thereare plans to extend the system in order to regulate the compression and energy of theelectron bunches. In this case, the current architecture can be easily scaled to implementthe required mathematical operation, e.g.



yτ

yE

yC


=




γτ 0 0
0 γE 0
0 0 γC


 ·




δτ

δE
δC


 , (52)

where E andC denote the energy and compression of the electron bunches, respec-tively. This underscores the scalability of the current digital solution. Meanwhile, thecorrectness of this solution can be verified using a special digital testbench.
4.5 Firmware Verification
The correctness of the regulator implementation is verified by assembling a digital setup,which involves an FPGA with the beam-based regulator connected to an additional FPGAthat serves as a testbench. Along with the verification of the state-space implementation,the usage of the separate FPGA allows testing low-latency link communication. The in-stallation can be observed in Figure 50. The two FPGAs are inserted into a MTCA.4 crateleaving only their front panels exposed. As can be seen, these panels feature SFP slotsthat are used to interconnect the two devices using optical cables.
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Figure 50: MTCA.4 crate with two installed FPGAs serving as a testbench.

In principle, the testbench operation can be outlined as follows
1. Sending a stimulus to an FPGA that features the implementation of a beam-basedregulator
2. Receiving a response
3. Comparing the received response with the one generated by a floating-point MAT-LAB simulation
The floating-point MATLAB simulation is run offline and its responses are saved. Then,during the testbench operation, the MATLAB responses are loaded into the testbench forcomparison. Since the FPGA and MATLAB are driven by the same stimulus, i.e. measuredBAM data, both responses are expected to be identical to a certain degree of precision.Figure 51 summarizes the outlined testbench operation. Then, the testbench operationproduces a result that is depicted in Figure 52. The result indicates correspondence be-tween the FPGA and MATLAB responses. The result can also be viewed as a differencebetween the FPGA and MATLAB data, see Figure 53. It is important to note that, com-pared to the proportional regulator, the response mismatch of the H2 regulator grows.Essentially, the assembled testbench represents an open-loop system, i.e. the output ofthe testbench regulator has no effect on the next BAM data sample. Since theH2 regula-tor has state, the open-loop scenario leads to accumulation of the mismatch between thetwo responses. Nevertheless, Chapter 3 demonstrated that the issue poses no problemwhen the regulator closes the feedback loop on the real machine.

4.6 Conclusions
In this chapter, the implementation of a high-order state-space regulator for a fast beam-based feedback was presented. The real-time execution was achieved by implementingthe digital regulator on a powerful Kintex-7 FPGA chip from Xilinx. In this context, the abil-ity of FPGA-based solutions to execute operations in a massively parallel manner enabledan efficient implementation of the regulator in its state-space form. Specifically, digital
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Figure 51: UML sequence diagram showing the operation of a testbench for a beam-based regulator.

circuits, called systolic arrays, were used to parallelize the corresponding matrix-vectormultiplications. Furthermore, specific solutions were required to support the continuous-wave operation of the machine. Since there are no time pauses in this type of operation,there had to be a mechanism that allows safe updates of the regulator gains at any timeinstant. This resulted in the application of finite-state machines. Finally, the implemen-tation was verified with the help of a specially designed hardware/software testbench,and the result of this testbench indicated the correctness of the implementation. Thiswas an essential step before validating the regulator on the real machine, as described inChapter 3.In addition to presenting the overall digital architecture, this work demonstrated thatthe usage of data types with fixed-point precision is a viable solution for this kind of regu-lation problems. Compared to its floating-point counterpart, the fixed-point implementa-tion not only results in faster digital circuits, but also encourages a more thorough systemanalysis.Finally, even though the systolic arrays added data management overhead into thedesign, it was shown that the design can easily be scaled in terms of the regulator orders,inputs and outputs. Thus, future work is supported by the scalability of the presentedarchitecture.
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Figure 52: Comparison of MATLAB and FPGA responses for (a) the H2 and (b) proportional regula-
tors.
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Figure 53: Comparison of FPGA and MATLAB responses for the H2 and proportional regulators.
(a) The difference between the data shows that the state of the H2 regulator accumulates a data
mismatch over time. (b) When zoomed, the data reveals that the H2 implementation is able to
produce about 30 matching responses, before the least significant fraction bit flips. The magnitude
of the bit flip corresponds to the precision of the fixed-point data type (1, 18, 10) used by the LLRF
controller.
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Conclusions
This work was carried out at the intersection of three disciplines, namely acceleratorphysics, control theory and digital logic. In general, such intersections allow treating a re-search problem from various perspectives, and this may lead to unexpected findings. Forexample, this work revealed that some of these disciplines, i.e. the accelerator physicsand control theory, treat terms, which are critical for this work, in a fundamentally dif-ferent manner. The term nonlinear dynamics, which is used in the accelerator domain todescribe the behavior of a bunch compressor, has nothing to do with a dynamical systemfrom the control point of view. Chapter 2 showed that the bunch compressor is a staticsystem. A simulation model, which was created in Simulink, demonstrated that any dy-namics observed downstream of the bunch compressor were defined by noise acting onthis static system. Hence the importance to consider this noise andmodel it appropriately.

The noise modeling that was presented in Chapters 2 and 3 helped to answer a re-search question regarding the appropriateness of using an RF noise to model disturbancefor the given regulation task. It was shown that this noise constitutes only a minor contri-bution to the actual electron bunch arrival time noise observed downstream of the bunchcompressor. Thus, the RF noise reflects the actual one neither in size, nor in frequency-domain shape. Moreover, the model of the RF noise turned out to be rather high-order,which was undesired with respect to subsequent implementation. For all of these rea-sons, it was decided to use the actual noise for the disturbance modeling.
The modeling insight, that the rms value of the given noise can be expressed as the

H2 norm of the corresponding dynamical system, was another finding in this interdisci-plinary work. Following this, a physical problem to minimize the rms noise in the acceler-ator domain could be translated into a specific regulation method in the control domain.Chapter 3 described the design of a beam-based regulator in the context of theH2 mixed-sensitivity problem. This formulation allowed to incorporate the established dynamicaldisturbance model into the regulator design and set the rms minimization as the designgoal. In turn, such disturbance model-based design immediately resolved the bandwidthissue of a slow SRF cavity that was used as the actuator. Furthermore, the proper band-width definition helped to avoid the fundamental limitation of proportional beam-basedregulators, i.e. coupling with the LLRF control loop that can result in unwanted plant oscil-lations. The evaluation on the continuous-wave linear accelerator ELBE demonstrated theefficiency of the proposed beam-based regulator. Compared to its proportional counter-part, the disturbance model-based regulator could achieve the decoupling and suppressthe electron bunch arrival time noise by a factor of three. This degree of suppression couldonly be achieved by the proportional regulator, while triggering the unwanted plant oscil-lations. In addition, the proposed design showed excellent agreement between themodelandmeasured data. The presentedmodeling could thus be used to predict the amounts ofresidual noise and required regulation effort. In case of the proportional regulator, suchpredictions were problematic due to the above-mentioned limitation. This outstandingresult not only fulfilled one of the research goals, but ultimately led to the main thesis ofthis work, i.e.
A single regulation stage, which is installed in a continuous-wave linear accel-erator and features a disturbance model-based beam-based regulator, hasa potential to outperform a commonly used proportional regulator, withoutcompromising the plant stability.
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Of course, this result could not be possible without the digital logic. This discipline in-troduced an additional degree of freedom into this work and, thus, allowed to implementthe designed high-order state-space regulator as a real-time feasible solution. In this con-text, Chapter 4 showed a digital logic design that was written in VHDL and deployed ona powerful Kintex-7 FPGA chip from Xilinx. Despite being commonly regarded as an im-plementation detail, this part of the work answered a few important research questionsas well. In particular, the advantages and drawbacks of using fixed-point data types werepresented and compared to their floating-point counterparts. The conclusion was thatthe given task could benefit from the usage of fixed-point arithmetic, because faster andsmaller circuits outweighed an increased labor to analyze and configure the fixed-pointdata types. In addition, it was shown that the designed digital architecture could be eas-ily reconfigured in terms of the regulator orders, inputs and outputs. In other words, theflexibility of the state-space form in the control domain was reflected as a scalability in thedigital domain. This means that the developed solution not only served as a demonstratorin this work, but is also ready to be extended for future research.
Future Research
Thiswork extended the knowledge regarding the stability of continuous-wave linear accel-erators. This opens a possibility for the growing CW community, including the upcomingDresden Advanced Light Infrastructure (DALI) [26], to take these results and build new re-search on top of them. In themean time, a number of relevant problems for such researchis outlined below. Solving these problems not only broadens the feedback strategy of thecurrent beam-based regulator, but also ensures its routine operation.

Regulationof high-frequencynoise Increasing the bandwidth of the designedbeam-based regulator may seem as a natural way to suppress the noise even more. However,doing so will degrade the performance, as the regulator will start amplifying the high-frequency noise instead of suppressing it. The reason is that the bandwidth specifica-tion of 3.5 kHz is leveraged in this work in two ways: 1) to neglect the actuator dynamicsand 2) to neglect the disturbance dynamics in the high-frequency range. Both simplifythe design at the cost of introducing unmodeled dynamics. Such dynamics have no gainand phase margin information, so increasing the bandwidth will force the regulator intoa frequency region, where an insufficient phase margin turns a negative feedback intoa positive one. Hence the amplification of the high-frequency noise. For this reason, thecurrent designmust strictly adhere to the specified bandwidth. And the evaluation on thereal machine showed that this is a viable approach that can achieve good results. Still, theremaining 19 fs of rms noise raise a question of addressing the frequency range, wherethe designed regulator is not active. As the first potential solution, the current feedbackstrategy could be complemented by feed-forward techniques that involve simple notchfiltering or a more sophisticated active noise control [62, 39]. Another solution could beto employ a normal conducting cavity that features a significantly wider bandwidth, whichallows targeting the high-frequency noise [52, 54]. Compared to the first approach, thesecond one is more challenging, because it requires the installation of an additional cavityinto the beamline.
Regulation of electron bunch compression The developed beam-based regulatormodulates the energy of an electron bunch in order to change its arrival time. But suchenergy modulation can also impact the compression of the bunch. For this reason, the
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beam-based regulator should be extended to support the regulation of the bunch com-pression. In turn, such extension necessitates answering the following research questions:what kind of sensors are available to sense the compression; can these sensors handlethe current bunch repetition rate; what kind of data interface these sensors have; howis compression noise allocated in frequency domain; can this noise be modeled usinga second-order dynamical system; what actuation is required to efficiently regulate thecompression; how to tune the regulator to avoid performance degradation, when bothamplitude and phase of an RF field are used for actuation.
Elimination of slow drifts The electron bunch arrival time, which is measured down-stream of themagnetic chicane, depends onmany parameters in the upstream beamline,and these parameters tend to drift over time. At the same time, the operating range ofa beam-based regulator is limited to avoid considerable changes of RF variables, becausethese can trigger the machine protection system. It is thus of highest priority to elimi-nate these drifts in order to ensure routine operation of the beam-based regulator. Thesolution could require additional control strategies.
Investigation of high-frequency noise coming from SRF gun The SRF gun is one ofthe sources contributing to the initial arrival time noise. If this noise source makes a sig-nificant contribution to the high-frequency range, then the designed beam-based regu-lator, which focuses on the low-frequency range, will not be able to compensate the fastfluctuations. Investigating the causes of the high-frequency noise can, thus, improve thepredictability of the final noise and ensure reliable beam-based regulation.
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Abstract
Improving Beam-Based Regulation for Continuous-Wave 
Linear Accelerators with a Disturbance Model-Based Design
The present thesis is devoted to improving the temporal resolution of time-resolved accelerator-based experiments. Due to the fact that this temporal resolution is largely determined by the accelerator stability, specifically by the stability of the underlying electron beam, this work concentrates on the analysis, design and implementation of regulation algorithms in order to enhance the temporal stability of the electron beam. In this context, Chapter 2 investigates the problem of exploiting radio frequency noise for the purpose of modeling an electron beam disturbance. The investigation shows that a disturbance model that is based on the radio frequency noise may become unnecessarily high-order, and even so, does not fully reflect the actual electron beam noise measured on the accelerator. Following this, Chapter 3 describes the design of a beam-based regulator that features a disturbance model that is derived from the measured electron beam noise data. The designed regulator is successfully evaluated on the continuous-wave linear accelerator ELBE. The presented results demonstrate that a single regulation stage, which is installed in a continuous-wave linear accelerator and features a disturbance model-based beam-based regulator, has a potential to outperform a commonly used proportional regulator, without compromising the plant stability. Finally, Chapter 4 presents a real-time feasible implementation of a high-order beam-based regulator that is ready to be employed for fast beam-based feedback.
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Kokkuvõte
Pidevlaine lineaarsete kiirendite kiire põhise reguleerimise 
täiustamine häiringu mudelil põhineva sünteesi abil
Käesolev väitekiri on pühendatud ajas lahendatavate kiirendipõhiste katsete ajalise reso-lutsiooni parendamisele. Tulenevalt asjaolust, et selle ajalise lahendamise täpsuse määrab suuresti kiirendi stabiilsus, täpsemalt selle aluseks oleva elektronkiire stabiilsus, kesken-dub see töö reguleerimisalgoritmide analüüsile, disainile ja rakendamisele, et suurendada elektronkiire ajalist stabiilsust. Selles kontekstis uuritakse peatükis 2 raadiosagedusmüra ärakasutamist elektronkiire häirete modelleerimiseks. Uurimine näitab, et raadiosagedus-likul müral põhinev häiremudel võib muutuda tarbetult kõrge järguliseks ja isegi nii ei ka-jasta see täielikult kiirendil mõõdetud tegelikku elektronkiire müra. Pärast seda, kirjelda-takse peatükis 3 kiirel põhineva regulaatori sünteesi, mis sisaldab endas häiremudelit, mis on tuletatud mõõdetud elektronkiire müraandmetest. Projekteeritud regulaatorit hinna-takse edukalt pidevlaine lineaarkiirendil ELBE. Esitatud tulemused näitavad, et üks regulat-siooniaste, mis on paigaldatud pidevlaine lineaarsesse kiirendisse ja sisaldab häiremudelil põhinevat kiire põhist regulaatorit, omab potentsiaali ületada tavaliselt kasutatavat pro-portsionaalset regulaatorit, ilma kiirendi stabiilsust kahjustamata. Lõpuks, peatükis 4 tut-vustatakse reaalajas teostatavat kõrge järgulist kiire põhist regulaatori rakendamist, mis on valmis kiire kiirel põhineva tagasiside jaoks.
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Appendix 1 Sensitivity Functions S and T
Consider a single-input single-output feedback control system displayed in Figure 54 [69].

r
+

K
e

G
u

+

Gd

+

d

y

−

Figure 54: Block diagram of a feedback control system.

The output y is written as
y = GK (r− y)+Gd d, (53)

where G and y denote the plant model and its output, Gd and d are the disturbancemodel and its input, and where K and r denote the controller model and the referenceinput, respectively. Then, (53) can be rewritten as
(1+GK)y = GKr+Gd d, (54)

and hence the closed-loop response becomes
y = (1+GK)−1 GK︸ ︷︷ ︸

T

r+(1+GK)−1

︸ ︷︷ ︸
S

d, (55)
where S and T are the sensitivity and complimentary sensitivity functions, which char-acterize the sensitivity of y to disturbance d and reference r, respectively. The term com-plimentary sensitivity for T follows from the identity

S+T = 1. (56)
So according to (55), reference tracking is obtained with T ≈ 1 and disturbance rejec-tion with S ≈ 0, see Figure 55.
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Figure 55: Example of a magnitude frequency response for sensitivity functions S and T .

83





Appendix 2 Algebraic Riccati Equation
The algebraic Riccati equation is considered here in the context of a linear quadratic reg-ulator (LQR), because the latter is responsible for the full-state feedback in the observer-based structure of anH2 regulator.The LQR problem is defined for a linear system ẋ = Ax+Bu with a system matrix A,input matrix B and a non-zero initial state x(0) ̸= 0 as finding a control signal u(t) whichtakes the system to the zero state x(∞) = 0 in an optimal manner. The problem is solvedby minimizing a quadratic cost function

J =

∞∫

0

(
xT Qx+uT Ru

)
dt, (57)

where Q and R are constant weighting matrices that penalize the state error and con-trol effort, respectively. The first step to solve this optimization problem is to manipulatethe cost function by introducing a symmetric matrix X = XT as follows
J = xT

0 Xx0 − xT
0 Xx0 +

∞∫

0

(
xT Qx+uT Ru

)
dt,

where x0 is the initial state of the system. Since the introduced terms cancel eachother out, they do not change the cost function. Then, the negative term can be movedinto the integral, where it transforms to a derivative
d
dt

(
xT Xx

)
= ẋT Xx+ xT Xẋ = (Ax+Bu)T Xx+ xT X (Ax+Bu) .

The transformation steps involve the product rule and substituting ẋ with the linearsystem definition. Thus, the cost function becomes

J = xT
0 Xx0 +

∞∫

0

[
(Ax+Bu)T Xx+ xT X (Ax+Bu)+ xT Qx+uT Ru

]
dt,

and then

J = xT
0 Xx0 +

∞∫

0

[
xT AT Xx+uT BT Xx+ xT XAx+ xT XBu+ xT Qx+uT Ru

]
dt.

Now, the terms xT (·)x can be grouped together, which yields

J = xT
0 Xx0 +

∞∫

0

[
xT (AT X +XA+Q

)
x+uT Ru+ xT XBu+uT BT Xx

]
dt. (58)
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Finally, by completing the square (58) can be rewritten as

J = xT
0 Xx0 +

∞∫

0

[
xT (AT X +XA+Q−XBR−1BT X

)
x +

(
u+R−1BT Xx

)
R
(
u+R−1BT Xx

)]
dt. (59)

Remember that the idea is tominimize the cost function J by finding the control signal
u that optimally brings the state x to zero. According to (59), the only term that dependson u is the second term inside the integral. But this term can be brought to zero by setting

u+R−1BT Xx = 0 ⇒ u =−R−1BT Xx, (60)
which denotes the full-state feedback u = −Kx, where K = R−1BT X . Now to find Xthe first term inside the integral must be set to zero, namely

AT X +XA+Q−XBR−1BT X = 0, (61)
and this represents the algebraic Riccati equation.
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Abstract: The control system of the superconducting electron linear accelerator ELBE is
planned to be upgraded by a beam-based feedback. As the design of the feedback algorithm
enters its preliminary stage, the problem of analyzing the contribution of various disturbances
to the development of the electron beam instabilities becomes highly relevant. In this paper we
exploit the radio frequency (RF) phase and amplitude noise data measured at ELBE to create a
behavioral model in Simulink. By modeling the interaction between a RF electromagnetic field
and an electron bunch traversing a bunch compressor we analyze how the addition of RF noise
impacts the electron beam properties, such as energy, duration and arrival time.

Keywords: Electron Linear Accelerator; Bunch Compression; RF Noise; Simulink Model

1. INTRODUCTION

Particle accelerators are one of the most valuable tools
to conduct large-scale research nowadays. The oppor-
tunities provided by such tools are used in a num-
ber of research centers around the world, including the
one located in Dresden, Germany—Helmholtz-Zentrum
Dresden-Rossendorf, or HZDR. An Electron Linear accel-
erator for beams with high Brilliance and low Emittance
(ELBE) is operated at HZDR in continuous wave (CW)
mode providing a versatile light source for scientific experi-
ments. Represented by a beam of ultra-short photon pulses
this light source is generated using accelerated electrons.
By illustrating a fraction of the schematic layout of ELBE
Figure 1 presents the path from the creation of electrons
to their acceleration to the generation of photons.

T
h
er

m
io

n
ic

el
ec

tr
o

n
 g

u
n

S
u

p
er

co
n

d
u

ct
in

g

R
F

el
ec

tr
o

n
 g

u
n

A
cc

el
er

at
in

g

m
o
d

u
le

A
cc

el
er

at
in

g

m
o
d

u
le

M
ag

n
et

ic
 c

h
ic

an
e

U
n
d

u
la

to
r

E
le

ct
ro

n
 d

u
m

p

B
u
n
ch

er

@
 2

6
0

 M
H

z

B
u
n
ch

er

@
 1

.3
 G

H
z

E
x
p
er

im
en

ta
l

ro
o

m
s

Fig. 1. Schematic layout of ELBE

In order to achieve acceptable quality of the generated
photon pulses the properties of the electron beam, such
as the energy, the arrival time and the electron bunch
duration, must fulfill certain stability requirements. The

process of stabilization is performed by controlling the
amplitude and phase of the accelerating RF field, because
these parameters actively participate in the beam acceler-
ation process and thus affect the above-mentioned proper-
ties. Typically though this control scheme accounts neither
for the electron beam measurements, nor other sources of
instabilities, e.g. the noise contribution from the electron
gun. Consequently, such control scheme has its limitations
(Schmidt (2010)). A more robust way would be to control
the beam properties by introducing a beam-based feed-
back. In this extended scheme the controller that controls
its dedicated RF field—a local low-level radio frequency
(LLRF) controller—takes the beam measurements into
account. There exists a number of beam-based feedback
designs in the field of linear accelerators (Rezaeizadeh et al.
(2015); Pfeiffer (2014)), and each of them may greatly
depend on the characteristics of its corresponding accel-
erator machine. As the existing control scheme at ELBE
is planned to be upgraded by a beam-based feedback,
the characteristics of this linear accelerator, including CW
operation mode, superconductivity of RF cavities and high
electron bunch repetition rate, need to be examined in
order to have a proper understanding of the system in
terms of control engineering.

The preliminary examination shows that the controlled
variables, i.e. the amplitude and phase of the accelerating
RF field, can be heavily constrained by the bandwidth
of the corresponding RF cavity. For example, a supercon-
ducting cavity is essentially a band-pass filter with a very
narrow bandwidth of a couple hundred hertz (Schilcher
(1998)). Consequently, considering a bunch repetition rate
in the order of 10 MHz the bunch-by-bunch control be-
comes practically infeasible. Furthermore, this work shows
that the bandwidth of the actual disturbances that act
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1. INTRODUCTION

Particle accelerators are one of the most valuable tools
to conduct large-scale research nowadays. The oppor-
tunities provided by such tools are used in a num-
ber of research centers around the world, including the
one located in Dresden, Germany—Helmholtz-Zentrum
Dresden-Rossendorf, or HZDR. An Electron Linear accel-
erator for beams with high Brilliance and low Emittance
(ELBE) is operated at HZDR in continuous wave (CW)
mode providing a versatile light source for scientific experi-
ments. Represented by a beam of ultra-short photon pulses
this light source is generated using accelerated electrons.
By illustrating a fraction of the schematic layout of ELBE
Figure 1 presents the path from the creation of electrons
to their acceleration to the generation of photons.
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In order to achieve acceptable quality of the generated
photon pulses the properties of the electron beam, such
as the energy, the arrival time and the electron bunch
duration, must fulfill certain stability requirements. The

process of stabilization is performed by controlling the
amplitude and phase of the accelerating RF field, because
these parameters actively participate in the beam acceler-
ation process and thus affect the above-mentioned proper-
ties. Typically though this control scheme accounts neither
for the electron beam measurements, nor other sources of
instabilities, e.g. the noise contribution from the electron
gun. Consequently, such control scheme has its limitations
(Schmidt (2010)). A more robust way would be to control
the beam properties by introducing a beam-based feed-
back. In this extended scheme the controller that controls
its dedicated RF field—a local low-level radio frequency
(LLRF) controller—takes the beam measurements into
account. There exists a number of beam-based feedback
designs in the field of linear accelerators (Rezaeizadeh et al.
(2015); Pfeiffer (2014)), and each of them may greatly
depend on the characteristics of its corresponding accel-
erator machine. As the existing control scheme at ELBE
is planned to be upgraded by a beam-based feedback,
the characteristics of this linear accelerator, including CW
operation mode, superconductivity of RF cavities and high
electron bunch repetition rate, need to be examined in
order to have a proper understanding of the system in
terms of control engineering.

The preliminary examination shows that the controlled
variables, i.e. the amplitude and phase of the accelerating
RF field, can be heavily constrained by the bandwidth
of the corresponding RF cavity. For example, a supercon-
ducting cavity is essentially a band-pass filter with a very
narrow bandwidth of a couple hundred hertz (Schilcher
(1998)). Consequently, considering a bunch repetition rate
in the order of 10 MHz the bunch-by-bunch control be-
comes practically infeasible. Furthermore, this work shows
that the bandwidth of the actual disturbances that act
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ber of research centers around the world, including the
one located in Dresden, Germany—Helmholtz-Zentrum
Dresden-Rossendorf, or HZDR. An Electron Linear accel-
erator for beams with high Brilliance and low Emittance
(ELBE) is operated at HZDR in continuous wave (CW)
mode providing a versatile light source for scientific experi-
ments. Represented by a beam of ultra-short photon pulses
this light source is generated using accelerated electrons.
By illustrating a fraction of the schematic layout of ELBE
Figure 1 presents the path from the creation of electrons
to their acceleration to the generation of photons.
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In order to achieve acceptable quality of the generated
photon pulses the properties of the electron beam, such
as the energy, the arrival time and the electron bunch
duration, must fulfill certain stability requirements. The

process of stabilization is performed by controlling the
amplitude and phase of the accelerating RF field, because
these parameters actively participate in the beam acceler-
ation process and thus affect the above-mentioned proper-
ties. Typically though this control scheme accounts neither
for the electron beam measurements, nor other sources of
instabilities, e.g. the noise contribution from the electron
gun. Consequently, such control scheme has its limitations
(Schmidt (2010)). A more robust way would be to control
the beam properties by introducing a beam-based feed-
back. In this extended scheme the controller that controls
its dedicated RF field—a local low-level radio frequency
(LLRF) controller—takes the beam measurements into
account. There exists a number of beam-based feedback
designs in the field of linear accelerators (Rezaeizadeh et al.
(2015); Pfeiffer (2014)), and each of them may greatly
depend on the characteristics of its corresponding accel-
erator machine. As the existing control scheme at ELBE
is planned to be upgraded by a beam-based feedback,
the characteristics of this linear accelerator, including CW
operation mode, superconductivity of RF cavities and high
electron bunch repetition rate, need to be examined in
order to have a proper understanding of the system in
terms of control engineering.

The preliminary examination shows that the controlled
variables, i.e. the amplitude and phase of the accelerating
RF field, can be heavily constrained by the bandwidth
of the corresponding RF cavity. For example, a supercon-
ducting cavity is essentially a band-pass filter with a very
narrow bandwidth of a couple hundred hertz (Schilcher
(1998)). Consequently, considering a bunch repetition rate
in the order of 10 MHz the bunch-by-bunch control be-
comes practically infeasible. Furthermore, this work shows
that the bandwidth of the actual disturbances that act
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to conduct large-scale research nowadays. The oppor-
tunities provided by such tools are used in a num-
ber of research centers around the world, including the
one located in Dresden, Germany—Helmholtz-Zentrum
Dresden-Rossendorf, or HZDR. An Electron Linear accel-
erator for beams with high Brilliance and low Emittance
(ELBE) is operated at HZDR in continuous wave (CW)
mode providing a versatile light source for scientific experi-
ments. Represented by a beam of ultra-short photon pulses
this light source is generated using accelerated electrons.
By illustrating a fraction of the schematic layout of ELBE
Figure 1 presents the path from the creation of electrons
to their acceleration to the generation of photons.
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In order to achieve acceptable quality of the generated
photon pulses the properties of the electron beam, such
as the energy, the arrival time and the electron bunch
duration, must fulfill certain stability requirements. The

process of stabilization is performed by controlling the
amplitude and phase of the accelerating RF field, because
these parameters actively participate in the beam acceler-
ation process and thus affect the above-mentioned proper-
ties. Typically though this control scheme accounts neither
for the electron beam measurements, nor other sources of
instabilities, e.g. the noise contribution from the electron
gun. Consequently, such control scheme has its limitations
(Schmidt (2010)). A more robust way would be to control
the beam properties by introducing a beam-based feed-
back. In this extended scheme the controller that controls
its dedicated RF field—a local low-level radio frequency
(LLRF) controller—takes the beam measurements into
account. There exists a number of beam-based feedback
designs in the field of linear accelerators (Rezaeizadeh et al.
(2015); Pfeiffer (2014)), and each of them may greatly
depend on the characteristics of its corresponding accel-
erator machine. As the existing control scheme at ELBE
is planned to be upgraded by a beam-based feedback,
the characteristics of this linear accelerator, including CW
operation mode, superconductivity of RF cavities and high
electron bunch repetition rate, need to be examined in
order to have a proper understanding of the system in
terms of control engineering.

The preliminary examination shows that the controlled
variables, i.e. the amplitude and phase of the accelerating
RF field, can be heavily constrained by the bandwidth
of the corresponding RF cavity. For example, a supercon-
ducting cavity is essentially a band-pass filter with a very
narrow bandwidth of a couple hundred hertz (Schilcher
(1998)). Consequently, considering a bunch repetition rate
in the order of 10 MHz the bunch-by-bunch control be-
comes practically infeasible. Furthermore, this work shows
that the bandwidth of the actual disturbances that act
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Particle accelerators are one of the most valuable tools
to conduct large-scale research nowadays. The oppor-
tunities provided by such tools are used in a num-
ber of research centers around the world, including the
one located in Dresden, Germany—Helmholtz-Zentrum
Dresden-Rossendorf, or HZDR. An Electron Linear accel-
erator for beams with high Brilliance and low Emittance
(ELBE) is operated at HZDR in continuous wave (CW)
mode providing a versatile light source for scientific experi-
ments. Represented by a beam of ultra-short photon pulses
this light source is generated using accelerated electrons.
By illustrating a fraction of the schematic layout of ELBE
Figure 1 presents the path from the creation of electrons
to their acceleration to the generation of photons.
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In order to achieve acceptable quality of the generated
photon pulses the properties of the electron beam, such
as the energy, the arrival time and the electron bunch
duration, must fulfill certain stability requirements. The

process of stabilization is performed by controlling the
amplitude and phase of the accelerating RF field, because
these parameters actively participate in the beam acceler-
ation process and thus affect the above-mentioned proper-
ties. Typically though this control scheme accounts neither
for the electron beam measurements, nor other sources of
instabilities, e.g. the noise contribution from the electron
gun. Consequently, such control scheme has its limitations
(Schmidt (2010)). A more robust way would be to control
the beam properties by introducing a beam-based feed-
back. In this extended scheme the controller that controls
its dedicated RF field—a local low-level radio frequency
(LLRF) controller—takes the beam measurements into
account. There exists a number of beam-based feedback
designs in the field of linear accelerators (Rezaeizadeh et al.
(2015); Pfeiffer (2014)), and each of them may greatly
depend on the characteristics of its corresponding accel-
erator machine. As the existing control scheme at ELBE
is planned to be upgraded by a beam-based feedback,
the characteristics of this linear accelerator, including CW
operation mode, superconductivity of RF cavities and high
electron bunch repetition rate, need to be examined in
order to have a proper understanding of the system in
terms of control engineering.

The preliminary examination shows that the controlled
variables, i.e. the amplitude and phase of the accelerating
RF field, can be heavily constrained by the bandwidth
of the corresponding RF cavity. For example, a supercon-
ducting cavity is essentially a band-pass filter with a very
narrow bandwidth of a couple hundred hertz (Schilcher
(1998)). Consequently, considering a bunch repetition rate
in the order of 10 MHz the bunch-by-bunch control be-
comes practically infeasible. Furthermore, this work shows
that the bandwidth of the actual disturbances that act
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to conduct large-scale research nowadays. The oppor-
tunities provided by such tools are used in a num-
ber of research centers around the world, including the
one located in Dresden, Germany—Helmholtz-Zentrum
Dresden-Rossendorf, or HZDR. An Electron Linear accel-
erator for beams with high Brilliance and low Emittance
(ELBE) is operated at HZDR in continuous wave (CW)
mode providing a versatile light source for scientific experi-
ments. Represented by a beam of ultra-short photon pulses
this light source is generated using accelerated electrons.
By illustrating a fraction of the schematic layout of ELBE
Figure 1 presents the path from the creation of electrons
to their acceleration to the generation of photons.
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In order to achieve acceptable quality of the generated
photon pulses the properties of the electron beam, such
as the energy, the arrival time and the electron bunch
duration, must fulfill certain stability requirements. The

process of stabilization is performed by controlling the
amplitude and phase of the accelerating RF field, because
these parameters actively participate in the beam acceler-
ation process and thus affect the above-mentioned proper-
ties. Typically though this control scheme accounts neither
for the electron beam measurements, nor other sources of
instabilities, e.g. the noise contribution from the electron
gun. Consequently, such control scheme has its limitations
(Schmidt (2010)). A more robust way would be to control
the beam properties by introducing a beam-based feed-
back. In this extended scheme the controller that controls
its dedicated RF field—a local low-level radio frequency
(LLRF) controller—takes the beam measurements into
account. There exists a number of beam-based feedback
designs in the field of linear accelerators (Rezaeizadeh et al.
(2015); Pfeiffer (2014)), and each of them may greatly
depend on the characteristics of its corresponding accel-
erator machine. As the existing control scheme at ELBE
is planned to be upgraded by a beam-based feedback,
the characteristics of this linear accelerator, including CW
operation mode, superconductivity of RF cavities and high
electron bunch repetition rate, need to be examined in
order to have a proper understanding of the system in
terms of control engineering.

The preliminary examination shows that the controlled
variables, i.e. the amplitude and phase of the accelerating
RF field, can be heavily constrained by the bandwidth
of the corresponding RF cavity. For example, a supercon-
ducting cavity is essentially a band-pass filter with a very
narrow bandwidth of a couple hundred hertz (Schilcher
(1998)). Consequently, considering a bunch repetition rate
in the order of 10 MHz the bunch-by-bunch control be-
comes practically infeasible. Furthermore, this work shows
that the bandwidth of the actual disturbances that act
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to conduct large-scale research nowadays. The oppor-
tunities provided by such tools are used in a num-
ber of research centers around the world, including the
one located in Dresden, Germany—Helmholtz-Zentrum
Dresden-Rossendorf, or HZDR. An Electron Linear accel-
erator for beams with high Brilliance and low Emittance
(ELBE) is operated at HZDR in continuous wave (CW)
mode providing a versatile light source for scientific experi-
ments. Represented by a beam of ultra-short photon pulses
this light source is generated using accelerated electrons.
By illustrating a fraction of the schematic layout of ELBE
Figure 1 presents the path from the creation of electrons
to their acceleration to the generation of photons.
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In order to achieve acceptable quality of the generated
photon pulses the properties of the electron beam, such
as the energy, the arrival time and the electron bunch
duration, must fulfill certain stability requirements. The

process of stabilization is performed by controlling the
amplitude and phase of the accelerating RF field, because
these parameters actively participate in the beam acceler-
ation process and thus affect the above-mentioned proper-
ties. Typically though this control scheme accounts neither
for the electron beam measurements, nor other sources of
instabilities, e.g. the noise contribution from the electron
gun. Consequently, such control scheme has its limitations
(Schmidt (2010)). A more robust way would be to control
the beam properties by introducing a beam-based feed-
back. In this extended scheme the controller that controls
its dedicated RF field—a local low-level radio frequency
(LLRF) controller—takes the beam measurements into
account. There exists a number of beam-based feedback
designs in the field of linear accelerators (Rezaeizadeh et al.
(2015); Pfeiffer (2014)), and each of them may greatly
depend on the characteristics of its corresponding accel-
erator machine. As the existing control scheme at ELBE
is planned to be upgraded by a beam-based feedback,
the characteristics of this linear accelerator, including CW
operation mode, superconductivity of RF cavities and high
electron bunch repetition rate, need to be examined in
order to have a proper understanding of the system in
terms of control engineering.

The preliminary examination shows that the controlled
variables, i.e. the amplitude and phase of the accelerating
RF field, can be heavily constrained by the bandwidth
of the corresponding RF cavity. For example, a supercon-
ducting cavity is essentially a band-pass filter with a very
narrow bandwidth of a couple hundred hertz (Schilcher
(1998)). Consequently, considering a bunch repetition rate
in the order of 10 MHz the bunch-by-bunch control be-
comes practically infeasible. Furthermore, this work shows
that the bandwidth of the actual disturbances that act
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1. INTRODUCTION

Particle accelerators are one of the most valuable tools
to conduct large-scale research nowadays. The oppor-
tunities provided by such tools are used in a num-
ber of research centers around the world, including the
one located in Dresden, Germany—Helmholtz-Zentrum
Dresden-Rossendorf, or HZDR. An Electron Linear accel-
erator for beams with high Brilliance and low Emittance
(ELBE) is operated at HZDR in continuous wave (CW)
mode providing a versatile light source for scientific experi-
ments. Represented by a beam of ultra-short photon pulses
this light source is generated using accelerated electrons.
By illustrating a fraction of the schematic layout of ELBE
Figure 1 presents the path from the creation of electrons
to their acceleration to the generation of photons.
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In order to achieve acceptable quality of the generated
photon pulses the properties of the electron beam, such
as the energy, the arrival time and the electron bunch
duration, must fulfill certain stability requirements. The

process of stabilization is performed by controlling the
amplitude and phase of the accelerating RF field, because
these parameters actively participate in the beam acceler-
ation process and thus affect the above-mentioned proper-
ties. Typically though this control scheme accounts neither
for the electron beam measurements, nor other sources of
instabilities, e.g. the noise contribution from the electron
gun. Consequently, such control scheme has its limitations
(Schmidt (2010)). A more robust way would be to control
the beam properties by introducing a beam-based feed-
back. In this extended scheme the controller that controls
its dedicated RF field—a local low-level radio frequency
(LLRF) controller—takes the beam measurements into
account. There exists a number of beam-based feedback
designs in the field of linear accelerators (Rezaeizadeh et al.
(2015); Pfeiffer (2014)), and each of them may greatly
depend on the characteristics of its corresponding accel-
erator machine. As the existing control scheme at ELBE
is planned to be upgraded by a beam-based feedback,
the characteristics of this linear accelerator, including CW
operation mode, superconductivity of RF cavities and high
electron bunch repetition rate, need to be examined in
order to have a proper understanding of the system in
terms of control engineering.

The preliminary examination shows that the controlled
variables, i.e. the amplitude and phase of the accelerating
RF field, can be heavily constrained by the bandwidth
of the corresponding RF cavity. For example, a supercon-
ducting cavity is essentially a band-pass filter with a very
narrow bandwidth of a couple hundred hertz (Schilcher
(1998)). Consequently, considering a bunch repetition rate
in the order of 10 MHz the bunch-by-bunch control be-
comes practically infeasible. Furthermore, this work shows
that the bandwidth of the actual disturbances that act
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tunities provided by such tools are used in a num-
ber of research centers around the world, including the
one located in Dresden, Germany—Helmholtz-Zentrum
Dresden-Rossendorf, or HZDR. An Electron Linear accel-
erator for beams with high Brilliance and low Emittance
(ELBE) is operated at HZDR in continuous wave (CW)
mode providing a versatile light source for scientific experi-
ments. Represented by a beam of ultra-short photon pulses
this light source is generated using accelerated electrons.
By illustrating a fraction of the schematic layout of ELBE
Figure 1 presents the path from the creation of electrons
to their acceleration to the generation of photons.
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In order to achieve acceptable quality of the generated
photon pulses the properties of the electron beam, such
as the energy, the arrival time and the electron bunch
duration, must fulfill certain stability requirements. The

process of stabilization is performed by controlling the
amplitude and phase of the accelerating RF field, because
these parameters actively participate in the beam acceler-
ation process and thus affect the above-mentioned proper-
ties. Typically though this control scheme accounts neither
for the electron beam measurements, nor other sources of
instabilities, e.g. the noise contribution from the electron
gun. Consequently, such control scheme has its limitations
(Schmidt (2010)). A more robust way would be to control
the beam properties by introducing a beam-based feed-
back. In this extended scheme the controller that controls
its dedicated RF field—a local low-level radio frequency
(LLRF) controller—takes the beam measurements into
account. There exists a number of beam-based feedback
designs in the field of linear accelerators (Rezaeizadeh et al.
(2015); Pfeiffer (2014)), and each of them may greatly
depend on the characteristics of its corresponding accel-
erator machine. As the existing control scheme at ELBE
is planned to be upgraded by a beam-based feedback,
the characteristics of this linear accelerator, including CW
operation mode, superconductivity of RF cavities and high
electron bunch repetition rate, need to be examined in
order to have a proper understanding of the system in
terms of control engineering.

The preliminary examination shows that the controlled
variables, i.e. the amplitude and phase of the accelerating
RF field, can be heavily constrained by the bandwidth
of the corresponding RF cavity. For example, a supercon-
ducting cavity is essentially a band-pass filter with a very
narrow bandwidth of a couple hundred hertz (Schilcher
(1998)). Consequently, considering a bunch repetition rate
in the order of 10 MHz the bunch-by-bunch control be-
comes practically infeasible. Furthermore, this work shows
that the bandwidth of the actual disturbances that act
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tunities provided by such tools are used in a num-
ber of research centers around the world, including the
one located in Dresden, Germany—Helmholtz-Zentrum
Dresden-Rossendorf, or HZDR. An Electron Linear accel-
erator for beams with high Brilliance and low Emittance
(ELBE) is operated at HZDR in continuous wave (CW)
mode providing a versatile light source for scientific experi-
ments. Represented by a beam of ultra-short photon pulses
this light source is generated using accelerated electrons.
By illustrating a fraction of the schematic layout of ELBE
Figure 1 presents the path from the creation of electrons
to their acceleration to the generation of photons.
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In order to achieve acceptable quality of the generated
photon pulses the properties of the electron beam, such
as the energy, the arrival time and the electron bunch
duration, must fulfill certain stability requirements. The

process of stabilization is performed by controlling the
amplitude and phase of the accelerating RF field, because
these parameters actively participate in the beam acceler-
ation process and thus affect the above-mentioned proper-
ties. Typically though this control scheme accounts neither
for the electron beam measurements, nor other sources of
instabilities, e.g. the noise contribution from the electron
gun. Consequently, such control scheme has its limitations
(Schmidt (2010)). A more robust way would be to control
the beam properties by introducing a beam-based feed-
back. In this extended scheme the controller that controls
its dedicated RF field—a local low-level radio frequency
(LLRF) controller—takes the beam measurements into
account. There exists a number of beam-based feedback
designs in the field of linear accelerators (Rezaeizadeh et al.
(2015); Pfeiffer (2014)), and each of them may greatly
depend on the characteristics of its corresponding accel-
erator machine. As the existing control scheme at ELBE
is planned to be upgraded by a beam-based feedback,
the characteristics of this linear accelerator, including CW
operation mode, superconductivity of RF cavities and high
electron bunch repetition rate, need to be examined in
order to have a proper understanding of the system in
terms of control engineering.

The preliminary examination shows that the controlled
variables, i.e. the amplitude and phase of the accelerating
RF field, can be heavily constrained by the bandwidth
of the corresponding RF cavity. For example, a supercon-
ducting cavity is essentially a band-pass filter with a very
narrow bandwidth of a couple hundred hertz (Schilcher
(1998)). Consequently, considering a bunch repetition rate
in the order of 10 MHz the bunch-by-bunch control be-
comes practically infeasible. Furthermore, this work shows
that the bandwidth of the actual disturbances that act
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1. INTRODUCTION

Particle accelerators are one of the most valuable tools
to conduct large-scale research nowadays. The oppor-
tunities provided by such tools are used in a num-
ber of research centers around the world, including the
one located in Dresden, Germany—Helmholtz-Zentrum
Dresden-Rossendorf, or HZDR. An Electron Linear accel-
erator for beams with high Brilliance and low Emittance
(ELBE) is operated at HZDR in continuous wave (CW)
mode providing a versatile light source for scientific experi-
ments. Represented by a beam of ultra-short photon pulses
this light source is generated using accelerated electrons.
By illustrating a fraction of the schematic layout of ELBE
Figure 1 presents the path from the creation of electrons
to their acceleration to the generation of photons.
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In order to achieve acceptable quality of the generated
photon pulses the properties of the electron beam, such
as the energy, the arrival time and the electron bunch
duration, must fulfill certain stability requirements. The

process of stabilization is performed by controlling the
amplitude and phase of the accelerating RF field, because
these parameters actively participate in the beam acceler-
ation process and thus affect the above-mentioned proper-
ties. Typically though this control scheme accounts neither
for the electron beam measurements, nor other sources of
instabilities, e.g. the noise contribution from the electron
gun. Consequently, such control scheme has its limitations
(Schmidt (2010)). A more robust way would be to control
the beam properties by introducing a beam-based feed-
back. In this extended scheme the controller that controls
its dedicated RF field—a local low-level radio frequency
(LLRF) controller—takes the beam measurements into
account. There exists a number of beam-based feedback
designs in the field of linear accelerators (Rezaeizadeh et al.
(2015); Pfeiffer (2014)), and each of them may greatly
depend on the characteristics of its corresponding accel-
erator machine. As the existing control scheme at ELBE
is planned to be upgraded by a beam-based feedback,
the characteristics of this linear accelerator, including CW
operation mode, superconductivity of RF cavities and high
electron bunch repetition rate, need to be examined in
order to have a proper understanding of the system in
terms of control engineering.

The preliminary examination shows that the controlled
variables, i.e. the amplitude and phase of the accelerating
RF field, can be heavily constrained by the bandwidth
of the corresponding RF cavity. For example, a supercon-
ducting cavity is essentially a band-pass filter with a very
narrow bandwidth of a couple hundred hertz (Schilcher
(1998)). Consequently, considering a bunch repetition rate
in the order of 10 MHz the bunch-by-bunch control be-
comes practically infeasible. Furthermore, this work shows
that the bandwidth of the actual disturbances that act
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Particle accelerators are one of the most valuable tools
to conduct large-scale research nowadays. The oppor-
tunities provided by such tools are used in a num-
ber of research centers around the world, including the
one located in Dresden, Germany—Helmholtz-Zentrum
Dresden-Rossendorf, or HZDR. An Electron Linear accel-
erator for beams with high Brilliance and low Emittance
(ELBE) is operated at HZDR in continuous wave (CW)
mode providing a versatile light source for scientific experi-
ments. Represented by a beam of ultra-short photon pulses
this light source is generated using accelerated electrons.
By illustrating a fraction of the schematic layout of ELBE
Figure 1 presents the path from the creation of electrons
to their acceleration to the generation of photons.
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In order to achieve acceptable quality of the generated
photon pulses the properties of the electron beam, such
as the energy, the arrival time and the electron bunch
duration, must fulfill certain stability requirements. The

process of stabilization is performed by controlling the
amplitude and phase of the accelerating RF field, because
these parameters actively participate in the beam acceler-
ation process and thus affect the above-mentioned proper-
ties. Typically though this control scheme accounts neither
for the electron beam measurements, nor other sources of
instabilities, e.g. the noise contribution from the electron
gun. Consequently, such control scheme has its limitations
(Schmidt (2010)). A more robust way would be to control
the beam properties by introducing a beam-based feed-
back. In this extended scheme the controller that controls
its dedicated RF field—a local low-level radio frequency
(LLRF) controller—takes the beam measurements into
account. There exists a number of beam-based feedback
designs in the field of linear accelerators (Rezaeizadeh et al.
(2015); Pfeiffer (2014)), and each of them may greatly
depend on the characteristics of its corresponding accel-
erator machine. As the existing control scheme at ELBE
is planned to be upgraded by a beam-based feedback,
the characteristics of this linear accelerator, including CW
operation mode, superconductivity of RF cavities and high
electron bunch repetition rate, need to be examined in
order to have a proper understanding of the system in
terms of control engineering.

The preliminary examination shows that the controlled
variables, i.e. the amplitude and phase of the accelerating
RF field, can be heavily constrained by the bandwidth
of the corresponding RF cavity. For example, a supercon-
ducting cavity is essentially a band-pass filter with a very
narrow bandwidth of a couple hundred hertz (Schilcher
(1998)). Consequently, considering a bunch repetition rate
in the order of 10 MHz the bunch-by-bunch control be-
comes practically infeasible. Furthermore, this work shows
that the bandwidth of the actual disturbances that act

on the electron beam is well below 1 MHz with one of
the major contributors being the RF cavity itself. Of
course, the ultimate disturbance coverage is not complete
without considering 1) the beam arrival time instabilities
coming from the electron gun and 2) the beam-RF interac-
tions commonly referred to as the beam loading (Garoby
(1992)). Nevertheless, 1) we show that the methods devel-
oped in this work can be extended to incorporate the beam
arrival time instabilities and 2) we leave the beam loading
effect for our subsequent works. Therefore, we believe that
by analyzing the contribution of RF cavity noise to the
development of electron beam instabilities we can make the
first step to designing a beam-based feedback algorithm
capable of compensating these instabilities more efficiently.

This paper is organized as follows: Section 2 explores
the noise data measured at ELBE. Sections 3 and 4
deal with the analytic modeling of RF noise and linear
accelerator respectively. In Section 5 a Simulink model is
built allowing to simulate the interaction between a RF
electromagnetic field and an electron bunch. Simulation
results are presented in Section 6. Finally, Section 7
concludes the paper.

2. MEASUREMENT DATA

The data demonstrated in Figure 2 was measured using
a Rohde & Schwarz Phase Noise Analyzer (Feldhaus and
Roth (2016)) at one of the superconducting RF (SRF)
cavities installed at ELBE. This data shows the closed
loop noise behavior of the accelerating RF field, and since
the latter is an important region of interaction between
an electron beam and an accelerator, the presented data
can be exploited as first principles in order to build a
simulation model that will help analyze the behavior of the
beam under various RF noise conditions. Additionally, the
significance of this data comes from the fact that it repre-
sents the noise behavior of a cavity under the influence of
a local digital LLRF controller. This is important from the
point of view of the future beam-based feedback algorithm
which will have to account for these local LLRF controllers
and cooperate with them.
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Fig. 2. Single sideband cavity noise measured at ELBE

2.1 Data Analysis

An ideal RF signal would be represented by a single spec-
tral line. Typically, however, the spectral representation
will contain a spread of spectral lines both below and above
the carrier frequency. These additional spectral compo-
nents, or sidebands, are caused by unwanted amplitude

and phase fluctuations. According to the standard (IEEE
Standard 1139-2008 (2009)), Figure 2 depicts the spectral
components of both the phase and amplitude noise as

10 log

(
1

2
Sφ (f)

)
, 10 log

(
1

2
Sa (f)

)
, (1)

where Sφ (f) and Sa (f) are one-sided spectral densities of
the phase and amplitude fluctuations respectively.

Structurally, the phase and amplitude noise frequency data
presented in Figure 2 contain two components: 1) a shape
profile that decays with certain slopes as the frequency
offset increases and 2) a number of spikes, or spurs, along
this profile. In fact, the first one corresponds to the random
noise component, while the second one is the result of
deterministic noise sources.

The slopes of the random components present in the mea-
sured data can be defined by piecewise-linear approxima-
tion as shown in Table 1. Even though it is clear that
in the low frequency range the power of the amplitude
fluctuations is much lower than the one of the phase, in the
higher frequency range the shape profiles start to coincide.
This is one of the reasons not to neglect amplitude noise
in the current analysis.

Table 1. Random noise slopes of measured data

Phase noise
Frequency range dB/dec
10 Hz – 1 kHz –23.75
1 kHz – 10 kHz 0
10 kHz – 1 MHz –24

Amplitude noise
Frequency range dB/dec
10 Hz – 100 Hz –10
100 Hz – 10 kHz 0
10 kHz – 1 MHz –24

The spurs of the deterministic components come from
specific periodic sources, including voltage ripple at 50 Hz
and vacuum pump vibrations at 10 and 24 Hz. The large
spur at ca. 750 kHz corresponds to the 8/9 π fundamental
mode of a TESLA cavity (Vogel (2007)). Importantly,
the fact that these noise sources are identifiable can later
be leveraged to the advantage of the future beam-based
feedback algorithm.

Finally, Figure 3 illustrates the noise of a RF signal in
the time domain. Later in this paper it will become clear
how these RF fluctuations can have a direct impact on an
accelerated electron beam.

t

v(t)
RF amplitude fluctuation

RF phase fluctuation

Fig. 3. RF noise in time domain

3. RF NOISE MODELING

A noisy sinusoidal oscillator waveform can be represented
as (Demir and Sangiovanni-Vincentelli (1996))

v(t) = (Ac + α (t)) cos (2πfct + ϕ (t) + φ0) , (2)

where Ac is the amplitude and fc is the frequency of the
carrier, φ0 is the initial phase, while α (t) and ϕ (t) are
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zero-mean random processes representing the amplitude
and phase noise of the oscillator waveform respectively.
Therefore, by extracting the random noise definition from
(2) and augmenting it with a deterministic zero-mean
component we model the amplitude and phase noise as

An (t) = α (t) +
n∑

i=1

Adi
sin (2πfdi

t) , (3)

φn (t) = ϕ (t) +
n∑

i=1

Adi
sin (2πfdi

t) , (4)

where An (t) and φn (t) are the amplitude and phase noise
terms acting on the RF electromagnetic field respectively,
while Ad is the amplitude and fd is the frequency of a
deterministic noise signal. From (3) and (4) it is now
obvious that the RF noise profile observed in Figure 2
shall be modeled by the random processes α (t) and ϕ (t),
while the spurious content of the measured RF noise shall
be the responsibility of the deterministic sine wave sums.

4. LINEAR ACCELERATOR MODELING

In this paper a linear accelerator shall be modeled in
terms of a bunch compressor. Figure 4 schematically
demonstrates this concept.
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Fig. 4. Schematic of bunch compressor concept

The importance of bunch compression in this context
is that the concept describes the interaction between
the electron beam and important accelerator structures,
namely the RF cavity and the magnetic chicane. There-
fore, bunch compression provides a suitable way to analyze
the propagation of RF noise to the electron beam. Before
going into the modeling details though, it is important to
explain why and when longitudinal electron beam dynam-
ics can be expressed using static maps.

4.1 Usage of Static Maps

Unlike a synchrotron where the circulating particles ex-
hibit an inherently periodic longitudinal motion—the so
called synchrotron oscillation, a linear accelerator is a
single-pass machine, and thus the particles exhibit little
to none periodicity in their longitudinal motion (Wille
(2000)). Moreover, in case of linear machines that operate
with electrons, the latter require relatively low acceler-
ation energies in order to reach the relativistic regime
(Rosenzweig (2003)). In this regime the particles travel
with almost the speed of light, the space charge effect that
makes the particles repel each other becomes negligible,

and hence the longitudinal motion inside an electron bunch
becomes effectively ‘frozen’. All this leads to the fact that
the longitudinal motion of relativistic electrons inside a
linear accelerator can be described using static maps.

4.2 Bunch Compression

The process of bunch compression is twofold: 1) first an
energy chirp is introduced into the particle distribution of
an electron bunch by accelerating the latter off-crest in a
RF cavity and 2) then this energy chirp is used to vary the
path lengths of the particles in a magnetic chicane in order
to bring the particles closer together (Chao et al. (2013)).

When an electron bunch is accelerated off-crest the par-
ticles in the head of the bunch see less RF amplitude
compared to the particles arriving in the tail of the bunch.
This time-energy correlation results in a certain energy dis-
tribution along the bunch—the energy chirp. Figure 5 il-
lustrates the off-crest acceleration together with the phase
space representation of the resulting energy chirp.
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Therefore, mathematically such acceleration and, hence,
the RF cavity stage of the bunch compression can be
described using the following expression

Ef = Ei + eV cos (φ) , (5)

where Ef and Ei are the final and initial energies of the
electron bunch particles respectively, V is the amplitude
and φ is the phase of the RF electromagnetic field, and
finally e is the electron charge. From (5) it becomes
immediately clear how RF fluctuations demonstrated in
Figure 3 can start propagating to the electron bunch.

The second stage of the bunch compression, i.e. the mag-
netic chicane, uses a static magnetic field to bend the
trajectories of the electron bunch particles depending on
their energy. The magnets of the chicane are arranged in
such a way that the particles with a higher energy take
a shorter path through the chicane, while the particles
with a lower energy take a longer path. Considering that
the energy chirp is imprinted such that the head of the
bunch has less energy than the tail results in a situation
that the delayed head lets the tail catch up with it, hence
the compression of the bunch. The energy dependent path
deviation is expressed mathematically as follows

zf = zi + R56
∆E

E0
, (6)
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zero-mean random processes representing the amplitude
and phase noise of the oscillator waveform respectively.
Therefore, by extracting the random noise definition from
(2) and augmenting it with a deterministic zero-mean
component we model the amplitude and phase noise as

An (t) = α (t) +
n∑

i=1

Adi
sin (2πfdi

t) , (3)

φn (t) = ϕ (t) +
n∑

i=1

Adi
sin (2πfdi

t) , (4)

where An (t) and φn (t) are the amplitude and phase noise
terms acting on the RF electromagnetic field respectively,
while Ad is the amplitude and fd is the frequency of a
deterministic noise signal. From (3) and (4) it is now
obvious that the RF noise profile observed in Figure 2
shall be modeled by the random processes α (t) and ϕ (t),
while the spurious content of the measured RF noise shall
be the responsibility of the deterministic sine wave sums.

4. LINEAR ACCELERATOR MODELING

In this paper a linear accelerator shall be modeled in
terms of a bunch compressor. Figure 4 schematically
demonstrates this concept.

Uncompressed

electron bunch

Compressed

electron bunch

S
R

F
 C

av
it

y

M
ag

n
et

ic
 C

h
ic

an
e

RF noise

Fig. 4. Schematic of bunch compressor concept

The importance of bunch compression in this context
is that the concept describes the interaction between
the electron beam and important accelerator structures,
namely the RF cavity and the magnetic chicane. There-
fore, bunch compression provides a suitable way to analyze
the propagation of RF noise to the electron beam. Before
going into the modeling details though, it is important to
explain why and when longitudinal electron beam dynam-
ics can be expressed using static maps.

4.1 Usage of Static Maps

Unlike a synchrotron where the circulating particles ex-
hibit an inherently periodic longitudinal motion—the so
called synchrotron oscillation, a linear accelerator is a
single-pass machine, and thus the particles exhibit little
to none periodicity in their longitudinal motion (Wille
(2000)). Moreover, in case of linear machines that operate
with electrons, the latter require relatively low acceler-
ation energies in order to reach the relativistic regime
(Rosenzweig (2003)). In this regime the particles travel
with almost the speed of light, the space charge effect that
makes the particles repel each other becomes negligible,

and hence the longitudinal motion inside an electron bunch
becomes effectively ‘frozen’. All this leads to the fact that
the longitudinal motion of relativistic electrons inside a
linear accelerator can be described using static maps.

4.2 Bunch Compression

The process of bunch compression is twofold: 1) first an
energy chirp is introduced into the particle distribution of
an electron bunch by accelerating the latter off-crest in a
RF cavity and 2) then this energy chirp is used to vary the
path lengths of the particles in a magnetic chicane in order
to bring the particles closer together (Chao et al. (2013)).

When an electron bunch is accelerated off-crest the par-
ticles in the head of the bunch see less RF amplitude
compared to the particles arriving in the tail of the bunch.
This time-energy correlation results in a certain energy dis-
tribution along the bunch—the energy chirp. Figure 5 il-
lustrates the off-crest acceleration together with the phase
space representation of the resulting energy chirp.
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Therefore, mathematically such acceleration and, hence,
the RF cavity stage of the bunch compression can be
described using the following expression

Ef = Ei + eV cos (φ) , (5)

where Ef and Ei are the final and initial energies of the
electron bunch particles respectively, V is the amplitude
and φ is the phase of the RF electromagnetic field, and
finally e is the electron charge. From (5) it becomes
immediately clear how RF fluctuations demonstrated in
Figure 3 can start propagating to the electron bunch.

The second stage of the bunch compression, i.e. the mag-
netic chicane, uses a static magnetic field to bend the
trajectories of the electron bunch particles depending on
their energy. The magnets of the chicane are arranged in
such a way that the particles with a higher energy take
a shorter path through the chicane, while the particles
with a lower energy take a longer path. Considering that
the energy chirp is imprinted such that the head of the
bunch has less energy than the tail results in a situation
that the delayed head lets the tail catch up with it, hence
the compression of the bunch. The energy dependent path
deviation is expressed mathematically as follows

zf = zi + R56
∆E

E0
, (6)

where zf and zi are the final and initial positions of the
particles in the electron bunch w.r.t. the mean position
respectively, E0 is the nominal energy of the electron
bunch expected at the magnetic chicane, while ∆E is the
deviation of the particle energy from this nominal energy,
and finally R56 is a factor that translates the energy devi-
ation into longitudinal position deviation which is a design
parameter of the magnetic chicane. Considering that the
energy of the electron bunch may already be disturbed
by the RF fluctuations, equation (6) demonstrates how
this disturbance is further mapped to longitudinal position
fluctuations.

To sum up, (5) and (6) represent the static maps which
can be used to model a linear accelerator for the purpose
of this paper.

5. SIMULATION MODEL

Following the discussion in Sections 3 and 4 we can now
start building a Simulink model as a tool to analyze how
the RF noise propagates to the electron beam.

5.1 Top Level Block Diagram

The top level view of the simulation model is depicted in
Figure 6. The responsibilities of the presented Simulink
blocks are divided as follows

• RF Electromagnetic Field realizes the discus-
sion of Section 3;

• Bunch Compressor contains the necessary logic to
implement the linear accelerator modeling presented
in Section 4;

• Electron Bunch Timing and Phase Sum will be
presented in Section 5.3;

• Beam Diagnostics encapsulates the details of de-
riving and then plotting the resulting beam proper-
ties.
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Fig. 6. Top level block diagram in Simulink

Additionally, this simulation model can be run with vari-
ous parameters as shown in Table 2. Among other param-
eters the bunch repetition rate is of particular interest in
the context of this discussion. Generally speaking, we say
that an electron bunch samples the RF electromagnetic
field noise, hence the bunch repetition rate is in fact the
sampling frequency of this noise. Now as the main noise
contribution has a bandwidth below 1 MHz, choosing a
bunch repetition rate of 3.25 MHz not only conforms to the
rates used at ELBE, but also respects the corresponding
Nyquist frequency.

5.2 RF Electromagnetic Field

The RF electromagnetic (EM) field is modeled as a com-
bination of the corresponding amplitude and phase pa-
rameters. Since the modeling of these parameters in the

Table 2. Parameters of simulation model

Parameter Value Unit
RF frequency 1.3 GHz
RF gradient 8 MV/m
RF phase –60 degrees
Bunch repetition rate 3.25 MHz
Bunch particle number 1000 dimensionless
Bunch initial duration 3 picoseconds
Bunch initial energy 18 MeV
Bunch initial energy spread 37.2 keV
Magnetic chicane R56 –110 millimeters

context of this paper happens to be quite similar, we start
by presenting a generalized Simulink model and in the end
introduce model parts that are parameter dependent.

Based on (3) and (4) the generation of the RF electromag-
netic field parameter, i.e. the amplitude or the phase, can
be modeled in Simulink as depicted in Figure 7.
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Fig. 7. Generation of RF EM field parameter in Simulink

Moreover, according to (3) and (4) we know that the
deterministic noise is modeled as a sum of sine waves.
Figure 8 displays a Simulink model that includes three
sine wave generators for frequencies: 1) 10 Hz to denote
a vacuum pump, 2) 50 Hz to describe voltage ripple
and 3) 750 kHz to indicate the above-mentioned 8/9 π
fundamental cavity mode. These sources are represented
by idealized sinusoidal waveforms with the amplitudes
calculated as

Ai =

√
α10

Mi+
N0
2

10 w, (7)

where Mi is the magnitude of a spur in dBc/Hz units as
observed in Figure 2, while Ai is the amplitude of the
corresponding sine wave in volts, α is a dimensionless win-
dow correction factor (Harris (1978)), w is the resolution
bandwidth of the spectrum analyzer in hertz, and, finally,
N0

2 is the two-sided power spectral density of a white
Gaussian noise as defined in (8). In comparison, the N0

2
constant in (7) must be specified in decibel units.
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Fig. 8. Generation of deterministic RF noise in Simulink

Furthermore, from (3) and (4) we also remember that
the random component, i.e. α (t) or ϕ (t), is a zero-mean
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random process that represents the corresponding ampli-
tude and phase noise. Obviously, such definition can be
modeled as a white Gaussian noise filtered according to the
measured shape presented in Figure 2. Consequently, this
concept can be implemented in Simulink as demonstrated
in Figure 9.
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Fig. 9. Generation of random RF noise in Simulink

The variance of the white Gaussian noise is specified as
(Ziemer and Tranter (2014))

σ2 = 2
N0

2
B, (8)

where B is the bandwidth of the noise profile in hertz,
while N0

2 is the two-sided power spectral density of the
white noise process in watts, and since we are only inter-
ested in a one-sided spectrum we double this constant. In
this simulation we use variance with N0

2 constant being
equal to 1.

Regarding the random noise filter, Table 1 shows that
the measured random noise shapes have regions with
slopes that cannot be precisely described by the linear
time-invariant (LTI) systems that adhere to the n·20
dB/dec rule with n ∈ Z. Still, such problems have been
solved before using fractional order modeling (Heuer et al.
(2014)). Therefore, we define a fractional order transfer
function for the amplitude noise using FOMCON toolbox
(Tepljakov et al. (2019)) as

Wa (s) = 1.44 · 10−2

(
s0.82 + 6.28 · 102

)

(s0.75 + 62.8) (s1.124 + 1.8 · 105)
. (9)

Likewise, the phase noise shape filter is defined by its
fractional order transfer function as

Wφ (s) = 6.18 · 10−2

(
s1.05 + 1.257 · 104

)

(s1.1 + 62.8) (s1.115 + 2.2 · 105)
. (10)

In this work both transfer functions were tuned empiri-
cally. Figures 10 and 11 show the magnitude frequency
response of (9) and (10) respectively. The corresponding
measured RF noise shapes are added to these Figures in
order to validate the filter shapes.

5.3 Electron Bunch Timing

The arrival time of relativistic electron bunches can be
related to phase in radians as

φbunch (t) = tarr · ω (t) , (11)

where ω (t) is the angular frequency of the arriving electron
bunches, while tarr is the arrival time itself. Conceptually,
this electron bunch phase is very important since it directly
affects the accelerating RF phase. By extending (5) this
concept can be analytically expressed as

Ef = Ei + eV cos (φRF + φbunch) . (12)

10
1

10
2

10
3

10
4

10
5

10
6

Frequency (Hz)

-180

-160

-140

-120

-100

M
a

g
n

it
u

d
e

 (
d

B
)

Measured amplitude noise

Filter transfer function

Fig. 10. Bode plot of random amplitude noise filter

10
1

10
2

10
3

10
4

10
5

10
6

Frequency (Hz)

-180

-160

-140

-120

-100

-80

M
a

g
n

it
u

d
e

 (
d

B
)

Measured phase noise

Filter transfer function

Fig. 11. Bode plot of random phase noise filter

In terms of Simulink modeling this phase sum concept is
implemented in Phase Sum block seen in Figure 6.

Now, regarding the electron bunch phase, or timing, block
Electron Bunch Timing displayed in Figure 6 models
this input beam parameter as illustrated in Figure 12. In
the presented block diagram we can clearly see the reuse of
the methods developed in Section 5.2. Consequently, the
noise placeholders allow straightforward extension of the
model by beam arrival time instabilities.
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Fig. 12. Simulink model of electron bunch timing

5.4 Bunch Compressor

Modeling (5) and (6) using Simulink blocks results in
a bunch compressor model demonstrated in Figure 13.
While blocks RF Cavity Map and Magnetic Chicane
Map implement the corresponding analytic expressions,
block Electron Bunch Gun simply outputs an electron
bunch in a phase space representation, i.e. two vectors with
a Gaussian distribution: 1) for the particle longitudinal
positions inside the bunch w.r.t. the mean position and
2) for the absolute energies of these particles. The size of
these phase space vectors corresponds to the number of
particles specified in Table 2.



 Andrei Maalberg  et al. / IFAC PapersOnLine 53-2 (2020) 348–354 353

random process that represents the corresponding ampli-
tude and phase noise. Obviously, such definition can be
modeled as a white Gaussian noise filtered according to the
measured shape presented in Figure 2. Consequently, this
concept can be implemented in Simulink as demonstrated
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The variance of the white Gaussian noise is specified as
(Ziemer and Tranter (2014))

σ2 = 2
N0

2
B, (8)

where B is the bandwidth of the noise profile in hertz,
while N0

2 is the two-sided power spectral density of the
white noise process in watts, and since we are only inter-
ested in a one-sided spectrum we double this constant. In
this simulation we use variance with N0

2 constant being
equal to 1.

Regarding the random noise filter, Table 1 shows that
the measured random noise shapes have regions with
slopes that cannot be precisely described by the linear
time-invariant (LTI) systems that adhere to the n·20
dB/dec rule with n ∈ Z. Still, such problems have been
solved before using fractional order modeling (Heuer et al.
(2014)). Therefore, we define a fractional order transfer
function for the amplitude noise using FOMCON toolbox
(Tepljakov et al. (2019)) as

Wa (s) = 1.44 · 10−2

(
s0.82 + 6.28 · 102

)

(s0.75 + 62.8) (s1.124 + 1.8 · 105)
. (9)

Likewise, the phase noise shape filter is defined by its
fractional order transfer function as

Wφ (s) = 6.18 · 10−2

(
s1.05 + 1.257 · 104

)

(s1.1 + 62.8) (s1.115 + 2.2 · 105)
. (10)

In this work both transfer functions were tuned empiri-
cally. Figures 10 and 11 show the magnitude frequency
response of (9) and (10) respectively. The corresponding
measured RF noise shapes are added to these Figures in
order to validate the filter shapes.

5.3 Electron Bunch Timing

The arrival time of relativistic electron bunches can be
related to phase in radians as

φbunch (t) = tarr · ω (t) , (11)

where ω (t) is the angular frequency of the arriving electron
bunches, while tarr is the arrival time itself. Conceptually,
this electron bunch phase is very important since it directly
affects the accelerating RF phase. By extending (5) this
concept can be analytically expressed as

Ef = Ei + eV cos (φRF + φbunch) . (12)
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In terms of Simulink modeling this phase sum concept is
implemented in Phase Sum block seen in Figure 6.

Now, regarding the electron bunch phase, or timing, block
Electron Bunch Timing displayed in Figure 6 models
this input beam parameter as illustrated in Figure 12. In
the presented block diagram we can clearly see the reuse of
the methods developed in Section 5.2. Consequently, the
noise placeholders allow straightforward extension of the
model by beam arrival time instabilities.
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5.4 Bunch Compressor

Modeling (5) and (6) using Simulink blocks results in
a bunch compressor model demonstrated in Figure 13.
While blocks RF Cavity Map and Magnetic Chicane
Map implement the corresponding analytic expressions,
block Electron Bunch Gun simply outputs an electron
bunch in a phase space representation, i.e. two vectors with
a Gaussian distribution: 1) for the particle longitudinal
positions inside the bunch w.r.t. the mean position and
2) for the absolute energies of these particles. The size of
these phase space vectors corresponds to the number of
particles specified in Table 2.
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Fig. 13. Bunch compressor modeled in Simulink

Furthermore, block ZOH, i.e. zero-order hold, makes the
bunch compressor model effectively discrete. The sampling
frequency corresponds to the specified bunch repetition
rate in Table 2. Indeed, by letting the bunch compressor
model periodically sample the RF electromagnetic field
with the actual bunch repetition rate we mimic how an
electron bunch travels through this accelerator structure
sampling potential RF disturbances along the way.

5.5 Beam Diagnostics

As stated in Section 5.4 the electron bunches emitted by
Electron Bunch Gun block have phase space represen-
tation. When traversing RF Cavity and Magnetic Chi-
cane blocks this initial electron phase space will change
resulting in a final phase space which corresponds to a
compressed electron bunch. Consequently, when Beam
Diagnostics block receives these compressed electron
bunches, the derivation of the bunch energy, arrival time
and duration becomes merely a manipulation of the final
phase space representation using formulae (13), (14) and
(15) respectively

〈E〉 =
1

n

n∑

i=1

Ei, (13)

〈t〉 =
1

c

1

n

n∑

i=1

zi, (14)

σt =
1

c

√√√√ 1

n− 1

n∑

i=1

(zi − 〈z〉)2, (15)

where Ei is the absolute energy of the i-th particle inside
an electron bunch in electron-volts and 〈E〉 is the mean
energy of the whole ensemble of particles; zi is the longitu-
dinal position of the i-th particle within an electron bunch
in meters w.r.t. the mean position, c is the speed of light
and 〈t〉 is the mean position converted into time in seconds;
finally, σt is the standard deviation of the longitudinal
particle positions inside the bunch converted into time in
seconds.

6. SIMULATION RESULTS

The simulation model described in Section 5 produces RF
noise with a frequency spectrum displayed in Figure 14.
The resolution bandwidth of the spectrum analyzer was
set to 1 Hz. The addition of the measured RF noise to
this illustration validates the correctness of the developed
RF noise shape filters. Moreover, the decibel levels of the
simulated spurious content correspond to the measured
ones which shows the correctness of (7). Without loss of

generality the simulated spurious content is represented
only by the spurs introduced in Section 5.2 plus the
vacuum pump vibrations at 24 Hz for the amplitude noise.
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Fig. 14. Simulated RF noise frequency spectrum

Afterward, the amplitude and phase noise components
were separately applied to the electron beam properties,
such as energy, duration and arrival time. The resulting
frequency spectra can be observed in Figures 15 and 16.
The direct correspondence of these output spectra to the
input one shown in Figure 14 clearly underscores the static
behavior of the bunch compressor. The only detail that can
change in this case is the scaling—an inherent feature of a
static system. Obviously, this scaling also depends on the
units of the beam properties, hence the specification of the
units on the plots.
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Finally, running the simulation with both RF noise compo-
nents applied to the electron beam properties produces the
result presented in Figure 17. A noteworthy observation is
that the energy and arrival time properties of an electron
bunch seem to follow the amplitude noise dynamics, while
the duration property appears to be influenced by the
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phase noise dynamics. Additional sensitivity analysis may
be required to explain this observation.
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Fig. 17. RF noise applied to beam properties

7. CONCLUSIONS

A proper understanding of the contribution of RF noise to
the development of electron beam instabilities is essential
in order to design an efficient beam-based feedback control
algorithm. Moreover, the relevance of this understanding
is supported by the fact that every particle accelerator in
the world, including the superconducting electron linear
accelerator ELBE, is considered unique, hence no general
control solution exists.

In this paper we used the RF noise data measured at one
of the superconducting RF cavities installed at ELBE in
order to build a Simulink model that could help analyzing
the propagation of the RF noise to the electron beam
properties. Using this simulation model we showed that
from a control point of view an electron bunch compressor
of a linear accelerator operating on relativistic particles
exhibits a static behavior. Therefore, there is a direct
correlation between the frequency spectra of the RF noise
and the electron beam properties.

Furthermore, the presented measurement data highlighted
the fact that simple LTI systems do not allow precise
description of the RF phase noise shapes. Hence, fractional
order modeling was used to design the noise shape filters.
Admittedly, fractional order systems are appropriate can-
didates to describe phase noise dynamics.

As the next step we could use the insight into the RF
noise frequency content to interpret the perspective beam-
based feedback as a disturbance rejection control problem.
By utilizing the developed RF noise filters as frequency
dependent disturbance weights the control problem could
be generalized to enable modern control methods, such as
the H2 optimal control in a S/KS mixed-sensitivity de-
sign formulation. Therefore, the controller synthesis would
amount to minimizing the impact of the RF disturbance
on the weighted combination of the beam performance and
the corresponding control effort.
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Regulation of the Linear Accelerator ELBE Exploiting Continuous Wave
Mode of a Superconducting RF Cavity

Andrei Maalberg, Michael Kuntzsch and Eduard Petlenkov

Abstract— Scientific experiments conducted with the help of
a particle accelerator rely on the stability of the corresponding
particle beam. One way of improving this stability is the
application of a control method called beam-based feedback.
Following this, the control system of the linear accelerator
ELBE is planned to be upgraded by this feedback mechanism.
This paper exploits the continuous wave operation mode of
ELBE in order to reinterpret the given control problem as
a disturbance rejection goal. In this context, the paper studies
the influence of stochastic disturbances on electron beam arrival
time, proposes and designs a control system that is capable of ef-
fectively compensating the arrival time fluctuations. Moreover,
the prospective hardware implementation is taken into account
when choosing the most suitable control strategy for this
specific task. Finally, the simulation of the designed regulator on
measured disturbance data indicates an improvement in arrival
time performance.

I. INTRODUCTION

Radio frequency (RF) particle accelerators are used for
a variety of research purposes, including cancer research
and high energy physics. By using RF electromagnetic
fields these machines accelerate charged particles to high
energies while forming the particles into well-defined beams.
Subsequently, an accelerated particle beam can be utilized
to create a secondary beam of ultra-short photon pulses,
thus providing a light source for scientific experiments [1].
Figure 1 illustrates a conceptual schematic of such a light
source.

Light
Beam

Electron Dump

e−

Undulator

RF Accelerator

Fig. 1. Conceptual schematic of a light source

The Electron Linear accelerator for beams with high
Brilliance and low Emittance (ELBE) is a versatile light
source located at Helmholtz-Zentrum Dresden-Rossendorf
(HZDR), Germany. As depicted in Figure 2 the general lay-
out of ELBE THz beamline follows the conceptual schematic
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of a light source, namely: 1) electron bunches are first
produced by an electron gun, 2) these electron bunches
are then accelerated with the help of RF linacs consisting
of superconducting RF cavities, and 3) photons are finally
generated from these accelerated electron bunches inside an
undulator.

ELBE is one of the few electron linear accelerators
routinely operated in a continuous wave (CW) mode. The
notion of CW refers to a specific machine operation mode
in which the RF electromagnetic field that resonates inside
an accelerating RF cavity is driven continuously. Compared
to the more common pulsed mode, the CW allows flexible
electron bunch repetition rates and high average current, thus
enabling experiments that would otherwise be impossible to
perform, hence the versatility.

Still, the quality of experimental results depends on the
stability of the accelerated electron beam. For example, a
pump-probe experiment [2] may be configured to expect an
electron bunch to arrive at the undulator with precise period-
icity. In case this arrival time fluctuates due to the instability
of the corresponding electron beam, then this fluctuation is
transferred to the subsequent secondary radiation, and the
quality of the experimental data degrades. Since the process
of RF acceleration is affected by various disturbances [3],
including the inherent RF noise and the noise coming from
the electron gun, regulation of the electron beam becomes
crucial. The existing low-level RF (LLRF) control scheme
installed at ELBE [4] represents the state of the art. Such
controller operates only in terms of the accelerating RF field
and therefore lacks any feedback from the electron beam.
Consequently, the control scheme at ELBE is planned to be
upgraded by a beam-based feedback (BBF) controller. This
new controller must be realized as a RF cavity setpoint cor-
rection law based on the measurement data coming from the
electron beam. Even though the field of linear accelerators
already lists a number of BBF control designs [5], [6], [7],
[8], [9], these examples target pulsed machines. Yet ELBE
is operated in CW mode, so it is of interest to study the
implications of this machine operation mode in the context
of the given control problem.

Provided the given control problem is addressed directly,
i.e. a bunch-by-bunch control is pursued, the respective
controller will then need to act at least twice as fast as
the corresponding bunch repetition rate, and at ELBE the
CW operation allows this rate to range from 50 kHz to 26
MHz. Depending on the chosen control algorithm the digital
implementation may become a challenge to meet the required
sample time. More important though is the fact that this
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Fig. 2. General layout of ELBE

direct approach is fundamentally limited by the bandwidth of
the actuator—a superconducting RF cavity has a bandwidth
of a couple hundred hertz only [10]. Even when driven by
a dedicated LLRF controller that pushes this bandwidth to a
few kilohertz, the cavity dynamics remains a limitation.

On the other hand, CW allows treating a RF accelera-
tor machine as a plant operating in a steady state mode.
Hence, the given control problem may be reinterpreted as
a regulation goal with the focus of attention moved to a
particular disturbance that affects the electron beam. ELBE
machine study [3] shows that among other noise sources,
such as microphonics and Lorentz force detuning, RF noise
makes a significant contribution to the overall electron beam
noise with the major contributors residing below 1 kHz. By
approximating the frequency spectra of this RF noise using
fractional-order systems a subsequent study [11] builds a
model that demonstrates the RF noise propagation to electron
beam properties, including the beam arrival time. Conse-
quently, when the given control problem is approached from
this alternative perspective, the CW mode with its continuous
operation becomes favorable as it reveals the full spectrum
of disturbances, low frequency ones included. Furthermore,
by targeting the actual electron beam disturbance that mostly
resides in the low frequency range the bandwidth limitation
dictated by the superconducting RF cavity no longer poses
a problem, thus making the design and implementation of
a corresponding regulator feasible. Therefore, in this paper
we develop this approach further. Based on the stochastic
nature of RF noise we propose an optimal H2 regulator
design that 1) takes the disturbance model explicitly into
account and 2) focuses on the compensation of beam arrival
time fluctuations. Finally, we show the applicability of the
proposed method by validating the designed regulator on
measurement data.

The remainder of this paper is organized as follows:
Section II elaborates the discussion regarding the actuator
together with its inherent limitations and noise. The proposed
regulator design is described in detail in Section III. Finally,
Section IV concludes the paper.

II. RF CAVITY AS ACTUATOR FOR BEAM REGULATION

RF accelerators use RF electromagnetic fields to accelerate
charged particles. In case of ELBE the process of electron
acceleration is carried out by four TESLA cavities [12].
Figure 3 illustrates a standard 9-cell TESLA cavity housing
standing electromagnetic waves. Since the RF fields inside

the cavity cells are phase shifted relative to each other by
180 degrees, hence the name π-mode, a relativistic electron
bunch that traverses such cavity at the speed of light will see
the accelerating voltage amplitude nine times in a row, thus
becoming increasingly accelerated.

Cavity cell with RF field resonating at fπ = 1.3 GHz

Fig. 3. TESLA cavity housing standing electromagnetic waves

The bandwidth limitation of a superconducting RF cavity
comes from its inherently high quality factor. In case of
ELBE a TESLA cavity resonating in π-mode at fπ =
1.3 GHz has a loaded quality factor in the range of QLπ ≈
6.5 · 106 which yields a bandwidth of

f1/2 =
fπ

2QLπ
≈ 100 Hz. (1)

When the cavity is operated in closed-loop, the gain
applied by the dedicated LLRF controller extends the closed-
loop bandwidth to the range of f1/2 ≈ 35 kHz which,
however, is still insufficient for a direct bunch-by-bunch
control.

The reinterpretation of the given control problem as a
regulation goal can be performed as follows. The plan to
implement the beam-based feedback as a RF setpoint correc-
tion law implies that the corresponding control scheme will
involve cascaded loops. In case of ELBE it is reasonable to
follow the separation of concerns principle and approximate
the inner loop, i.e. the actuator, as a unity gain, e.g.

τe = Ge

[
1 0
0 1

] [
ARF
φRF

]
= GeGRF

[
ARF
φRF

]
, (2)

where ARF and φRF denote RF field amplitude and phase,
respectively, GRF is a closed-loop interconnection of a RF
cavity model [13] and a LLRF controller [14], and where
Ge and τe is an electron beam model [11] and arrival time,
respectively.

Consequently, the BBF control residing in the outer loop
1) can be separated from possible changes in the LLRF
controller design and 2) can concentrate exclusively on the
electron beam regulation. This, however, implies that the
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outer loop should have a bandwidth around 3.5 kHz, i.e. one
order of magnitude less than the inner loop. Simultaneously,
the constrained regulator bandwidth must correspond to the
bandwidth of the targeted noise to achieve the regulation
goal. This underscores the necessity to analyze the frequency
content of the noise, and since the RF field of the cavity is
a source of instability by itself, this paper focuses on the
related RF noise.

A. RF Noise

An ideal radio frequency signal does not exist in the real
world, because typically amplitude and phase fluctuations
contaminate the signal. As illustrated in Figure 4, these
unwanted fluctuations cause the spectral representation of
the signal to contain a spread of spectral lines, both below
and above the carrier frequency.

RF amplitude fluctuations

RF phase fluctuations

t

v
(t
)

fc

single
sideband

f

F
F
T
(f

)

Fig. 4. RF noise in time and frequency domain

According to the standard [15], the spectral components,
or sidebands, produced by RF amplitude and phase fluc-
tuations can be represented as one-sided spectral densities
Sa and Sφ, respectively. Figure 5 presents such spectral
densities that were measured at the TESLA cavity C4 during
its closed-loop operation.

100 101 102 103 104 105 106

−50

−100

Frequency [Hz]

O
ne

-s
id

ed
sp

ec
tr

al
de

ns
ity Sa [ dB%2/Hz ]

Sφ [ dBdeg2/Hz ]

Fig. 5. RF noise frequency spectra measured at ELBE cavity C4

Structurally, the presented amplitude and phase noise
frequency data contain two components [11]. These are 1) the
random component represented by the spectral profile that
decays with certain slopes as the frequency offset increases
and 2) the deterministic component that manifests itself as
a number of spurs along that profile. Except for the spur at
ca. 750 kHz that is caused by the undesired 8/9 π-mode of
the TESLA cavity [12], the majority of the spurs are located
below 1 kHz, i.e. in a relatively low frequency range. This
gives rise to a question whether these low frequencies have
any impact on a relativistic electron beam that passes through
such TESLA cavity at the speed of light. Being of critical

importance for the regulator design, this question can be
answered by exemplifying the difference between a pulsed
and a CW machine.

B. Example of Electron Beam in Pulsed and CW Modes

Pulsed machines, such as the free electron laser FLASH,
organize the electron beam into a temporal structure called
a macropulse (MP). During a limited time period dictated
by the duration of an accelerating RF pulse a train of
electron bunches is injected into the RF cavity. Since the
individual electron bunches may be interpreted as discrete
pulses, the whole structure is said to form a macropulse.
This macropulse is then repeated with a certain periodicity.
Furthermore, when an individual electron bunch enters the
RF cavity it effectively samples the incident RF field, noise
components included. Thus, the above-mentioned discrete
pulses, in fact, represent sampled RF field components.

The example starts with a macropulse structure of an
electron beam presented both in time and frequency domains,
see Figure 6. The parameters of the temporal structure
are taken from a typical FLASH configuration [16], i.e. a
macropulse that is filled by 800 electron bunches with a 1
microsecond spacing is repeated every 100 milliseconds.
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Fig. 6. Example MP structure in time and frequency domains

As can be seen, the exemplified macropulse structure
can be treated as a rectangular pulse with a time length
t
MP

= 800 · 1 µs = 0.8 ms. The corresponding frequency
domain representation is a sinc pulse with spectrum nulls
located at integer multiples of 1/t

MP
= 1.25 kHz. Obviously,

the pulse pattern defines a spectral window that limits the
signal frequencies that can be resolved using diagnostics. In
addition, the signal strength decays as the frequency offset
increases. So even though the bandwidth appears to cover
the actual region of interest, the diagnostic performance is
negatively impacted.

In contrast, the temporal structure of a CW electron beam
contains no time gaps, so the RF field is sampled with steady
periodicity. This allows to interpret the CW electron beam
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as a sampling mechanism with the corresponding Nyquist
frequency. In case of ELBE this frequency is 25 kHz at the
lowest bunch repetition rate which is sufficient to properly
diagnose the region of interest and hence enable the regulator
design. The only thing that is still missing is the way
the RF signals, noise included, propagate to electron beam
properties.

C. Propagation of RF Field to Electron Beam

Unlike a synchrotron where circulating particles exhibit a
periodic longitudinal motion called the synchrotron oscilla-
tion, a linear accelerator represents a single pass machine,
and hence the particles exhibit little to none periodicity in
their longitudinal motion [11]. Moreover, electrons require
relatively low acceleration energy to reach a relativistic
regime. In this regime the electrons travel with almost the
speed of light, the space charge effect that makes these
electrons repel each other becomes negligible, and the lon-
gitudinal motion inside an electron bunch ceases to exist.
Hence, the longitudinal motion of relativistic electrons inside
a linear accelerator can be described using static expressions.
In particular, a process called bunch compression [17] helps
revealing the details of RF field propagation to electron beam
properties, namely

∆τe =
1

ve
·R56 ·

∆E

E0
, (3)

⇑
Ef = Ei + e ·ARF · cos (φRF + φe) ,

(4)
⇑ ⇑

δARF δφRF

where E, e, ve and φe are the electron energy, charge,
velocity and initial arrival time, and where R56 and E0

denote the design parameters of a magnetic chicane, respec-
tively. In (4), RF field fluctuations δARF and δφRF start by
contaminating the energy Ef received by an electron during
acceleration inside a RF cavity. Next, a magnetic chicane
translates the resulting energy deviation ∆E into arrival time
deviation ∆τe, and thus the fluctuations propagate further,
see (3). In case of ELBE a bunch compressor is represented
by the C4 and Chicane 2, and this static system can be
described using sensitivity coefficients, see Figure 7.
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Fig. 7. ELBE sensitivity scan between RF and electron beam arrival time

The coefficients m11 and m12 were retrieved during a
machine study that scanned the response of electron beam
arrival time to changes in the RF field of the TESLA cavity
C4. Based on these sensitivity coefficients the electron beam
model Ge can be identified as a static matrix. Specifically,
by considering the current regulation goal the respective
propagation of RF field to electron beam arrival time amounts
to

τe =

Ge︷ ︸︸ ︷[
m11 m12

] [ ARF + δARF
φRF + δφRF

]
, (5)

thus, yielding the complete actuator

G = GeGRF =
[
m11 m12

] [ 1 0
0 1

]
. (6)

According to (6), the resulting actuator G exhibits static
behavior. As a result, the following regulator design needs to
take into account 1) a direct feedthrough in the system and
2) the process disturbance explicitly, because the frequency
content of the latter will define the dynamics of the designed
regulator.

III. REGULATOR DESIGN

With the advent of digital controllers into the field of
particle accelerators, the corresponding control schemes have
gained not only in flexibility, but also in complexity. In case
of previously used analog P controllers, the machine opera-
tors could manually tune the single gain parameter. With the
new controllers such manual tuning is practically impossi-
ble [18]. Consequently, the use of optimal H∞ control for
the purpose of parameter optimization [18], [14], [8] appears
as a reasonable choice. In this paper, however, the optimal
H2 control is used not only for the sole purpose of parameter
optimization, but because the minimization of the underlying
H2 norm has relevant engineering implications [19] for the
current disturbance rejection goal.

A. Disturbance Shaping

The given regulation problem makes it reasonable to
assume that the open-loop transfer function, i.e. L = GK,
follows the magnitude frequency response of the disturbance,
namely

|L| ≈ |Gd| , (7)

where Gd is a disturbance shaping filter that can be derived
from the existing measurement data, see Figure 5. In this
context, the current work reuses the previously developed
RF noise shaping filters [11], but adapts them as follows: 1)
the fractional-order transfer functions are replaced by third-
order integer approximations to streamline the design using
existing software [20], and 2) the resulting approximations
are constrained in the frequency domain by the targeted
closed-loop bandwidth of 3.5 kHz. Figure 8 displays the
adapted disturbance filters.
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Subsequently, the presented filters Ga and Gφ can be
combined with the electron beam sensitivity model Ge
yielding the required disturbance shaping filter

Gd = Wd D
−1
e Ge

[
Ga 0
0 Gφ

]
, (8)

where Wd = α, with α a scalar parameter used to
emphasize disturbance rejection, and where De = dmax,
with dmax a scalar parameter used for scaling. Figure 9
displays Gd with dmax = 20 fs rms, i.e. the acceptable
fluctuation of electron beam arrival time.
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Fig. 9. Disturbance shaping filter Gd with various α to stress regulation

Being based on the RF noise dynamics, Gd inherits the
random component, thus, making the modeled electron beam
disturbance exhibit stochastic behavior. In fact, this aligns
well with the nature of the timing jitter, i.e. the time domain
fluctuations of the electron beam arrival time. This jitter
is commonly expressed in terms of its rms value. But rms
response of a system H driven by white nose excitation is
given by its H2 norm [21]

‖H‖2 ,

 1

2π

∞̂

−∞

|H (jω)|2 dω

1/2

(9)

where |H (jω)| designates the magnitude frequency re-
sponse of H evaluated at frequency ω. Indeed, the presence
of RF noise makes the assumption of white noise distur-
bances relevant in the context of the given problem [19]. This
allows to meaningfully apply H2 regulation method [22] to
stabilize the electron beam with respect to RF noise.

B. H2 Regulator

Table I summarizes the criteria of the designed H2 regu-
lator.

TABLE I
DESIGN CRITERIA OF H2 REGULATOR

Design criterion Requirement
Setpoint tracking n/a
Disturbance rejection colored disturbance
Closed-loop bandwidth 3.5 kHz
Discrete sample time 10 µs
Fixed-order n/a
IO type SISO
Transfer function optimization rms response minimization

Setting the sample time to 10 µs gives the prospective
digital implementation some timing capacity, in case the
bandwidth of the synthesized regulator turns out to be
somewhat greater than 3.5 kHz. Furthermore, there is no
strict fixed-order requirement, because the designed regulator
is going to be implemented on a fast field programmable gate
array (FPGA), such as Kintex-7 from Xilinx, and 10 µs is not
a challenging sample time. Nevertheless, lower-order designs
are favored. In fact, this is the first reason to choose a SISO
configuration, as it allows saving on frequency weights. The
second reason is that the integration with the existing LLRF
implementation becomes more straightforward when the
SISO configuration is used. Moreover, colored disturbances
coupled with the minimization of the rms response lie at
the core of the given regulation problem. Compared to other
control algorithm options, the choice of H2 regulator can be
defended as follows

• PID controllers may not be efficient in handling colored
disturbances and frequency dependent weighting;

• Robust controllers with uncertainty specifications can
become too complex, thus negatively affecting the
achievable sample times;

• H∞ controllers do not reflect the stochastic specificity
of the given regulation problem.

Therefore, Figure 10 displays the resulting regulator design
formulated in terms of a typical S/KS mixed-sensitivity op-
timization problem, but with the addition of the disturbance
shaping filter Gd driven by d =

[
w v

]T
, where w and v

are zero-mean white Gaussian noises with unit variance.

G̃

WKS Gd

WSu
+

+

z
KS d

y
z
S

–

e

r = 0 +

Fig. 10. Design of H2 regulator
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The presented optimization problem amounts to finding
a stabilizing regulator K that minimizes the H2 norm of
the transfer function from the disturbance signal d to the
exogenous error signals

[
z
S

z
KS

]T
, i.e.∥∥∥∥[ WSSGd

WKSKSGd

]∥∥∥∥
2

, (10)

where WS and WKS are frequency weights for the output
y and input u, and where S and KS denote the usual sensitiv-
ity and input sensitivity functions, respectively. According to
Table I, the actuator is updated as G̃ = GG−1e , thus making
y = τe and u = τe, and therefore rendering K a single-input
single-output regulator. Since Ge is not a square matrix, then
its inverse is approximated as

G−1e =
[

1/m11 0
]T
. (11)

This regulator design puts sufficient effort into shaping L
with the help of Gd, hence the weight WS is omitted, i.e.
WS = 1. On the contrary, the weight WKS is a first-order
high-pass filter with a corner frequency of 3.5 kHz. This way,
WKS helps limiting input magnitudes at high frequencies
and thereby limiting the closed-loop bandwidth. The low
frequency gain of WKS is set to −100 dB to make sure that
the cost function is dominated by Gd at low frequencies.

With the sample time set to 10 µs Matlab function
h2syn produces a discrete 7th-order regulator. According
to Figure 11, the corresponding transfer functions can be
summarized as follows: 1) Gd shapes L as expected from
(7), 2) SGd demonstrates the suppression of Gd up to the
closed-loop bandwidth, and 3) this closed-loop bandwidth is
experimentally set slightly greater, i.e. around 4.2 kHz.
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Moreover, the synthesized regulator has the observer form

x[k + 1] = Ax[k] + B2u[k] + Lxex[k], (12)
u[k] = Kux[k] +Lueu[k], (13)

where

ex[k] = y[k]− C2x[k]−D22u[k]. (14)

Due to GRF approximation as a unity gain, a direct
feedthrough appears in the design manifesting itself as
D22 6= 0. To break the resulting algebraic loop in (13) an
additional expression is introduced

eu[k] = y[k]− C2x[k]−D22u[k − 1], (15)

that uses the past control signal u[k − 1] to calculate the
state estimation error eu[k]. The synthesized regulator can
now be validated through simulation.

C. Design Validation

For simulation purposes GRF represents a closed-loop
interconnection of a 4th-order LLRF controller and a 6th-
order RF cavity model, both discrete and identified at the
C4 cavity. The resulting 10th-order model has a sample rate
of 1.8 MHz and an internal delay of two sample times.
The outer BBF loop is formed by the designed regulator
K realized in terms of (12)–(15). Above all, the arrival time
disturbance that enters the system is defined by measurement
data taken downstream of the C4 cavity [23], [24]. The
data is a time domain signal δτe sampled at 50 kHz for
one second. Figure 12 demonstrates the described simulation
scheme.
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e

K
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+
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Fig. 12. Simulation scheme to validate regulator K

The simulation is run for one second, and Figure 13
displays the input and output signals of GRF .
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According to (11), the control is performed only in terms
of ARF . In addition, despite having the internal delay, GRF
is sufficiently fast to respond to the outer loop commands.
Furthermore, Figure 14 demonstrates the performance of the
designed regulation system.
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Fig. 14. Validating regulation in frequency domain

As can be seen, the frequency domain profile of the
measured disturbance data δτe features 1) a random noise
component with a moderate slope and 2) a number of
deterministic components, including the 50 Hz spur and its
harmonics. A large spur around 2.5 kHz is believed to be
caused by the measurement procedure. At the same time, it
is also seen how the regulator operates within its bandwidth
and pushes the coincident noise profile down, thus decreasing
the rms metric of the corresponding fluctuations by almost a
half. On the one hand, the fact that the low frequency noise
is pushed down by approximately 60 decibels corresponds
to the capabilities of the designed regulator, see SGd in
Figure 11. On the other hand, the high frequency noise
prevails, thus limiting the overall amount of noise that can
be suppressed for this particular noise shape.

IV. CONCLUSIONS

The CW operation mode of the superconducting linear
accelerator ELBE allows reinterpreting a beam-based feed-
back control problem as a regulation goal. By moving the
focus of attention to low frequency RF noise, i.e. the distur-
bance that makes a significant contribution to electron beam
fluctuations, the necessity to pursue a bandwidth-demanding
bunch-by-bunch control can be avoided. Simultaneously, the
fundamental bandwidth limitation of a superconducting RF
cavity, i.e. the usual actuator in such control schemes, no
longer poses a problem.

In this paper we proposed a H2 regulator in order to
compensate electron beam arrival time fluctuations with
respect to RF noise and its stochastic nature. Using the
RF noise shaping filters we augmented a typical S/KS
mixed-sensitivity optimization problem, such that our reg-
ulator design would take disturbance explicitly into account.
The subsequent simulation study that involved measured
disturbance data signified an improvement in arrival time
performance.

Still, the design decision to approximate the inner RF loop
as a unit gain imposed an additional bandwidth constraint on
the designed outer loop regulator. In case a particular noise
profile had a substantial noise portion residing in the high
frequency range, the performance of the regulator could be
limited. Such problem could then be solved by using normal
conducting RF cavities that have a larger bandwidth that
allows targeting the high frequency noise [25], [26].

Our further research will be devoted to implementing
the designed regulator on an FPGA. Figure 11 indicates
that a lower order of the designed regulator may be suf-
ficient. Provided such simplified solution shows acceptable
performance, the implemented algorithm may demonstrate
desirable characteristics, such as a reduced usage of FPGA
resources and a decreased run-time latency. Subsequently, the
implemented result needs to be integrated into the existing
digital framework based on MicroTCA.4 technology. Once
this is done, the designed regulator can finally be evaluated
in practice.
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Abstract: Control applications targeting fast industrial processes rely on real-time feasible imple-
mentations. One of such applications is the stabilization of an electron bunch arrival time in the
context of a linear accelerator. In the past, only the electric field accelerating the electron bunches was
actively controlled in order to implicitly stabilize the accelerated electron beam. Nowadays, beam
properties are specifically measured at a target position and then stabilized by a dedicated feedback
loop acting on the accelerating structures. This dedicated loop is usually referred to as a beam-based
feedback (BBF). Following this, the control system of the electron linear accelerator for beams with
high brilliance and low emittance (ELBE) is planned to be upgraded by the BBF, and the problem
of implementing a designed control algorithm becomes highly relevant. In this work, we propose
a real-time feasible implementation of a high-order H2 regulator based on a field-programmable
gate array (FPGA). By presenting simulation and synthesis results made in hardware description
language (HDL) VHDL, we show that the proposed digital solution is fast enough to cover the bunch
repetition rates frequently used at ELBE, such as 100 kHz. Finally, we verify the implementation by
using a dedicated FPGA testbench.

Keywords: regulation; beam-based feedback; FPGA; linear accelerator; continuous wave

1. Introduction

Radio frequency (RF) particle accelerators employ RF electromagnetic fields to ac-
celerate charged particles to high energies while forming the particles into well-defined
beams. A beam of accelerated particles can then be used to create a secondary radiation of
ultra-short photon pulses, thus providing a light source for scientific experiments. Figure 1
illustrates a conceptual schematic of such a light source.

Light Beam

Electron Dump

e−

Undulator

RF Accelerator

Figure 1. Conceptual schematic of an accelerator driven light source.

ELBE is a versatile light source located at Helmholtz-Zentrum Dresden-Rossendorf
(HZDR), Germany. As illustrated in Figure 2, the general layout of the ELBE THz beamline
follows the concept of a light source, namely: (1) electron bunches are generated by an
electron gun, (2) these electron bunches are accelerated with the help of RF linacs consisting
of superconducting RF cavities, and (3) photons are produced from these accelerated
electron bunches inside a periodic magnetic structure, called undulator.
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Light Beam
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BAMChicane

C4C3

LLRF BBF regulator

RF Linac 2
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RF Linac 1RF Bunchers

DC Gun

SRF Gun

Electron Guns

Figure 2. General layout of ELBE THz beamline featuring beam-based feedback regulation loop.

ELBE is one of the few electron linear accelerators routinely operated in a continuous
wave (CW) mode. The notion of CW refers to a specific machine operation mode in
which the RF electromagnetic field that resonates inside an accelerating RF cavity is driven
continuously. Compared to a more common pulsed mode, CW allows flexible electron
bunch repetition rates and high average current, thus enabling experiments that would
otherwise be impossible to perform, hence the versatility.

Still, the quality of experimental results depends on the stability of the accelerated
electron beam. For example, a time-resolved pump-probe experiment [1] may be configured
to expect an electron bunch to arrive at the undulator with precise timing. In case this
arrival time fluctuates due to the instability of the corresponding electron beam, this
fluctuation is transferred to the subsequent secondary radiation, and the time resolution
of such experiments degrades. Since the process of RF acceleration is affected by various
disturbances, including RF noise inherent to RF acceleration modules and drifts caused by
changes in ambient temperature, regulation of the electron beam becomes crucial.

The existing low-level RF (LLRF) controller installed at ELBE [2,3] represents the state
of the art. The controller deals with stabilizing the RF field that accelerates the electron beam.
However, such control scheme has no feedback from the electron beam, and thus there
is no way to stabilize the electron beam directly. To overcome this limitation, the control
scheme at ELBE is planned to be upgraded by a beam-based feedback (BBF) regulator,
see Figure 2. This regulator is expected to minimize the impact of disturbances acting on
the electron beam. In our previous work [4], we proposed a regulator design that seeks
to minimize the fluctuations of beam arrival time with respect to low frequency RF noise.
Due to CW mode, it was possible to target specific noise profiles, the low frequency ones
included. This suggested the application of modern control techniques, such as optimal
H2 control [5,6], which finally resulted in a high-order state-space regulator. Even though
the field of linear accelerators already lists a number of BBF control designs [7–10], these
examples target pulsed machines. Yet ELBE is operated in CW mode, and very few studies
[11] address real-time feasible implementations targeting CW machines. Especially, when
the corresponding sample times are on a sub-microsecond level.

The bunch arrival time monitor (BAM) [12–14] measures the arrival time of every
electron bunch accelerated inside the machine. This implies that the sample time of
the regulator must correspond to the bunch repetition rate. Since this rate may reach
several megahertz, the actual sample time requirement is forced to the sub-microsecond
level. Obviously, such regulator requires an efficient, yet adjustable implementation of its
algorithm, thus strongly suggesting an FPGA-based solution. In fact, low latency and high
reconfigurability—the outstanding features of FPGAs—facilitated the adoption of FPGA-
based solutions by the accelerator community [15–18]. As a result, the LLRF controller and
BAM digital signal processing are implemented on FPGAs as well, thus establishing a low-
latency digital signal path on the inputs and outputs of the regulator. It is therefore natural
to follow the same trend and implement the regulator in terms of an FPGA-based solution.

In this work, we aim to fill the existing gap by presenting a real-time feasible FPGA-
based implementation of the BBF regulator targeting the CW ELBE accelerator. We exploit
the analogy between the state-space form of a digital system and a finite-state machine
(FSM) to propose a general architecture of the digital solution. This architecture is then
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elaborated by introducing systolic arrays in order to deal with state-space matrix operations.
Despite the fact that there are many sophisticated systolic array architectures [19–22], in this
work, a straightforward systolic structure suffices that is similar to a 2-D array. Furthermore,
we examine the application of fixed-point data types to the regulator algorithm. The latency
of the resulting implementation is then compared to the one based on floating-point data
types. Finally, by assembling a hardware testbench that involves another FPGA, we verify
the output of our implementation against simulation data from Simulink.

The remainder of this paper is organized as follows: Section 2 presents the BBF loop
structure at ELBE and discusses the loop elements, including the bunch arrival time reg-
ulator, the LLRF controller and the BAM sensor. The discussion aims to build a proper
context for the regulator implementation. Section 3 describes the hardware and software
frameworks used in this work. Following this, Section 4 introduces the resulting firmware
architecture and demarcates the new regulator logic from the given framework. By moving
towards internal details, Section 5 focuses on the implementation of state-space formal-
ism and introduces important topics, such as systolic arrays and fixed-point data types.
Section 6 demonstrates the hardware setup used to verify the regulator implementation
and discusses the verification results. Finally, Section 7 concludes the paper.

2. Beam-Based Feedback Loop Structure at ELBE

ELBE beam-based feedback extends the existing control scheme by introducing a
regulation loop involving a BAM sensor, a BBF regulator and a LLRF system of the fourth
accelerating cavity (C4). This results in a new interconnection of control elements that
involves cascaded loops. Figure 3 elaborates the emerging beam-based feedback structure,
while making the main accent on the beam-based feedback regulator.

e−

LLRF

C4

BAM

δτ−1
max

Ψ

Υ

Ω

amax

z−1

Φ

z−1

Ξ

Θ
Beam-based feedback regulator

τ[k]

–
r

+

δτ[k]

y[k]
+

–

+

+

+x[k + 1]
x[k]

u[k]

a[k]

+

+

u[k− 1]

+

Figure 3. Beam-based feedback loop structure at ELBE.

2.1. Beam-Based Feedback Regulator

The BBF regulator designed in [4] represents a 7th-order single-input single-output
H2 control law expressed in a state-space form
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x[k + 1] = Ax[k]+ B2u[k]+Lxex[k], (1)

u[k] =Kux[k]+ Lueu[k], (2)

where

ex[k] = y[k]− C2x[k]− D22u[k], (3)

eu[k] = y[k]− C2x[k]− D22u[k− 1], (4)

where x, u and y denote the usual state, control input and measured output, and where
A, B2, C2 and D22 are the system, input, output and feed-forward matrices, respectively.
Matrices Ku, Lx and Lu are the products ofH2 synthesis generated by MATLAB function
h2syn. In order to alleviate the implementation of this control law, Equations (1) and (2) can
be rearranged based on variables x[k], y[k] and u[k− 1]. This yields a new set of matrices

Θ = A + B2Ku − B2LuC2 − LxC2 − LxD22Ku + LxD22LuC2, (5)

Υ = B2Lu + Lx − LxD22Lu, (6)

Φ = LxD22LuD22 − B2LuD22, (7)

Ξ = Ku − LuC2, (8)

Ψ = Lu, (9)

Ω = LuD22, (10)

and since the new matrices can be evaluated offline, Equations (1) and (2) can be rewritten as

x[k + 1] =Θx[k]+ Υy[k]+Φu[k− 1], (11)

u[k] =Ξx[k]+ Ψy[k] − Ωu[k− 1]. (12)

As a result, Equations (11) and (12) form the structure of the beam-based feedback
regulator displayed in Figure 3.

The regulator acts by correcting the setpoints of RF variables inside the LLRF controller
FPGA. So to further reveal the loop details, the LLRF block displayed in Figure 3 needs to
be expanded and elaborated.

2.2. RF System as Actuator for Electron Beam Regulation

In case of ELBE, every RF system is controlled by its dedicated LLRF controller. The
purpose of such control is the stabilization of the corresponding RF variables, i.e., the
amplitude A and phase φ of an accelerating RF field. Due to implementation specifics, the
LLRF controller operates with the in-phase I and quadrature Q representations of the field
amplitude and phase. Stabilized by the LLRF controller these I and Q signals are then
applied inside a vector modulator (VM) to modulate a reference RF signal coming from a
master oscillator. But since the signals generated by the LLRF controller are in the range of
milliwatts, hence the name low-level RF, a solid-state power amplifier (SSPA) is used to
drive the modulated RF signal to a kilowatt range. This finally results in a high-power RF
signal that is passed through a waveguide to a RF cavity. Figure 4 illustrates the described
RF system by expanding the LLRF block first introduced in Figure 3.
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Figure 4. Schematic overview of RF system at ELBE including BBF extension.

To incorporate the RF setpoint correction signal a coming from the beam-based feed-
back regulator, the LLRF controller FPGA is extended by a setpoint modulation logic M.
The logic is defined as

[
∆rI
∆rQ

]
=

1
100

[
rI
rQ

]
a, (13)

where a denotes a change in the RF field amplitude expressed in percent units, and where
rI and rQ are the RF field setpoints in I and Q, respectively. Factor 1/100 is required to
convert the amplitude change in percent to a relative error ∆A/A [8]. In fact, this factor
could be applied by the BBF regulator implementation. In this case, however, the small
resulting number would suffer from underflows caused by the fixed-point data type in
use by the LLRF implementation. Therefore, this factor is applied last. To sum up, the
I and Q setpoints are modulated by the relative amplitude error in order to alter the RF
field oscillating inside the cavity. This will cause a change in the arrival time of subsequent
electron bunches, which can then be diagnosed by the BAM sensor.

2.3. Bunch Arrival Time Monitor as Sensor of Electron Beam

The beam-based feedback is represented by a bunch arrival time measured by the
BAM sensor, see Figure 3. The operation principle of this sensor is based on measuring
bunch arrival time relative to an actively-stabilized optical timing reference. Specifically,
periodic pulses of a reference laser are amplitude-modulated with electric signals coming
from pick-up antennas that probe the electric field of the passing electron bunch. The
arrival time information is thus transferred into an amplitude modulation of coincident
laser pulses. According to such arrival time representation, the output of this sensor is
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defined by a dimensionless modulation value τ with a working point set to τ = 1. Figure 5
exemplifies a BAM readout taken at a bunch repetition rate of 50 kHz.

Figure 5. Example of BAM readout in (a) time and (b) frequency domains.

The BAM readout displays arrival time fluctuations caused by various disturbances,
e.g., noise coming from the electron gun, drifts caused by changes in ambient temperature
and RF noise inherent to RF acceleration process. In particular, the presented time domain
data reveals distinct low frequency oscillations about the working point. Simultaneously,
the frequency domain data features two components inherent to RF noise. These are (1)
a random component represented by a spectral profile that decays with certain slopes
as the frequency offset increases and (2) a deterministic component that manifests itself
as a number of spurs along that profile. A harmonic of voltage ripple at 100 Hz is a
representative of the latter.

The beam-based feedback regulator seeks to compensate the fluctuations in signal τ,
and the simulation of such compensation is displayed in Figure 6.

Figure 6. Simulation of BBF regulator with BAM readout in (a) time and (b) frequency domains.

The compensated data demonstrates the work of the regulator, i.e., (1) time domain
data exhibits no drift and (2) the frequency data demonstrates suppression of low frequency
noise up to ca. 5 kHz. Compared to the initial τ signal with no feedback, the regulator
almost halves the disturbance effect in terms of the corresponding rms values.

The 50 kHz bunch repetition rate is commonly used for the ELBE THz beamline. Still,
higher rates are possible, e.g., several hundred kilohertz or even a megahertz. Hence, the
main reason to aim for a low-latency implementation of the regulator algorithm.
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3. Hardware/Software Environment for Beam-Based Feedback Regulator

As a system, the beam-based feedback regulator relies on a number of subsystems
to perform common tasks, such as establishing a user interface, sending and receiving of
data, saving these data for further analysis, etc. To alleviate the heavy lifting, the regulator
solution takes advantage of a digital platform based on the micro telecommunications
computing architecture (MTCA) [23] and deployed on the ELBE accelerator machine [24].

3.1. MTCA.4 Hardware Environment

The fact that the regulator will be incorporated into the existing digital platform sets
a few important conditions: (1) use of custom FPGA boards and (2) compliance with the
existing firmware framework developed in VHDL [25]. Consequently, the regulator imple-
mentation is carried out on a specific data processing and telecommunication board, called
the advanced mezzanine card (AMC) TCK7 [26]. The board features a high-performance
FPGA device XC7K420T from Xilinx. To help leveraging the features of this board the given
firmware framework provides support for

• RAM- or register-based internal interface (II) to communicate with CPU software;
• Low-latency links (LLLs) to communicate with other FPGA boards;
• Data acquisition (DAQ) facility to save diagnostic data to DDR3 memory.

In this work, the AMC TCK7 board must (1) receive data from the BAM FPGA, (2) do
the processing and (3) send the result to the LLRF FPGA. While the processing is done inside
the XC7K420T chip, the receiving/sending occurs through the low-latency links that are
driven by 10-Gigabit small form-factor pluggable (SFP) optical transceivers. Measurement
signals τ and control signals a are transferred via these LLL facilities. Similarly, the
initialization of the processing stage happens through a register-based hardware/software
(HW/SW) interface driven by a PCI Express (PCIe) connection. This interface is used by
external CPU software to set the values of gain matrix elements, setpoints, etc. In addition,
the processing stage needs to save diagnostics data. For this reason, DAQ facility is used
to dump data to DDR3 memory. To sum up this description, Figure 7 illustrates a general
block diagram showing the beam-based feedback regulator in the context of the given
MTCA.4 hardware environment.
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Figure 7. Beam-based feedback regulator in the context of MTCA.4 hardware environment.
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The complexity of the presented hardware system underscores the importance of a
software-based user interaction. Hence, the necessity to establish a hardware/software
interface that would facilitate the initialization, control and other user related tasks.

3.2. Hardware/Software Interface

The MTCA.4 technology uses a special software framework [27] to support the PCIe-
based communication between the related hardware and software. Specifically, this frame-
work provides the necessary application programming interface (API) to establish a register-
based HW/SW interface. By writing and reading these registers the user is able to interact
with the beam-based feedback regulator FPGA, and Figure 8 depicts a basic user interaction
as a unified modeling language (UML) use case diagram.
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Along with the basic use case to initialize the gain data when the application starts, a
more sophisticated variant is to allow updating these data when the regulation is already
running. The difficulty is related to the fact that ELBE is operated in CW mode, so there
are no pauses long enough to permit a plain data overwrite. Moreover, it is reasonable to
assume that updating the gain data separately, i.e., regardless of the algorithm state as a
whole, will lead to erroneous algorithm results, hence the necessity to update the gains (1)
all at once and (2) at a proper time instant. Essentially, the second requirement suggests an
FSM-based implementation on the hardware side. In the meantime, the first requirement
is fulfilled on the software side by first making a time-consuming write of the entire data
from the software to intermediate hardware buffers and then triggering a fast data update
on the hardware side. Figure 9 demonstrates this concept.
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The starting and stopping use cases are both based on the manipulation of the same
flag to enable feedback data propagation to the regulation algorithm. This one-bit flag,
called CTL_ENA, is set to 1 to enable regulation. Fundamentally, this defines an event-
driven behavior of the algorithm implementation, i.e., when the algorithm receives no data,
the regulation idles, see Figure 10.

ready busy

BAM data valid and CTL_ENA = 1 / trigger BBF regulation algorithm

done / LLRF data valid

transition condition / action

Figure 10. State diagram showing the effect of CTL_ENA flag on regulator state transitions.

In essence, the given MTCA.4 environment sets a number of requirements to the
firmware architecture of the beam-based feedback regulator, namely:

• firmware is written in hardware description language VHDL;
• digital design targets an FPGA device from Xilinx;
• communication logic adheres to the given protocols, i.e., LLL and II;
• regulator algorithm is governed by an FSM.

With this in mind, the firmware architecture can now be elaborated.

4. Firmware Architecture of Beam-Based Feedback Regulator

The structure of the MTCA.4 firmware framework divides the on-chip logic into
board and application compartments. The former manages the board specific features,
including the low-level communication interfaces and clock generation, while the latter
defines the application logic. Both compartments are then united inside a top level VHDL
entity. Figure 11 depicts this structure as a general block diagram and uses color codes to
demarcate the new regulator logic from the given framework.

BBF Board

board

inputs/

outputs

clock

reset

II
registers AXI4

LLL Tx
control AXI4-Stream

LLL Rx
measurement AXI4-Stream

DAQ
diagnostics AXI4

APPLICATION

TOP LEVEL VHDL ENTITY

BBF regulator logic MTCA.4 firmware framework

Figure 11. Structure of top level VHDL entity as defined by the MTCA.4 firmware framework.
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4.1. Behavioral Model

The behavior of the regulator can be modeled in terms of the data that flows inside
the application compartment and drives the initialization, regulation and diagnostics:

Initialization Before running the regulation algorithm, the gain data need to be initialized.
Since these data are transferred from the CPU software, the values are received by
the firmware through the II communication. In fact, a single gain can be represented
by a matrix with multiple values, so the receiver should be RAM-based. According to
the firmware requirements outlined in Section 3, this RAM is expected to serve as an
intermediate buffer that is first written by the software and then, after a software trig-
ger, read by the actual gain logic. Once such initialization is complete, the regulation
data flow becomes enabled.

Regulation The regulation data flow starts from the reception of a BAM sensor measure-
ment coming over a dedicated low-latency link. Provided the regulator algorithm
is not busy at the moment and the regulation is enabled by the user, see Figure 10,
the new measurement triggers the computation of a new control signal. Otherwise,
the received measurement is dropped. Such behavior ensures that the algorithm
always sees up-to-date measurements. When the algorithm is indeed triggered, the
data starts flowing to gains and further to sums. Once the regulation algorithm is
complete, the new control signal is transmitted over a dedicated low-latency link to
the LLRF actuator.

Diagnostics The diagnostics saves the regulation data, including the BAM sensor measure-
ments and the corresponding control signals. Importantly, the BAM data are saved
even if the regulator is disabled. This allows to diagnose the open-loop behavior of
the system.

To sum up, Figure 12 illustrates a functional schematic of the BBF application. Note that
the illustrated firmware blocks belong to the new regulator logic, hence the corresponding
color code. In this context, the additional Rx and Tx blocks act as adapters between
the framework and the regulator in order to establish a properly registered ready/valid
handshake—a flow control technique [28] that is used throughout the entire regulator logic.
Note also that for the sake of brevity the diagram omits the transformation from signal τ[k]
to y[k] and from u[k] to a[k]. Finally, the diagram makes the central role of the FSM obvious.

FSM

RAM

x[k + 1], u[k]

SUMS

x[k], y[k], u[k− 1]

GAINS

II
bu

s
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PU
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LL
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st
re

am
BA

M

LL
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LL
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F

τ[k] a[k]

DAQ bus CPU

initialization algorithm diagnostics

Figure 12. Functional schematic illustrating the main data flows inside the BBF application.
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4.2. Finite State Machine

In addition to the firmware requirements outlined in Section 3, another reason for
involving an FSM to manage the regulator algorithm is inspired by the analogy between
a discrete-time state-space form of the regulator and a Mealy state machine [29]. Specif-
ically, a hardware implementation of the Mealy machine is composed of combinational
and sequential logic blocks. The combinational logic takes the current state together with
input and computes the next state and output. The next state is then saved, or regis-
tered, by the sequential logic. The process repeats during the next iteration. Accordingly,
Figure 13 depicts an FSM of the state-space regulator, where sequential logic block z−1

registers the regulator state, and where combinational logic blocks f (·) and g(·) implement
Expressions (11) and (12), respectively.

z−1f (·) g(·)
u[k]x[k + 1]

x[k], u[k− 1]

y[k]

Figure 13. Discrete-time state-space regulator visualized as a Mealy FSM.

Unfolding this FSM approach, Figure 14 demonstrates a state diagram that captures
the essential parts of the regulator behavior. Note that once the BBF algorithm is triggered,
f (·) and g(·) will be executed in parallel. Yet f (·) will take significant time to process
its longest operation, i.e., Θx. So it is possible to get the result of g(·) and initiate the
sending of LLRF data before f (·) completes. Hence, a busy state with two stages. Finally,
the latency of algorithm operations, such as Θx, underscores the necessity to analyze the
implementation of these state-space constructs.

idle

init

gains valid / trigger initialization

ready

done / nonegains valid / trigger initialization

busy0

BAM data valid and CTL_ENA = 1 /

trigger BBF regulation algorithm

busy1

g(·) done /

register u state, LLRF data valid

f (·) done / register x state

transition condition / action

Figure 14. State diagram showing the operation of the regulator FSM.
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5. State-Space Implementation in Hardware

In this work, we propose to describe the state-space formalism of the beam-based
feedback regulator in terms of systolic arrays. Indeed, Equations (11) and (12) are based
on matrix-vector multiplication, and systolic arrays offer a hardware architecture that
enables massively parallel execution of this mathematical operation. Moreover, when
implemented on FPGAs, systolic arrays can enjoy not only the inherently parallel nature of
FPGAs, but also the availability of specialized circuits that are able to efficiently perform
mathematical operations.

5.1. Systolic Array Structure

Systolic arrays are grid-like interconnections of data processing elements, or nodes,
that are driven by data to perform some specific uniform operation. In particular, a properly
organized data flow can drive an array of multiply-accumulate nodes, or MACs, in order
to implement a matrix-vector multiplication. Figure 15 demonstrates an example of a node
interconnection that computes the product c = A b, where b and c are 2× 1 input and
output vectors, respectively, and where A is a 2× 2 matrix. In this straightforward systolic
implementation the number of nodes corresponds to the size of the output vector c. This
allows to parallelize the computation of individual output vector elements and to keep the
computation results local to the nodes. Consequently, when the data finishes propagating
through this interconnection in a wave-like manner, the nodes will store a fully computed
output vector.

c110 a12 a11

c21a22 a21 0

b11

b21

0

×a

b

+ z−1 c

z−1

b

multiplier-accumulator unit

Figure 15. Structure of systolic array for multiplying a 2× 1 vector b by a 2× 2 matrix A.

An efficient implementation of the presented systolic array node, i.e., the multiplier-
accumulator unit, requires a design that exploits specialized computational resources
provided by an FPGA, namely digital signal processor (DSP) slices. These high-speed
circuits support a number of mathematical functions, including multiplication and ad-
dition, and therefore can accelerate a compute-intensive design. According to the data
sheet [30], the XC7K420T device features 1680 DSP slices, and each slice contains a pre-
adder, a 25 × 18 multiplier, an adder, and an accumulator. Correspondingly, this kind of
slice can be configured to perform a multiply-accumulate operation in the form of a · b + c,
where a and b are 25-bit and 18-bit signals, respectively, and where accumulation with c is
sign-extended to 48 bits. On the one hand, by adhering to these signal widths, e.g., in case
of custom fixed-point data types, a MAC unit can be mapped to a single DSP slice on the
FPGA, thus leading to an optimal use of FPGA resources. On the other hand, if the MAC
unit needs to operate with wider signals, e.g., when dealing with 32-bit floating-point data,
the number of DSP slices per MAC unit increases, and the design consumes more FPGA
resources. To investigate the optimal solution—both in terms of resources and latency—this
work focuses on the custom fixed-point data types.
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5.2. Fixed-Point Analysis of Regulator Signals and Gains

Due to the 25 × 18 signal widths dictated by the DSP48E1 slice [31], the fixed-point
implementation differentiates between two types of data:

• signals flowing through the regulator, e.g., from y[k] to u[k];
• gain matrix values that modify the signals.

The signals and gains are assigned to 25-bit and 18-bit words, respectively, thus
prioritizing the precision of the signal data. Apart from the precision, the 25-bit signal word
needs to allocate enough bits for the integer part to avoid overflows inside the regulator. To
mitigate this risk and to improve the conditioning of the regulator, the inputs and outputs
are properly scaled. It is expected that the input signal coming from the BAM sensor
exhibits a deviation of roughly δτmax = 0.1. This yields y = δτ · δτ−1

max = 0.1 · 10 = 1, thus
normalizing the signal magnitudes flowing inside the regulator.

However, there can also be unexpected spikes in the BAM readout, see Figure 5. In
general, a large deviation of the input signal δτ will result in a considerable action taken by
the regulator. In case of ELBE, a drastic change of the signal driving the cavity will have a
high probability to trigger the ELBE protection system to switch off the accelerator. To cope
with this unwanted scenario the signal δτ is limited as follows

δτ =

{
δτ, if δτ < δτlim

δτlim, otherwise
. (14)

Setting δτlim = 1 yields y = δτlim · δτ−1
max = 1 · 10 = 10. Under these conditions, four

bits are enough to represent the integer part of the signal. The derived signal data type is
then (1, 25, 20), where the fixed-point notation is specified as

(sign, word length, word fraction length). (15)

In contrast, the fixed-point data type for gains of a 4th-order regulator is derived by
examining the magnitudes of the values stored inside the corresponding matrices, namely

Θ =




47.0522 −39.4131 1.48102 −0.45106
0.26835 99.3678 0.02415 −0.00735
13.2079 11.7310 99.0439 0.13750
−72.9060 −102.943 −7.72665 87.6644


× 10−2,

Ξ =
[
−291.624 −411.771 −30.9066 9.41304

]
× 10−2,

Υ =




−7.13823
−0.11638
−47.8240
12.2410


× 10−2, Φ =




−2.34632
−0.03825
0.71523
12.2410


× 10−2,

Ψ = 48.9641× 10−2, Ω =− 48.9641× 10−2.

Depending on the magnitude range of a particular matrix, the gain data type can vary
its precision. For example, the maximum magnitude among the matrix values constituting
the gain Θ is−1.0294. Hence, only one bit suffices for the integer part, another bit represents
the sign, and 16 bits can be allocated to the fraction part, thus yielding a precision of
2−16 = 1.5259× 10−5. Following this, Table 1 displays the various fixed-point data types
assigned to the regulator matrices.
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Table 1. Gain matrices with value magnitude ranges and assigned fixed-point data types.

Gain Minimum
Magnitude

Maximum
Magnitude

Fixed-Point Data
Type

Θ −7.3538× 10−5 −1.0294 (1, 18, 16)
Ξ 0.0941 −4.1177 (1, 18, 14)
Υ −0.0012 −0.4782 (1, 18, 16)
Φ −3.8253× 10−4 0.1224 (1, 18, 16)
Ψ 0.4896 0.4896 (1, 18, 16)
Ω −0.4896 −0.4896 (1, 18, 16)

The gains δτ−1
max and amax are integers with values 10 and 1, respectively, so their

fraction parts could be omitted. Still, it is expected that these gains can be manipulated
during run-time to do fine-tuning of the regulator. Thus, the fraction parts are preserved
and the corresponding data types are both chosen as (1, 18, 10). In addition, the BAM
and LLRF signals have fixed-point data types (0, 18, 15) and (1, 18, 10), respectively.
Consequently, the regulator implementation needs to take this into account when receiving
or sending low-latency link data.

The presented analysis underscores the fact that a fixed-point implementation requires
a thorough examination of the data flowing inside the design. It is therefore of interest
to see how much this effort helps to keep the systolic array structure optimal in terms of
latency and resources, e.g., compared to a floating-point implementation.

5.3. Data Flow to Drive Systolic Arrays

The operation of systolic arrays relies on a properly organized data flow. In this work,
a digital circuit responsible for the data flow is called a data channel, and multiple data
channels compose a data stream. As shown in Figure 16, this circuit plays a central role in
the gain entity.
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Figure 16. Gain entity schematic showing internal data flow.
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Inside the data stream circuit, the data are structured based on their types. The gain
is treated as a two-dimensional matrix and is organized into matrix rows. These rows
are represented by separate data channels implemented as RAMs. Such organization
facilitates the gain data throughput, because it allows to write or read an entire matrix
column in a single clock cycle. This also places a requirement on the software to write
the gain data to intermediate RAM buffers in a column-major order. After a software
trigger, the gain controller will rely on the proper format of the intermediate data in order
to initialize the internal data channels column by column. Unlike the gain, the signal is
placed into a register-based memory. Again, this allows to register an incoming signal, i.e.,
the gain argument, in a single clock cycle. Along with the gain column, the signal vector
element is then fed into the systolic array to perform the necessary computation. Once the
computation is over, the results from each systolic array node are assembled into a result
vector which is then propagated to the gain entity output.

Undoubtedly, the data stream circuit introduces some amount of overhead into the
design. Moreover, the latency of the data management will dominate in case of low-order
regulator implementations, see Figure 17.
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Figure 17. Time latency of the regulator busy state under various orders and data types.

The data stream overhead is partially related to data padding required by systolic
arrays. As can be seen in Figure 15, the data flow driving the systolic array is padded with
zeros. Although these zeros ensure the correct computation inside the nodes, they also lead
to the increase of the corresponding data channel size which becomes

data channel size = gain row size + gain column size− 1. (16)

Of course, the overall latency of the regulation algorithm is also affected by the
implementation of the state-space computation units, i.e., the MAC and the sum. This is
especially true for the floating-point case which uses a 32-bit single precision data type [32]
and thus relies on an intellectual property (IP) from Xilinx [33]. In this context, even though
the sum implementation represents a trivial element-wise summation of the argument
vectors, and thus does not involve systolic arrays, its floating-point implementation still
uses DSP resources, see Table 2.
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Table 2. Use of DSP resources by the two main computation units of the state-space algorithm.

Unit Implementation DSPs Clock Cycles Total DSPs for
7th Order

MAC fixed-point 1 5 26
floating-point 4 22 104

Sum fixed-point none 3 none
floating-point 2 14 18

Indeed, by adhering to the dictated signal widths the fixed-point MAC implementation
is mapped to a single DSP slice. Compared to the floating-point counterpart that uses
more DSPs per MAC, the one-to-one mapping allows the fixed-point design to occupy
considerably less DSP resources on the FPGA.

It can be argued, though, that the usage of the proposed gain entity architecture for
scalar operations, such as δτ−1

max · δτ, is far beyond what is required. Hence, the unwanted
overhead. This is a reasonable point provided the system does not change in the future. Yet
there are plans to extend the system in order to regulate the compression and energy of the
electron bunches. In this case, the current architecture can be easily scaled to implement
the required mathematical operation, e.g.,




yτ

yE
yC


 =




δτ−1
max 0 0
0 δE−1

max 0
0 0 δC−1

max


 ·



δτ
δE
δC


, (17)

where E and C denote the energy and compression of the electron bunches, respectively.
This underscores the scalability of the current digital solution.

In general, the presented data demonstrates that the proposed state-space architecture
can be routinely clocked at 240 MHz—a particular clock signal generated by the board
compartment of the MTCA.4 firmware framework. Running at such frequency allows
the fixed-point implementation to stay on the sub-microsecond level even in the case of
high-order regulator designs. The floating-point implementation exhibits greater latency,
but even the 7th-order regulator designed in [4] takes less than 2 microseconds to perform
its state-space computation. The 50 kHz bunch repetition rate is thus supported by both
implementations. In the mean time, the fast fixed-point implementation needs to be verified
in hardware.

6. Firmware Verification

The correctness of the regulator implementation is verified by assembling a digital
setup which involves the BBF regulator FPGA connected to an additional FPGA that serves
as a testbench. Along with the verification of the state-space implementation, the usage of
a separate FPGA allows testing the low-latency link communication. The corresponding
installation can be observed in Figure 18. The two FPGAs are slided into a MTCA.4 crate
leaving only their front panels exposed. As can be seen, these panels feature SFP slots that
are used to interconnect the two devices using optical cables.

In principle, the testbench operation can be outlined as follows

1. Sending a stimulus to the BBF regulator FPGA;
2. Receiving a response;
3. Comparing the received response with a similar one generated by a floating-point

MATLAB simulation.

The MATLAB simulation is run offline and is driven by the same stimulus—simulated
BAM data. Hence, both responses should be identical to a certain degree of precision.
Figure 19 summarizes the outlined testbench operation.
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Figure 18. MTCA.4 crate with two installed FPGAs serving as a testbench.
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In this work, the testbench compares the time response of a 4th-order regulator im-
plemented in fixed-point with the same regulator simulated in a floating-point MATLAB
model. The result of this comparison is depicted in Figure 20.
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The difference between the response simulated in MATLAB and the one produced
by the testbench is displayed in Figure 21. Essentially, the assembled testbench represents
an open-loop system, i.e., the output of the testbench regulator has no effect on the next
BAM data sample. Coupled with the precision issue, the open-loop scenario leads to
accumulation of the mismatch between the two responses. Still, it is expected that this
negative behavior will disappear, once the fixed-point regulator closes the real machine
loop. In the closed-loop scenario, the correctness of the first few responses will matter, and
the current testbench data exhibits up to 20 correct responses before the least significant
fraction bit flips. Note that the magnitude of the bit flip corresponds to the precision of the
fixed-point data type (1, 18, 10) used by the LLRF controller.

Figure 21. FPGA and MATLAB responses expressed as (a) absolute difference and (b) zoomed.
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7. Conclusions

In the context of the linear accelerator ELBE, the benefit of implementing a beam-based
feedback regulator using an FPGA is twofold. Firstly, the low-latency nature of FPGAs
allows dealing with fast processes, such as the regulation of an electron bunch arrival time.
Secondly, the high configurability of FPGAs enables the implementation of sophisticated
regulation algorithms, e.g., an optimalH2 regulator in its state-space representation.

Accordingly, in this work we proposed an FPGA-based implementation of a beam-
based feedback regulation algorithm to compensate electron bunch arrival time fluctuations.
Using a top-down approach, we gradually introduced the levels of the regulator system,
starting from the structure of the ELBE beam-based feedback loop and culminating in the
digital architecture of a state-space regulator. In order to implement the matrix-vector
multiplications of the state-space formalism, we used systolic arrays. Even though the
systolic arrays added data management overhead into the design, we saw that the design
could easily be scaled in terms of the regulator orders as well as its inputs and outputs. Fur-
thermore, we made a thorough analysis of a potential fixed-point implementation and then
compared it to a floating-point one. Essentially, when clocked at 240 MHz the fixed-point
implementation of a 4th-orderH2 regulator takes 0.425 µs to perform its state-space compu-
tations, thus enabling sub-microsecond sample times. In contrast, a similar floating-point
implementation takes 1.025 µs. Finally, we verified the correctness of the implementation
by running a hardware testbench which included two interconnected FPGAs.

The next step is to validate the proposed digital solution on the real machine. This
will allow evaluating the whole spectrum of decisions made in this and our previous
works, including the disturbance modeling, the choice of the regulation algorithm and the
state-space implementation. Such evaluation will be the subject of our future report.
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Abbreviations

AMC Advanced mezzanine card
API Application programming interface
BAM Bunch arrival time monitor
BBF Beam-based feedback
CPU Central processing unit
CW Continuous wave
DAQ Data acquisition
DDR Double data rate
DSP Digital signal processor
ELBE Electron linear accelerator for beams with high brilliance and low emittance
FPGA Field-programmable gate array
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FSM Finite state machine
HZDR Helmholtz-Zentrum Dresden-Rossendorf
HW Hardware
II Internal interface
IP Intellectual property
LLL Low-latency link
LLRF Low-level radio frequency
MAC Multiply-accumulate
MTCA Micro telecommunications computing architecture
PCIe Peripheral component interconnect express
RAM Random-access memory
RF Radio frequency
SFP Small form-factor pluggable
SSPA Solid-state power amplifier
SW Software
UML Unified modeling language
VHDL VHSIC hardware description language
VHSIC Very high-speed integrated circuit
VM Vector modulator

Nomenclature

ELBE accelerator
A RF field amplitude
a RF field amplitude change in percents
φ RF field phase
e− electron
τ electron bunch arrival time in dimensionless BAM modulation units
I in-phase representation of RF field amplitude and phase
Q quadrature representation of RF field amplitude and phase

Control configuration
A system matrix
B2 input matrix
C2 output matrix
D22 feed-forward matrix
r reference input (setpoint)
e error signal
u control signal (manipulated plant input)
x control state
y plant output
z−1 discrete integrator
Ku state feedback gain
Lu observer gain
Lx observer gain
Θ gain from x[k] to x[k + 1]
Υ gain from y[k] to x[k + 1]
Φ gain from u[k− 1] to x[k + 1]
Ξ gain from x[k] to u[k]
Ψ gain from y[k] to u[k]
Ω gain from u[k− 1] to u[k]
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Regulating the arrival time of electron bunches is a crucial step to improve the temporal resolution of
accelerator-based pump-probe experiments. In this regard, an electron beam regulation method called
beam-based feedback, has been shown to work well for stabilizing longitudinal beam properties on
pulsed accelerator machines. Essentially, the method resembles a typical design of a proportional
regulator, where the plant is represented by an electron beam response matrix, and where the inversion of
such matrix produces the regulator. In recent years, however, linear accelerators that operate in a
continuous-wave mode have received increasing attention. One of the key features of such machines is
the improved statistics of measured data, which enables a high-resolution spectral analysis of the noise
acting on the electron beam. This new insight allows us to reinterpret the electron beam regulation as a
disturbance rejection goal, where the disturbance is based on measured frequency data. In this work, we
show that the proportional beam-based feedback method has a principal performance limitation that
becomes apparent by analyzing continuous-wave data. To improve this situation, we propose a regulator
design that incorporates a dynamical disturbance model formulated in the context of the so-called H2

mixed-sensitivity problem. The designed regulator demonstrated excellent agreement between the model
and measurements carried out at the continuous-wave linear accelerator ELBE and showed a potential to
improve the proportional regulator approach.

DOI: 10.1103/PhysRevAccelBeams.26.072801

I. INTRODUCTION

Pump-probe experiments allow capturing the dynamics
that occur in materials on an ultrafast timescale [1]. This is
achieved by first exciting the dynamics in matter with an
electromagnetic field of a pump pulse and then probing the
excited matter with ultrashort photon pulses in a strobo-
scopic manner. To achieve a temporal resolution of less
than a few tens of femtoseconds root-mean-square (rms)
[2,3], these experiments rely on a tight synchronization
between a pump source, which is typically an optical laser,
and a source that generates the probes, e.g., a terahertz light
source driven by an electron accelerator. Besides potential
instabilities in the optical laser, the temporal stability of the
electron accelerator, specifically of the underlying electron

beam, is, therefore, of critical importance, which stresses
the need to apply proper beam regulation.
Nowadays, an electron beam regulation method, called

beam-based feedback, has been shown to work well for
stabilizing longitudinal beam properties on pulsed accel-
erator machines [4–8]. Basically, the method first derives a
matrix that denotes an electron beam response to variations
in a radio-frequency (rf) field resonating inside an upstream
accelerating structure, called cavity. The inverse of such
matrix is then incorporated into the so-called low-level rf
(LLRF) controller to allow adjusting the rf field based on
the beam feedback. Finally, during an rf pulse, i.e., when
the rf field is active, the LLRF controller can use the beam-
based feedback to compensate for the noise acting on the
beam. Putting aside the rf pulse details, the method
resembles a typical design of a proportional regulator,
where the beam response matrix represents a plant and
where the plant inversion produces a regulator.
Contrary to the pulsed operation, a continuous-wave

(cw) mode fills the accelerating cavities with a continu-
ously driven rf field. That is, an rf field with a 100% duty
cycle. For the user, such mode allows flexible electron
bunch repetition rates and a high average beam current.
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This enables experiments that would otherwise be impos-
sible to perform. In addition, a continuous train of electron
bunches maintained for a sufficient amount of time greatly
improves the statistics of experiment data. Consequently,
linear accelerators (linacs) operating in the cw mode
have received increasing attention in recent years. In
particular, the construction of the Shanghai hard x-ray
free electron laser facility (SHINE) began in 2018 [9]. The
Linac Coherent Light Source II (LCLS-II) is nearing
completion [10]. Moreover, the European X-ray Free
Electron Laser (EuXFEL) considers a cw upgrade in
the foreseeable future [11]. In this context, the electron
linear accelerator for beams with high brilliance and low
emittance (ELBE) [12] has been operating in cw mode
for nearly 20 years and, therefore, represents a unique
environment to test new algorithms and beamline com-
ponents [13,14]. Hence, the results that are obtained at
ELBE may have a substantial impact on the growing cw
community.
Besides the user benefits, the improved statistics also

help enhance feedback-related beam diagnostics. For
example, a 1-s sampling of the rf field by a 50-kHz
electron beam, i.e., a beam with a 50-kHz bunch repetition
rate, provides data for a spectrum with a frequency
resolution of 1 Hz. Since the electron bunches sample
the inherent rf noise as well, a high-resolution spectral
analysis of such noise becomes feasible. Clearly, this opens
a possibility to reinterpret the electron beam regulation as a
disturbance rejection goal, where the disturbance is based
on the frequency-domain data of a measured electron beam
signal. In this work, we exploit this opened possibility to
address the regulation of an electron bunch arrival time.
Specifically, we propose a solution that incorporates a
dynamical disturbance model formulated in the context of
the so-called H2 mixed-sensitivity problem. Even though
design methods based on the H2 norm have already been
used in the field of accelerators, e.g., to regulate an optical
synchronization system [15–17], it is of interest to study the
application of such methods to regulate the electron bunch
arrival time on a cw machine. In this context, our designed
regulator demonstrates excellent agreement between the
model and measurements carried out at the cw linac ELBE
and shows a potential to improve the proportional regulator.
The remainder of this paper is organized as follows:

Section II starts by introducing the physics behind the
beam-based feedback method and then continues the
discussion from a control engineering point of view.
Special attention is devoted to the performance limitation
of the commonly used proportional regulator. In order to
resolve the limitation, Sec. III proposes an improvement
that is implemented in terms of a certain control engineer-
ing concept, called H2 mixed-sensitivity problem.
Section IV evaluates the proposed improvement on the
cw linear accelerator ELBE. Finally, Sec. V concludes
the paper.

II. BEAM-BASED FEEDBACK METHOD

The state of a single particle is usually expressed relative
to a reference trajectory, where the trajectory is assumed to
be the path of a reference particle with nominal parameters.
This allows us to define a Cartesian frame moving with the
reference particle and providing the corresponding x, y, and
z coordinates. Moreover, this concept can be generalized to
represent an ensemble of particles, e.g., an electron bunch,
by treating the ensemble as its center of mass. It is therefore
common to describe the state as a six-dimensional phase
space vector [18]

ρ ¼ ½ x x0 y y0 z δ �T; ð1Þ

where x, y, and z are the distances from the reference
trajectory, x0 ¼ ∂x=∂z and y0 ¼ ∂y=∂z are the horizontal and
vertical derivatives, respectively, and where δ ¼ ΔE=E0 is
a relative deviation from the reference energy. To first order,
the x, y, and z components can be decoupled, and thus, we
can neglect the rest of the phase space and concentrate only
on the longitudinal part

ρL ¼ ½ z δ �T: ð2Þ

The main beamline section that is able to change the
longitudinal state ρL is called bunch compressor [18–20]. It
is a combination of an rf cavity and a magnetic structure
called chicane, formed by a minimum of four dipole
magnets. The rf cavity is operated off-crest in order to
chirp the bunch, i.e., to imprint an energy modulation that
correlates with the longitudinal position z within the bunch.
Correspondingly, the transfer map of the rf cavity can be
expressed as

zðs1Þ ¼ zðs0Þ; ð3Þ

δðs1Þ ¼ δðs0Þ þ
eA
E0

cos

�
ω

c
zðs0Þ þ ϕ

�
; ð4Þ

where e is an elementary charge, c is the speed of light, and
where A, ϕ, and ω are the amplitude, phase, and angular
frequency of the rf cavity field, respectively. Beamline
locations s0 and s1 mark the start and end of the rf cavity
section, respectively. Then, by means of energy dispersion,
the magnets of the chicane force the electrons to travel
different paths, depending on the electron energy. Using
only first-order terms, the corresponding transfer map is
denoted as

zðs2Þ ¼ zðs1Þ þ R56δðs1Þ; ð5Þ

δðs2Þ ¼ δðs1Þ; ð6Þ

where R56 is a first-order design parameter of the magnetic
chicane that translates the energy modulation into a
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longitudinal position change. Beamline locations s1 and s2
mark the start and end of the magnetic chicane section,
respectively. Following this, the concept of the bunch
compressor is illustrated in Fig. 1. It can be seen how
electrons travel different paths through the magnetic
chicane, depending on the energy received from the rf
cavity. So in principle, the bunch compressor changes the
longitudinal phase space of the electrons in a two-step
sheering process: First, the rf cavity changes the energy
distribution within the bunch; and second, the magnetic
chicane alters the electron positions accordingly.
In case of arrival time, the electron bunch is represented

by its center of mass. Thus, setting z ¼ 0 and focusing only
on the energy modulation introduced by the rf cavity allows
transforming (3) into

Δδ ¼ eA
E0

cosϕ: ð7Þ

This leads to a similar update of (5) featuring, in
addition, a conversion to proper arrival time units

Δτ ¼ 1

v
R56Δδ; ð8Þ

where τ is the arrival time in seconds, and where v ≈ c and
denotes the velocity of a relativistic electron bunch. So
according to (7) and (8), where v and R56 are static for a
given setting, the arrival time of the electron bunch can be
regulated by modulating its energy. Usually, this modula-
tion is performed with the help of an rf actuator, i.e., a
control loop that allows setting and stabilizing the ampli-
tude and phase of an rf field. To give a concrete example,
the rf field control loop that is responsible for the bunch
compressor at ELBE consists of a superconducting rf (SRF)

cavity and a digital LLRF controller. The loop shows
rms field stability of 0.005% in amplitude and 0.01° in
phase [21]. Principally, this means that there are two rf field
variables that the beam-based feedback can use to modulate
the bunch energy. Yet according to (7), the rf field
amplitude A is more linear than the phase ϕ. Moreover,
changing ϕ changes the bunch compression, which is not
desirable in this case. It is therefore reasonable to consider
the phase ϕ a constant and define the output of the beam-
based feedback regulator in terms of A exclusively, i.e.,

a ¼ ΔA
A

× 100; ð9Þ

where a is a change in percent with respect to the absolute
rf field amplitude.
Meanwhile, the applied energy modulation leads to

arrival time changes that can be measured downstream
of the bunch compressor using an appropriate sensor.
A bunch arrival time monitor (BAM) that is installed at
ELBE may serve as an example of such sensor. It is able to
measure the arrival time of the passing electron bunches
with a time resolution of 4 fs rms at a bunch charge of
225 pC [22]. Finally, adding a beam-based feedback to
regulate the electron bunch arrival time τ extends the bunch
compressor schematic by cascaded control loops, i.e., the
already existing rf field control loop becomes the so-called
inner loop, whereas the added beam-based feedback forms
the outer loop, see Fig. 2.
To design the corresponding beam-based feedback

regulator, we may cast the extended bunch compressor
to a single-input single-output (SISO) control problem,
where τ is a controlled process variable and a is a control
signal. The bunch compressor then represents a plant,
where Wδ converts the control signal a to the absolute
rf field amplitude A and Gδ and Gτ are (7) and (8),
respectively. According to this simple design, the dynamics
of the rf actuator are neglected. Instead, the beam-based

(a)

(b)

FIG. 1. Schematic of a bunch compressor exhibiting (a) the
combination of an rf cavity and a magnetic chicane, as well as
(b) the evolution of the longitudinal phase space of passing
electron bunches.

SRF cavity Magnetic chicane BAM

Bunch compressor

LLRF Beam-based feedback

regulator

RF loop Beam-based feedback loop

FIG. 2. Schematic of a bunch compressor extended by cascaded
control loops to regulate an electron bunch arrival time.
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feedback regulator K acts directly on the bunch compressor
in order to compensate for an error e, i.e., a negative impact
of some unknown disturbance d on the process variable τ,
see Fig. 3.
The origin of disturbance d is twofold: the rf noise

inherent to the rf cavity [23] and the initial arrival time jitter
of the passing electron bunches. In any case, the signal d
represents a generalization, e.g., a unit step. To counteract
such disturbance, it is straightforward to let K be an inverse
of the bunch compressor plant, i.e.,

K ¼ γG−1
BC; ð10Þ

where

GBC ¼ GτGδWδ ¼
1

v
R56

eA
E0

cosϕ
1

100
; ð11Þ

and where γ is an additional gain to adjust the regulator
performance. In fact, the value of GBC can be determined
analytically by evaluating (11) with corresponding param-
eters. Since we aim to regulate the ELBE accelerator, we
evaluate GBC with ELBE bunch compressor parameters
from Table I. We are interested in finding the amount of
variation in τ, given the input parameter a ¼ 1. In this case,
GBC yields 776 fs/%. Essentially, the resulting scalar plant
represents an electron beam response to variations in the rf
field. The scalar variant can also be replaced by a matrix,
provided there are more beam sensors available. The
inverse of such matrix produces a proportional regulator K.
Even though the presented analytical formulation ofGBC

captures the ultimate concept of the bunch compressor, it is
still too simplified to match reality. The phase space of an
electron bunch entering the bunch compressor may be far
more complicated [24] than a simple ellipse illustrated in
Fig. 1. This is why, a common engineering practice is to
measure the beam response on a real machine, while

changing the rf field in a stepwise manner. The ELBE
bunch compressor, configured according to Table I, yields
about 420 fs/% as a result of such measurement, see Fig. 4.
To cross-check the measured beam response, we use the

final value theorem [25]. This theorem shows the final
value of eðtÞ, i.e., the error of a closed-loop system, as t
approaches infinity. So the idea of the cross-check is to first
find γ that corresponds to the measured eð∞Þ. Knowing the
value of K that was applied during the measurement,
we can then use the found γ to determine GBC from (10).
Therefore, given our assumption that disturbance d is a unit
step, the theorem is defined as

eð∞Þ ¼ 1

1þ lim
s→0

LðsÞ ; ð12Þ

where s is the Laplace variable, and where the limit of a
constant open-loop transfer function L ¼ GBCK can be
evaluated with the help of (10), yielding

lim
s→0

GBCK ¼ GBCK ¼ γGBCG−1
BC ¼ γ: ð13Þ

By substituting the limit in (12) with (13), we can
express eð∞Þ as a function of γ, i.e.,

eð∞Þ ¼ 1

1þ γ
: ð14Þ

Then, we define eð∞Þ as

eð∞Þ≡ τo
τi
; ð15Þ

where τi and τo denote the integrated rms jitter of the
electron bunch arrival time measured at ELBE with the
proportional feedback off and on, respectively, see Fig. 5.
So by substituting eð∞Þ in (14) with (15), we are able to

express γ as a function of the measured arrival time ratio,
namely

γ ¼ τi
τo

− 1: ð16Þ

Bunch compressor

FIG. 3. Beam-based feedback regulation cast to a SISO control
problem that is based on the first principles derived from the
bunch compressor.

TABLE I. Bunch compressor parameters at ELBE.

Parameter Value

rf field amplitude A of a chirping SRF cavity 7.27 MV
Off-crest rf field phase ϕ of a chirping SRF cavity −21 deg
Reference energy E0 of a magnetic chicane 28 MeV
R56 of a magnetic chicane 96 mm

7.17 7.27 7.37 7.47 7.57
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FIG. 4. Measuring the response of the electron bunch arrival
time at ELBE, while changing the setpoint of the rf field
amplitude A ¼ 7.27 MV by steps of 50 kV.
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Finally, when evaluated with values from Table II, (16)
and (10) yield γ ¼ 0.85 andGBC ¼ 427 fs=%, respectively.
The cross-checked value ofGBC indicates the validity of the
beam response reported earlier.
Choosing γ < 1 to evaluate GBC is characterized by a

need to avoid triggering the degradation of the regulator
performance. Specifically, increasing γ on the real machine
does not reduce eð∞Þ according to an analytical estimation
in (14) but rather causes (15) to substantially deviate,
see Fig. 6.
The performance degradation observed on the real

machine exposes the principal drawback of proportional
regulators, namely the lack of bandwidth specification.
Basically, such regulators apply control action across the
whole frequency spectrum, which may cause interference
with other control system components, mostly the actua-
tors. For example, the above-mentioned rf actuator may
exhibit dynamics with a certain bandwidth and gain
margin. While the former property characterizes the speed
of the actuator, the latter one defines how much gain can be
additionally introduced into the closed-loop system before
turning it unstable [25]. In this situation, the absence of a
proper bandwidth specification makes the proportional
regulator part of the actuator dynamics and, therefore,
forces it to rely on the actuator gain margin. Derived
from [21], the LLRF system at ELBE has a bandwidth of
about 35 kHz and a gain margin of 11.6 dB. So theoreti-
cally, setting γ ≈ 3.8 will consume the gain margin com-
pletely and, thus, turn the system unstable. Yet practically,
we observe strong plant oscillations above 10 kHz already
when γ ≈ 3.36, see Fig. 7.
In this case, an ad hoc solution would be a trade-off

between the noise suppression and plant stability. For

example, setting γ ≈ 2.52 achieves a suppression of the
rms jitter by a factor of 3, i.e., only 22 fs rms jitter remains,
while causing a moderate plant oscillation, see Fig. 8.
The displayed trade-off gives rise to the problem of

finding a regulation approach that is able to achieve
good noise suppression without compromising the plant’s
stability. In comparison to the displayed settings of the
proportional regulator, the new approach should perform
similarly to γ ≈ 0.85 in the high-frequency range, but
preferably better than γ ≈ 2.52 in the low-frequency range.
Therefore, in this study, we aim to take the actual noise
explicitly into account. This means shifting the focus of
attention from the analytical formulation to the size of a
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FIG. 5. Integrated rms jitter of the electron bunch arrival time
measured at ELBE with the proportional feedback off and on.

TABLE II. Regulation of the electron bunch arrival time at
ELBE using the proportional regulator.

Parameter Value Remark

τi 61.9 fs rms integration range 1.5 Hz–25 kHz
τo 33.4 fs rms integration range 1.5 Hz–25 kHz
K 0.002 fs/%

Estimated analytically

Measured at the ELBE accelerator

FIG. 6. Performance of a set of proportional regulators K, when
GBC is tied to the ELBE beam response of 420 fs/%, but γ is
intentionally varied.
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FIG. 7. Regulation of a 50-kHz electron beam at ELBE using a
proportional regulator. (a) Setting γ ≈ 3.36 triggers a pronounced
plant oscillation above 10 kHz. (b) When calculating the rms jitter,
this oscillation results in a large integration step, which negates the
applied suppression effort, compared to a less aggressive regulator.
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concrete disturbance signal. So contrary to the proportional
regulator, the new regulatorK will try to compensate for the
impact of a known disturbance d on the process variable τ.
Obviously, the updated beam-based feedback method will
have to ensure (i) a proper bandwidth definition in order to
decouple the new regulator dynamics from the LLRF loop;
(ii) a natural ability to incorporate a dynamical disturbance
model inside the regulator design; (iii) a correspondence
between the regulator performance criterion and the ulti-
mate goal to suppress the rms value of the electron beam
fluctuations.
To satisfy these requirements, we employ a regulator

design method that is based on the H2 mixed-sensitivity
problem [26,27]. On the one hand, this new regulator
design represents a frequency-dependent optimization pro-
cedure. Hence, we can use a frequency-domain specifica-
tion of the disturbance signal d. On the other hand, the
designed regulator is expected not only to stabilize the plant
model but also to minimize the rms fluctuations of the
model output. Since the H2 norm of a model is directly
related to the rms value of its output, minimizing such norm
matches well our physical problem.

III. H2 MIXED-SENSITIVITY PROBLEM

TheH2 norm of a transfer function Gd measures the rms
response of the output when the input is driven by a white
noise excitation [26,28]. The norm is denoted as

kGdk2 ≜
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

2π

Z∞
−∞

jGdðjωÞj2dω

vuuut ; ð17Þ

where jGdðjωÞj designates the magnitude frequency
response of Gd evaluated at angular frequency ω.
Suppose now that Gd defines the dynamics of a stochastic
disturbance d that acts on the electron bunch arrival time τ.
By using this transfer function together with itsH2 norm as
design specifications, the beam-based feedback regulator
K can be aimed at reducing the sensitivity of τ to rms
perturbations coming from d. Such interpretation allows
formulating the beam-based feedback regulation in terms of
theH2 mixed-sensitivity problem, see Fig. 9. According to
such formulation, models Gd and Gn define the transfer
functions of the electron beam disturbance d and the sensor
measurement noise n, respectively. In addition, frequency
weights WS and WKS help shaping the regulator perfor-
mance and produce error signals wS and wKS that are used
by an optimization procedure. Finally, as shown below,
we define a specific bandwidth to decouple the designed
regulator from the LLRF dynamics. This allows us to omit
the rf field control loop from the design and continue using
GBC as the plant model.
Compared to the initial beam-based feedback control

system, the main feature of the new design is the inclusion
of the disturbance model Gd. This dynamical model is
based on electron bunch arrival time data measured down-
stream of the ELBE bunch compressor. The model approx-
imates the slopes of a linear spectral density derived from
the data. That is, the model can be interpreted as a filter that
shapes a theoretical white noise signal into the frequency
content of the arrival time data. Importantly, to reflect the
size of the measured signal, the H2 norm of the model is
adjusted to satisfy

kGdk2 ≈

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiZf2
f1

½τ̃ðfÞ�2df

vuuut ; ð18Þ

where τ̃ðfÞ denotes the linear spectral density of the arrival
time data τ in femtoseconds evaluated at frequency f, and
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FIG. 8. Regulation of a 50-kHz electron beam at ELBE using a
proportional regulator. (a) Setting γ ≈ 2.52 causes a moderate
oscillation above 10 kHz. (b) Nevertheless, the set γ allows
suppressing the integrated rms jitter by a factor of 3.

FIG. 9. Regulation of an electron bunch arrival time expressed
in terms of the H2 mixed-sensitivity problem.
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where f1 ¼ 1 Hz and f2 ¼ 3.5 kHz for a 50-kHz electron
beam. Choosing 3.5 kHz as the upper integration limit has
a couple of reasons. First, we know that the majority of
the noise resides below 1 kHz [23], so we can use this
information as a design constraint. Second, the designedH2

regulator aims to achieve decoupling from the LLRF
dynamics [29], and this is accomplished by targeting a
regulation bandwidth of 3.5 kHz, i.e., 1 order of magnitude
lower than the 35 kHz bandwidth of the LLRF. Therefore, by
choosing the locations of poles and zeros to reflect the
frequency-domain shape of measured electron bunch arrival
time noise, the transfer function Gd can be defined as

GdðsÞ ¼ α
sþ z0

ðsþ p0Þðsþ p1Þ
; ð19Þ

where z0 denotes the location of a zero at 500 rad/s, and
where p0 and p1 are two pole locations at 50 and 5000 rad/s,
respectively. The scalar parameter α ¼ 4.1727 × 103 is used
to satisfy (18). Hence, the norm kGdk2 yields 59 fs rms,
which is, indeed, the majority of the noise when compared to
the overall jitter of 62 fs rms. Accordingly, GdðsÞ represents
an appropriately scaled second-order dynamical system with
a 20-dB roll-off after 1 kHz, see Fig. 10.
By putting the disturbance model Gd into the context

of the H2 mixed-sensitivity problem, the electron bunch
arrival time signal can be expressed as

τ ¼ ð1þ LÞ−1|fflfflfflfflfflffl{zfflfflfflfflfflffl}
S

Gdd; ð20Þ

where L ¼ GBCK and denotes an open-loop transfer
function and S is a closed-loop transfer function called
the sensitivity function. Inspection of (20) shows that we
can reduce the sensitivity to disturbance input d by properly
shaping S. Specifically, the shaping is performed in the
frequency domain with the help of a frequency weight

WSðsÞ ¼
s=MS þ ωS

sþ ωSAS
; ð21Þ

where WSðsÞ is a first-order low-pass filter, and where AS
and MS define the low- and high-frequency gains, respec-
tively. Parameter ωS specifies an approximate bandwidth of
the designed regulator. A typical guideline [26,27] is to
make S small in the low-frequency range to achieve better
disturbance rejection. For this purpose, we can use the low-
frequency gain AS to specify the desired suppression of Gd,
see Fig. 11.
Another relevant closed-loop transfer function is related

to the control signal a. This signal is generated by the
beam-based feedback regulator K as a response to a
perturbed electron bunch arrival time τ. Since the generated
signal is used to manipulate the amplitude setpoint of the rf
cavity field, our goal is to limit the control energy in order
to avoid sensitivity to any unmodeled rf dynamics. This is
accomplished by shaping the so-called input sensitivity
function KS, which represents a link between the disturb-
ance input d and control signal a, namely

a ¼ KSGdd: ð22Þ
Similar to the shaping of S, we shape the input sensitivity

function KS using a frequency weight

WKSðsÞ ¼
sþ ωKSAKS

s=MKS þ ωKS
; ð23Þ

Frequency [

S
p

ec
tr

al
d

en
si

ty
[

FB OFF

FIG. 10. Designing the disturbance model Gd to match the
electron bunch arrival time noise up to 1 kHz. It is important to
note that adherence to (18) makes the magnitude of Gd slightly
greater than the noise shape. Consequently, for demonstration
purposes, we use an extra parameter ξ ¼ 0.25 to align the slopes.
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FIG. 11. Shaping the sensitivity function S using (a) a fre-
quency weight WS to (b) suppress the disturbance model Gd into
its shaped closed-loop counterpart SGd. For demonstration
purposes, the extra parameter ξ ¼ 0.25 aligns the slopes.
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where WKSðsÞ is a first-order high-pass filter, and where
AKS and MKS define the low- and high-frequency gains,
respectively. Again, the parameter ωKS is linked to the
regulator bandwidth. The main objective is to increase the
high-frequency roll-off of the closed-loop transfer function
KSGd by increasing the high-frequency gain MKS. The
steeper the roll-off, the less action is applied by the
regulator beyond its bandwidth. Meanwhile, the low-
frequency range of KSGd follows the shape of the
disturbance model Gd with a magnitude offset defined
by G−1

BC, see Fig. 12.
The sensor measurement noise model Gn is used to

regularize the so-called sensor singularity at ω ¼ ∞. The
fact is that the optimization procedure assumes that the
sensor measurement τ has noise at every frequency, ω ¼ ∞
included. Yet the actual disturbance modelGd is defined by
a strictly proper transfer function, such that

ω → ∞∶ GdðjωÞ → 0: ð24Þ

Consequently, to eliminate the singularity, the sensor
measurement τ is redefined as τ þ Gnn, whereGn is a small
nonzero constant. Interestingly, Gn can also be used as an
effective bandwidth tuning knob. Together with ωS and
ωKS, this parameter establishes the following regulator
tuning procedure (i) Set parameters AS, MS, AKS, and MKS

according to the specification, e.g., AS ¼ 10β=20, where
β ¼ −45 dB; (ii) set parameters ωS and ωKS about equal
to the bandwidth requirement or somewhat larger.

Simultaneously, keep ωS ≤ ωKS; (iii) adjust the scalar
Gn to align the bandwidth of the complementary sensitivity
function T ¼ SL with the bandwidth requirement;
(iv) adjust parameters ωS and ωKS as well as Gn to improve
correspondence to the specification. Following this,
Table III summarizes design parameters for a regulator
that targets a bandwidth of about 4 kHz while suppressing
the low-frequency noise by roughly 50 dB. By increasing
the regulator bandwidth from 3.5 kHz to about 4 kHz, we
aim to stress the decoupling test on the real machine.
Meanwhile, the synthesis of the H2 regulator is per-

formed by a MATLAB function h2syn from the Robust
Control Toolbox [30]. As the main input, the function
expects a state-space model that resembles an intercon-
nection of the blocks and signals displayed in Fig. 9,
but with no regulator K to close the loop. As such, the
interconnected model features inputs ½d n a�T and outputs
½wS wKS τ�T . This kind of interconnection is usually called
a generalized, or augmented, plant. One possible way to
prepare the generalized plant is to create the required block
interconnection in SIMULINK, populate these blocks with
model data, and then use a MATLAB function linmod [31]
to extract a model of the generalized plant. Since the
extracted model is in a state-space form, it is represented by
matrices A, B, C, and D, which denote the system, input,
output, and feedforward matrices, respectively. For the
purpose of synthesizing the regulator K for this generalized
plant, the function h2syn attempts to solve an optimiza-
tion task. It amounts to finding a stabilizing regulatorK that
is able to minimize theH2 norm of a transfer function from
the disturbance signal d to the error signals w, i.e.,

�
wS

wKS

�
¼

�
WSSGd

WKSKSGd

�
d: ð25Þ

Along with a state-space model of the synthesized regulator
K, the function h2syn produces a full-state feedback
gain Ku and an observer gain Lx, both returned as matrices.
The relevance of these gains becomes evident, once we
start discussing the relation between the states of the
generalized plant and a real machine. In addition, the
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FIG. 12. Shaping the input sensitivity function KS using (a) a
frequency weight WKS to (b) increase the high-frequency roll-off
of the closed-loop transfer function KSGd.

TABLE III. H2 regulator design parameters.

Parameter Value Remark

kGdk2 59 fs rms amount of expected noise
GBC 420 fs/%
Gn 0.00018

AS 0.0056 −45 dB
MS 1.26 2 dB
ωS 26 000 rad/s 4.14 kHz

AKS 0.001 −60 dB
MKS 3.16 10 dB
ωKS 28 000 rad/s 4.46 kHz
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manual regularization, which we apply with the help of the
scalar Gn, allows us to switch off the automatic one applied
by the function h2syn. Finally, the result of the regulator
synthesis can be visualized in terms of the most relevant
transfer functions, see Fig. 13.
As can be seen, the combination of S and KS sensitivity

functions, often referred to as S=KS, plays the main role in
shaping the desired behavior of the presented H2 mixed-
sensitivity problem. Of course, this shaping adds a certain
overhead to the design, because now the plant model is not
merely the scalar GBC, but the generalized plant, which
includes the second-order disturbance model Gd, as well as
the first-order shaping filters WS and WKS. As a result, we
have a plant with four states, which essentially have no
physical relation to the real machine and thus cannot be
directly measured. To resolve this issue, the regulator K
relies on state observation. That is, the regulator consists of
two parts, namely (i) a dynamical state observer system,
which estimates the state vector x̂ and (ii) the above-
mentioned full-state feedback matrix Ku, which uses the
estimated states to produce an optimal control signal a,
see Fig. 14. The matrices A, B, and C are derived from the
state-space representation of the generalized plant obtained
by the function linmod.
Mathematically, the observer-based structure of the

beam-based feedback regulator K is expressed in a state-
space form as

_̂x ¼ Ax̂þ Baþ Lxðτ − Cx̂Þ; ð26Þ

a ¼ Kux̂: ð27Þ

Converted to their discrete-time form, (26) and (27) can
be implemented on a real-time field-programmable gate
array-based digital platform [32]. By using the resulting
digital implementation to close the loop on the real
machine, we can finally validate the concept of the
proposed beam-based feedback method. In particular,
the ability to decouple the beam-based feedback from
the LLRF dynamics in order to achieve greater noise

suppression without triggering the unwanted plant oscil-
lations. In addition, we can verify our performance esti-
mations shown in Table IV.

IV. EVALUATING H2 REGULATOR AT ELBE

To evaluate the performance of the proposed H2 regu-
lator, we conducted measurements on the cw linac ELBE.
The layout of the measurement setup was equivalent to the
proportional scheme displayed in Fig. 2. Accordingly, the
bunch compressor was configured as shown in Table I.
The compressed electron bunches with a bunch charge of
225 pC were then measured by the BAM with a time
resolution of 4 fs rms. The result of this measurement
demonstrated that in principle, the H2 regulator is able to
achieve good noise suppression without triggering the plant
oscillations, see Fig. 15. Specifically, the residual jitter
amounts to 19 fs rms with the majority of it coming from
frequency ranges, where the regulator is not active, i.e.,
above 1 kHz.
Moreover, the demonstrated correspondence between the

model and arrival time data, both in open- and closed-loop
cases, also applies to the control effort data. That is, the
frequency-domain data of the control signal a follows the
magnitude frequency response of the KSGd transfer func-
tion up to 1 kHz. After this frequency, however, a flattens,
as τ ascends to the peak located at approximately 5 kHz.
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FIG. 13. H2 regulator visualized in terms of its transfer
functions. The closed-loop transfer functions SGd and KSGd
are clearly tailored to the disturbance model Gd.

State observer

Full-state feedback

FIG. 14. Observer-based structure of the regulator K designed
in terms of the H2 mixed-sensitivity problem.

TABLE IV. Estimated performance parameters of theH2 beam-
based feedback regulator.

Parameter Value Remark

kSGdk2 23 fs rms amount of residual noise
kKSGdk2 0.14% rms amount of regulation effort
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Once τ starts its descent, a can finally demonstrate the
designed high-frequency roll-off, see Fig. 16. Also, the
estimated parameters from Table IV turn out to be more
conservative than our measurements. That is, the integra-
tion of a yields 0.13% rms, whereas the estimated param-
eter is 0.14% rms.
Therefore, the absence of the plant oscillations indicates

a successful validation of the H2 regulator with respect to

its decoupling from the LLRF dynamics. Compared to the
proportional beam-based feedback method, the H2 regu-
lator not only leaves the high frequencies intact but also
shows superior suppression within its band of frequencies,
see Fig. 17.
Finally, to better appreciate the achieved regulation

of the electron bunch arrival time, one can view the
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FIG. 15. Regulation of a 50-kHz electron beam at ELBE using
the H2 regulator. (a) In the frequency domain, machine data
exhibit correspondence with the model. (b) Simultaneously,
integrated rms jitter data show that the regulator achieves good
noise suppression below 1 kHz.
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FIG. 16. Control effort to regulate a 50-kHz electron beam at
ELBE using the H2 regulator. For demonstration, the extra
parameter ξ ¼ 0.25 aligns KSGd with the slope of a.
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FIG. 17. Comparing performance between the proportional
beam-based feedback method with γ ≈ 2.52 and theH2 regulator.
(a) The frequency domain clearly shows the different behaviors
of both regulators depending on the frequency range. (b) This
difference can also be seen while examining the band-limited
amounts of the integrated rms jitter.
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FIG. 18. Regulation of a 50-kHz electron beam at ELBE as
observed in the time domain. The beam fluctuations are reduced
using the H2 regulator.
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result in the time domain, see Fig. 18. Indeed, large slow
fluctuations disappear as the H2 regulator counteracts
them, whereas small fast ones prevail. This is a natural
outcome of applying a band-limited regulator that focuses
on low-frequency range.

V. CONCLUSIONS

The increasing interest in superconducting linacs that
operate in a cw mode enables the exploration of new
capabilities in the design of a beam-based feedback
method. The improved statistics of measured data allow
reinterpreting the beam-based feedback as a disturbance
rejection goal, where the disturbance is based on high-
resolution frequency spectra of the measured data.
Following this, S=KS disturbance rejection designs, such
as the H2 mixed-sensitivity problem, become feasible.
In this work, we proposed a new design of a beam-

based feedback regulator that exploits possibilities opened
by the cw mode. The design seeks to minimize the noise
of an electron bunch arrival time. Compared to a fre-
quently used proportional regulator, the proposed design
takes beam disturbance explicitly into account. Due to the
low-frequency nature of this disturbance, it is possible to
specify the design bandwidth accordingly and, thus,
decouple the new regulator from the actuator dynamics.
As a result, a specific plant instability, which is easily
triggered by the proportional approach, poses no problem
for the H2 regulator.
Despite its limited bandwidth, the designed H2 regu-

lator demonstrated good noise suppression during an
evaluation at the cw linac ELBE. Specifically, the electron
bunch arrival time noise was reduced by a factor of 3,
i.e., from 62 fs rms down to 19 fs rms. The corresponding
frequency-domain data showed that a single regulation
stage, which was installed at the end of the beamline, was
sufficient to suppress low-frequency bands, i.e., from 1 Hz
to 1 kHz, to less than 5 fs rms. The majority of the residual
noise came then from the frequency bands, where the
regulator was not active. Therefore, we expect to improve
the overall suppression by carefully increasing the regu-
lation bandwidth. In comparison, the above-mentioned
plant instability prevented the proportional regulator from
reducing the noise below 22 fs rms. Presumably, the use of
multiple regulation stages, each working with γ ≈ 0.85,
could help overcome this situation. So in spite of its
simplicity, improving the proportional regulation would
require complex control system solutions, including more
diagnostics, additional regulator hardware, and increased
maintenance effort.
Another positive aspect of the proposedH2 design lies in

its ability to estimate the size and frequency shape of
important signals with the help of closed-loop transfer
functions. In particular, functions S and KS can be tailored
to a specific disturbance model in order to estimate residual
noise and applied control effort, respectively. By displaying

such frequency spectra together with their H2 norms, we
showed an agreement between the model and mea-
sured data.
Therefore, having understood actual plant dynamics, we

are now able to derive the right regulator parameters by
(i) shaping a disturbance filter according to a measured
noise spectrum and (ii) respecting a bandwidth limit given
by a LLRF system. We expect this design procedure to be
applicable to other cw machines as well. In addition, our
implementation [32] could be transferred to these machines
and tailored to their requirements.
Still, limiting the bandwidth of the new beam-based

feedback method has an apparent downside. Namely, high-
frequency noise cannot be addressed by the new regulator.
Of course, suppressing such noise with an actuator that
is based on a superconducting radio-frequency cavity with
its inherently narrow bandwidth is problematic per se.
Therefore, to counteract this negative scenario, a different
design approach is required. For example, employing a
normal conducting cavity that features a significantly wider
bandwidth in order to specifically target the high-frequency
noise [33,34]. Both regulators could then work in parallel,
each targeting its own frequency range.
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