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INTRODUCTION	
The ongoing development of chemical industries creates a continuous need for 

new and improved catalysts. Nowadays more than 60% of chemical syntheses in 
industry are involving catalysts in at least one of their steps.1 Catalysts increase the 
rate of a chemical reaction, provide selectivity and allow to make reaction 
conditions more mild. Catalysts based on transition metals have got the widest 
application.2 

In science, catalysts also attract unflagging interest including those which are 
based on transition metals. Such type of catalysts is particularly appealing because 
the catalyst can be built or rebuilt: the transition metal can be changed, ligands can 
be varied or rearranged, and all those factors together influence the properties of the 
catalyst. Search and optimization of catalysts can be performed by changing some 
parameters and analysis of the resulting effects without knowledge of reaction 
mechanism, but development is much more efficient when the reaction mechanism 
is known step by step. How does the catalyst interact with the substrate? How does 
oxidation or reduction occur? How does catalyst regeneration happen? What is the 
rate-limiting step in the reaction and factors that can cause catalyst degradation? 
Above-mentioned data can be gained by analysis of experimental results and 
observations. An alternative option is theoretical investigation using a 
computational approach where the catalytic system is modelled and its properties 
are described based on quantum-mechanical calculations. 

This thesis is composed of computational work on the investigation of the 
reactions catalysed by transition metal complexes. Within the framework of this 
study two transition metals – titanium and iridium – were considered: titanium as a 
representative from the beginning of the periodic table and iridium as a member of 
the noble metal group and a representative from the end of the periodic table. 
Typical reactions were considered for both metals: the Sharpless epoxidation and 
the Kulinkovich cyclisation reactions for titanium, and carbon dioxide reduction by 
pincer complexes for iridium. Besides the reaction mechanisms, geometries of the 
catalytic species and intermediates were considered in order to understand metal-
ligand and ligand-ligand co-influence. 
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1. LITERATURE	OVERVIEW	

1.1. Theoretical background 

1.1.1. Schrödinger equation  

In quantum chemistry, the atomic and molecular systems in their stationary state 
are characterized using the time-independent Schrödinger equation: 

ߖܪ ൌ  (1.1) ߖܧ

The equation describes the quantum nature of matter where Ψ is a wave function 
which contains all information known about the system. E is the numerical value of 
the total energy of the system and ܪ is the Hamiltonian operator corresponding to 
the total energy of the system. Non-relativistic, non-spin-orbit Hamiltonian for a 
system takes into account five contributions: the kinetic energies of the electrons 
and nuclei, the attraction of electrons to the nuclei, the interelectronic and 
internuclear repulsions3 
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where i and j run over electrons and α and β run over nuclei, ħ is the reduced Planck 
constant (ħ ൌ  me and mα are electron and nuclear masses, e is electron ,(ߨ2/݄
charge, Z is the atomic number, rab is the distance between particles and ଶ is the 
Laplacian operator 
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If the system of atomic units (where some physical quantities such as me, |e|, ħ 
are set to unity) is used, the Hamiltonian is written as4 
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 (1.4) 

Since predicting the individual motions of a group of objects interacting with each 
other (many-body problem) is not trivial and for the majority of cases is impossible, 
another common simplification called the independent particles model is used. In 
this approximation, the total wave function is expressed as the product of one-
particle functions3  

ߖ ൌ ߰ଵ߰ଶ …߰ (1.5) 

Unfortunately, even in this reduced form the Schrödinger equation is unsolvable 
for systems of chemical interest because of the correlated motion of particles. Thus 
a number of approximations are introduced in order to simplify the description. 
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1.1.2. Born-Oppenheimer approximation 

Nuclear mass is much larger than that of the electron and nuclei are moving 
relatively slowly. The Born-Oppenheimer approximation enables the separation of 
nuclear and electronic motions. Nuclei are assumed to be stationary during 
electronic energy calculation and their kinetic energy is set to zero. The energy of 
nucleus-nucleus attraction is calculated separately and added afterwards.3,4  
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So the Schrödinger equation takes the following form3  

ߖܪ ൌ ൭ߝ

ே

ୀଵ

൱ߖ   ௨ (1.8)ܧ

where ߝ is the energy of the i-th electron and ݄ is the one-electron Hamiltonian 
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 (1.9) 

The Born-Oppenheimer approximation simplifies the treatment of a molecular 
system, but still remains unsolvable for systems of chemical interest because of the 
many-electron problem. 

1.1.3. Hartree-Fock method  

The solutions for the many-electron problem are available only for a few simple 
systems and additional approximations are needed for systems of chemical interest. 
There are several philosophies on how many-electron systems can be considered. 
The Hartree-Fock (HF) method treats electrons one by one and each electron „sees” 
other electrons as an average electric field. The one-electron Hamiltonian in the 
Hartree-Fock model is3,4  

݄
 ൌ
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ଶ െ	

ܼఈ
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 ܸሼ݆ሽ
ெ

ఈୀଵ

 (1.10) 

where ܸሼ݆ሽ represents the interaction between the i-th electron and the average field 
created by other electrons of the system. 

Usage of average field instead of exact electron-electron repulsion results in 
inaccurate wave functions and significant energy errors3. A number of methods 
have been developed in order to improve the accuracy of the HF method, such as 
configuration interaction5,6, Møller–Plesset perturbation theory7,8, coupled cluster9 
and many others. 
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1.1.4. Density functional theory 

In density functional theory (DFT), for approaching the many-electron problem 
another philosophy, based on theorems by Hohenberg and Kohn, is used. DFT does 
not consider electrons separately as the HF method does. It postulates that the 
properties of the system can be described through the electron probability density.3,4  

The Hohenberg-Kohn theorems state that the external potential is a unique 
functional of the electron density and that the energy of the system can be defined 
in terms of density, and the ground state will be the minimum value of this 
functional.10 

Kohn and Sham suggested to treat a quantum system as a system of non-
interacting electrons. To account for the difference between the fictitious and a real 
quantum system, an additional term Exc was added, which stands for exchange-
correlation energy.11 Exc includes not only electron-electron repulsion, but also the 
difference between the fictitious non-interacting systems and the real system (the 
difference in both the kinetic energy and the correlation energy).3  

The Kohn-Sham (KS) one-electron operator has the form3,4 
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ఈୀଵ

  ௫ (1.11)ܧ

This approximation significantly simplifies the treatment of quantum systems and 
has become one of the most widely used techniques in computational chemistry.3,4 

1.1.4.1. Exchange-correlation functionals	

The accuracy of DFT critically depends on how the exchange-correlation term is 
treated. Exchange and correlation energies are usually calculated separately and 
subsequently incorporated into the Exc term. Thus, commonly the name of the 
functional contains two parts: the names of exchange and correlation terms.3,4 

There are numerous approaches on how to calculate exchange and correlation. 
The oldest and least accurate is the Local Density Approximation (LDA). It is based 
on the solution for the uniform electron gas and both exchange and correlation 
depend only on electron density at a certain point.3,4  

In the General Gradient Approximation (GGA), the Exc depends on electron 
density and on the derivative of the density, which makes functionals of this type 
more accurate than LDA.3,4 The PBE12 and BP8613,14 functionals are examples of 
this group.15  

Meta-GGA functionals, in addition to the electron density and its first derivative, 
consider also the second derivative of the density. The accuracy of MGGA is 
comparable with the best GGA functionals.3 The TPSS16 functional is one 
representative of the MGGA functionals group.15 

Nowadays hybrid functionals have gained the most popularity. In hybrid 
functional DFT and HF are combined together and the inclusion of the HF 
exchange term corrects some of the limitations of the DFT. For example, GGA 
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functionals underestimate barrier heights of chemical reactions in contrast to the 
HF, which overestimates them. Combination of those two methods gives better 
agreement with experiments.3 B3LYP13,17,18 and M0619 are the best known hybrid 
functionals.15 

Following this logic, in the last decade researchers have been actively 
developing double hybrid functionals, which contain additionally to a Hartree-Fock 
exchange part a Møller–Plesset part as well. At present the usage of such 
functionals is limited to small molecules.20,21 

1.1.4.2. Dispersion correction 	

A well-known problem with DFT is the insufficient description of long-range 
interactions (e.g. π-interactions, van der Waals forces, hydrogen bonding).15 In 
order to compensate for this limitation, an empirical correction can be added22 

௧௧ܧ ൌ ௌିி்ܧ  ௗ௦ܧ ൌ ௌିி்ܧ  ሺଶሻܧ   ሺଷሻ (1.12)ܧ

with the most important two-body term 

ሺଶሻܧ ൌ  ݏ
ୀ,଼

ܥ


ܴ
 ݂

ௗ൫ܴ൯


 (1.13) 

where ݊ݏ is the scaling factor, ܥ
 is the dispersion coefficient depending on the 

atom type, ܴ is the distance between atoms i and j, and ݂ௗ is a damping 
function.  

The term 

ೕ

ோೕ
  describes the asymptotic behaviour of the potential energy at long 

range and the damping function (݂ௗ) determines the range of the dispersion 
correction in order to avoid double counting at short and mid-ranges.22–24 Pairwise 
corrections of Grimme (DFT-D22 – DFT-D325) are the most popular empirical 
dispersion corrections of this type of dispersion corrections.15 

1.1.5. Basis sets  

We have discussed which operator should be used to calculate the energy of the 
quantum system, but we have not yet characterized the wave function (Ψ) 
describing this quantum system. Most of modern calculations make use of the 
Linear combination of atomic orbitals – molecular orbitals (LCAO-MO) 
approximation, where for Ψ of a system a trial function (ߖ୲୰୧ୟ୪) based on the atomic 
orbitals is created. For the mathematical description of atomic basis functions two 
main classes of functions are in common use. The Slater-type functions (STF) with 
the general form 

߮ ൌ  ିଵ݁ି (1.14)ݎܰ

(where N is a normalization constant, ݎ is the distance from the nucleus, n is the 
quantum number and the coefficient ߞ controls the width of the orbital), and Gauss- 
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ian-type functions (primitive Gaussian, GTF) with the general form 

߮ ൌ ݁ିఈݎܰ
మ
 (1.15) 

 (where N is a normalization constant, ݎ is the distance from the nucleus, ݈ 
determines the angular momentum and the coefficient α controls the width of the 
orbital). STFs describe atomic orbitals more accurately, but the corresponding 
integrals are harder to compute, in contrast to GTFs. Therefore GTFs have become 
much more popular.1,2  

In order to make the description of orbitals more accurate, a linear combination 
of several primitive Gaussians is constructed. This linear combination is called a 
contracted Gaussian. In a minimal basis set, only one contracted Gaussian is used 
for describing each type of orbitals. More frequently, split valence basis sets are 
applied. In these basis sets one contracted Gaussian per orbital is used for the 
description of core orbitals, and several Gaussians per orbital are used for the 
description of valence orbitals. Often one of them is contracted and others are not. 
This kind of treatment gives more flexibility to the valence orbitals and better 
describes the formation of molecular orbitals. In order to further increase flexibility, 
polarization functions (corresponding to quantum numbers of a higher angular 
momentum) and diffuse functions (slowly decaying Gaussians with a small α) are 
added.3,26 

1.1.6. Effective core potentials 

Computation time increases with the number of orbitals and electrons in the 
system. Considering that the core electrons do not participate in the molecular 
orbital formation, an additional approach named effective core potentials (ECP) is 
used for heavier atoms. In ECP the chemically inert core electrons are replaced with 
an effective potential and for valence electrons, nodeless pseudo-orbitals are 
generated so that their behaviour resembles all-electron valence orbitals. In this case 
the Schrödinger equation has the form27 

൛ ݄  ܷൟ߯ ൌ ൭ߝ

ே

ୀଵ

൱߯

ே

ୀଵ

 (1.16) 

where ݄ is the valence one-electron Hamiltonian, ܷ	is the effective potential, ߯ is 
the valence pseudo-orbital, and ߝ is the energy of the i-th electron.  

In general, the effective core potentials also incorporate relativistic effects that 
are particularly important for elements near the end of the periodic table.27 

1.1.7. Analysis of electron density  

1.1.7.1. The	quantum	theory	of	atoms	in	molecules 

The quantum theory of atoms in molecules (QTAIM) is a model for dividing a 
molecular system into subsystems or atoms based on the electron density and its 
Laplacian. During a chemical reaction the uniform sphere of charge concentration 
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present in the valence shell of a free atom is distorted and local maxima and minima 
appear. The Laplacian determines where the charge is locally concentrated or 
depleted. Electron density is maximal at the position of nuclei and drops as one 
moves away from those positions (Figure 1a). Decay of electron density is uneven; 
between two bonded atoms lays a single line of locally maximal electron density 
that is called a bond path. The bond path is a universal indicator of chemical 
bonding of all kinds (weak, strong, closed-shell or open-shell interactions). The 
point on the bond path with the lowest value of the electron density is called a bond 
critical point. The distinctive property of a critical point is that the Laplacian at this 
point is the sum of three curvatures of density: the one through the bond path is 
positive and the other two perpendicular to the bond path are negative. At the bond 
critical point the bond path crosses over the interatomic surface separating the two 
atomic basins from each other. An interatomic surface is defined as a surface which 
does not cross any gradient vector field lines (Figure 1b).28  

 
a) b) 

Figure 1. a) The electron density plot of H2C=CH2; b) the Laplacian  of electron density of 
H2C=CH2.29  

Based on the electron topology, the QTAIM model enables to determine the 
bond order, the existence of intramolecular interactions or aromaticity, to predict 
atomic or group contributions to molecules’ properties (heat of formation, 
polarizability), etc.30 

1.1.8. Modelling of solvation  

When the solvent structural information is not a subject of interest, the solute-
solvent interaction is frequently modelled by implicit solvation models, where the 
solvent is represented by an infinite isotropic medium or a continuum. The 
continuum may be thought of as a configuration-averaged or time-averaged solvent 
environment.31,32  

In implicit solvation models, the free energy of solvation consists of three terms: 
electrostatic energy ( ), energy of interaction with solvent molecules ( ), and 
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energy of cavitation (ܩ௩). Sometimes the two last terms are combined into one, 
the nonpolar solvation energy (ܩ):33 

௦௩ܩ ൌ ܩ  ௌௌܩ  ௩ܩ ൌ ܩ    (1.17)ܩ

1.1.8.1. Electrostatic	term 	

The electrostatic term describes the mutual polarization of the solute and the 
solvent under the influence of the potential of each other. The solute’s charge 
distribution induces an electrostatic potential field, which interacts with the solvent 
molecules, changing their orientation and polarizing them. The polarized solvent 
further polarizes the solute. In order to calculate mutual polarization of the solute 
and the solvent the charge distribution of the solute in gas-phase is calculated and 
inserted in the Poisson-Boltzmann equation (PB)34, which is solved iteratively.3 

ሻ߶ሺ߳ ൌ െ
ߩߨ4
݇ܶ

  ଶ߶ (1.18)ߢ߳

Here ߳ is the dielectric constant, ߶ is the electric potential induced by the solute in 
the solvent, ߩ is the electron density, ݇ is the Boltzmann constant, ܶ is the absolute 
temperature and ߢ is the distance at which an ion polarizes the solvent (Debye–
Hückel length). 

PB is best used to calculate the electrostatic potentials of solutes immersed in 
spherical or ellipsoidal cavities. Most commonly the Self-Consistent Reaction Field 
(SCRF) approximation is applied in order to solve the PB equation.35 Cavities with 
more complex shape are needed for calculation of real solutes. Such calculations are 
more time consuming and complicated from a mathematical point of view. 

There are two ways to treat the continuum: as a dielectric or as a conductor. In 
one of the most successful approaches for solvent description, the so-called 
polarizable continuum model (PCM), the continuum is considered as a 
dielectric.35,36 Closely related to the PCM is the Poisson-Boltzmann model 
(PBF)33,37 implemented in the Jaguar software38. Another widely used method, 
Conductor-like Screening Model (COSMO)39 implemented, e.g., in the Turbomole 
software40–42, considers the continuum as a conductor. However, in both cases it is 
necessary to solve the PB equation. 

1.1.8.2. Nonelectrostatic	term 	

Electrostatic energy describes changes in the solute induced by the solvent, but 
is not informative towards the interaction between solute and solvent molecules, 
although these interactions, such as dispersion, hydrogen bonding, hydrophobic 
effects (basicity-acidity), are far from negligible. In continuum solvation models 
solute-solvent interactions are usually described as a function of the solvent-
accessible surface area (SASA). Since the number of solvent molecules interacting 
with the solute is proportional to the solvent-accessible surface area, it is assumed 
that the free energy of interaction between the solute and the solvent is also 
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proportional to it. This term of energy (∆ܩௌௌ) is parameterized against 
experiments.43 

where bi is the parameter of atom i, and A is the solvent accessible area.  

One remaining term of solvation energy has not been discussed yet. It is the 
cavitation energy, the energy needed to create the cavity (an empty space in the 
solvent occupied by the solute). This energy term is also parameterized using the 
experimental data.37 

1.1.9. Reaction path and transition state theory  

When molecules collide, their kinetic energy can be converted into stretching 
and breaking of bonds, leading to chemical reactions and the transformation of 
reactants into products.44 However not every reactant’s geometry distortion ends 
with the formation of products. A reaction path describes the rearrangement of 
reactants (R) into products (P), and generally has one or several transition states 
(TS) (Figure 2). A TS is a configuration at the top of the energy barrier separating 
products from reactants. Reactions usually occur in more than one elementary step 
and accordingly have more than one TS. In such a case the TS with significantly 
higher activation energy (energy difference between the previous intermediate with 
the lowest energy and the TS) corresponds to the rate determining step (Figure 2, 
TS3).45  

 

Figure 2. Gibbs free energy dependence on reaction progress.46,47 

For any reaction to proceed, the reactants must have enough energy to break 
existing bonds and to cross over the highest energy barrier. A low energy barrier 
corresponds to a fast reaction; a high energy barrier corresponds to a slow reaction. 
If the reaction occurs in one elementary step, its reaction rate can be calculated as 48 
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where ݇ is the rate constant, ݇ is the Boltzmann constant, ܶ is the absolute 
temperature, ݄ is the Planck constant, ∆ܩ‡ is the Gibbs free energy difference 
between the TS and the prior ground state and ܴ is the gas constant. 

If reactants are converted into products stepwise, the system will also contain 
intermediates (I) (Figure 2), the population of which depends on their energy and 
can be calculated by the Boltzmann distribution equation.45,48 In contrast to TSs, 
intermediates often have a longer life time and can be detected by spectroscopy.49  
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 (1.21) 

where ܳ is the probability of the intermediate and ∆ܩ is the difference in Gibbs 
free energy between the intermediates and the lowest ground state. 

The aim of study of a reaction mechanism is to find the lowest energy reaction 
path and attention should be paid here to both the TSs and intermediates. Search for 
the optimal reaction path is comparable with a search for an optimal mountain 
passing, but instead of mountains, a chemical reaction overcomes barriers on the 
potential energy surface (PES), which represents the potential energy altering 
caused by the change in geometry.45  

On the PES, all reactants, products and intermediates are local minima which are 
comparable to valleys in mountains. Those minima can be mathematically 
characterized as45,50–52 

߲ܷ
ݍ߲

ൌ 0;  (1.22) 

߲ଶܷ
ଶݍ߲

 0 for all intrinsic coordinates (1.23) 

where ܷ is the potential energy and intrinsic coordinates such as bond lengths, bend 
and torsion angles are denoted by	ݍ. Any change in the position of atoms would 
lead to a deviation from the equilibrium causing an increase in potential energy.  

Since any distortion of equilibrium causes a potential energy growth, conversion 
of reactants into products should have at least one point on the PES higher in energy 
than reactants and products and lying along the reaction path.45 The geometry with 
the highest energy on the reaction path is the TS. It is a first order saddle point on 
the PES, a maximum along the reaction coordinate (intrinsic coordinates changing 
during reactants transformation into products) and a minimum along all other 
coordinates.48,50,51 

߲ଶܷ
ଶݍ߲

൏ 0 for one intrinsic coordinate (1.24) 
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 0 for all other intrinsic coordinates (1.25) 

The transformation of reactants into products occurs on the principle of least 
“action”.51 Thus, during the transformation only a few atoms change their relative 
positions. This reorganization is a guiding thread in the PES “mountains” leading 
from reactants to products through TS and can be plotted in energy profile diagram 
as a function of distance along the reaction coordinate (Figure 3).45  

 
Figure 3. Gibbs free energy dependence on the reaction coordinate.47 

Despite the simple description, finding the TS is not a trivial task. A good 
assistant in TS search is the intrinsic reaction coordinates (IRC) approach50,51. When 
a TS geometry is known, it is used as a starting point and the nearest equilibrium 
geometries are searched by IRC approach in order to confirm that the given TS is an 
actual TS between those two equilibrium geometries.  
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1.2. Catalysis 

As it was said in the Introduction the active development of the chemical 
industry is closely related to the study and design of catalysts. A catalyst is a 
substance that accelerates the reaction by guiding it through alternative pathways 
with different transition states and lower activation barriers (Figure 4), thus, 
enables reactions blocked or slowed by a kinetic barrier. The catalyst acts on both 
the forward and the reverse reaction, therefore it does not change the extent of a 
reaction nor the chemical equilibrium. Another characteristic feature of a catalyst is 
that it is not consumed during the reaction.44,49  

 
Figure 4. Gibbs free energy dependence on the presence or absence of catalyst. 

Catalysts are widely used in nature and industry. Photosynthesis, oxygen 
transport and nitrogen binding in organisms, production of antibiotics, polyethylene 
synthesis and fuel production in industry – they all are catalytic processes. A survey 
of U.S. industries revealed that “more than 60% of the 63 major products and 90% 
of the 34 process innovations from 1930 to 1980 have involved catalysis”.2 In 
science catalysts also attract interest (Figure 5). 

 
Figure 5. Number of articles published per year on the topic “catalyst”.53 
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Design of catalysts is a challenging task since the ideal catalyst should 
simultaneously satisfy many requirements: be cheap and easy to prepare, to have a 
high catalytic activity (TOF) and to operate under mild conditions, to be easily 
separable from products and to have a big turnover number (TON) before 
poisoning. Moreover, every part of a catalytic system (solvent, reactants, the 
catalyst itself) influences the yield, selectivity and the rate of a reaction. In the case 
of catalysts based on a metal, characteristics of the metal, the number and nature of 
the ligands, as well as their position, all play a critical role in the catalytic properties 
of the complex.54 A unique feature of organometallic complexes is that they can be 
manipulated molecularly by varying the ligands. Thus an understanding of the 
mechanisms in catalytic reactions and knowledge of metal-ligand, ligand-ligand co-
influences will be of great importance in designing catalysts and optimizing 
reaction conditions.  

1.2.1. Titanium-based catalysts 

In the context of investigation of reactions catalysed by transition metal 
complexes titanium was chosen as a representative from the beginning of the 
periodic table and as one of the most abundant metals. Titanium is a first-row 
transition metal and it is the seventh most abundant metal on Earth. Titanium 
complexes are widely used as catalysts in organic, inorganic and polymer 
chemistry. The important virtues of titanium compounds are the low cost, high 
degrees of chemo- and stereoselectivity and low toxicity.55  

Ti-based complexes are best known for their ability to catalyse C–C bond 
formation in such reactions as polymerisation, coupling reactions (where two 
hydrocarbon fragments are joined with the aid of a catalyst) and cyclization 
reactions.55,56 Additionally, chiral titanium complexes catalyse the formation of 
bonds with high enantioselectivity. The Kulinkovich reaction57 is an example of an 
enantioselective C–C bond formation and a cyclization reaction. 

Ti-based catalysts can also be used for C–O58, C–N59–62 and C–H63–65 bond 
formations in such reactions as epoxidation, hydroamination and isomerisation. 
Epoxidation of alkenes is a powerful tool for introducing oxygen into hydrocarbons. 
The Sharpless enantioselective epoxidation66 was an important development that 
allowed the synthesis of chiral epoxides with good yield and high selectivity 
(> 90%).  

1.2.1.1. Sharpless epoxidation 

In 1980, Katsuki and Sharpless66 reported the Ti-tartrate complex to be an 
efficient catalyst for enantioselective epoxidation of allylic alcohols, where 
peroxide was the oxidising agent. The kinetics and the reaction mechanism of the 
Sharpless epoxidation have been widely studied. Originally, in 1980, Sharpless 
proposed a monomeric titanium  complex as a catalyst for epoxidation67, but further 
investigations showed that the catalytic complex should be dimeric, so Sharpless 
and co-workers suggested a ten-membered cyclic Ti-tartrate complex as the 
catalytic species, analogous with the already known solid-state vanadium (IV) 
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tartrate complex68 (Scheme 1). A year later, Ian et al.69 reported another titanium 
complex with a dimeric structure based on X-ray data. The possibility of the 
dimeric complex dissociating into cationic and anionic complexes, where only the 
cationic species catalyses oxidation, has been studied by Corey70. However, the 
monomeric Ti-tartrate catalyst did not fit in with the kinetics of the reaction and all 
further investigations69,71 have agreed that Sharpless epoxidation is catalysed by a 
dimeric six-coordinated Ti-tartrate complex (Scheme 1b).  

 

Scheme 1. Proposed structures of the Ti-tartrate catalyst in a Sharpless epoxidation reaction 
a) a ten-membered cyclic titanium complex68; b) a dimeric titanium complex based on  
X-ray data67; c) a cationic titanium catalyst70. R=C(O)OEt. 

The roles of peroxide, tartrate as well as substituents in allylic alcohol have also 
been carefully considered.72,73 Those studies included several computational 
investigations.74–76 Jørgensen et al.74 showed that peroxide binds to titanium in such 
a way that the hydrogen of peroxide situates in axial position and is directed away 
from the Ti–O bridging bond, as depicted in Scheme 2a. The isomer, where the 
hydrogen of peroxide is directed away from the Ti–O bridging bond, is by 
9.9 kcal mol-1 more stable than the sterically less crowded isomer with the peroxide 
hydrogen in equatorial position.74 Moreover, in the isomer depicted in Scheme 2a, 
the bond between titanium and the equatorial oxygen of peroxide is already 
weakened, facilitating oxidation. Investigations by Wu and Lai75 confirmed that 
axial position of the hydrogen of peroxide is more favourable, explaining this by 
absence of repulsion between lone pairs of the peroxide oxygen and the nearest 
diolate oxygen.  

 

Scheme 2. Feasible positions of the peroxide in a dimeric Ti-tartrate complex.74 R=C(O)H. 

Different possibilities for allylic alcohol association to the titanium complex 
were also discussed.73,75–77 The enantiomer with the lowest energy is depicted in 
Scheme 3a. This position of the alcohol is caused by the decrease of steric 
interactions between bulky peroxide and formyl groups of tartrate.75,76 Experimental 
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studies also agreed with the conclusion that the size of peroxide and formyl groups 
determine the selectivity of the reaction.73,77  

 

Scheme 3. Feasible positions of the allylic alcohol.75,76 R= C(O)H. 

Oxygen transfer to the alcohol has also been discussed. Bach et al.78 found that 
the spiro orientation of the double bond relative to the titanium-peroxide plane is by 
1.0 kcal mol-1 more stable than a planar one (Scheme 4). Jørgensen et al.74 reported 
a difference of 14.3 kcal mol-1 between spiro and planar configurations. He 
explained this difference in energy with the additional stabilization of the spiro 
isomer due to the interaction between the oxygen lone pair and the π* orbital of 
alkene. Wu and Lai75 confirmed that the spiro configuration is lower in energy (by 
3.0 kcal mol-1) and this is in accord with the observation that the Rʹ substituent has 
little influence on the enantioselectivity, but varying the Rʹʹ substituent can cause 
some reduction in enantioselectivity72. Cui et al.79 came to the same conclusions by 
studying the influence of substituents on diastereoselectivity.  

 

Scheme 4. Feasible orientations of the allylic alcohol in a dimeric Ti-tartrate complex.74,75 
R= C(O)H. 

In 1995, Wu and Lai75,76 proposed a reaction mechanism for the Sharpless 
enantioselective epoxidation based on the performed calculations (Scheme 5). 
Titanium tetraisopropoxide reacts with diethyl tartrate and a catalytic dimeric 
complex is formed. This is followed by a consistent association of peroxide and 
allylic alcohol (Steps I and II). Next, the equatorial oxygen is transferred to allylic 
moiety in order to form the epoxide (Step III), and finally the catalyst is 
regenerated by ligand exchange (Step IV).  
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Scheme 5. Mechanism of the Sharpless epoxidation.75,76 (R=C(O)OEt). 

1.2.1.2. Kulinkovich reaction  

The Kulinkovich reaction57 is an example of C–C bond formation and a 
cyclisation reaction catalysed by titanium complexes. In the presence of a 
titanium(IV) alkoxide, esters (amides, and other carboxylic acid derivatives) react 
with two equivalents of a Grignard reagent (or its higher homologues) forming 
cyclopropane derivatives.80–84 The first reaction mechanism was postulated by 
Kulinkovich et al.85 in 1990 (Scheme 6). It was stated that the key step of this 
reaction is the formation of titanacyclopropane. This occurs when two equivalents 
of an organomagnesium bromide react with Ti(OiPr)4 (Steps I and II, Scheme 6).86 
The formation of diisopropoxytitanacyclopropane is followed by ester insertion 
(Step III, Scheme 6). Subsequently the oxatitanacyclopropane is transformed into 
titanium cyclopropoxide (Step V) accompanied by the migration of the alkoxide 
group of cyclopropane at titanium (Step IV). Analysis of by-products and 
deuterium insertion into products confirmed the proposed reaction mechanism.80  

In 2001, the reaction mechanism was studied computationally by Wu and Yu87. 
Titanium (IV) methoxide was used as a model compound since a methyl substituent 
is less demanding of computational resources. However not all steric effects can be 
simulated with just a methyl group. The authors87 carefully investigated the 
insertion of an ester into the titanium complex and the formation of the five-
membered ring (Step III, Scheme 6). It was found that the formation of cis 
cyclopropanols had lower energy barriers, including the rate limiting step of ring 
closure (Step V, Scheme 6). ΔE for the cis isomer was 18.0 kcal mol-1, and 
20.5 kcal mol-1 for trans. The authors87 explained the difference in energy by the 
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agostic stabilization (formation of Ti–H bond) in the cis complex (Figure 6). This 
stabilization could account for the preferable formation of cis-cyclopropanols 
observed in experiment. However, it does not explicate why three equivalents of 
organomagnesium bromide are needed for the reaction. 
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Scheme 6. Originally proposed reaction mechanism for the Kulinkovich reaction.85 

Figure 6. Transition states for the formation of cis (left) and trans (right) isomers in the ring 
closing step.87 

In 2007, an up-date of the original reaction mechanism was proposed by 
Kulinkovich et al.88. This mechanism explains why three equivalents of 
organomagnesium bromide are necessary. The main feature of the mechanism is the 
formation of the highly coordinated titanium ate-complex intermediates instead of 
tetracoordinated species (Scheme 7). In the update mechanism the formation of 
titanacyclopropane is accompanied by the association of an ester (Step I). Next, 
complex is attacked by the third equivalent of organomagnesium compound (Step 
II) which enhances nucleophilicity of carbons in titanacyclopropane. The
subsequent cyclopropane ring closure (Step IV) affords cyclopropoxide ate-
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complex which in the absence of carboxylic ester substrate rapidly degrades to form 
catalytically inactive TiIII complex. 

Scheme 7. Ate-complex reaction mechanism for the Kulinkovich reaction.88 

The origin of high cis-diastereoselectivity was explained by Kulinkovich et al.89 
via a repulsive interaction between the ligands of highly coordinated titanium and 
the Rʹʹ substituent in the transition state of cyclopropane ring closure (Scheme 8).  

Scheme 8. Steric hindrance in different transition states of the titanium complexes.89 

The Kulinkovich reaction usually produces 1,2-disubstitited cyclopropanols with 
high yield (of up to 91%) and cis-diastereoselectivity (up to 96%).89 In order to 
induce enantioselectivity, instead of achiral Ti(OiPr)4, the chiral titanium 
TADDOLate complex has been used. First it was done by Corey et al.90 in 1994. 
Corey reported the formation of cyclopropanol derivatives with a yield of 65–72% 
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and an enantioselectivity of 70–78% ee. After unsuccessful attempts91 Kulinkovich 
and co-wokers92 reported formation of chiral cyclopropanol derivatives with a yield 
of 50–70% and enantiomeric excess up to 65% ee. Moreover, Kulinkovich et al.93 
found that the titanium TADDOLate complex is more resistant towards reduction 
with an excess of Grignard reagents than TiIV isopropoxide complex. The 
enantioselectivity was further enhanced (up to 84% ee) using hexafluoroisopropyl 
esters as the substrates.93  

In 2014, Kulinkovich et al.93 for the first time experimentally confirmed that 
intermediates are indeed pentacoordinated titanium ate-complexes. The origin of 
enantioselectivity in the reaction has been explained by the steric repulsion from the 
bulky TADDOL ligand.93 It was assumed that the TADDOL ligand is situated in the 
equatorial-equatorial position in the penta-coordinated titanium complex and 
prevents the formation of all titanacyclopropane isomers except one (Scheme 9). 

Scheme 9. Four isomers of the titanacyclopropane complex.93 

1.2.2. Iridium-based catalysts 

Iridium was chosen as a second object of the present study as a representative 
from the end of the periodic table and as a member of the noble metals family. 
Iridium is a third-row transition metal, a member of the platinum-group of precious 
metals and a relatively rare element. Iridium is mostly used for electrical and 
electrochemical applications and about 20% of it is used in the chemical industry.94 
One of the largest-scale Ir-catalysed processes is the carbonylation of methanol by 
the [Ir(CO)2I2]− complex in acetic acid production.95  

Ir-based complexes are known for their ability to catalyse hydrogen transfer 
reactions.96–98 They are efficient in both hydrogenation and dehydrogenation 
reactions, and are used in such reactions as the alkylation of ketones99,100 and 
amines99,101, dehydrogenation of alkanes101, as well as reduction of imines102, 
ketones101,103 and olefins104.  

Recently a lot of attention is being paid to the hydrogenation of CO2.105 On one 
hand this is related to the desire to reduce the concentration of CO2 in the 
atmosphere,106,107 but on the other hand, CO2 is a very attractive carbon source 
because of its low cost, high abundance and low toxicity.105,107 Unfortunately, CO2 
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needs a high activation energy and nowadays its use is limited to syntheses of a few 
products such as urea and its derivatives, salicylic acids and carbonates.107,108 Still 
incessant attempts are being made to hydrogenate CO2 and convert it into CO, 
methanol, formic acid and many other useful organic compounds.107,109  

Among the various CO2 reductions, hydrogenation of CO2 to formic acid is a 
particularly attractive process due to its small endergonicity110 and potentially wide 
range of applications. Formic acid can be used as a raw material for many syntheses 
or production of renewable fuels.105,107–109,111  

1.2.2.1. CO2 hydrogenation by the (PNP)Ir pincer complex 

In 2009, Tanaka et al.112 found a new, very efficient catalyst for CO2 reduction 
to acetic acid, an IrIII pincer complex (PNP)IrH3. In aqueous KOH, under the 
pressure of 5 atm and at the temperature of 200 °C, (PNP)IrH3 showed TOF of 
150 000 h-1 and TON of 300 000. Experimental investigation of the CO2 
hydrogenation by the (PNP)IrH3 complex was done mainly with NMR 
spectroscopy. Based on the identified species Tanaka et al.112 proposed a reaction 
mechanism consisting of three main steps (Scheme 10):  

I CO2 reduction to formate;  

II formate release and dearomatization of the PNP ligand ring; 

III catalyst regeneration by hydrogen splitting. 

Scheme 10. Originally proposed catalytic cycle.112  

Computational investigation of this reaction was also performed and all 
researchers agreed that the catalytic cycle starts from a CO2 attack on one of the 
axial hydride ligands of the (PNP)IrH3 complex (Scheme 11).113–116  
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Scheme 11. CO2 hydrogenation by the (PNP)IrH3 complex (R = H in Ahlquist investigation 
and R = iPr in all others).113–116 

For catalyst regeneration several pathways were suggested by different explorer 
groups.113–116 Ahlquist proposed that after the cleavage of formate, H2 coordinates to 
the vacant site on IrIII and this complex is deprotonated by a hydroxide anion from 
solution (Scheme 12). The activation free energy for catalyst regeneration is 
26.1 kcal mol-1.113 

 
Scheme 12. Regeneration of catalyst through deprotonation by a hydroxide anion from 
solution (R = H in Ahlquist investigation and R = iPr in all others).113–116 

Tanaka et al.112 proposed that catalyst regeneration occurs through the 
deprotonation of the methylene group of the PNP ligand and ring dearomatization 
(TS3, Scheme 13). A hydroxide anion from the solution replaces the formate ligand 
(5), abstracts one proton from the methylene group (6) and the formed H2O cleaves 
(7). Next, H2 binds to the vacant coordination site and is split. (TS4).116  

 

Scheme 13. Regeneration of catalyst through ring dearomatization proposed by Tanaka 
et al.112 
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The pathway in which the associated hydrogen is split by the hydroxide anion 
from solution (Scheme 12) was also considered by Tanaka and co-workers.116 It 
was found that regardless of the pathway, the energy needed for catalyst 
regeneration is approximately the same (14.4 kcal mol-1 and 12.7 kcal mol-1 
respectively). This is in disagreement with the research by Yang114, who showed 
that the pathway through ring dearomatization is by 20.0 kcal mol-1 higher in 
enthalpy than the pathway where hydrogen is split by the hydroxide anion. Li and 
Yoshizawa115 also studied this catalytic system and reported that catalyst 
regeneration goes through ring dearomatization.  

Ahlquist113 proposed one more pathway for the catalyst regeneration (Scheme 
14), but 35.4 kcal mol-1 was needed for IrIII reduction to IrI (TS5), that is much 
higher than in the cases considered above.  

 
Scheme 14. Regeneration of catalyst through IrIII reduction to IrI.113  

Unfortunately, direct comparison of those studies is difficult because different 
calculation techniques and kinds of energy (ΔE, ΔH or ΔG) were used. However, all 
studies agree that regeneration of the (PNP)IrH3 catalyst is the rate determining step 
of the reaction.113–116  

1.2.2.2. CO2 hydrogenation by the (PNP)Ir pincer complex 

In 2012, Kang et al.117 reported (PCP)IrH2 complex as an efficient catalyst for 
CO2 reduction to formate. In an acetonitrile-water solution at a potential of −1.4 V 
at a glassy carbon electrode, (PCP)IrH2 had selectivity up to 85%. A year later a 
water-soluble analogue of the iridium pincer complex was proposed,118 and in 2014 
the (PCP)IrH2 catalyst immobilized on carbon nanotube electrodes was reported.119 
In water solution (1% vol acetonitrile) at potentials between −1.1 V and −1.4 V vs. 
normal hydrogen electrode (NHE) it gave TON of 203 000 and selectivity of up to 
96%. 

Based on NMR data and cyclic voltammograms, a reaction mechanism was 
proposed.117 (PCP)IrH2 complex activation is followed by a catalytic cycle that 
consists of three main steps (Scheme 15): 

I CO2 reduction to formate; 

II formate release and association of a second acetonitrile molecule; 

III catalyst regeneration by water splitting. 
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Scheme 15. Originally proposed catalytic cycle .117 

This reaction mechanism was computationally investigated by Cao et al.120 in 
2013. The barrier for CO2 insertion into (PCP)IrH2(NCCH3) complex was found to 
be 14.4 kcal mol-1 in water and 17.4 kcal mol-1 in acetonitrile (Step I, Scheme 15, 
Scheme 16). CO2 reduction is followed by formation of (PCP)IrH2(OCHO) 
complex and formate exchange to acetonitrile (Scheme 16). Formation of complex 
14 is endergonic by 3.4 kcal mol-1 (6.5 kcal mol-1 in acetonitrile) and formation of 
complex 15 is exergonic by 12.7 kcal mol-1 (−6.6 kcal mol-1 in acetonitrile). 

 
Scheme 16. CO2 hydrogenation by the (PCP)IrH2(NCCH3) complex. 
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After the reaction has occurred, it is necessary to regenerate the catalyst (Step 
III, Scheme 15). Kang et al.117 reported that catalyst regeneration proceeds between 
−1.1 V and −1.4 V vs. NHE118 and is a two-electron, one-proton reduction, where 
water is the proton source. Cao et al.120 found that catalyst regeneration occurs 
through the intermediate [(PCP)IrH(NCCH3)]− (Scheme 17) formed by accepting of 
two electrons at −1.5 V and simultaneous dissociation of one acetonitrile ligand. 
Formation of [(PCP)IrH(NCCH3)]− is followed by water splitting by another CO2 
molecule with free-energy barrier of 26.0 kcal mol-1 (28.5 kcal mol-1 in acetonitrile). 
According to computational data, water as a solvent facilitates the reaction, which is 
in agreement with experiments.118  

 
Scheme 17. Regeneration of catalytic complex.120 

However, it should be mentioned that Kang et al.118 reported that CO2 insertion 
into Ir−H bond is the rate-limiting step in contrast to the finding of Cao et al.120. 
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2. AIMS	OF	THE	PRESENT	WORK	
Computational modelling using quantum chemistry enables us to examine 

reaction mechanisms in great detail and gives us a possibility for faster and in-depth 
study of mutual influence of different parts in the catalytic complex. The aim of the 
present study is the investigation of titanium and iridium complexes and some 
typical reactions, where they are involved: the complexation of cyclopentane-1,2-
dione with Ti(OiPr)4, the formation of titanium TADDOLate complexes in the 
Kulinkovich reaction, and CO2 reduction catalysed by (PNP)Ir and (PCP)Ir pincer 
complexes.  

Emphasis was placed on: 

 Study of reaction mechanisms proposed on the basis of NMR data. 

 Search for alternative reaction pathways. 

 Examination of titanium and iridium metal cation characteristics such as 
coordination number and oxidation state. 

 Analysis of geometries (including cis-, trans- and chelate effects, and 
steric repulsion).  

 Consideration of factors such as charge transfer and donor-acceptor 
interactions.  

 Observation of transition state features caused by varying of ligands, 
geometry or oxidation state. 
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3. METHODS

3.1 Exchange-correlation functionals 

The geometry optimization process is usually not sensitive to the choice of a 
functional121,122 nor basis set121. The opposite is true for energy that is very sensitive 
to the choice of a functional25,123 and basis set20.  

For geometry optimization of rigid molecules (Ir complexes) with small number 
of conformers, the time-tested B3LYP18 functional was used, followed by single 
point calculations with the M0619 functional to obtain more accurate energies. The 
M06 has been specially parameterized for treatment of metals and TS calculations 
and also accounts for short- and medium-range dispersion effects.19  

In the case of time-demanding conformational searches in flexible systems (Ti 
complexes), the BP8613,14 functional was used. It has also been recommended for 
treatment of metals123,124, and can be used with the Resolution of identity (RI) 
approximation125–127, speeding up the calculations. In order to account for dispersion 
effects in aryl groups, the dispersion-corrected version of this functional 
(BP86-D325) was used. 

3.2 Resolution of identity approach  

The calculation of the Coulomb integrals is a time-demanding bottleneck in DFT 
calculations. In the RI approximation125, electron density is expanded in an auxiliary 
basis set. The number of functions used for system treatment decreases, which 
usually leads to a more than tenfold speedup for non–hybrid DFT compared to the 
conventional method.128,129  

3.3 Basis sets 

As indicated above, geometry is not very sensitive to the choice of basis set. In 
order to speed up geometry optimization, small basis sets such as SV(P)130 (quality 
similar to 6-31G*131)40–42 or LACVP**27 (quality similar to 6-31G**131)38 were 
used.  

For accurate energy calculations, larger basis sets such as def2-TZVP127 (quality 
is slightly better than 6-311G**132)40–42 or LACV3P**++133 (quality similar to  
6-311G**++134)38, augmented with two f functions on Ir as suggested by Martin135, 
were used.  

For heavy atoms beyond Kr the LAC basis sets and effective core potentials 
(ECP) were employed.133 LAC basis sets are designed to work together with ECPs 
which account for relativistic effects. The latter are particularly significant for 
heavy atoms. For non-metals, the LAC basis contains the highest s and p shells, and 
for transition metals, the highest s, p and d shells.27  
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3.4 Natural bond orbital analysis  

The natural bond orbital (NBO)136 method uses the one-electron density matrix 
to localize electrons into atomic orbitals. As a result, the molecular wave function 
can be reduced to a formal Lewis structure and atomic charges as well as orbitals 
involved in the bonding can be defined.48  

3.5 Modelling of solvation 

For description of solvent effects, continuum polarization models were used: 
BPF33 as implemented in Jaguar38 and COSMO137 as implemented in  
Turbomole40–42.  

In the case of rigid molecules (Ir complexes), single point calculations with 
B3LYP/LACVP** level of theory were made in order to include solvent effects and 
free energy of solvation was summed with energy of the optimized gas-phase 
structure. Such a treatment is a good approximation for relatively rigid molecules.34 
In the case of flexible molecules (Ti complexes), optimization was done either in 
gas phase or in solvent using BP86/def2-TZVP level of theory. 

For modelling of water, the dielectric constant (߳) of 80.37 and probe radius of 
1.4 (default settings) were used. For CDCl3, the permittivity constant 	(ߝ) of 4.81138 
and a probe optimized radius were used. In the case of Ti TADDOLates, only gas-
phase calculations were done since the influence of apolar solvent on the stability of 
complexes is insignificant.  

Since uncertainties in the aqueous solvation free energies for ionic solutes are 
greater,139 for small molecules and ions experimental solvation energies were 
used.140 

In order to incorporate the specific solute-solvent effects, explicit solvent 
molecule(s) were added into continuum solvent calculations.  

3.6 Transition state search 

The TS search was preformed via relaxed potential energy surface scan over the 
corresponding reaction coordinate. The TS was determined as the highest-energy 
point in the energy profile between reactant and product. The geometry was then 
additionally optimized as TS and harmonic frequency calculations were done 
(B3LYP/ LACVP**). The TS has a single imaginary frequency in contrast to local 
minima that have all real frequencies. Finally, TS were confirmed by IRC 
calculations. 

In the cases when solvent could stabilize a transition state, explicit solvent 
molecule(s) were added in gas phase calculations. 
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3.7 Software 

All calculations were performed using Turbomole 5.1040,41, 6.540,42 and  
Jaguar 7.538 program packages.  

The presence of a chemical bond was tested by performing an atoms-in-
molecules28 analysis with the AIMAll141 software. 
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4. RESULTS	AND	DISCUSSION	
The aim of present study is the investigation of titanium and iridium complexes 

and the reactions catalysed by them. For this purpose two typical reactions for each 
transition metal will be considered: 

 complexation of 3-methylcyclopentane-1,2-dione with Ti(OiPr)4; 

 formation of titanium TADDOLate complexes; 

 CO2 reduction catalysed by (PNP)Ir complexes; 

 electrochemical CO2 reduction catalysed by (PCP)Ir complexes.  

The subsequent sections are all structured similarly. The section starts with the 
description of structures and reaction mechanisms. Then, analysis of coordination 
number of metals follows. Next, the co-influence of ligands (such as trans-, cis- and 
chelate effects) will be discussed and, finally, transition states in reactions of CO2 
with iridium complexes will be analysed, in order to understand influence of 
geometry and partial charge on the energy. 

4.1. Complexation of cyclopentane-1,2-dione with Ti(OiPr)4 

4.1.1. Structures and reaction mechanism 

The mechanism of an asymmetric oxidation cascade reaction catalysed by a Ti-
based catalyst had been studied experimentally using 3-phenylcyclopentane-1,2-
dione 1 as a substrate, where tert-butyl hydroperoxide was used as an oxidant 
(Scheme 18).142 It had been shown that the first step of the reaction (the formation 
of 2 through the Sharpless epoxidation66) is the rate-limiting step (Scheme 18).142 

 
Scheme 18. Proposed catalytic cycle for asymmetric oxidation cascade reaction. 

Moreover, NMR studies had shown that when Ti(OiPr)4 was mixed with  
3-methylcyclopentane-1,2-dione 1 (hereafter called “substrate” or “Sub”) or 
simultaneously with compound 1 and diisopropyl tartrate, the formation of the 
hexa-coordinated intermediate Ti(OiPr)2(Sub-κ2O,O)2 (8) occurs (Scheme 19).143 
No mono-substituted titanium complexes had been observed in the reaction mixture 
in deuterated chloroform (CDCl3) at –20 °C.143,144 Our investigation (Paper I) 
provided computational support for this observation. For the computational study, 
Ti(OiPr)4 + 3-methylcyclopentane-1,2-dione was used as a model system. 
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Calculations showed that the formation of bi-substituted complex 8 is energetically 
the most favourable among the substituted titanium complexes. Complex 8 is by  
3.7 kcal mol-1 lower in Gibbs free energy than complex 7 and by 3.8 kcal mol-1 
lower than the reactants (Scheme 19).  

 

Scheme 19. Relative energies of Ti-substituted complexes (in kcal mol-1).  

The energy of formation of the tri-substituted titanium complex 9 is higher than 
the energy of formation of complex 8 by 2.3 kcal mol-1. This is in agreement with 
experiment. Complex 9 is observed only in the case of high concentration of 1 when 
molar ratio of cyclopentanedione to Ti(OiPr)4 is 3:1 or 4:1. At molar ratio 4:1 traces 
of four-substituted titanium complex 10 were also found. Calculations showed that 
complex 10 is by 0.4 kcal mol-1 higher than the reactants. It should also be 
mentioned that, regardless of the substitution number, only two cyclopentanedione 
ligands are bidentate and in complexes 9 and 10 some substrate ligands are mono- 
and some are bidentate.  

The ability of cyclopentanedione to form a stable bi-substituted hexa-
coordinated titanium complex (8) where cyclopentanedione is coordinated in 
bidentate fashion, prevents the formation of catalytic species. In order to avoid this, 
substrate should be added after addition of tartrate when Sharpless catalyst has 
already been formed. 

4.1.2. Coordination number of metal 

One of the reasons for the coordination number growth from four in Ti(OiPr)4 to 
six in complex 8 is donor-acceptor interactions of ligands. Isopropoxy ligands are 
both σ- and π-donors and each donates four electrons to the electron-poor TiIV. This 
π-donation causes relatively large Ti–O–H angles (133°, 142°) in the model system 
Ti(OH)3(η2-O2H).75 In Ti(OiPr)4, the Ti–O–iPr angles were 143° and 147°, in 
Ti(OiPr)3(Sub-κ2O,O) they were 140°, 143° and 144°, and in Ti(OiPr)2(Sub-
κ2O,O)2, 141° and 143°.143 The carbonyl group of cyclopentanedione is a σ-donor 
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and also a π-acceptor, thus the coordination of 1 in bidentate fashion decreases 
electron density at titanium and stabilizes the formed complex. This may explain 
the formation of a thermoneutral (–0.1 kcal mol-1) penta-coordinated complex 7. 
The addition of a second cyclopentanedione ligand further stabilizes the complex by 
decreasing electron density at titanium. 

The transformation of Ti(OiPr)4 into a hexa-coordinated complex 8 is also 
favoured by the steric factors: the small size of oxygen atoms through which 
isopropoxy and cyclopentanedione ligands coordinate to titanium, the relatively 
small size of ligands and the fact that for bidentate coordination to titanium, the 
compound 1 undergoes only minor geometric transformations (Figure 7).145 

 
Figure 7. Changes in the geometry of cyclopentanedione in complexes 7 and 8. Hydrogen 
atoms, which are irrelevant for the reaction, have been removed for clarity. 

Further replacement of isopropoxy ligands with cyclopentanediones results in 
the hexa-coordinated complexes 9 and 10, where only two substrate ligands are 
coordinated in bidentate fashion and neither hepta- nor octa-coordinated complexes 
were found during the conformational search. The reason for this may be steric 
factors. Ti atom has small size, but with coordination number growth ligand-ligand 
distances become smaller and repulsion becomes stronger. High coordination 
numbers can be observed only in the case of metals with big radii surrounded by 
small ligands.145 

The fact that the coordination number in complexes 8, 9 and 10 remains six, 
regardless of the number of cyclopentanedione ligands coordinated to titanium, can 
also be explained by the 18-electron rule. According to this rule, titanium is able to 
accept two additional electrons, since in hexa-coordinated complexes 8 – 10 it has 
only 16 electrons in its valence shell, but coordination of third and fourth substrate 
ligands in bidentate fashion does not formally increase the number of electrons in 
the valence shell of titanium. Bidentate coordination of third and fourth 
cyclopentanedione replaces π-donation of oxide oxygen with σ-donation of a 
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carbonyl group and electron count at titanium valence electron shell remains the 
same, 16 electrons. Moreover, with the departure of isopropoxy ligands, the number 
of π-donors decreases and that of π-acceptors increases, which is not favourable.  

4.1.3. Influence of ligands  

4.1.3.1. Chelate effect  

The possibility of incorporation of HOiPr into the penta-coordinated  
Ti(OiPr)3(Sub-κ2O,O) complexes 7 as a sixth ligand was also considered. The 
lowest-energy isomer of the TiHOiPr(OiPr)3(Sub-κ2O,O) complex was higher in 
energy (ΔE) than the reactants by 3.5 kcal mol-1. One of the reasons for this is the 
absence of chelate effect that enhances stability of complexes 8–10. Moreover, the 
five-membered chelate ring association requires only minimal changes in geometry: 
ligand-metal-ligand angle remains close to 90°, an ideal angle in octahedral 
complexes, and distortion energy related to altering in geometry of the chelate is 
insignificant.145 Changes of the cyclopentanedione geometry in complexes 7 and 8 
are depicted in Figure 7. 

4.1.3.2. Donor-acceptor interactions and trans effects  

The Ti(OiPr)2(Sub-κ2O,O)2 complex 8 has an interesting feature: the sterically 
less crowded isomers are higher in energy than the more crowded ones (Table 1). 
The same tendency is observed for three- and four-substituted isomers 9 and 10. 
Cis-cis-trans position of ligands (where the first cis describes the relative position 
of the monodentate ligands, the second – the relative position of the carbonyl 
oxygens, and trans indicates the locations of the titanium-oxygen bonds of the 
bidentate cyclopentanediones) is the energetically most favourable and therefore the 
most probable (Boltzmann probability > 90%). This can be explained via the trans 
effect between the ligands, where the ligand weakens or strengthens the bond of the 
metal with a transiently-located ligand depending on the donor-acceptor properties 
of both ligands. As was said above, the isopropoxy ligand is a σ- and π-donor. It is 
most beneficial when a π-acceptor (like the carbonyl group in cyclopentanedione) is 
situated opposite to a π-donor as it is in the cis-cis-trans isomer. On the contrary, 
the energetically most costly variant is to locate a π-donor ligand opposite to 
another π-donor or a π-acceptor trans to another π-acceptor, like it is in the trans-
syn and trans-anti isomers (where trans determines the relative position of the 
monodentate ligands and syn or anti describe the position of the methyl substituents 
of the cyclopentanedione).  

The cis-cis-cis isomer, where only one isopropoxy ligand is opposite to the  
π-acceptor carbonyl group, is higher in energy by about 1.4 kcal mol-1 relative to the 
cis-cis-trans isomer. The cis-trans-cis isomer, where none of π-donors are located 
in trans position to π-acceptors, is higher in energy by about 6.2 kcal mol-1 
compared to the cis-cis-trans isomer. Trans-syn and trans-anti isomers were 
discussed above. Those isomers are the highest in energy since two π-donors 
compete for electron density and destabilize bonds with titanium. 
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4.1.4. Summary 

The predominant generation of hexa-coordinate Ti(OiPr)2(Sub-κ2O,O)2 complex 
8 relative to other substituted titanium complexes and the preferential formation of 
cis-cis-trans isomers of Ti(OiPr)x(Sub-κ2O,O)y complexes were explained in terms 
of donor-acceptor, trans and chelate effects, steric factors and the 18-electron rule.  
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4.2. Enantioselective Kulinkovich reaction  

4.2.1. Structures and reaction mechanism 

4.2.2. Influence of ligands 

4.2.2.1. Interrelation of ligand volume and its position 

4.2.2.2. Deformation of the TADDOL ligand 

4.2.3. Summary 

The conformer search for different isomers of titanium TADDOLate complexes 
was performed and it confirmed that the axial-equatorial position of TADDOL 
corresponds to the low-energy isomers in five-coordinated complexes with trigonal 
bipyramidal geometry. This was explained in terms of steric repulsion and 
electronegativity. Additionally, the influence of monodentate ligands on the 
geometry of the TADDOL ligand was considered. Variation of monodentate ligands 
causes deformation of the Ti–O–C angle and change in the corresponding C–O and 
O–Ti bond lengths. 
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4.3. CO2 hydrogenation by the (PNP)Ir pincer complex 

4.3.1. Reaction mechanism 

In 2009, Tanaka et al.112 reported the most efficient catalyst for CO2 reduction to 
acetic acid known at the time, a (PNP)IrH3 complex. This discovery has caused 
strong interest from computational chemists and a number of articles on the reaction 
mechanism has been published. 

The first step in our investigation of CO2 hydrogenation by the (PNP)IrH3 
complex was modelling of CO2 attack on one of the axial hydride ligands of the 
(PNP)IrH3 complex as it had been proposed in the original article of Tanaka et 
al.112. CO2 insertion into Ir–H bond proceeds via a free energy barrier of 13.6 
kcal mol-1 (TS1, Scheme 25) (Paper II).155 This is in agreement with previous 
studies.113–115 Next, the formate cleaves and H2 coordinates to the vacant site on IrIII. 
Regeneration of the catalyst occurs through deprotonation of complex 21 by a 
hydroxide anion from solution (TS2). The activation free energy for the (PNP)IrH3 
complex regeneration was calculated as 25.9 kcal mol-1 and it is the rate-limiting 
step of the reaction. This observation is also in agreement with previous studies.113–

116

Scheme 25. Gibbs free energy profile (in kcal mol-1) for the catalytic cycle proposed by 
Tanaka et al116. 

Since the catalyst regeneration is the rate limiting step, we proposed that there 
may be a second CO2 reduction before the catalyst regeneration takes place. Tanaka 
et al.112,116 had proposed the reaction mechanism based on NMR spectroscopy, but 
this method cannot detect high energy, short-lived or low concentration species. 
Considering that the reaction is taking place in aqueous KOH, we proposed that the 
hydroxyl ligand in the equatorial position could be a reasonable substitute to the 
hydride ligand. We suggested a parallel catalytic cycle (Scheme 26).155  
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Scheme 26. Two parallel cycles for CO2 hydrogenation. 

The proposed parallel cycle consists of three main parts (Scheme 27): 

I. CO2 reduction to formate; 

II. formate substitution by a hydrogen molecule;

III. catalyst regeneration by hydrogen splitting.

Scheme 27. Mechanism for the second CO2 hydrogenation before the catalyst regeneration. 

However, for the second cycle to proceed, the new catalytic species – the 
(PNP)IrH2OH complex (24) – should be formed. Several possibilities for 
(PNP)IrH2OH complex formation were investigated (Scheme 28):  

I. through direct insertion of hydroxide into the cation 20;  

II. through formation of intermediate 22 with further hydroxide association;

III. through association of water molecule followed by cleavage of a proton.

The last one is the most favourable pathway. The barrier for water molecule 
association is 29.0 kcal mol-1. This is rather high, but considering the reaction 
conditions (aqueous KOH solution at 120 °C) such mechanism cannot be ruled out.  
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Scheme 28. Gibbs free energy profile (in kcal mol-1) for the (PNP)IrH2OH complex 
formation. 

After formation of complex 24, it can be attacked by CO2. This proceeds via a 
free energy barrier of 21.7 kcal mol-1 (TS7, Scheme 29), and the regeneration of the 
(PNP)IrH2OH complex occurs through the deprotonation of associated hydrogen 
molecule by the hydroxyl ligand (TS8) with a barrier of 22.3 kcal mol-1. The barrier 
for the second CO2 insertion is significantly higher than for the first one 
(13.6 kcal mol-1), but the barrier for the (PNP)IrH2OH complex regeneration is by 
3.6 kcal mol-1 lower than the barrier for the (PNP)IrH3 complex regeneration 
(25.9 kcal mol-1). 

Scheme 29. Gibbs free energy profile (in kcal mol-1) for the second CO2 hydrogenation by 
the (PNP)IrH2OH complex.  
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Based on the data given above, we concluded that formation of complex 24 
under the reaction conditions is possible. Moreover, when the (PNP)IrH2OH 
complex is formed, it becomes an efficient catalyst in CO2 reduction since the 
reaction barriers of the second cycle are comparable with the barriers of the first 
cycle. 

4.3.2. Influence of ligands: cis-effect 

A metal-based homogenous catalyst is a complex system, where both the metal 
and the ligands influence each other and properties of the catalyst depend on many 
such co-influences. The trans-effect of ligands was discussed in Section 4.1.3.2. 
Ligands in the cis position also impact the catalytic properties of the complex, 
although their effect is not so obvious and cannot be unambiguously predicted.  

We already compared the properties of the (PNP)IrH3 and the (PNP)IrH2OH 
complexes. Ligand in equatorial position has significant influence on the charge of 
the axial hydrides, thereby increasing or decreasing the barrier for CO2 insertion 
(Scheme 30, Table 2). Ligands with either σ- or π-donating properties raise the 
partial charge of the hydrides and thus facilitate the electrophilic attack of CO2. The 
π-accepting CN– ligand gives the opposite effect. It reduces the partial charge of the 
hydrides, increasing the energy barrier for CO2 insertion. Moreover, σ- and π-
donating ligands stabilize the reaction products, further facilitating the reaction, in 
contrast to the CN– ligand. 

Scheme 30. Pathway for CO2 reduction. 

Table 2. Influence of various equatorial ligands on the energy of CO2 insertion. 

Ligand Charge 
ΔG, kcal mol-1 

TS7* 25* 26* 
CN– –0.232 16.7 16.7 16.7 
I– –0.248 15.3 12.4 5.3 
Cl– –0.250 14.6 12.0 3.8 
F– –0.260 14.6 12.3 4.2 
H– –0.251 13.6 11.7 4.0 
CH3

– –0.253 12.1 7.3 1.7 
SH– –0.248 13.9 11.5  3.1  
OH– –0.245 14.2 10.7 3.7 



51 

Following further along the reaction path, the influence of various equatorial 
ligands on the catalyst regeneration was considered. It was found that both σ- and π-
donating ligands, in contrast to the π-accepting ligand CN–, facilitate the formation 
of complexes with a hydrogen molecule (Scheme 31, Table 3). The data in Table 3 
indicates that complex 28* with a CN– ligand in the equatorial position is 
significantly higher in energy than other complexes 28*. Another trend is also 
revealed: complexes 28* with halogen ligands are higher in energy than complexes 
with H– or π-donating ligands, because halogen ions are not as good donors as the 
H–, CH3

–, OH–or SH– ligands. 

Scheme 31. Pathways for catalyst regeneration.  

Table 3. Influence of various equatorial ligands on the energy of catalyst regeneration. 

Ligand 
ΔG, kcal mol-1 

28* TS8*/ TS2 ʹ 23*/17ʹ 
CN– 6.3 28.0ʹ –
I– 0.5 41.1 33.1 
Cl– 0.6 37.0 32.7 
F– 0.0 28.8 18.8 
H– –4.7 21.2ʹ –
CH3

– –5.2 8.7 2.9 
SH– –1.3 18.6 7.7 
OH– –2.7 12.3 –8.2

Similar trends can be observed in transition states where the hydrogen molecule 
is split and the proton transfer occurs. Transition states in complexes with CH3

–,  
OH–, SH– ligands have the lowest energy. Moreover, the OH– ligand stabilizes the 
newly formed complexes 23*.  

In the case of H– and CN– ligands we were unable to find a transition state 
similar to TS8*. In those two cases the hydrogen molecule splitting was calculated 
as TS2ʹ with barrier of 25.9 and 28.0 kcal mol-1, respectively. That barrier is higher 
than the transition states in complexes with CH3

–, OH–, SH– ligands.  

Based on the data given above it can be concluded that π-donating ligands in cis 
position to hydrides facilitate CO2 insertion as well as hydrogen molecule splitting 
during the catalyst regeneration. 
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4.3.3. Transition states  

4.3.3.1. Hydrogen bonds 

Analysis of the transition state geometries revealed that orientation of the 
equatorial ligand influences the barrier of CO2 insertion into the (PNP)IrH2X 
complexes (X=OH–, SH–) (Table 4, Figure 8). In the case where the hydrogen of 
ligand X is directed towards the side with CO2, a hydrogen bond will be formed 
between one of the oxygens in CO2 and the hydrogen of ligand X. This bond 
additionally stabilizes the TS and decreases barriers for CO2 insertion by 2.6 and 
1.7 kcal mol-1 for OH– and SH–, respectively. Also, insignificant differences in 
hydride charges were observed. 

Table 4. Influence of orientation of equatorial ligands on the energy barrier of CO2 insertion 

Ligand Position Charge 
ΔG, kcal mol-1 

TS7* 25* 26* 

SH– 
a –0.248 13.9 11.5 3.1 
b –0.253 12.2 9.9 3.7 

OH– 
a –0.245 14.2 10.7 3.7 
b –0.280 11.6 8.6 0.8 

a) b) 

Figure 8. Possibilities for CO2 insertion into complexes with OH− (shown in the figure) and 
SH− ligands a) without hydrogen bond formation; b) with hydrogen bond formation. 
Hydrogen atoms irrelevant for the reaction are not shown. 

4.3.3.2. Distortion energy 

We modelled several possibilities for (PNP)IrH2OH complex regeneration in 
order to find the lowest-energy pathway. First of all, the pathway analogous with 
(PNP)IrH3 complex regeneration through TS2 was considered. The barrier for the 
splitting of the hydrogen molecule by a hydroxide anion from the solution is 
25.9 kcal mol-1 for the (PNP)IrH3 complex (TS2, Figure 9), but for the 
(PNP)IrH2OH complex the barrier increases to 36.3 kcal mol-1 since TS9 needs 
more rearrangements. In TS9 the bond in the hydrogen molecule is elongated to 
1.004 Å, compared to 0.843 Å in TS2 and the distance between the hydroxyl 
oxygen and the methylene proton increases to 1.486 Å, compared to 1.204 Å in 
TS2. These rather significant geometry distortions cause increase in energy of the 
TS.   
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Figure 9. Geometries of the complexes TS9 and TS2. Hydrogen atoms irrelevant for the 
reaction, are not shown. 

Next, another pathway was considered where the equatorial hydroxyl ligand 
leaves the complex and a hydrogen molecule is split by a formate ligand (Scheme 
32). The barrier for the catalyst regeneration through this pathway is 32.6 kcal mol-1 
(TS10, Scheme 32).  
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Scheme 32. Gibbs free energy profiles (in kcal mol-1) for the three pathways for 
regeneration of the catalytic complex 24. 

The third and the lowest energy pathway goes through formate ligand cleavage 
and hydrogen molecule association. Catalyst regeneration occurs through the proton 
transfer to the hydroxyl ligand with a barrier of 22.3 kcal mol-1 (TS8). It is 
supposed that subsequently the water ligand is deprotonated by a hydroxide anion 
from the solution and complex 24 is regenerated. Deprotonation of the water ligand 
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occurs easily since the hydroxide anion has the function of a pendant base156,157, and 
proton exchange occurs with low barriers. 

The difference of 10.2 kcal mol-1 between the transition states TS8 and TS10 
can be explained by diverse types of transition states (Scheme 33). TS8 is 
categorized as an electrophilic substitution and TS10 as a chelate-assisted cleavage 
with a six-member ring. Although it had been shown before158 that hydrogen 
splitting is more favourable through a TS with a six-membered ring, in our case it is 
the opposite due to the more significant rearrangements needed for TS10. The 
geometry of TS8 is very similar to that of the precursor complex 25. The main 
changes are: the increase of one H–Ir–O angle from 92.1° to 103.1°, the decrease of 
another H–Ir–O angle from 82.8° to 68.8°, and elongation of the H–H bond by 
0.169 Å from 0.798 Å to 0.967 Å. Single-point calculations showed that the 
distortion of H2 and complex 25 to the geometry of TS8 without interaction 
between the fragments requires 12.0 kcal mol-1 and interaction between the 
fragments compensates 5.9 kcal mol-1. In agreement with the study by Ess et al.158, 
our calculation confirmed that in TS10 the H–H bond is cleaved spontaneously by 
approaching iridium, but the geometry rearrangements needed for TS10 require 
significant energy input. The geometry of TS10 is closer to that of complex 30 
(Scheme 32) than to the initial complex 29 and requires 17.8 kcal mol-1 for 
geometry distortion, of which only 3.9 kcal mol-1 is compensated by interaction of 
fragments. 

Scheme 33. Activation strain energies for TS8 and TS10 (kcal mol-1). 
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4.3.4. Summary 

Reaction mechanism for CO2 hydrogenation by (PNP)IrH3 complex, proposed 
earlier based on the experimental evidence, was modelled and a new parallel cycle 
was proposed, where the catalytic species is (PNP)IrH2OH complex formed in situ. 
Several pathways for (PNP)IrH2OH complex formation and catalytic species 
regeneration were examined and analysed. Additionally, effect of equatorial ligands 
on charges of hydrides and consequently their ability to reduce were analysed.  
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4.4. CO2 hydrogenation by the (PCP)Ir pincer complex  

4.4.1. Reaction mechanism 

In 2009, Kang et al.117 reported an efficient catalyst for electrochemical CO2 
reduction to formate. Our investigation of CO2 hydrogenation by the (PCP)Ir 
complex was started with modelling of the originally proposed catalytic cycle117, 
where formation of the (PCP)IrH2(NCCH3) complex is followed by CO2 attack on 
one of the axial hydride ligands of this complex. The Gibbs free energy profile for 
the (PCP)IrH2 complex activation and steps I−II of the proposed catalytic cycle are 
depicted in Scheme 34. The barrier for CO2 insertion into complex 32 is  
16.6 kcal mol-1. This is in agreement with the previous computational study by Cao 
et al.120, who had found this barrier to be 14.4 kcal mol-1. CO2 reduction is followed 
by the formation of complex 34, which is endergonic by 2.1 kcal mol-1, or the 
formation of cation 35, which is endergonic by 6.0 kcal mol-1. This agrees with 
experimental observations: the complexes 32, 34 and 35 had been determined by 
NMR and cation 35 had been named as a „rest-state complex“.118 A similar 
tendency where intermediates 32 and 34 are higher and intermediate 35 is lower in 
energy than the reactants had been observed by Cao et al.120, although in their case 
the differences in energy were more significant. 

 

Scheme 34. Gibbs free energy profile (in kcal mol-1) for CO2 reduction by 
(PCP)IrIIIH2(NCCH3) complex 32. 

The possibility that complex 31 catalyses CO2 reduction to formate by itself was 
also considered by us (Scheme 35). The barrier for CO2 insertion directly into 
complex 31 is 19.0 kcal mol-1. This value is by 2.4 kcal mol-1 higher than the 
analogous insertion into complex 32. Thus the (PCP)IrH2 complex can catalyse CO2 
reduction, but the reaction with complex 32 is more favourable.  

After the reaction has occurred, it is necessary to regenerate the catalyst (Section 
1.2.2.2. Scheme 15, step III). It had been reported that the catalyst regeneration 
proceeds between −1.1 V and −1.4 V vs NHE.118 Catalyst regeneration is a two-
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electron, one-proton reduction, where water is the proton source.117 Cao et al.120 had 
reported that catalyst regeneration occurs through the intermediate 
[(PCP)IrH(NCCH3)]− formed by accepting two electrons at potential −1.5 V and 
simultaneous cleavage of one acetonitrile ligand. The formation of 
[(PCP)IrH(NCCH3)]− is followed by water splitting with the free-energy barrier 
26.0 kcal mol-1. 

Scheme 35. Gibbs free energy profile (in kcal mol-1) for CO2 reduction by (PCP)IrIIIH2 
complex 31. 

According to our calculations, the two-electron potential for IrIII/IrI reduction is 
−0.82 V and the reduction is accompanied by simultaneous cleavage of both 
acetonitrile ligands from the complex 35. The calculated potential was in 
disagrement with the experimental observations and it was proposed that the 
regeneration of the catalyst occurs by non-Nernstian behaviour159, when the first 
reduction happens at higher potential than the second one. Calculations showed that 
the first electron transfer and IrIII/IrII reduction proceeds at −1.15 V and the second 
one (IrII/IrI reduction) proceeds at −0.5 V. This is in agreement with the 
experimental result of −1.1 V. Simultaneously with electron transfer, acetonitrile 
ligands are released and complex 38 is formed (Scheme 36). The regeneration of 
the catalyst occurs through water splitting with a free-energy barrier of 14.0 kcal 
mol-1 and the formation of complex 31 should be rapid at room temperature. 
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Scheme 36. Gibbs free energy profile (in kcal mol-1) for catalyst regeneration. 

Based on the calculations, we proposed a new catalytic cycle for CO2 reduction 
by the (PCP)Ir complex. The new catalytic cycle consists of four main steps 
(Scheme 37): 

I. complex activation by association of an acetonitrile molecule; 

II. CO2 reduction to formate;

III. formate release and association of a second acetonitrile molecule;

IV. catalyst regeneration by water splitting.

Scheme 37. Proposed catalytic cycle with (PCP)IrIIIH2 complex. 

Moreover, our computational study of the catalytic system showed that a 
monohydride anion [(PCP)IrH]− (38) can also catalyse CO2 reduction. In this case 
the catalytic cycle also consists of four main parts (Scheme 38): 

I. CO2 reduction to formate; 

II. formate release and water splitting;

III. association of two acetonitrile molecules;

IV. reduction of the catalytic complex.
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Scheme 38. Proposed catalytic cycle with [(PNP)IrIH]− complex generated in situ. 

The barrier for CO2 insertion into the monohydride complex 38 is 
12.3 kcal mol-1 (Scheme 39). It is by 4.3 kcal mol-1 lower than the insertion of CO2 
into complex 32. In contrast to the previously considered formation of formate 
complexes 34 and 37 (Scheme 34 and 35), the formation of complex 40 is 
exergonic. 

Scheme 39. Gibbs free energy profile (in kcal mol-1) for CO2 reduction by [(PNP)IrIH]− 
complex 38.  

To complete the cycle, the catalyst must be regenerated. Regeneration of the 
[(PCP)IrH]− complex (38) involves proton transfer to a tetracoordinated complex 42 
with a barrier of 12.8 kcal mol-1. This barrier is by 1.2 kcal mol-1 lower in energy 
than the barrier for (PCP)IrH2 complex regeneration. IrIII/IrI reduction has Nernstian 
behaviour and proceeds at −1.17 V (calculated) that is in agreement with the 
experimental result of −1.1 V. 
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It was concluded that both of the reaction paths given above are possible, 
especially considering the fact that the calculated potentials for catalyst 
regeneration are similar. However, reduction of CO2 by monohydride complex 38 is 
expected to be more favourable since this pathway has lower activation energy. 

4.4.2. Coordination number of metal 

In Section 4.1.2. the alternation of coordination number during the reaction was 
considered. One more example of this phenomenon can be found in the reaction of 
CO2 hydrogenation by the (PCP)Ir pincer complex. From Figures 34 and 35 it can 
be seen that along the reaction the penta-coordinated (PCP)IrH2 pincer complex is 
transformed into the hexa-coordinated octahedral complex and this geometry will 
remain during all subsequent transformations. This can be explained by the  
18-electron rule. Iridium in the oxidation state III has six electrons in the valence 
shell. The pincer ligand donates another six electrons to iridium through three σ 
bonds, each hydride ligand donates two electrons and the associated acetonitrile 
also donates two electrons. Thus, iridium has a total of 18-electrons in the valence 
shell. Along the reaction the donating ligands change, but the octahedral geometry 
of the iridium complex and the number of electrons in the iridium valence shell 
remains the same. 

During the IrIII/IrI reduction, where the [(PCP)IrH(NCCH3)2]+ cation 35 gets two 
electrons, a spontaneous acetonitrile release occurs and the hexa-coordinated 
octahedral complex is transformed into a tetra-coordinated square planar complex 
38. The coordination number of IrI remains four during all subsequent
transformations as long as the oxidation state of Ir does not increase. Even the 
formate ligand that can coordinate in bidentate fashion, remains monodentate in IrI 
complex (40). Such a situation is typical for metals with d8 electron configurations 
and can be explained by the crystal field theory.145 According to this theory, when 
four ligands are placed around the metal in a square planar fashion, they produce a 
static electric field that breaks the degeneracies of d-electron orbitals. Thus the 
energy of the fifth d-orbital increases and because of this it remains unoccupied. 

4.4.3. Transition state 

In our calculations, we considered the intramolecular and intermolecular 
pathways for the (PCP)IrH2 pincer complex regeneration. In the first case, the water 
molecule is simultaneously associated and split by the [(PCP)IrH]− anion (38). The 
barrier for such an oxidative addition of water is 50.4 kcal mol-1 (Scheme 40). It is 
supposed that the high barrier is related to the significant rearrangement of the 
complex. To adopt the geometry of TS17 the hydride from the equatorial position is 
moved into axial position (Figure 10) and the stable square planar complex 38 is 
rearranged into a complex with almost octahedral geometry. TS17 can be assigned 
to a late transition state since its geometry is closer to the geometry of the product 
than to the geometry of reactants. The newly formed Ir–O and Ir–H bonds are 
elongated only by 0.18 and 0.10 Å, respectively compared to the product complex 
44. Distortion of angles is more significant. In TS17 C–Ir–H angle is 100.3° and the
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H–Ir–OH angle is 33.4°, compared to complex 44, where they are 87.6° and 84.1°, 
respectively. 
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Scheme 40. Gibbs free energy profile (in kcal mol-1) for complex (PCP)IrH2 regeneration. 

38 TS17 44 

Figure 10. Geometries of the complexes 38, TS17 and 44. Hydrogen atoms, which are 
irrelevant for the reaction, have been removed for clarity. 

In contrast to the intramolecular pathway, the intermolecular pathway needs 
much less reorganization. In TS14 the hydride ligand only slightly deviates from its 
initial equatorial position and the C–Ir–H angle decreases from 178.7° in complex 
38 to 171.2° in TS14 (Figure 11). The bond with the other hydride is already 
formed and the Ir–H distance is 1.642 Å, which is only by 0.051–0.053 Å longer 
than in the complex 31. The most significant geometry rearrangement is the change 
in bend angles, although in the penta-coordinated complexes bend angles are very 
flexible. As a result, the oxidative addition of water through the intermolecular 
pathway has a lower barrier of 14.0 kcal mol-1, while TS14 is also assigned to late 
transition state since its geometry is close to the geometry of product 31.  
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38 TS14 31 

Figure 11. Geometries of the complexes 38, TS14 and 31. Hydrogen atoms, which are 
irrelevant for the reaction, have been removed for clarity. 

The same trend can be observed during the [(PCP)IrH]– anion regeneration. Here 
the oxidative addition of water through the intramolecular pathway is not as 
unfavourable as for complex 38, since complex 42 is less crowded and less 
geometric rearrangements are needed. This is in agreement with the earlier 
observation160 that oxidative addition is more favourable for metals with lower 
coordination numbers. The protonation of complex 42 through the intramolecular 
pathway occurs with a barrier of 21.1 kcal mol-1 or with a barrier of 12.8 kcal mol-1 
if it goes through the intermolecular pathway (Scheme 41). 
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Scheme 41. Gibbs free energy profile (in kcal mol-1) for complex [(PNP)IrH]−  regeneration. 

If the catalytic complex regeneration occurs through the intermolecular 
pathways, the barriers for proton transfer are almost the same (14.0 kcal mol-1 for 
complex 31 and 12.8 kcal mol-1 for complex 38), but if the water molecule is split 
intramolecularly, the difference in energy is significant (50.4 and 21.1 kcal mol-1, 
respectively). Both geometries (TS17 and TS18) are closer to products than to 
reactants (Figure 10 and 12), but for TS18 less rearrangements are needed and it is 
by 29.3 kcal mol-1 lower in energy than TS17. In TS18 the Ir–O bond is by 0.19 Å 
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shorter than in complex 42 and by 0.19 Å longer than in complex 43. The newly 
formed Ir–H bond in TS18 is by 0.07 Å longer than in 43. Angles are more 
distorted, but as discussed previously (Sections 4.2.1. and 4.3.1.), in penta-
coordinated complexes the angles are very flexible. 

42 TS18 43 

Figure 12. Geometries of the complexes 42, TS18 and 43. Hydrogen atoms, which are 
irrelevant for the reaction, have been removed for clarity.  

4.4.4. Summary 

Reaction mechanism for CO2 hydrogenation by (PCP)IrH2 complex, proposed 
based on the experimental data, was modelled and a cycle catalysed by the 
[(PCP)IrH]– anion formed in situ was proposed. Several pathways for regeneration 
of catalytic complexes were studied and analysed. Additionally, coordination 
number change was explained using the 18-electron rule. 
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CONCLUSIONS		
In this work, the complexation of 3-methylcyclopentane-1,2-dione with Ti(OiPr)4, 

the formation of titanium TADDOLate complexes in Kulinkovich reaction, and the 
CO2 reduction catalysed by (PNP)Ir and (PCP)Ir complexes were studied using 
computational chemistry. All results agree well with experimental data (NMR and 
voltammograms). The predominant generation of hexa-coordinate Ti(OiPr)2(Sub-
κ2O,O)2 complex was explained. Participation of five-coordinated titanium 
TADDOLate complexes in the Kulinkovich reaction was confirmed. Based on the 
already proposed reaction mechanisms reaction pathways were modelled for CO2 
reduction by iridium pincer complexes, as well as alternative reaction pathways that 
agree or at least do not contradict with NMR data. The possible reasons of coordination 
number change in Ti(OiPr)x(Sub-κ2O,O)y and (PCP)Ir complexes were discussed. 
Based on the results of DFT calculations, the following conclusions have been made: 

For Ti(OiPr)x(Sub-κ2O,O)y complexes: 

 due to the chelate effect the Sub ligand will coordinate in bidentate mode, if the
coordination number of the metal cation is less than six;

 the most energetically favourable geometry is achieved when a π-accepting ligand
is situated in trans-position to the π-donating ligand;

 the energetically most costly variant is associated with a location of a
π-donor ligand opposite to another π-donor and a π-acceptor trans to another π-
acceptor.

For complexes Ti(TADDOL)(X)x(OiPr)y: 

 the bulky TADDOL ligand is situated in axial-equatorial position and the smallest
monodentate ligands tend to occupy the other two equatorial positions;

 the replacement of monodentate ligands does not cause significant change in the
geometry of TADDOL;

For (PNP)Ir complexes: 

 ligands with either σ- or π-donating properties raise the partial charge of trans
hydrids and a π-accepting CN– ligand gives the opposite effect;

 the formation of a hydrogen bond between one of the CO2 oxygens and a
hydrogen of cis ligand facilitates CO2 insertion by decreasing the barrier by about
2.0 kcal mol-1;

 the replacement of cis H– by OH– in the (PNP)Ir complex changes the barrier of
catalyst regeneration from 25.9 to 36.3 kcal mol-1 in the analogous transition states;

 the hydrogen molecule splitting through an electrophilic substitution is favourable
by 10.2 kcal mol-1 compared to a chelate-assisted cleavage.

For (PCP)Ir complexes: 

 the intermolecular pathway for the regeneration of (PCP)Ir complexes by water
splitting is more favourable than the intramolecular pathway;

 the oxidative addition of water to the (PCP)Ir complex is more favoured when
iridium has lower coordination numbers.
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L1;.V.L;D.T*L1X,)*92./;@);;.9M.2<.L*L2L*9+T;);;.L,<UR*.1;/YK;R,L*X;;+;)@*;.9ML1;.L)20L2);.T;);2.;/L9;SBR,*+L1;;]2*R*<)*,9<.;)X;/*+L1;J?K;SB;)*D;+L.Y71;.V.L;D,L*009+M9)D,L*9+,R,+,RV.*.9MB;+L,U,+/1;S,U099)/*+,L;/09DBR;S;.*+X9RX;/0);,L*9+9M,R*.L9M,RRB9..*U<R;);R,L*X;B9.*L*9+.,+/9)*;+L,L*9+.9ML1;R*@,+/.*+X9RX;/Y{V.L;D,L*0.L2/*;.9M09DBR;S;.T*L1<*/;+L,L;,.VDD;L)*0R*@,+/.,);),);*+L1;R*L;),L2);Ya;2.;/,0R,..*M*0,L*9+.V.UL;D ,+,R9@92.L9L1;9+;2.;/*+5HF6Ya;<;R*;X;L1,LL1;.V.L;D,L*0;+2D;),L*9+9MB9..*<R;);R,L*X;9)*;+L,L*9+.9ML1;D*S9M,S*,RRV.VDD;L)*0,+/+9+,S*,RRV.VDD;L)*0R*@,+/.4,.B);.;+L;/*+L1*..L2/V41,.,X,R2;9M*L.9T+*+M2)L1;).L2/U*;.9M.V.L;D.9M,+,R9@92.09DB9.*L*9+.Y|����������!"#$%�&	����� ��������$������������������	}�#���������
����������	����a;B);B,);/D*SL2);.9MHUD;L1VRUF4WU0V0R9B;+L,+;/*9+;f4WUD;L19SVUHUD;L1VR0V0R9B;+LUWU;+UFU9+;4 ,+/ HUD;L1VR0V0R9B;+LUWU;+UFU9+;T*L17*UL;L),*.9B)9B9S*/;i,L09DB9+;+L),L*9.M)9D F~FL9Q~FY[)9D L1;FG,+/FHIJ?K.B;0L),9ML1;.;09DB92+/.*+/;2L;)901R9)9M9)D .9R2L*9+4T;M92+/5,6���������������������������C����������������������������O���������O����O����O�����������������O��������� �����O��¡¢£¤¥������O��¦��O�§�����������̈ ������5<6������©��O��������O����������O�������O�����ªO�����O�����«�������������O�������O����������O����¬�����O��¡¬¥¡¤������O�I9+L),0L @),+L .B9+.9)~ ®.L9+*,+ {0*;+0; [92+/,L*9+̄09+L),0L@),+L+2D<;)~yWqq,+/yyỳYI9+L),0L@),+L.B9+.9)~®.L9+*,+?*+*.L)V9M®/20,L*9+,+/K;.;,)01̄09+L),0L@),+L+2D<;)~̀FQ̀ °̀̀.FW,+/(±7FzUHWYI9+L),0L@),+L.B9+.9)~®± ®2)9B;,+ K;@*9+,RZ;X;R9BD;+L[2+/̄09+L),0L@),+L+2D<;)~HYWỲF̀FỲyÙ̀ FxY_I ẀFQa*R;V:;)*9/*0,R.4(+0Yfgfi ��������O����²��������³����������O����igfn4¡¡́4F̀FWrF̀Fy aaaYIG®?({7Kµt(®a{Y-K¶
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ABSTRACT	
Catalysts, including catalytic complexes based on transition metals, are widely 

used in industry. Design of catalysts is a challenging task, since the numerous 
mutual influences of parts of the catalytic system should be taken into account. 
Only in-depth understanding of the mechanisms of catalytic reactions and 
knowledge of metal-ligand and ligand-ligand co-influence enables creation of 
effective long-lived catalysts. 

The main aim of the present work was to investigate titanium and iridium 
complexes and the reactions catalysed by them, to analyse mutual influence of 
different parts of catalyst, as well as the reaction complexes, using density 
functional theory. 

The preferential formation of hexa-coordinate Ti(OiPr)2(Sub-κ2O,O)2 complex 
during complexation of 3-methylcyclopentane-1,2-dione with Ti(OiPr)4, 
accompanied by increase of coordination number from four to six was considered 
and explained in terms of trans and chelate effects, steric factors and the  
18-electron rule. For all complexes, the Boltzmann distribution was calculated and 
probability > 90% for cis-cis-trans isomers was explained by donor-acceptor 
interactions of OiPr and 3-methylcyclopentane-1,2-dione ligands.  

Conformer search for different isomers of titanium TADDOLate complexes, 
which are catalytic species in the Kulinkovich reaction, was performed. It was 
found that bidentate TADDOL ligand is located in the axial-equatorial position in 
contrast to previously-assumed equatorial-equatorial position. Interrelation of 
ligand volume and its position was discussed in detail and influence of monodentate 
ligands on the geometry of TADDOL ligand was considered. 

Reaction mechanism for CO2 reduction catalysed by (PNP)IrH3 complex, 
proposed based on the experimental data, was studied and a possible new reaction 
pathway catalysed by (PNP)IrH2OH complex formed in situ was proposed. The 
proposed pathway does not contradict with experiment. In order to explain 
preference of one pathway over another, transition state geometries were analysed. 
Within the framework of mutual influence of ligands, cis-effect and charge transfer 
were studied. It was found that π-donating ligands in cis position to hydrides, as 
well as possibility of hydrogen bond formation, facilitate the reaction.  

For electrochemical CO2 reduction catalysed by (PCP)IrH2(NCCH3) complex, 
reaction pathway suggested based on the experimental data was modelled and a 
new reaction mechanism catalysed by the (PCP)IrH– anion formed in situ, which is 
also consistent with experiment, was proposed. In order to explain preference of 
one pathway over another, transition state geometries were analysed. Finally a 
change in the coordination number induced by altering of oxidation state was 
considered and explained using the 18-electron rule. 
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KOKKUVÕTE	
Katalüsaatoreid, sealhulgas üleminekumetallikompleksidel põhinevaid, 

kasutatakse tööstuses laialdaselt. Katalüsaatorite disainimine on raske ülesanne, sest 
on vaja arvesse võtta arvukalt erinevaid vastastikmõjusid. Tõhusa ja pikaealise 
katalüsaatori loomisel on oluliseks eelduseks reaktsioonimehhanismist arusaamine 
ning metall-ligand ja ligand-ligand vastastikmõjude tundmine. 

Käesoleva doktoritöö põhieesmärk oli titaani ja iriidiumi kompleksühendite ja 
nende poolt katalüüsitavate reaktsioonide uurimine ning katalüsaatorite ja 
reaktsioonikomplekside koostisosade vastastikmõju analüüs kasutades tihedus-
funktsionaalide teooriat. 

Uuriti 3-metüül-1,2-tsüklopentaan-diooni titaantetraisopropoksiidiga komplek-
seerumisel eelistatult Ti(OiPr)2(Sub-κ2O,O)2 kompleksi moodustumist, mille käigus 
koordinatsiooniarv tõuseb neljalt kuuele. Vaadeldud muutusi analüüsiti trans- ja 
kelaatefektide, steeriliste faktorite ja 18-elektroni reegli seisukohtadest. Kõikide 
komplekside jaoks arvutati konformeeride Boltzmanni jaotus. Cis-cis-trans 
konformeeri tõenäosus oli > 90%, mida seletati OiPr ja 3-metüül-1,2-tsüklopentaan-
dioon-ligandide doonor-aktseptor-interaktsiooni alusel. 

TiTADDOLaat-komplekside jaoks, mis on katalüsaatorid enantioselektiivses 
Kulinkovichi reaktsioonis, teostati konformatsioonide ning isomeeride otsing ja 
leiti, et bidentaatsed TADDOL ligandid asuvad aksiaalses-ekvatoriaalses asendis, 
mis lükkab ümber varasemad oletused nende komplekside struktuuri kohta. 
Detailselt analüüsiti ligandide asendi ja suuruse vastastikmõju, samuti 
monodentaatsete ligandide mõju TADDOL ligandi geomeetriale. 

Töös uuriti ka (PNP)IrH3 kompleksi poolt katalüüsitud CO2 
taandamisreaktsiooni mehhanismi. Kirjanduses katseandmete põhjal koostatu 
kõrvale pakuti välja uus võimalik reaktsioonitee in situ moodustuva (PNP)IrH2OH 
kompleksi vahendusel, mis ei ole vastuolus eksperimendiga. Selgitamaks ühe 
reaktsioonitee eelistust teise ees teostati vastavate siirdeolekute analüüs. Ligandide 
vastastikmõju uurimise raames vaadeldi cis-efekti ja laenguülekannet. Selgus, et 
hüdriidioonide suhtes cis-asendis asetsevad π-donoorsete omadustega ligandid ja 
vesiniksidemete tekkimise võimalus hõlbustavad reaktsiooni. 

(PCP)IrH2(NCCH3) kompleksi poolt katalüüsitava elektrokeemilise CO2 
taandamise jaoks modelleeriti eksperimendiandmete baasil välja pakutud 
reaktsioonimehhanismi ning pakuti välja uudne, samuti katseandmetega sobiv, 
reaktsioonimehhanism, milles osaleb in situ moodustunud (PCP)IrH– anioon. 
Seletamaks ühe reaktsioonitee eelistust teise ees teostati siirdeolekute analüüs. 
Lähemalt uuriti ka oksüdatsiooniastme muutusest tingitud koordinatsiooniarvu 
muutumist uuritavates kompleksides, mille selgitamiseks tugineti 18-elektroni 
reeglile.  
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