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ABSTRACT 

The Internet has grown into a sophisticated set of resources providing an ever-
increasing amount of information, leaving users to face data presented in 
diverse forms, and introducing problems of information overload and its 
successful retrieval. Alongside search engines, features of adaptive web, 
recommender systems and web personalization are seen as solutions to the 
aforementioned problems, since users are browsing the Web according to their 
informational expectations while having a sort of implicit conceptual model in 
their mind, shareable with other website visitors. 

This thesis is dedicated to investigations on improving web information 
systems and providing web personalization on the basis of users’ behaviour 
modelling. In particular, the thesis concentrates on anonymous ad-hoc web 
users and collective intelligence obtained from their behaviour.  

Firstly, the problem domain is described and methods of obtaining necessary 
knowledge about users’ behaviour are disclosed. An original log system and 
analyzer have been established for the task.  

Secondly, a methodology to evaluate web information systems against 
usability issues on the basis of post-modelling users’ actions is presented. 
Several metrics are introduced to identify problem areas and help to minimize 
the gap between the conceptual models applied by developers and exploited by 
actual users. Web improvements will be applied as strategic web adaptation. 

Thirdly, a novel framework for computing recommendations for anonymous 
ad-hoc web users is presented. The recommendations are established on the 
basis of users’ domain model and activity prediction model. Both of the models 
are based on new methods for users’ behaviour modelling. The established 
recommendations allow to offer users personalized web experience recognizing 
their interests and intentions on the Web, deliverable as tactical web adaptation.  

The proposed methods described in the thesis are seen suitable for websites 
and portals of general information, but not only. They can be applied also in 
systems where users are identifiable and thereby a lot more information about 
them becomes available. The experiments performed on web usage data have 
proven the feasibility and efficiency of the proposed methods. 
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KOKKUVÕTE 

Internetist on tänaseks päevaks saanud kiiresti arenev mitmesuguste ressursside 
võrgustik, mis võimaldab ligipääsu üha suuremale informatsiooni hulgale. See 
protsess on aga jätnud kasutajad vastakuti olukorraga, kus informatsioon on 
esitatud väga erineval kujul ning valitseb teabe üleküllus. Lahendust antud 
probleemile nähakse nii veebi otsingumootorites kui ka adaptiivses veebis 
realiseerituna soovitussüsteemide ja veebi personaliseerimise näol. Viimane 
põhineb väitel, et kasutajad lehitsevad veebi lähtuvalt hetke infovajadustest ja 
teatud kontseptuaalsest arusaamast valdkonnast, milles infot otsitakse. See on 
aga osaliselt kattuv teiste veebikasutajate käsitlusega otsitava info valdkonnast. 

Käesolev väitekiri käsitleb veebiinfosüsteemide parendamist ja veebi 
personaliseerimist läbi kasutajate käitumise mõistmise ja modelleerimise. Antud 
töö keskendub anonüümsetele veebikasutajatele ja nende veebikäitumise 
modelleerimisele eeltoodud eesmärkide saavutamisel.  

Esiteks on antud ülevaade tööga haakuvast probleemistikust ja võimalustest 
koguda informatsiooni kasutajate veebikäitumise kohta. Selleks on realiseeritud 
vastav logimissüsteem koos andmete töötlemise ja analüüsimise süsteemiga.  

Teiseks on esitatud veebipõhiste süsteemide hindamise metoodika nende 
kasutatavuse seisukohast. Antud metoodika põhineb kasutajate käitumise 
järelmodelleerimisel. Välja on pakutud mitmed mõõdikud läbi mille süsteeme 
hinnata ja tuvastada neis probleeme. Kõnealuse metoodika väljund võimaldab 
lähendada arendajate ja tegelike kasutajate käsitlust süsteemist, kohandades 
süsteemi just kasutajate nägemusele läbi vastavate strateegiliste muudatuste.  

Kolmandaks on välja töötatud raamistik veebisoovituste leidmiseks 
anonüümsete veebikasutajate jaoks. Kõnealune soovitussüsteem tugineb kahele 
töös uudsena kirjeldatud metoodikale, mille väljunditeks on veebikasutajate 
valdkonnamudel ning kasutajate tegevuste ennustamise mudel. 
Soovitussüsteemi poolt leitud inforessursside hulk võimaldab veebikasutajatele 
pakkuda personaliseeritud veebikogemust lähtuvalt just konkreetse kasutaja 
huvidest ja kavatsustest veebiinfosüsteemis.  

Välja töötatud meetodid on ennekõike suunatud veebisaitide ja portaalide 
parendamiseks ning nende kasutajatele personaliseeritud sisu kuvamiseks. 
Samas on need meetodid edukalt rakendatavad ka mitmesugustes teistes 
infosüsteemides, kus kasutajatel palutakse end eelnevalt identifitseerida, ning 
seeläbi omab süsteem juba rohkem informatsiooni kasutaja kohta. Uurimustöö 
käigus teostatud analüüsid ja eksperimendid on tõestanud kõnealuste meetodite 
teostatavust ja efektiivsust. 
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Chapter 1  
INTRODUCTION 

Today, the Internet provides us with an enormous ever-growing source of 
information and has become a crucial part of our everyday lives. At the time of 
its initiation, nobody could imagine its success and influences on the human 
kind. The World Wide Web, to which we commonly refer just as the Web, has 
gained tremendous popularity. We use the Web daily to search for information, 
read news, shop online, buy theatre and movie tickets, view and download 
digital media from books and magazines to music and videos, use online 
banking, and communicate with friends and colleagues through various 
channels, including holding video conferences. Even more, the advances of 
technologies allow citizens in many countries to relate to their governments 
using various e-government services starting with electronic tax declarations, 
digital signatures and ending up with e-voting, e-census, and sophisticated 
systems of e-health. The diversity of platforms and availability of the Internet 
has enabled a wide, not to say an endless range of online opportunities available 
to us and future generations.  

1.1 Motivation 

Over the time the Web has grown into a large distributed space of information 
resources in various forms, covered by billions of pages. While at the beginning 
the information was presented mainly in the form of simple static hypertext 
documents, the situation has dramatically changed and now we can talk about 
complex web information systems (WIS) – systems that use web technologies 
to deliver information to users and communicate with other systems [1]. Even 
more, the future is for the Semantic web, a Web of actionable information [2], 
[3], delivering the next generation of the Web as an extension of the current one 
with data semantics and easier ways to find, share, reuse and combine available 
information.  

The large amount of information in diverse forms available on the Web 
today has led to information overload and introduced problems of successful 
information retrieval. Regardless of the exponentially growing information 
resources on the Web, humans’ ability to perceive it however is and has 
remained individually limited. In other words, users are faced with information 
overload. To tackle this problem, traditionally users have turned to search 
engines to narrow down the information load based on their current 
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informational interests. To some extent, search engines provide a solution to the 
problem; however they retrieve documents based on the keywords specified by 
user as a search criterion. As these keywords may have various semantic 
background or meaning, the results returned by search engines may not be of 
relevance to the user. Even more, the results returned by search engines are 
ordered based on a small amount of data available in the user’s query and by 
website popularity rather than individual user interests, backgrounds, and 
context of the task the user is currently committed to. Therefore, to find the 
necessary piece of knowledge, users need to go through the returned search 
results manually. Also, a lot of information has been moved into social web 
environments, where new data is produced in collaboration between users, 
making orientation and search even more troublesome. This makes the situation 
even fuzzier and raises the question of how to successfully manage the large 
amounts of data available in an efficient and “painless” way.  

When it comes to the way how information in WIS’s is made available and 
represented, it greatly affects how users interact with systems and provokes 
either positive on negative attitudes towards their further use. Simplicity of 
navigation, general site attractiveness, visual experience, placement of objects, 
applied colour schema, and page loading time are only a part of factors that 
make up the attitude [4], [5], [6], [7]. Moreover, while browsing for 
information, different users have various previous experiences, cognition of the 
domain, and follow certain patterns of behaviour that are heavily dependent on 
their own approach to the subject area of interest. Also, users’ needs tend to 
change over time. In the real world it is easy for users to explicitly state what 
they are searching for and how they want to do it. However, in the Web world, 
users’ opportunities to express their needs are limited and thus their wishes may 
remain veiled. This makes designing complex websites a difficult task, where 
designers need to foresee users’ informational needs based on the information 
being published, and establish a structure for the site accordingly.  

In order to comprehend users’ needs, it is required to understand how they 
browse available data and actually make use of WIS’s. User tests can bring light 
into it but as they are expensive and time-consuming, they are often skipped. 
Nevertheless, users’ intentions and behaviour can be revealed by investigating 
server or application logs and applying techniques of data mining. These logs 
embody valuable information about users for system designers and developers. 
On one hand, data mining can be used to learn general statistics and access 
trends for websites served by WIS’s. On the other hand, this data can be used to 
study sites’ usability, navigation, efficacy, and use these results to introduce 
improvements to better meet users’ needs. Moreover, the data available in the 
logs enables to reason about users’ behaviour, their browsing preferences and 
intentions, and construct user profiles to tackle the problem of information 
overload by enabling personalized view to websites. 

Adaptive web and web personalization is seen as a solution to information 
overload problem and meeting users expectations. Personalization as the 
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process of presenting the right information to the right user at the right moment 
[8] is becoming a vital component of every web information system aiming to 
offer effective and efficient services. Mulvenna et al. [9] have formulated the 
goal of web personalization as follows: “provide users with the information they 
want or need, without expecting from them to ask for it explicitly”. As stated, 
the aim of any personalization system is to make users life easier by providing 
more relevant information without disturbing them, and thus enhancing users’ 
web experience. 

1.2 Problem Formulation 

Regardless of advanced methodologies and technologies used for WIS 
development, users are searching and browsing the Web in unpredictable ways, 
heavily dependent on their own comprehension and conceptual model of the 
subject area, which may or may not partially overlap the general conceptual 
model applied by WIS developers. Each of these users has distinct background 
and specific needs for information. Thereby, there exists a well-known problem 
of possible mismatch between web users’ domain model and website domain 
model. The mentioned gap between the designers’ point of view and actual 
users’ intentions and needs has created a demand for adaptive web, systems 
recognizing visitors’ interests, and actions for web personalization. 

Despite the fact that it is impossible to foresee how websites will actually be 
used and what will be the users’ intentions, it is possible to learn about user’s 
interests by investigating their actions afterwards and reasoning about those. 
The navigation traces users leave behind while browsing websites are valuable 
in optimizing WIS’s and constructing conceptual models of subject areas 
known as users’ domain models applicable for web personalization. 

Although available technology would allow collecting of such data about 
users in various ways, there still exist problems of successful users’ action 
capturing. Further, the massive amount of data needs to be somehow processed 
to obtain the necessary knowledge from it. This calls for web usage mining to 
get a better understanding of investigated web information system and its users. 
All this together is costly and time-consuming in comparison to general site 
statistics made easily available today by several free and commercial software 
tools running online, or enabling offline data processing.    

A true challenge herein is the modelling of an anonymous ad-hoc web user, 
about whom there is no previous knowledge available in the system. Usually, 
personalization is applied in systems where users are somehow identifiable, for 
instance by means of logging in or user tracking. However, this dissertation 
concentrates on modelling users with applied privacy (no prior knowledge about 
a particular user is stored) and on the basis of collective intelligence obtained 
from WIS usage. 
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Still, once launched, little attention is paid to websites delivered by WIS’s 
and their improvement based on their usage and users’ interests. Thereby, the 
aforementioned conceptual gap remains discarded, which in the long run may 
lead to a loss of users that is of vitality, especially for systems involved with  
e-commerce. Evaluation and optimization of web information systems based on 
users’ behaviour modelling is one of the research topics observed in this thesis. 

Developing user models to provide recommendations for adaptive web, is 
not a trivial task. It requires careful modelling of web users, models of 
predicting their actions and ways to classify them. Several different approaches 
have been studied by researchers of the field, yet the best methodology and 
model for the task are still uncovered.  

In this thesis the problems of successful user behaviour data capturing, web 
information system improvement based on users’ behaviour, and learning users’ 
domain models for visitors action prediction and recommendations generation 
are addressed. In particular, the dissertation concentrates on the ways how to 
better organize and deliver information on medium-sized websites to its visitors. 
The work aims to deliver simple yet effective methods for the listed tasks. 

1.3 Thesis Contribution 

The main contribution of the current dissertation is a novel approach for 
understanding users and learning their needs by examining and modelling their 
behaviour. In detail, the contributions are summarised as follows: 

 Firstly, development of an original users’ activity log capturing system 
and an analyzer system. The first system is used to record users’ 
operations and applicable characteristics of accesses on websites. The 
latter on the other hand is applied for processing these records into a 
knowledge base and storing data in a coherent form. Processed and 
stored data is already able to answer the questions of general statistics.  

 Secondly, establishment of a methodology to evaluate web information 
systems against usability issues and identify areas in necessity of 
improvement. The methods introduced are based on post-processing 
users’ behaviour data and drawing conclusions based on that. The 
methodology proposes several metrics for WIS evaluation and strategic 
adaptation. 

 Thirdly, a framework for learning users’ domain models, delivering a 
method for attaining web user profiles by combining users’ browsing 
behaviour with ontology-based modelling. 

 Fourthly, a methodology for modelling web users’ behaviour for 
predicting anonymous ad-hoc web users’ activity. Two distinct models 
established for users’ action prediction will be described. 
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 Fifthly, formation of a framework for a lightweight and yet effective and 
reliable recommender system for providing web adaptation and 
personalization for anonymous ad-hoc web users. The framework 
composes the delivered methods of web users’ domain models 
construction and online visitor activity prediction into recommendation 
generation for tactical web adaptation for anonymous web users. 

 Sixthly, establishment of an original learning management system  
e-EDU and several frameworks for digital learning objects to improve 
learning-teaching process and enable contemporary ways of learning. 

1.4 Thesis Organization 

This thesis consists of 9 chapters, covering the research topics and questions 
regarding web users’ behaviour data collection and modelling, WIS evaluation 
and optimization, users’ domain model establishment, web users’ action 
prediction, and recommendation generation for anonymous ad-hoc web users 
(Chapters 3–7, presented in the order the research was conducted); and the 
author’s research in the e-learning field (Chapter 8). The rest of this thesis is 
organized as follows. 

Chapter 2 provides state-of-the-art background information on the research 
topics, covering issues of web mining, adaptive web, web event logging, 
essentials of recommender systems, and finally outlining related works of the 
field. 

Chapter 3 concentrates on logging web events. The chapter starts off with 
describing the main research environment, followed by a discussion on 
developed special log and analyzer systems. This section also includes general 
statistics for the main research environment, introduced through several 
analyses. The chapter ends with a discussion and summary. 

Chapter 4 is dedicated to evaluating and optimizing web information 
systems on the basis of users’ behaviour. Several metrics for evaluation are 
introduced as a part of the framework. The chapter ends with a discussion on 
WIS evaluation. 

Chapter 5 presents the method of learning users’ domain models from 
browsing behaviour. It provides an overview of web ontology and user profiles 
ontology, used in the process of automatic classification of user profiles. 
Finally, a method for detecting a profile for online anonymous ad-hoc web user 
is presented.  

Chapter 6 deals with ways of predicting online visitor actions based on 
collective intelligence. Two different prediction models are proposed: a 
sequential prediction model and a conceptual prediction model. For both of the 
models experimental results are provided and also a comparison of the models 
is presented.  
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Chapter 7 ties together the results from Chapter 5 and Chapter 6, and 
presents a framework of providing recommendations for anonymous ad-hoc 
web users for tactical website adaptation as a part of a personalization service. 
The method is proved by an empirical study on prediction refinement. The 
chapter ends with a discussion on method applicability. 

Chapter 8 provides a short overview of other web information systems 
developed by thesis author, with the emphasis on e-learning, digital learning 
objects, and improving the learning-teaching process for students of information 
and communication technology.   

Chapter 9 draws conclusions for the thesis and presents ideas for future 
research work. 

There are 7 appendix sections (A–G) included at the end of the thesis.  
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Chapter 2  
PRELIMINARIES 

Studies of adaptive, personalized and intelligent web involve many disciplines, 
technologies and methodologies in reaching the aim of meeting web users’ 
needs. This chapter is dedicated to provide sufficient background information 
on the state-of-the-art topics related to current research. The topics covered in 
this chapter are presented in the order similar to the process flow they are 
applied within the web studies described in forthcoming chapters.  

Firstly, methods of attaining web usage data to base decisions on are 
presented. This is followed by a discussion on processing such data. In further, 
adaptive web, web personalization and recommender systems are introduced 
together with user modelling. As ontologies are exploited to model users’ 
domain within the current framework, they are also covered in brief. A short 
discussion is provided on user privacy issues concerned with data collection. 
Finally, a summary on related state-of-the-art research works is outlined 
accompanied with significant results in the field.  

2.1 Data Collection 

In order to adapt web to its users’ needs it is essential to learn visitors’ 
intentions, interests and behaviour. The capabilities of the World Wide Web 
(WWW) provide an opportunity to collect such data at highly detailed level, 
with various approaches being applied for the task. Regardless of data collection 
form, completeness and accuracy of data is of main concern. 

From the users’ point of view data collection methods that can be applied 
vary from implicit to explicit, where in the latter active participation of users is 
crucial. For web users it means they have to spend some of their valuable 
browsing time besides information search to additional activities such as ticking 
checkboxes, filling in forms and providing feedback to web information system. 
For instance, users might be asked to evaluate on the scale of 1 to 5 how useful 
they found the page they just landed on. However, users are usually not willing 
to actively participate in such evaluations, moreover to fill in forms on every 
single page they visit. And yet, providing users a way to easily and 
unambiguously express their opinion has proven to be successful, especially on 
social networking sites. A prime example of such an explicit rating is the 
Facebook’s ‘Like’ button, where users can with one simple click express their 
support to certain content. Nevertheless, Sarwar et al. [10] concluded in their 
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study that even though explicit rating provided by users is precise, users are not 
willing to rate each page they visit, thus it cannot be as efficient as expected. 
Moreover, many authors [11], [12] oppose to explicit rating, claiming it to 
disturb and greatly affect users’ browsing activities and behaviour. Despite their 
somewhat intrusive nature, explicit data collection methods are basically the 
only option to collect certain type of data about users such as their opinions, 
ideas, demographics, indicated interests, and so forth. 

Implicit data gathering methods on the other hand provide an alternative to 
explicit methods and are based on automated data gathering. These methods are 
transparent for users, thus they do not disturb their browsing sessions and 
thereby help to overcome the disadvantages of explicit methods. Implicit 
methods generally involve data collection from server, proxy or client level 
using either web server logs, modified web browsers, or specially designed log 
systems [13], enabling, for example, easy monitoring of pages users’ access, 
navigational paths they follow, and discovering of usage patterns. They also 
provide a rather good accuracy at the same time: Al halabi et al. [14] report an 
accuracy of more than 90% obtained by using implicit rating for inferring user’s 
interest. Gauch et al. [15] argue that even though implicit methods are preferred 
for collecting information about users, they have a drawback of potentially 
displaying only positive feedback, as it remains unclear how to precisely 
indicate disinterest in comparison to interest. The research discussed in this 
thesis is based on implicitly collected user activity data. 

Physically data collection can happen either on client side or on server side. 
Collecting data on client side usually requires cooperation from users. The 
techniques herein usually involve remote agents implemented in JavaScript or 
additional plug-ins that need to be installed at the time of using the site or 
beforehand. Probably the best example of a JavaScript based client-side data 
capturing is the Google Analytics1 tool, which is widely exploited to obtain 
website usage statistics. For research purposes, special web browser agents [16], 
[17] and customized web browsers [18], enabling very precise data capturing, 
for example even to track mouse movements, have been used.  

However, users may not always be willing to consent that their actions are 
followed and may block such scripts or plug-ins from running by employing 
special software to disable JavaScript, Java, Flash and other executables on web 
pages they visit, enabling them only according to their personal preferences. To 
exemplify, one of such tools is an open-source plug-in NoScript2 for Mozilla-
based browsers. Similar tools exist for other browsers as well. This may lead to 
incomplete data or inability to capture any user data, depending on the 
implemented method and technology used for data collection. 

Server-side data collection mainly relies on logs, either web server logs or 
special application logs. Although a lot of research in the community has been 

                                                 
1 http://www.google.com/analytics/ 
2 http://noscript.net/  



31 

based on web server logs, it should be noted that due to the stateless nature of 
the HTTP protocol its traffic logs are flawed [19] and issues of data 
incompleteness exist [13], [20] with inability to identify visitor sessions [21]. 
As a consequence, pages requested by user during a session end up to be logged 
as individual accesses. Thus, they need to be bound together into sessions using 
available data (e.g. agent and IP-address) in the log before they can be 
meaningfully used. The latter is the main problem while dealing with web 
server logs. The discussion on this topic is continued in Chapter 3. 

2.2 Web Usage Mining 

With each page users request on the web they leave behind a set of information 
(clickstream data) characterizing them and their informational needs. This large 
set of data collected in a log describes various aspects of website usage and its 
users. However, before this vital knowledge can be attained, collected data in 
the logs needs to be processed. This is achieved by web mining – a form of data 
mining techniques to automatically process and discover useful information in 
large data repositories [22].  

Researchers have provided various definitions for web mining. One of the 
earliest definitions provided by Etzioni [23] says that web mining is the use of 
data mining techniques to automatically discover and extract information from 
web documents and services. Srivastava et. al. [24] have refined the definition 
as follows: web mining is the application of data-mining techniques to extract 
knowledge from web data, in which at least one of structure or usage (web log) 
data is used in the mining process (with or without other types of data). The 
other types of data are not specified. Depending on the mining task these 
sources can be website content, structure, operational databases, or semantic 
knowledge in the form of ontology, allowing to enrich the various aspects of 
user activity data. The purpose of web mining is to develop methods and 
systems for discovering models of objects and processes on the World Wide 
Web, for web-based systems that show adaptive performance [25]. Researchers 
of the field divide web mining into three main categories based on the primary 
kinds of data used in the mining process [26], [27], [28]:  

 Web content mining, as a process of extracting useful information from 
the content of web documents, concentrating on the information 
presented to users as texts, images, structured data, videos and so forth.  

 Web structure mining, as a process of discovering structure information 
from the Web, dealing mainly with hyperlinks and web documents. 

 Web usage mining, which mainly deals with discovery of access patterns 
from web usage logs. 

Some authors also highlight a fourth category called user profile mining 
[29], while others believe it to belong to web usage mining. The major 
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application areas of web mining are as follows: web personalization, system 
improvement, website modification (attractiveness in terms of content and 
structure), business intelligence (discovery of marketing trends), and usage 
characterization (users’ interaction with the browser interface and navigational 
strategies taken) [13]. 

As this thesis concentrates on studying web users’ behaviour, web usage 
mining will be examined in more detail. Web usage mining (WUM) is defined 
as the application of data mining techniques to discover usage patterns from 
web data, in order to understand and better serve the needs of web-based 
applications [13]. WUM is a paradigm, where data mining techniques are 
applied to web usage data with the aim not only to capture, model and analyze 
users’ behaviour, construct user profiles, or develop an adaptive system, but 
also to support decision making processes with a better understanding of 
website visitors and their needs [25], [30]. Usually three main phases of WUM 
are applied for the task: data pre-processing, pattern discovery, and pattern 
analysis. WUM gives meaning to valuable data in web usage logs.  

Typical data sources for WUM are web server logs, application server logs 
or web usage logs collected separately on an application level, and holding 
clickstream data representing users’ navigational behaviour. This data typically 
needs to be cleaned from unwanted records, e.g., access references to embedded 
objects, or page requests made by web crawlers. Data cleaning is typically 
followed by user identification and dividing requests into sessions. These are 
the typical steps of data pre-processing in WUM. These steps are automatically 
covered by the special log system introduced in this thesis in Chapter 3.  

The simplest form of WUM is simple statistical analysis. However, more 
elaborated data mining techniques are also applied for web usage mining, 
involving classification, clustering, association rule mining, and sequential 
pattern discovery [22], [27], [31]:  

 Classification (also called inductive learning) is a process of assigning 
data items to one or several predefined classes. Classification is usually 
based on decision trees, naïve Bayesian classifiers, or neural networks. A 
typical application field is detection of spam emails.  

 Clustering is used to organize items with similar characteristics into 
groups, whose members are alike. Web page clustering identifies pages 
that seem to be conceptually related based on their access by users. 
Clustering web users will disclose user groups with similar interests and 
needs based on their navigational behaviour. Typical representative of 
clustering is the K-means algorithm. 

 Association rule mining is a fundamental data mining task for 
discovering regularities in data, such as frequent patterns, associations 
and correlations among sets of items. The objective is to find all co-
occurrence relationships, called associations, regardless of the sequence 
they occurred in. For that sequential pattern mining is applied. 
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Association rule mining not only helps to discover relationships between 
pages, even if those pages are not directly connected, but also users’ 
access trends for predicting their future actions based on visit patterns. 
Typical algorithms that are usually applied are Apriori and FP-Growth. 

The main applications of WUM are general web usage statistics, overall 
users’ characterization, discovery of user navigation patterns, user behaviour 
prediction, improvement of website information, structure and kernel system, 
recommender systems, and web personalization [25], [30], [32], [33]. It is 
heavily used for e-commerce, business intelligence and marketing, but also in 
other areas for providing personalized information presentation. The results of 
web usage mining provide input for user modelling, which makes it an essential 
component of any intelligent web information system targeting adaptive web 
and features of personalization for enhanced user experience.  

2.3 Adaptive Web  

One of the application areas of web usage mining is providing users with 
enhanced web experience through adaptive websites. Perkowitz and Etzioni 
define adaptive websites as sites that automatically improve their organization 
and presentation by learning from visitor access patterns [32]. For example, 
when a user navigates from one page to another, the adaptive system can detect 
interests of that user and manipulate the set of links or content presented to user 
accordingly. Adaptive websites employ visitors’ past behaviour to approximate 
to users’ needs. Web adaptation can be either tactical, involving a refined site 
topology, or strategic as general site improvement.  

Strategic adaptations, or also known as long-term adaptations, are those that 
introduce improvements to current WIS. Typically these are made as a result of 
an in-depth analysis of website usage and affect all site users. For example, web 
usage mining has identified sets of pages that are frequently used together. 
Comparing existing website structure to these newly discovered relationships, 
improvements are introduced to site’s topology as new links between pages to 
improve content availability for visitors. In Chapter 4 metrics for identifying 
possible areas for strategic adaptation and web improvement are discussed.  

Tactical adaptations (i.e. short-term) on the other hand are triggered in real- 
time as a result of web recommendation or personalization. They do not modify 
original website structure, and are applied for a particular user without affecting 
other users’ web experience. For instance, these adaptations can be in the form 
of providing references to other pages users might be interested in, highlighting 
or raising certain hyperlinks to draw more attention to them and thus make them 
easily located by users. Business-oriented adaptations (e.g. advertisements) fall 
also into this category. The objective of tactical adaptations is to deliver 
recommendations and web personalization. Tactical adaptations are based on 
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monitoring user’s activity pattern and automatically adjusting the interface or 
content provided by the system to meet users’ predicted needs.  

Perkowitz and Etzioni [34] have formulated a set of testimonials for 
developing adaptive websites. These are as follows: 

1. Adaptive features should not create extra work for visitors; 
2. Make the website easy to use for everyone; 
3. Hold the webmasters workload at minimum while administering and 

authoring the site’s adaptive features;  
4. Leave the existing site structure intact; objects such as links and pages 

can be added, but not removed; 
5. Keep the human webmaster in control of any automatic system. 

Through strategic and tactical adaptations websites can be made more 
accessible and brought closer to its users’ expectations, considering visitors’ 
real needs and interests, and providing information on this basis. The latter 
leads the discussion to recommender systems and web personalization. 

2.4 Web Personalization  

The results of web usage mining are a direct input for systems providing 
recommendations and web personalization through the features of adaptive web. 
Research in the area of personalization covers disciplines such as information 
retrieval, machine learning, artificial intelligence, data mining and of course 
web usage mining [15], [35].  

The main goal of web personalization is to provide users with information 
they want or need, without expecting them to ask for it explicitly, as defined by 
Mulvenna, Anand and Buchener [9]. Mobasher, Cooley, and Srivastava [20] 
define web personalization as any action that tailors the web experience to a 
particular user, or set of users. They outline it to be applicable to any web 
browsing activity. Berendt [25] however defines web personalisation as 
adaptation to individual users that are identifiable by the system, admitting that 
this terminology is not always used consistently in the field. As this definition 
suggests, users need to identify themselves in some way for personalization, 
like for example by providing login information. However, in [35] authors do 
not restrict their definition of personalization to explicitly identified users and 
consider personalization as customization on web environment for each user 
through observing users and providing preferred relevant information. On the 
other hand, Mobasher [30] views personalization task as a prediction problem, 
where the system needs to predict user’s level of interest in items, specific 
content categories, pages or items, and rank these according to their predicted 
values, which are then delivered through recommendations. As can be seen, the 
definition of web personalization is not that explicit.  
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Nevertheless, personalization is not always just about recommending 
information or adapting web automatically; it is also seen as an action of 
enabling users to manually customize the web interface they are seeing on a 
particular website. Examples of that are the ‘My Yahoo!’1 page, Microsoft 
Network MSN2, and iGoogle3, where users have the ability to select colour 
schema for their page, arrange tabs of information, add, remove and rearrange 
apps (e.g., local weather, news, etc.) by dragging and dropping page sections 
according to their personal taste and interests. This is a clear example of explicit 
manual personalization. Still, Eirinaki and Vazirgiannis [31] recommend to 
distinguish these two actions, calling the latter as customization. Evidently, 
customization is only applicable after users have identified themselves by 
means of logging into a WIS and their stored preferences have been retrieved 
from databases. 

In the context of this thesis, the definitions of web personalization provided 
by Mobasher, Cooley, Srivastava [20], and Shahabi, Banaei-Kashani [35] match 
the research interest the best. The thesis concentrates on operating around 
anonymous ad-hoc web users, defined as website visitors about whom no 
information is explicitly stored in a user profile, or in any other form in the 
system, neither such users need to identify themselves or to log into the system. 
Anonymous ad-hoc web users can be either new or returning visitors. Thereby, 
personalization herein and in further will be used in the context of such users 
and is defined as web adaptation based on generated recommendations to meet 
the probable needs and expectations of active online visitors based on some 
typical user definitions.  

The online component of a web personalization system is called 
recommendation engine or recommender system [20], [36]. Recommender 
systems (RS) are used to compute a recommendation set for active user session, 
consisting of the objects (link, advertisements, text, images, products, and so 
forth) that most closely match current user profile based on learned user 
preferences, and thus might be of interest for that user. Mobasher, Cooley and 
Srivastava [20] suggest to include structural characteristics and domain 
knowledge about the site as an additional measure of significance in providing 
recommendations. They also advise to consider pages that are farther away from 
the current user location based on link distances for better recommendation. 

Recommender systems are usually based on matching active user’s activity 
to aggregate user profiles, doing it within a rapid-response online process. They 
have been already successfully used in personal web-based agents such as 
Letizia [17], Syskill&Webert [37], Personal Webwatcher [38], OntoSeek [39], 
and even implemented for personalised e-learning [40], [41], [42]. The most 
popular recommender system is believed to be the online shopping environment 

                                                 
1 http://my.yahoo.com 
2 http://my.msn.com 
3 http://www.google.com/ig 
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Amazon.com1 [31]. Lately recommender systems advantaging of information 
available about persons in social networks have emerged [43], [44], [45], [46], 
[47]. Social web services, such as Facebook2, LinkedIn3, Twitter4, Orkut5, and 
so on are seen as an information source to obtain user profile or providing initial 
data to bootstrap recommender systems. These social web services and 
networks usually provide access to user profiles also for third parties through 
different APIs provided that a user has previously consented to this. 

Providing users with dynamically discovered recommendations and 
personalizing their web experience through it has become a popular practice 
especially in e-commerce and marketing, where the achievable profit is 
measurable. For instance, on an e-commerce site a client initializes a product 
purchase and then a list of similar products or products other consumers have 
bought is presented. Features of personalization have been adopted into web 
search engines for a while. For example, users in Europe or Estonia will get 
different results than users located in the USA while searching for certain items. 
Lately, personalization is making its breakthrough in large web-search engines 
such as Google [48]. The main financial benefits of recommenders are seen in 
increased engagement of visitors, customization of customer-company 
interaction, better return on investment (ROI) on displayed content in  
e-commerce applications, attracting more visits to advertising financed systems 
and so forth [49]. The aim of any recommender system is to assist users to find 
needed information in the easiest way via helping them to discover pages or 
page-sets they otherwise might not find during their site visit. 

Different approaches for personalization exist. Researchers of the field 
outline three main categories [20], [30], [35]:  

1. Rule-based systems, where either manually or automatically generated 
rules are used to tailor web content for users. In these systems web 
administrator may set the rules based on user demographics or other 
characteristics. However, rule-based systems suffer from vague and 
subjective user descriptions and these profiles tend to be very static in 
their nature, which may lead to system degradation over time. Manually 
set rules are very commonly used in e-commerce but not only. For 
instance, it is a common practice for large corporate sites to ask visitors 
to identify their location and based on that they are allowed access to 
customized content. 

2. Content-based filtering is based on comparing content-features and 
representing information in terms of similarity. User profile is expressed 
through content descriptions for items a user has previously visited. In 

                                                 
1 http://www.amazon.com 
2 http://www.facebook.com 
3 http://www.linkedin.com 
4 http://twitter.com 
5 http://www.orkut.com 
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providing personalization, items similar to those the user liked in the past 
are considered for recommendation. Usually items and user profiles are 
represented as weighted vectors, and predictions are based on vector 
similarities. Although content-based filtering models linked information 
rather well, it lacks obvious ways of exploiting information about users, 
and recommendations are solely based on individual user’s preferences. 

3. Collaborative filtering is based on modelling users’ behavioural 
activities in the past and comparing their similarity. It is based on the 
assumption that users with similar behaviour have alike interests. 
Collaborative filtering techniques search for correlations between users 
in terms of their ratings assigned to items in user profile. The nearest-
neighbour classification is applied to find closest match to active user. In 
comparison to content-based filtering, items are recommended based on 
user similarity. The quality of recommendations improves with the 
increase of available user profiles. However, collaborative filtering 
systems suffer from so called ‘cold-start’ problem – new items cannot be 
successfully recommended until a sufficient number of users have 
viewed the items. Collaborative filtering is also used in social networks 
to provide recommendations of friends, groups, products and so forth.  

As each of these approaches has some drawbacks, therefore in practice a 
combination of the above methods are applied. These systems are called hybrid 
recommender systems. Recommender systems and thus web personalization 
take advantage of web mining results and use these to build some sort of user 
models or profiles on which they operate on.  

2.5 User Profile 

User profiling is an important task in developing and maintaining recommender 
systems. In order to successfully provide website personalization, systems need 
to distinguish between their users or sets of users. It is essential to learn users’ 
browsing behaviour, heavily dependent on their own conceptual model of the 
subject area rather that the given structure provided by developers. For this, user 
profiling, also known as user modelling, is applied. The process of 
accumulating knowledge about users the personalization system is about to 
operate on, is called user profiling [31]. Without accurate knowledge about the 
user, any system, regardless of the used algorithms, is unable to provide correct 
information resources to the user. User profiling as a process is an essential 
component of web personalization. 

A user model (profile) is an explicit representation of the properties of an 
individual user; it can be used to reason about the needs, preferences or future 
behaviour of the user [50]. User profiles provide information about users of a 
website, containing data either acquired from users explicitly or implicitly by 
tracking their activity. Examples of explicit user information are demographic 
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data such as name, age, sex, location, interests, marital status and so on, which 
users usually provide by registering to a site or answering some questionnaires 
to fill in their explicit profile. Typically explicit information in user profiles is 
static (it rarely changes) whereas implicitly collected data is dynamic and 
changes through user’s actions on website. Generally user profiles are rather 
application-specific and thus the information and assumptions about user 
preferences they withhold are miscellaneous. User profiles may contain 
person’s history, consumer patterns, past search queries, set of interests, user 
context (i.e., location, device, search goals) up to name, sex and age. It is 
suggested to store as much as relevant data on an individual as possible, in some 
standardized and compact representation to facilitate comparison of profiles and 
their updating upon arrival of new information [51].  

User profiles can be either individual or aggregated to describe a set of users. 
They can also be limited to a particular system or shared between several 
systems. Information users have made available in social networks may also be 
used in their profiles. For instance, partners of Facebook may be given access to 
public and shared information about users (name, friends lists, groups, interests, 
etc.) to personalize user’s web experience on that partner’s website.  

The key issues of user profiling are: how to collect data, model a user, and 
manage instances of models for personalization. The utmost aim is to estimate 
what is the most important to a user at a given moment in time and space. The 
methodologies applied for user modelling vary from using weighed collections 
of URIs [20], vectors or histograms [51], [52], concept hierarchies [53], to 
clustering [54], [55], and recently applying ontologies [55], [56], [57], [58], 
[59], [60].  

2.6 Ontologies Represent Domain Knowledge 

Ontologies are an explicit specification of conceptualization, representing 
domain knowledge and making it possible to reuse the latter [61], [62]. They 
allow to capture domain knowledge in a human-understandable, yet in a 
machine-processable way, consisting of entities, attributes, relationships and 
axioms. This makes ontologies very suitable for the Semantic Web. The 
exploitation of ontologies allows to turn software more adaptive and intelligent, 
share common knowledge about structure and semantics not only between 
human beings but also on the machine-to-machine basis, re-use domain 
knowledge, and reason about it. Ontologies are an important part of any 
intelligent system. 

There are a number of languages to describe ontologies, such as traditional 
ontology languages Loom and Ontolingua to name a few, and Semantic Web 
languages, such as OIL, DAML+OIL, RDF Schema and OWL. Out of these, 
OWL is of interest in this thesis. 
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The standard language to describe ontologies is the OWL Web Ontology 
language (OWL) [63] recommended by the W3C in 2004. In 2009, W3C 
introduced OWL 2 Web Ontology Language (OWL 2), which is the extension 
and revision of the OWL. OWL can capture knowledge by representing the 
concepts and relationships among concepts of a given domain. OWL ontologies 
may be categorized into three sub-languages in terms of their expressiveness: 
OWL-Lite supporting only classification hierarchy and simple constraints, 
OWL-DL providing maximum expressiveness while retaining computational 
completeness, and OWL-Full with maximum expressiveness but without 
computational guarantees. Out of the three variants, OWL-Lite is the least 
expressive and OWL-Full the most expressive sub-language. OWL-DL variant 
of the language is supported by Description Logic (DL) [64] and as such is 
suitable for knowledge representation as well as for automated reasoning. 
Consequently, OWL-DL is an advanced language that could be used in creating 
intelligent recommender systems. Formal semantics of OWL-DL can be used 
for inference of classification taxonomies and to help identify inconsistencies 
[64].  

Ontologies consist of concepts, their hierarchical organization, relations 
among them and axioms that formalize the definitions and relations. The 
components of OWL ontologies are classes (sets containing individuals), 
properties (binary relations linking two individuals together) and individuals 
(instances). The most important relations between concepts are the is-a relation, 
which defines the class-sub-class hierarchy, and the part-of relation, relating an 
entity and its components. While developing ontologies, it is advised to include 
only the domain information that is needed for the application and not to try to 
include all the possible information about the domain. Nevertheless, ontology 
should contain all the possible properties of and distinctions among classes in 
the hierarchy [65]. 

Ontologies are usually composed using special software – ontology editors. 
There are many editor tools available, either freeware or commercial software. 
For instance, the Protégé ontology editor and knowledge-base framework1, 
NeOn Toolkit2 or Altova SemanticWorks3 (commercial software). The Protégé 
ontology editor has been used for the research described in this thesis.  

In addition to ontology editors, reasoners, also known as classifiers, are used 
in ontology-based data management. Reasoners allow to infer logical 
consequences from a set of asserted facts or axioms. They are used to check 
OWL ontology consistency (whether a class can have any instances or not based 
on its description), and to compute inferred ontology class hierarchy. Thereby, 
reasoners can be used already during ontology design to ensure a consistent and 
coherent hierarchy. The advantage of ontologies described in OWL-DL is that 

                                                 
1 http://protege.stanford.edu 
2 http://neon-toolkit.org 
3 http://www.altova.com/semanticworks.html 
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they can be processed by a reasoner tool. As with ontology editors, there are 
many reasoner tools, also freeware and commercial software available. Each of 
these has their set of supported features. The Protégé Ontology editor allows 
easy integration with many reasoner tools, for example the Pellet1, and HermIT2 
reasoners, which have also been used by the author for research herein. Other 
reasoners to be noted are Fact++3, and RacerPro4. 

Presently, on a state-level, domain ontologies in OWL-DL are created for 
Estonian state information systems, and semantic annotations added to 
governmental web services, which have been made available on the X-Road 
platform where data exchange is handled in the form of SOAP messages, web 
services described in WSDL and service descriptions published in a UDDI 
repository. These ontologies are established according to practical methodology 
for development of e-government domain ontologies [66]. This process is a 
legislative requirement introduced in 2008. These domain ontologies are 
maintained in a repository belonging to the Administrative System of the State 
Information System (RIHA5), a secure web-based database and software 
application supporting various processes of public sector information systems. 
The e-government ontologies, being created, could be in the future used 
together with the recommendation methods described in this thesis to provide 
users of the Estonian State Portal6 with highly detailed personalized 
information. 

In recommender systems, the use of ontologies allows to alleviate the so 
called cold-start problem, where there is no information available or the 
available information is insufficient to provide recommendations in the early 
learning phase. To overcome the problem, an initial ontology or external 
ontology can be used, as suggested by Middleton and colleagues [11]. Over 
time, recommender systems learn users’ preferences and are able to 
automatically detect things of similar interest.  

In this thesis ontologies are used to describe concepts of WIS, web users’ 
interests, build users’ domain model, and maintain a profile for online 
anonymous ad-hoc web user. As a language, OWL-DL is used to enable use of 
automated reasoning capabilities. 

                                                 
1 http://clarkparsia.com/pellet/ 
2 http://hermit-reasoner.com 
3 http://owl.man.ac.uk/factplusplus/ 
4 http://www.racer-systems.com/products/racerpro/ 
5 https://riha.eesti.ee 
6 https://www.eesti.ee 



41 

2.7 Privacy Issues Concerned with Personalization 

A system cannot provide personalization without knowing the user. The more is 
known about the user, the better recommendations can be established. However, 
this comes on the cost of user privacy.  

In real life, people expect that they are treated personally, and this applies to 
the online world as well. Nevertheless, most users want to maintain anonymity 
on the WWW and are opposed to give away personal information either 
explicitly or implicitly. Regardless of the fear and negative attitudes, users still 
accept some level of privacy invasion just to be able to browse and search the 
Web. This can be compared to having a valuable customer card for some retail 
chain to get discounts. The price of the discount for client is consenting to 
reveal some of his/her personal data, consumption patterns, and all the basket 
data of purchases made using the customer card.  

Conscious web users however try to disclose as little as possible of their 
identity-relevant information, whereas with the rapid expansion of social 
networking some people do not realize the threats of virtual world and reveal 
detailed data about themselves, their thoughts, made available via their profiles.  

The cookie technology is the most used implicit way to collect user-related 
data. Cookies can be stored on computers and used to track users’ online 
activities either site-wide or being shared between different websites 
introducing more concerns over privacy, as the data is then made available to 
many parties. Cookies are not the only way to track users’ activity. An 
alternative option, for instance, is to add a special session identifier to every 
URL user visits on a site. Blocking cookies however may harm recommender 
systems and personalization in a way they are not able to solve their tasks, as 
necessary information is either missing or incomplete. Also, it makes the task of 
logging users’ activities somewhat difficult and urges to find other ways to 
identify user session in a log or just to ignore such users. Most of today’s web 
browsers let users to choose whether cookies are allowed and restrict third-party 
sites to place cookies on their computers.  

Despite privacy issues, monitoring users’ activities and collecting logs is the 
only way to analyze website operation and provide its visitors improved web 
experience through recommendations. General usage statistics reveal access 
trends, devices, top accessed pages, and so on, allowing site administrators to 
reason what should be improved, what is of visitors’ interest and what is not. In 
terms of personalization and providing recommendations, the granularity of data 
is the key in identifying users uniquely every time, to meet their expectations 
and deliver personalized content, allowing users to discover new information, 
products, and services they could otherwise miss. 

The price of personalization is allowing invasion of privacy at a reasonable 
level, whilst improved web experience and benefits delivered to users must 
prevail over lost privacy.  
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2.8 Related Works 

The research in the fields of web improvement, adaptive web and web 
personalization is very diverse, falling into three major categories: web usage 
mining, user profiling and recommender systems. The following provides a 
discussion covering the latter topics in the context of this thesis. 

Web server HTTP traffic logs as a source for user interaction data have been 
explored by many authors, where they outline the flaws, problems of data 
incompleteness and inabilities to identify user sessions from such data [13], 
[19], [20], [21]. As a solution to the problems of standard web server logs and 
AJAX-based applications Atterer and Schmidt [67] introduced a HTTP Proxy 
logging solution ‘UsaProxy’, which made small functional modifications to the 
pages and enabled to catch very detailed information up to precise mouse 
coordinates, clicks, key presses and scrolling, together with the exact HTML 
DOM tree objects involved. In addition to web server logs, specially designed 
browser agents [16], [17] and customized web browsers [18], [68] have been 
used for collecting web usage data. 

Different methods of collecting data about web users have been explored in 
[10], [11], [12], [13], [14], [15], arguing whether explicit or implicit methods 
suit for the task the best or not. Implicit user modelling for personalized search 
was explored by Shen and colleagues [69], where they found their implicit 
search agent to improve search accuracy over Google. Thus involving data 
about the user can improve results of web search. Overall, researchers have 
positioned themselves in favour of implicit methods.  

Miscellaneous web mining techniques have been investigated by many 
authors [13], [20], [25], personalization based on WUM and conceptual 
relationships between web documents in [25], issues of web mining for 
personalization with different approaches and tools in [31]. In [35] authors 
explored the ways of anonymous web-usage mining for personalization. Pre-
processing and mining of web log data for web personalization was of interest 
for Baglioni and colleagues [70] in the ClickWorld project, where they built 
classification models for inferring user sex and interests based on web visitor 
navigational behaviour; unfortunately with only a small improvement over 
random choice. 

Several methods for improving web mining techniques by using ontologies 
have been studied. For example Lim and Sun [71] proposed to define web pages 
as concept instances and apply ontology-based structure mining to derive 
linkage patterns among concepts from web pages. In their work they analysed 
user historical data, clustering previously visited pages based on content 
similarities in order to recommend users similar pages. 

For user modelling diverse methodologies such as weighed collections of 
URIs [20], vectors or histograms [51], [52], concept hierarchies [53], and 
clustering [54], [55] have been used. Recently ontological or ontology-based 
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user profiling approach has emerged and been applied in several studies [55], 
[56], [57], [58], [59], [60], [72], [73], [74], [75], [76]. 

Personal ontologies for navigating the web have been explored by Chaffee 
and Gauch [72], [73], where website characterization reference ontology was 
matched to personal ontology to allow users to browse the web according to 
their personal ontology. In this system the user had the responsibility to provide 
the ontology for the system, which was a major drawback. In [77] authors 
applied ontology-based user modelling for the e-commerce domain. Their user 
profile consisted of user ontology (explicit data about user), domain ontology 
for product catalogue and interaction ontology describing user’s browsing 
history. They concluded that ontology technology is the best choice to model 
users in the context of e-commerce. In [78] a semantic user modelling based on 
description logic for web personalization was explored, while in [79] a method 
for constructing semantically enhanced user model representing user’s interests 
from click-stream data or web logs was studied.  

In [80] authors observed users’ news reading behaviour and modelled their 
interests in a personalized news system ‘YourNews’ to recommend relevant 
articles. While exploring users’ news reading behaviour they came up with an 
interesting finding that allowing users to change established profiles typically 
harms system and user performance. 

User modelling has also been applied for personalizing search results. 
Speretta and Gauch [8] looked into ways of constructing user profiles based on 
user behaviour on a search site to personalize the results, gaining an 
improvement of 34% in the rank order of user-selected results. They also noted 
that users rarely, if ever, look for search results beyond the first page and users’ 
judgments are affected by the presentation order of these results. In [58] and 
[81] Sieg et al. explored ways to re-rank search results by applying user context 
represented by ontology-based user profiles, where each profile was initially an 
instance of reference ontology and concepts in the profile were annotated with 
interest scores, and user profile modified according to user’s actions. Their 
experiments affirmed that semantic knowledge embedded in ontology can be 
used to effectively tailor search results based on users’ interests and preferences. 
In [59] re-ranking of search-engine results using ontology-based user profiling 
and personalized information service agent PISA was investigated. With the 
PISA agent an improvement of 27% was gained over search results. Issues of 
search results personalization and mechanisms for recommendation have also 
been explored in [82].  

In [56] Joung, Zarki, and Jain investigated user models for context-aware 
systems. Despite their effort, they failed to find a rich enough model to capture 
various aspects of user information. However, they remained certain that any 
information about user will help to accurate personalized services. In [83] Olsen 
and Malizia called for standards and formalized infrastructures to manage the 
data already available and make use of it in automated personal assistants. 
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Godoy and Amandi [75] studied a document-clustering algorithm named 
WebDCC (Web Document Conceptual Clustering) that carried out unsupervised 
concept learning over web documents in order to acquire user profiles. By 
extracting semantics from web pages, their algorithm also produced 
intermediate results for ontology generation. 

In [76] a navigation assistant that provides personalized web navigation by 
exploiting domain-specific ontologies was presented. In this approach, web 
pages were converted into concepts by referring to domain-specific ontologies, 
which employ a hierarchical conceptual structure. The proposed navigation 
assistant recommended web documents that were associated with the concept 
nodes in the upper-levels of the hierarchy by analyzing the current webpage and 
its outwardly linked pages. 

An approach to reduce the effort of building user models by integrating 
collaborative and rule-based methods of user profiling together with 
sophisticated user and identity profile was introduced by Korth and Plumbaum 
[84]. The authors achieved a classification result of 87.1% on evaluating their 
model against the ‘MovieLens’ data sets. 

Recommender systems (RS) have been exploited for miscellaneous 
purposes, starting with suggesting books, CDs, news, financial services, wines, 
and other products and services mainly in the area of e-commerce, but also web 
pages that a user is likely to seek [20], [85]. Personal web-based agents such as 
‘Letizia’ [17], ‘Personal Webwatcher’ [38], ‘OntoSeek’ [39], and even 
personalized e-learning systems [40] make use of RS’s.  

Diverse recommender systems for web personalization have been proposed, 
based either on sequential web access patterns [86] or on an ontological 
approach [87], [88]. Middleton et al. [88], [89] investigated two experimental 
ontology-based research paper RS’s ‘Quickstep’ and ‘Foxtrot’ in terms of the 
cold-start problem of recommender systems. Their work suggests that 
ontological approach helps to solve recommender systems bootstrap problem; 
however, a question on the sophistication level of the initial user profile 
remained open. In [90] a framework for a recommender system that predicts 
user's next page request based on their behaviour discovered from web log data 
was described. In this work researchers used rule-based approach to predict 
user's next page request. In particular, they applied association rules, frequent 
sequences and frequent generalized sequences for the task. In [91] researchers 
claimed that semantic representation of recommender knowledge, in particular 
by means of ontology, will become an essential part of the design of future 
context-aware recommenders. Representing concepts through ontologies 
expressed in some Semantic Web ontology language (i.e., RDFS, OWL) can 
provide an unambiguous definition of various concepts represented in the 
knowledge base of a system, allowing to enrich information when it is 
imprecise or incomplete, and to support interoperability and exchange of 
information between systems, forming a shared, formal and semantic 
description of the “recommendation object”. Web page recommendations 
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modelled as a Q-Learning problem using common web usage logs to train the 
system were explored in [92]. 

Tag-based collaborative filtering approach for providing recommendations 
was explored by Zhao and colleagues [93]. The underlying idea of their work 
was to find top-N nearest neighbours of an item by using the semantic similarity 
among social bookmarking tags. They concluded that including semantic 
information of tags into collaborative filtering can improve predictions of a 
recommender system. Wand and Kong [94] explored methods of semantically 
enhancing personalized RS based on collaborative filtering. In their experiments 
they gained a 10% improvement in prediction precision by exploiting their 
method. Bonino and colleagues [95] proposed to use evolutionary algorithm to 
predict users' next request on the web, claiming that statistical approach is not 
effective in all cases where real-time adaptation is required.  

Content-based recommendation systems have been explored in [96], [97], 
rule-based systems in [98], whereas collaborative filtering based approaches 
requiring active participation from the user community in [99], [100], where 
suggestions were based on the opinions of other users of the same service. In 
[97] website content documents were analyzed and clustered into a hierarchical 
taxonomy tree, which was used to match active user’s interests based on viewed 
content. Liu et al. [101] developed a personalized news recommendation system 
based on user activity in Google News1, using content-based news 
recommendation combined with collaborative filtering, showing that hybrid 
method could improve the existing collaborative one. 

Bollen and colleagues [102] investigated the choice overload problem in 
recommender systems. Although recommender systems are used to tackle 
information overload problem and filter out information relevant to a particular 
user, their (over)use can evoke choice overload – a condition where users are 
faced with difficulty of choosing from a large set of good alternatives. Even 
though people are attracted to a large set of choices, they usually find it easier to 
choose from a smaller set, and are more satisfied with choices based on a fewer 
options. The authors conducted experiments in a web-based movie RS in three 
categories: top 5 and top 20 most relevant items, and a selection of 20 items 
from top 100 with lower significance. The experiments showed that extending 
recommended item list does not increase user satisfaction with 
recommendations, however it increases attractiveness. Small sets of 
recommended items are limited in variety but easy to choose from. Bollen et al. 
concluded that even though a larger set may be more attractive in terms of 
variety, there is no necessity to overwhelm users with large recommendation 
sets. Based on their experiments, they also came up with a suggestion that user 
satisfaction with a chosen item can be increased if user can contrast it against 
inferior items, thus making a user to believe he/she has made a good choice. 

                                                 
1 http://news.google.com  
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Web personalization based on navigational patterns usage mining and 
conceptual relationships between web documents has been explored in [103]. 
The authors note that combining these two methods together helps to overcome 
the problems of solely content-based recommendations and improve the 
personalization. Their experiments with blind testers confirmed users to benefit 
from semantic enhancement of recommendations.  

In [33] Baraglia and Silvestri introduced a novel solution to implement web 
personalization as a single online module performing user profiling, model 
updating and recommendation building. In [104] an update to the recommender 
system ‘SUGGEST’ 3.0, which acts as an Apache web server module aiming to 
provide users with information about pages they may find of interest, was 
presented. The authors adopted LRU-based (Least Recently Used) algorithm to 
handle knowledge base. Their system was distinct from other systems as the 
typically offline component of pattern discovery was provided online, 
evaluating interest into pages by the order a page was visited in session, 
regardless of its content. User sessions were identified by cookie mechanism; 
however the authors noted that their recommendation mechanism could be 
nullified if cookies got disabled. The experiments have shown their RS to be 
able to generate valid suggestions and reduce the average session length. 

Mobasher, Cooley, Srivastava [20] introduced a system to recommend 
hypertext links. Their ‘WebPersonalizer’ system applied association rules to 
capture relationships among URI references in users’ navigational patterns. On 
the discovered relationships support and confidence values were applied.  

Vassiliou and colleagues [105] argued that seamless personalization is an 
emerging trend. Future websites will not let users know that they are being 
tracked and offered personalized content, providing users an impression that a 
particular website specializes in and offers content that they are interested in.  

In [106] legal aspects and privacy issues of web personalization and 
recommendations were discussed. Even though in general users expect systems 
to understand their needs, there are several issues to address concerning privacy. 
While traditionally privacy issues were concerned with data processing, with 
the success of social networking users have become active providers of 
recommendation data. The community-based conception of social networking 
has created an illusion of “friendly” and “trustworthy” environments, where 
users freely share personal data about themselves and also about others. In [107] 
Chen and Williams discussed the need for privacy-aware recommender systems 
in the context of social networking. They proposed requirements architecture to 
address the problem, where the system interacts with users providing them 
choices and informing them about privacy concerns.   

Users’ interest towards web pages is another issue to be considered when 
talking about user behaviour on the web. Hofgesang [108] outlined that the vast 
majority of WUM researchers usually apply a list of web pages visited and the 
order of these pages to express user interest, not paying any attention on time 
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spent on pages (TSP). He argued that TSP is a well-recognized relevance and 
interest indicator in information retrieval (IR), human-computer interaction 
(HCI) and even e-learning, and should be applied as a distinct and natural 
indicator of importance of a webpage in WUM – the more time users spend on 
it, the more important it is assumed to be. Farzan and Brusilovsky [109] also 
investigated the effect of using the time spent on a page as an interest measure 
on navigational footprints. They concluded that applying TSP on footprints 
helps to identify important usage patterns, highlighting that users are unable to 
accurately assess interest towards a page in less than 5 seconds. Issues of 
measuring TSP either on client-side or server-side have been explored by 
Srivastava and colleagues [13], preferring server-side measuring because of the 
overhead on client side. In [110] the authors conducted an eye-tracking study on 
web users exploring their web viewing behaviour and concluded that users 
evaluate the importance of the information found on the page during the first 
few seconds.  

Implicit interest indicators in users’ behaviour have been investigated by 
Claypool et al. [18]. They developed a special web browser called ‘The Curious 
Browser’ through which they were able to track users’ actions (mouse activities, 
scrolling, etc.) while users were provided an interface to explicitly evaluate web 
pages. They concluded that time spent on pages is a good implicit indicator of 
interest, while mouse movements and clicks are insufficient.  

Another study on web users’ behaviour by Weinreich and colleagues [111] 
concluded that browsing is a rapidly interactive activity, and even pages with 
plentiful information and many links are regularly viewed for a brief period of 
time only. They also noted that in their experiments nearly in 50% of cases 
users were spending less than 12 seconds on visited pages, leading to a 
conclusion that visitors browsed for a next page before reading a substantial part 
of the page contents.  

Web usage mining is also being applied for WIS evaluation and metrics.  
Spiliopoulou and Pohle [112], [113] applied WUM to determine needed 
modifications to website design, content and link structure for improving its 
success. Needed modifications were detected by modelling user navigation 
patterns and comparing them to the existing site structure. A method for web 
quality evaluation and a ‘WebQEM’ tool to evaluate websites was proposed by 
Olsina and Rossi [114]. Their tool assessed websites against preset 
requirements.  

Modelling web users’ domain and website topology through domain 
ontologies for semantic portals has been explored in [115] and [116]. 
Mikroyannidis and Theodoulidis [117] introduced a framework enabling 
adaptation of web topology and ontology to match the needs and interests of 
web users, where users’ access data was used together with the semantic aspects 
of the web. Coenen and Swinnen [118] introduced a framework for 
implementing self-adaptive websites. They emphasised that strategic 
adaptations need to be implemented strictly offline and human-managed to 
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avoid visitors getting lost in hyperspace; while for tactical adaptations a 
recommender system should be used to enhance the existing site structure. 
Different algorithms for adaptive websites have been explored in [34].  

Understanding web users and their behaviour on websites has recently 
become very important with the objective to provide users easy access to 
necessary information and help them to tackle the problem of information 
overload provoked by the exponential growth of the Internet.  

In terms of research, the majority of the work in the area of web 
personalization and adaptive web deals with the problem how to process and 
model web usage data into user profiles to generate recommendations and 
through it personalize users’ web experience. The efforts on user modelling 
carry valuable information usable for learning from users for an improved web 
already today. Continued success of a website is driven by new visitors who 
need to be attracted to the site and returning users who need to be retained to 
visit the website. The key to achieve the latter relies in user satisfaction. 

2.9 Chapter Summary 

In this chapter an overview of essential background information required to 
understand the main parts of this thesis has been presented. The chapter has two 
main parts, where in the first part ways of collecting web usage data and its 
further processing are described, covering the disciplines of web usage mining, 
adaptive web and web personalization, recommender systems, user profiling, 
ontologies, and related privacy issues. The second part of the chapter has been 
dedicated to state-of-the-art related works of the field.  

The research of understanding users, their needs and expectations, as well as 
behaviour has gained interest of many scientists. Different approaches to 
address the problems of this domain have been proposed, some of them less 
successful than others. Regardless of it, the research work in the field has a 
crucial role to play in developing and maintaining today’s web information 
systems. Still, there is no ‘silver-bullet’ solution to eliminate the gap between 
what systems are able to deduce from users’ actions and what are their real 
needs at a certain point in time and space. This urges researchers to establish 
new methods for web personalization.   
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Chapter 3  
LOGGING WEB EVENTS 

Event logs carry valuable information about the status and usage of a system. 
Logs about web events – more specifically about users’ actions – can be used to 
improve web information systems and minimise the risk of failure by improving 
the quality and user-friendliness of web based systems and provided services. 
The benefits gained from web event logs are however not limited to the latter. 
The data in the log is applicable also for modelling users’ behaviour, deriving 
user profiles and predicting users’ actions, which altogether form a basis for 
recommendation generation and web personalization. For these purposes 
various log systems, commonly web server logs or customized log systems, are 
used.  

This chapter focuses on ways of collecting web usage data for general 
statistics, and also for web improvement and personalization, discussed in 
Chapters 4–7. A special log system developed to capture users’ activity data is 
discussed and general statistics based on the collected data are presented to 
characterize the website used for the research on topics covered by the thesis. 

3.1 Introduction 

Millions of users interact daily with web information systems around the world, 
producing massive amounts of data about this communication. With every click 
users make on the Web they leave behind a trace of actions, in particular 
navigational paths of visited pages. Using fully automatic log systems, this 
valuable information can be captured and used to getting to know the users, 
understand their needs and behaviour. This data can be collected either site-
wide where its applicability is restricted to one WIS or cross-sites, where the 
data gains more power, especially if users can be further identified (to some 
extent). Herein, the discussion is limited to on accumulating knowledge about 
users site-wide.  

As previously discussed in Chapter 2, there are several ways to collect data 
about users. In this chapter, logging of web events in WIS as an implicit way to 
collect users’ activity data is explored. In particular, a special log system will be 
introduced, which has been exploited to collect data for studies discussed in the 
thesis. The log system was initially developed only for attaining general website 
statistics and consequently this will be the first interest of discussion. Through 
the latter a characterisation of the research environment is also given. 
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So, why is logging of web events so important? Firstly, of course everybody 
is curious about who visits their websites, i.e., who the audience is, where they 
come from, and what pages they visit. Thus, an interest into general statistics 
either derived by curiosity, marketing and advertising needs, or the necessity to 
assess usability and effectiveness of design choices, is the main driver.  

Secondly, for obvious reasons, it is impossible to develop a web system that 
would satisfy everybody’s needs, as users have different interests, habits and 
cognition of subject domains. Generally, sites are developed according to the 
domain model established by web development team. However, this domain 
model may differ from general conceptual model applied by users while 
employing the system. Despite the latter is undetectable beforehand, it can be 
post-modelled based on logged users’ activities and thus the gap between these 
two conceptual understandings could be reduced. Figure 1 illustrates the 
differences between the domain model employed by developers and actual 
website users based on collective intelligence. In an ideal situation, sets D and 
U are equal. The common understanding is the intersection of sets D∩U and the 
knowledge to be learned from users is the relative complement U\D of D with 
respect to U.  

Users’ domain model on 
collective intelligence

Developers’ team 
conceptual 

model

To be learned 
from users

Common 
understanding 
of the domain

D
U

 
Figure 3-1. Differences between the domain model employed by developers’ team and 
actual website users based on collective intelligence. 

In order to adapt websites to its users’ needs, it is essential to collect data 
about users’ actions within identifiable sessions and analyze it in further to learn 
their behaviour. This knowledge is to be exploited in a smart way to eliminate 
the aforementioned gap and optimize websites according to its users’ probable 
interests. Though, it should be noted that through implicit ways it is only 
possible to capture users’ actions made at a certain moment in time and space 
and not the real intentions in their minds provoking those actions.  

Studies based upon web users’ activity deliver valuable information for 
system developers, marketing personnel and other stakeholders through the data 
collected and processed. On one hand, web mining can be used for sites’ 
usability, navigation and efficiency analyses as general statistics, usually 
provided by means of page access summary, visitor overview, page views, IP 
hosts, unique visitors, unique sessions, new and returning visitors, referrers, 
search keywords, search engines, entry and exit pages, time spent on pages, 
operating systems and browsers used, screen resolution, JavaScript capabilities, 
cookies, demographics such as visitor city, country, language, and visitor paths 
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in human-readable form. On the other hand, the collected data helps to 
comprehend web visitors’ behaviour on a site and thereby uncover what is 
actually going on within a system. In addition to general statistics, deeper 
analyses can reveal usability problems such as fuzzy navigational structure, 
long page-load times, and so on, for system improvement. Thereby, the data in 
the log contains valuable knowledge not only for computing general statistics 
but also for web improvement and personalization through users’ behaviour.  

Today, it is common to have some sort of an analytical tool capturing web 
events in the background of a website to provide site owners some statistics 
about their site, how it is used and who the users are. In terms of site usage 
analyses, the most commonly exploited approach is to analyse either web server 
logs or to rely on third-party hosted log collectors and analytical tools. There 
exists a number of tools for processing web server logs, both commercial (e.g., 
WebLog Expert, AlterWind Log Analyzer, Wusage), and open-source and 
freeware (e.g., The Webalizer, AWStats). The main drawback of web server 
logs is that they suffer from insufficiencies and are not usually kept for a long 
period of time because of their large size [13], [19], [20], [21]. 

With the rapid development of web technologies and the boom of social web 
over the past years, hosted web analytics tools have gained their popularity. 
These solutions collect their data through embedded scripts and mostly rely on 
cookies and JavaScript or Flash technology. Probably the most popular in this 
category is the Google Analytics tool, accompanied with a variety of tools alike 
– to name a few more GoStats, WebTrends, Crazy Egg Web Analytics, Site 
Meter, W3Counter, OneStat, 3DStats and so forth. The market on these tools is 
very diverse from free tools to web analytics solutions with different rate plans. 
It has become an industry of itself.  

The remainder of this chapter is organized as follows. Section 3.2 discusses 
capturing of web events; Section 3.3 provides an overview of the research 
environment. In Section 3.4 a discussion on the developed log system used to 
capture web usage data in the research environment is provided together with a 
description of the log analyzer tool. Section 3.5 presents an overview of 
different types of possible analyses based on the collected data. Section 3.6 
provides a short discussion on general web analyses, and Section 3.7 
summarizes the chapter.  

3.2 Collecting Web Events 

The key issues in accumulating web usage data are how to collect data precise 
enough, and how to identify user sessions to reason about system usage, users’ 
needs and behaviour. It has been already mentioned that this data can be 
collected with various software agents, customized web browsers, from proxy 
servers, web server logs, or using customized log systems, which utilize session 
based IDs and cookies. 
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3.2.1 Web Server Logs 

Originally, web server access logs were designed to trace server breakdowns, 
and thereby to provide a limited source of client information. They are set to 
chronicle all the operations on server, and not to produce log data for further 
analyses and reasoning about the data. Amongst other standards, the World 
Wide Web Consortium (W3C) maintains a standard format1 for web server log 
files; however, other formats also exist. Typically the log is presented in the 
common log format2 (CLF) supported by the majority of analysis tools. With 
the common log file format the following data is stored: 

1. Remote hostname, 
2. Remote log name of the user, 
3. Username as which the user has authenticated him/herself, 
4. Date and time of the request, 
5. The request line exactly as it came from the client, 
6. The HTTP status code returned to the client, 
7. The content-length of the document transferred. 

Combined Log Format, another commonly used log format, adds to the list 
two more fields: 

8. The "Referrer", that is the HTTP request header, and 
9. The User-Agent HTTP request header. 

Typically, web servers allow to modify what parameters are logged, for 
instance the popular Apache HTTP server3 enables to modify the log record 
format, dismiss or add items to be logged. Figure 3-2 presents an excerpt from 
the Apache web server log represented in common log format (CLF).  

 

Figure 3-2. Common Log Format. An excerpt from Apache Web Server Log for the 
DCE website, using the log format "%h %l %u %t \"%r\" %>s %b", where %h stands 
for remote host, %l for remote logname, %u for remote username, %t for time when the 
request was received by server, %r for first line of request, %s for request status, and 
%b for size of response in bytes, excluding HTTP headers. 

There are many issues, why web server logs were not suitable for the 
research discussed in this thesis. Firstly, even with a moderately busy web 
server the quantity of information stored in the log files is very large (access log 

                                                 
1 http://www.w3.org/TR/WD-logfile.html 
2 http://www.w3.org/Daemon/User/Config/Logging.html#common_logfile_format  
3 http://httpd.apache.org 
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file typically grows 1 MB or more per 10 000 requests), introducing a need to 
periodically rotate the log files by moving or deleting the existing logs. For this, 
web server needs to be restarted. For example, until version 2.1 Apache HTTP 
servers were unable to handle log files larger than 2GB. In addition, web server 
log files are usually not accessible to general users – thus administrative rights 
and special access is needed to attain these logs.  

Secondly, the aim of web server logs is to chronicle all the operations on that 
server and not to produce log data for particular analyses. As users’ behaviour is 
presented through their actions (clicks) on a site, access to every single object 
presented on a web page (e.g. dots and lines as elements of graphic design) is 
not of interest of study usually. For instance, note the rows 2, 4, and 8 on Figure 
3-2, which describe access to graphical elements as a part of website design. 

Thirdly, it has been proven in [19] that HTTP traffic logs appear to be 
flawed. Many authors outline that when dealing with server-side data collection 
from web server or some other general system alike, which is not specially 
designed for capturing log from web visits, there are some major difficulties due 
to data incompleteness, and issues of data caching either through proxy servers 
or on client level [19], [20], [119]. Requests from proxy server may have the 
same identifier in web server logs, even if the requests were made by different 
users. Also, a single request from the server could actually be served to multiple 
users. This leads to a need of excessive pre-processing consisting of data 
cleaning, user, session and page-view identification, and path completion.  

Fourthly and mainly, to be able to develop user models, one needs to be able 
to identify user sessions. Web server logs however lack of means to properly 
identify user sessions [21], [28], [119]. Although they contain client IP-
addresses, these cannot be reliably used as Internet Service Providers (ISP) tend 
to have a pool of proxy servers, and a user might be assigned a different IP for 
every request, which leads a user session to have more than one address. This 
could be overcome with getting the users to identify themselves but it is a 
common truth that users prefer to maintain strict anonymity on the web and are 
against of any tracking of their web visits and other characteristics. Embedded 
session identification means and cookies could reveal the problem. 

Yet, there are a few advantages of web server log files as well. Firstly, 
despite the weaknesses, web server logs carry valuable information for error 
analyses. Secondly, access data is available without the need to introduce any 
modifications to website. Thirdly, the data is on the hosting server and available 
for site owners anytime. Fourthly, there are no scripts needed for action logging, 
which could slow down page loading, and finally, web server logs do not 
depend on the capabilities of a visitor computer.  

Altogether, considering the pros and cons, standard web server logs still 
occur not to be suitable for the task because of their flaws and inability to 
capture user sessions and to distinguish between new and returning visitors.  
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3.2.2 Hosted and Third-Party Analytics Solutions 

As mentioned earlier, there exists a variety of third-party hosted analytics 
solutions. Some of them provide statistics in real-time, others with a delay. 
They are popular mainly because the small effort needed to set up them and the 
simplicity in getting ready-made statistical reports. From the customers’ point 
of view, they are a great way to get general statistics at ease – all that is needed 
for an installation is just to include a piece of script on your page. The statistics 
are made available for customers in an online environment.  

Despite the easiness of their usage, these tools also suffer from drawbacks. 
Typically, hosted analytics solutions return only general statistics and it is 
impossible to obtain the raw access data, even if some sort of a solution for data 
export is provided. This means that the original access data is traded for the 
statistics and is “lost” for the customer of hosted analytics tool. The results 
provided by these tools in the form of general statistics are however insufficient 
for web improvement and personalization. For example, out of the many 
statistical metrics provided in the Google Analytics tool, time spent on page is 
the only value usable in studies discussed here in further. On the other hand 
hosted analytics tools gain the power of globally profiling users as their 
interests and habits over several websites can be captured.  

From the technological point of view, hosted analytics tools mainly exploit 
cookies and scripting, e.g., JavaScript or embedded Flash objects. This 
approach has its own advantages and disadvantages. The main advantage is that 
requests are counted on the basis of page opening, thus it counts cached pages 
as well (in opposite to web server logs). Also, scripts are run on client side and 
through that an additional access to information not available to server-side 
applications can be gained, for instance visitors' screen size. Furthermore, 
actions such as mouse movement, location and clicks can be captured. Hosted 
analytics is the most suitable form of tools to get statistics if there is no access 
to web server logs or to system kernel.  

On the downside, users can turn off scripts and disable cookies, which 
results in no data or inaccurate data to be collected. Also, a fact that the 
collected data is not in possession of the site owner and it is not possible to get 
the raw data, if it would turn up to be necessary, should be considered as a 
drawback. Site owners also have to rely on and trust the results provided by 
hosted analytics. 

Thus, if one is interested in raw access data, this can be attained either from 
web server logs or applying a special log system for the purpose. Reading and 
processing web server log files for web visits is sophisticated and time-
consuming, therefore many prefer hosted script-based web statistics to web 
server log based statistics on the cost of losing their data and depending upon 
the analytics service provider. Altogether, third-party tools are unsuitable to 
learn from users for improving and personalizing web, although they have 
proven to be useful in providing general statistics over a wide range of metrics. 
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3.2.3 Other Issues to Consider with Web Events Logging 

If not relying on web server logs as a source of visitor activity data, then there 
are several other issues to be concerned about. First of all, distinguishing 
different visitor sessions, as one of the shortcomings of web server logs, is of 
interest. 

The most applied method for identifying visitor sessions and tracking web 
users is exploiting browser cookies. Storing cookies on visitor computer is 
transparent to users and requires no effort from them. However, cookies are 
computer and browser-based, so if a visitor uses several computers or has 
different browsers on the same computer, the cookie mechanism fails to identify 
the user uniquely along several systems. Nevertheless, cookies help to 
distinguish different users behind the same IP address or users who come back 
with a new IP address every time. Also, the cookie-mechanism cannot 
distinguish between multiple users who use the same computer and browser 
under the same account. The most troublesome aspect with cookies is that users 
can turn them off. Typically web browsers give users a choice to accept all 
cookies, accept cookies only from the site they visit, thus disabling third-party 
cookies on which hosted web analytics tools rely on, block cookies at all, or 
define cookies to be allowed or blocked upon their personal preferences. Also, 
users have the choice to set the time cookies are stored on their computer, either 
till the end of cookie lifetime, or until the browser is closed. If multiple users 
are using the same computer and the same browser, there is a danger that user 
profiles become a mixture of various and possibly conflicting interests of these 
users. Cookies as a tracking mechanism can be used by server-side and client-
side web event logging applications.  

As an alternative to cookies, lately W3C has introduced a web storage1 
standard (initially a part of the HTML5 standard) defining an API to enable 
websites to store more data locally within the user's browser than it has been 
possible with cookies (a typical cookie size limit is 4 KB). The DOM storage is 
divided into session data with lifetime limited to open browser session, and 
local data with no set expiration, thus making the latter data available whenever 
in the future. All modern web browsers now support this feature.  

A similar approach to cookies is to include the session ID in the URL or hide 
it in web form as hidden field submitted with every page request. However, 
with session IDs in the URL there lies the danger that users may link or send the 
address with this session ID to other users and thereby enable them to take over 
the session. This approach suffers from the same drawbacks of identifying the 
same user on different computers or using various browsers as does the cookie-
based user identification. 

Eventually, the identification of users is up to either cookies, IP-addresses 
and other access-related data or a combination of these. Thereby, the definition 

                                                 
1 http://www.w3.org/TR/webstorage/  
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of unique visitors, heavily used for marketing and in advertising, is dependent 
on the identification approach. There is no solid way of user detection without 
enforcing users to log into a web information system. 

Another issue is concerned with web crawlers, also known as robots or bots 
or spiders, which are automated programs that systematically fetch information 
from websites. Web crawlers are mainly used by search engines to index web 
content; however they are also used for harvesting specific information, such as 
e-mail addresses. Web server logs contain also all the accesses made by robots 
where a single robot session may result in hundreds of clicks that were not 
actually performed by real users. At the same time the frequency robots visit a 
page also shows online presence and search engine optimization (SEO) 
friendliness; the higher the rate is the better it is. It is also worth to know which 
search engine bots find a way to website being studied and what pages they 
crawl in it. Typically robots do not execute JavaScript on web pages, so there is 
less worries about bots with script-based logging systems. Blocking of search 
robots is not a solution to the problem as it incorporates the risk of loosing 
potential visitors as most of the robots gather and index website content for free. 
Thus, keeping robots away introduces the risk of not being referred to in search 
results. Nevertheless, before data in web server logs can be used for general 
statistics or user studies, web improvement and personalization, robot accesses 
must be identified and removed as they do not reflect any kind of user activity. 

Luckily, most of the crawlers follow the good practice and identify 
themselves via HTTP agent string. For example Google search robot uses a 
name ‘GoogleBot’, whilst Microsoft Bing search crawler identifies itself as 
‘bingbot’. Most of web crawlers follow the robots exclusion standard (a file 
called robots.txt on domain level), which webmasters can set up to give 
instructions for robots before they begin indexing the site. An alternative is to 
use the HTML <META> tag on a web page to give instructions for crawlers. 
Still, crawlers may follow these requests prior indexing or just ignore them.   

3.3 Overview of the Main Research Environment  

Before continuing the discussion with web events logging, it is necessary to 
consider the main research environment, where the data collection has been 
implemented and data collected for the studies discussed in the thesis in 
forthcoming chapters.  

The research presented in this thesis is mainly based on the access log data 
collected on the website of the Department of Computer Engineering1 (DCE) at 
Tallinn University of Technology (TUT). The access rate for the DCE website 
is in average 80 visitors per day depending on the academic season. To obtain 
better coverage of accesses, the DCE website sends out HTTP headers 

                                                 
1 http://ati.ttu.ee 
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instructing proxy and client level caches that the documents should never be 
cached. Identical approach has been taken also with other websites, where the 
log system is in use. Presently, the system withholds descriptions for 114 pages 
in the menu structure actively in use or been recently in use, in three main 
categories (General information, Research, Studies) in two languages (Estonian 
and English). The main language for the DCE website is Estonian. The aim of 
the website is to provide information about the department in general 
(organization, history, staff members, graduates, contacts, etc.), deliver accurate 
information about research (projects, main results, publications, etc.), and 
provide students with necessary information related to their studies (subjects 
lectured at the department, related curricula, graduation information). The 
available information is organized on three menu levels from general to more 
specific. In addition to providing information to general public, the DCE 
website also serves as an experimental environment for research and 
development.  

The DCE web information system was chosen for the research as it is the 
sole creation of the thesis author, and thereby the author has gained an 
exhaustive knowledge about the system and its behaviour.  This knowledge and 
unrestricted access to the system has greatly contributed to the research.  

The kernel of the DCE dynamic website is built on widely used general-
purpose server-side HTML embedded scripting language PHP (Hypertext 
Preprocessor) and on a popular relational database management system 
MySQL. It handles every request made towards the DCE WIS. Currently the 
system runs on Apache 2.2.9 web server with PHP 5.2.6 and MySQL 5.1. 

The web kernel (Figure 3-3) was developed by the author of this thesis at the 
beginning of year 2000 and has been developed in further over the years. It is in 
active use for several web-based systems in the department as well as faculty-
wide. Also, the website of the Faculty of Information Technology1 (until March 
2010, when a new CMS system was enforced by TUT) was based on this 
kernel. Other systems that make use of it are the department’s intranet 
application ITA2, e-learning environment e-EDU3 [120], Career services of 
TUT4, competence centres CEBE5 and CREDES6, EU FP7 Project Diamond7, 
and many others. In most of these environments the log system is also present 
and data is captured. For the e-EDU system, an extended version of the log 
system has been established to better suit the needs of the environment. Figure 
3-3 provides the general overview of the web system kernel and its modules.  

                                                 
1 http://www.ttu.ee/itt/ (formerly), http://deepthought.ttu.ee/itt/ (as of March 2010) 
2 https://ita.pld.ttu.ee 
3 https://edu.pld.ttu.ee 
4 http://deepzone0.ttu.ee/career/ 
5 http://cebe.ttu.ee 
6 http://credes.ttu.ee 
7 http://fp7-diamond.eu 
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...

 

Figure 3-3. General overview of the web system kernel and its modules. 

3.4 Developed Special Log System and Log Analyzer 

After analysing different possibilities of collecting usage data and taking into 
account the aforementioned drawbacks, it was evident that a special log system 
was in demand to easily satisfy the informational needs for general statistics and 
for users’ behavioural studies, and to gain more accurate records of data than 
the use of web server log files would enable. Moreover, at the time these studies 
were initiated, the situation on collecting and analyzing web events was totally 
different from the situation today, where a variety of hosted tools exist. Web 
server logs were considered as the main source for such data; however, as 
proven they appeared to be flawed. And neither have hosted solutions provided 
means necessary for studies discussed in the thesis. The decision was either to 
base the studies on web server logs and somehow tackle the problems 
concerned with those, or to develop a special log system for capturing users’ 
activity on websites. The decision was made in favour of the latter and as a 
result a log system as an additional module to the web kernel was developed at 
the DCE. The log system allows to address the problems of web server logs and 
at the same time to benefit from the advantages of these logs. For processing the 
collected raw web usage data, a log analyzer system was established.  

 Usage log data for the DCE WIS has been collected since February 2002 
and with an improved log system since November 2003. As research and 
various experiments discussed in thesis have been carried out at different times, 
characterization of log data will be presented with a discussion of a specific 
research topic.  

3.4.1 Log System Architecture and Implementation 

The log system was firstly introduced in 2002 and elaborated as an extension to 
the web systems kernel developed at the DCE. Initially, it allowed to store only 
some basic properties of actions users performed while employing the DCE 
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website. At that point the system was only aimed on general usage statistics. 
Preliminary data analyses revealed that such a system could not be efficient 
enough; moreover it was unable to answer the many newly raised questions 
about the exploitation of web systems and users’ behaviour. Therefore, many 
new features were added; for instance session capturing and logging of 
recurrent visits, which was a major improvement. The re-designed log system 
was launched in 2003, with some minor improvements in 2004 to adjust its 
flexibility even more. These modifications presently enable to capture data for 
many necessary studies and experiments discussed in this and the following 
chapters. Today, the log system allows accumulating of the following data: 

1. Page requested by visitor; 
2. Timestamp for page request; 
3. IP and host of domain, where the request was made from; 
4. Browser and operating system used to view the page (based on HTTP 

User Agent string); 
5. Query method and full query string; 
6. Site referrer, if present; 
7. Visitor identifier (session based ID); 
8. Number of operations performed during a session; 
9. Time to load a page with a reference to server load during the page 

composition, 
10. Previous visit identifier (session based ID) and time (if available); 
11. Screen resolution used for viewing the requested page (client side 

detection using JavaScript). 

As can be seen, the log system is designed to save data proposed by common 
log format and available in web server logs and even more. However, the 
system records only page requests, not every single request to individual objects 
(design elements) presented on accessed web pages. Also the system identifies 
user sessions, which is the main distinction from web server logs. Each website 
using the log system is advised to include mechanisms to output HTTP headers 
instructing proxy servers and client browser caches that the served content 
should not be cached. This is essential to collect precise access data.  

The log system is initialised every time a page request is made (Figure 3-4). 
With the first page request, a new session is opened and a previous session 
cookie is searched for. In case of a match, a reference to a prior visit is made. 
This is followed by placing a new cookie to the user’s browser for current 
session tracking and updating the recurrent visit cookie. The lifetime of current 
session cookie is set to 60 minutes since the last request. Thereby, user session 
expires in an hour of no activity or after closing the browser. The lifetime for 
the recurrent visit cookie is set to 1 year. With every request made to the web 
system kernel, the log system is initialized and data about the request captured 
and stored. The log system finishes after the full loading of the requested page, 
storing the data it captured into the log database. The actions carried out by the 
log system in order to store the actions, are described on Figure 3-4.  
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Figure 3-4. Actions carried out for web usage data capturing by the log system. 

To deal with web robots, detection rules were added to the log system. These 
rules, based on [121], information available on the Internet and personal 
expertise, enable to skip logging of accesses made by known spiders and keep 
the log size smaller. In sense of general usage statistics and users’ behavioural 
studies, web robot accesses produce just noise records and can be left out of the 
log. Despite the capabilities of the log system to identify known robots, 
presently the system has also logged the crawlers, as they provide feedback on 
website online presence and SEO friendliness. 

Yet, there are a few drawbacks to be considered with the log system. In case 
a user has disabled or deleted cookies, the normal operation of the log system is 
compromised. If the cookie used to detect recurrent visits is missing, the request 
is classified as made by a new user. Even the use of IP address would not solve 
the problem as there might be several users behind the same IP address, for 
example in the case of using the same shared computer. If cookies are disabled, 
the system is still able to produce the log; however, immediate identification of 



61 

user session is impossible. User sessions could then be identified by the log 
analyzer based on the requesting host IP, user’s browser and operating system, 
and access time. Also, if a user accesses the website from different web 
browsers on the same computer, these are classified as separate sessions, as 
each browser stores cookies separately. For that, there exists no workaround. 
These are the limitations of the log system. The most reliable solution to detect 
and distinguish different visitor sessions would be to have users to log on to the 
system, which however is unrealistic for general purpose websites and portals, 
because anonymity and privacy is what the Internet is based on and what users 
of the World Wide Web value the most on.  

The log system is detached from the analyzer IS (Figure 3-5), storing all the 
performed actions in a table (comparable to common web log file) with several 
attributes. By performing only one INSERT-command per request, the log 
system, which runs on MySQL using the MyISAM storage engine, performs its 
writing instructions speedily not causing delays in the web system itself and 
disturbing thereby users. Figure 3-6 shows an excerpt from the log table. Prior 
to data mining, logged data is transferred into a log analyzer IS, which is based 
on snowflake schema. The analyzer system uses InnoDB storage engine, which 
allows transactions and data processing to be executed on the database level. 
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Figure 3-5. Data collection and pre-processing using the log system and analyzer. 

An alternative approach to using database for storing captured log data 
would have been to use a structured file or a text file. On the other hand, log 
records stored in database can be exported from the log system as a text file in a 
well-known format, i.e. in CLF, to be used with web server log analysis tools.  

The current log system module works in the background and in cooperation 
with system kernel and besides cookies set in users’ browsers the approach is 
totally transparent and requires no active participation from users. In the future, 
the log system will be further developed and features such as event logging over 
web service, hosted event logging and DOM storage will be introduced to 
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capture users’ actions cross domains from several websites without the need to 
integrate the module into a web system kernel.  

The log system has proven to be a convenient way to get raw usage data for 
various studies, discussed here in the thesis and beyond. 
 

Page 
ID IP User Agent Access time Referrer Session ID 

Load 
Time 

Server 
load 

Screen
size. 

100 85.117.111.26 Opera/8.51 
(NT 5.1) 

2011-01-09  
23:13:21 

  ATI09.01.11.23.13.2180 0.14 1.05 1024 
x768 

200 85.117.111.26 Opera/8.51 
(NT 5.1) 

2011-01-09  
23:14:39 

http://ati.ttu.ee/ ATI09.01.11.23.13.2180 0.05 1.10 1024 
x768 

210 85.117.111.26 Opera/8.51 
(NT 5.1) 

2011-01-09  
23:14:43 

http://ati.ttu.ee/ 
index.php?page=200 

ATI09.01.11.23.13.2180 0.06 1.09 1024 
x768 

210 85.117.111.26 Opera/8.51 
(NT 5.1) 

2011-01-09  
23:14:47 

http://ati.ttu.ee/ 
index.php?page=200 

ATI09.01.11.23.13.2180 0.04 1.09 1024 
x768 

2103 85.117.111.26 Opera/8.51 
(NT 5.1) 

2011-01-09  
23:14:49 

http://ati.ttu.ee/ 
index.php?page=210 

ATI09.01.11.23.13.2180 0.13 0.98 1024 
x768 

220 85.117.111.26 Opera/8.51 
(NT 5.1) 

2011-01-09  
23:14:55 

http://ati.ttu.ee/ 
index.php?page=200 

ATI09.01.11.23.13.2180 0.05 0.98 1024 
x768 

2203 85.117.111.26 Opera/8.51 
(NT 5.1) 

2011-01-09  
23:14:57 

http://ati.ttu.ee/ 
index.php?page=220 

ATI09.01.11.23.13.2180 0.05 1.07 1024 
x768 

230 85.117.111.26 Opera/8.51 
(NT 5.1) 

2011-01-09  
23:16:48 

http://ati.ttu.ee/ 
index.php?page=200 

ATI09.01.11.23.13.2180 0.24 0.82 1024 
x768 

2303 85.117.111.26 Opera/8.51 
(NT 5.1) 

2011-01-09  
23:16:51 

http://ati.ttu.ee/ 
index.php?page=230 

ATI09.01.11.23.13.2180 0.11 0.80 1024 
x768 

Figure 3-6. Excerpt from the captured web log data. Shown are attributes for accessed 
page ID, user IP, browser and operating system, access time, referrer, unique session 
identificator, page load time, server load characteristics at the access moment and 
client screen size. Attributes not shown on the figure: log row number, host, query 
method and string, previous visit session ID and time. 

3.4.2 Log Analyzer System 

While raw web usage data is collected by the log system, the task of the log 
analyzer is to process this data, and transfer it onto a more sophisticated data 
model for data archiving and mining (Figure 3-5). Web server log files could be 
used as an input for the log analyzer system as well; however, pre-processing 
needs to be applied beforehand. As a result of this data transformation, various 
complex queries can be run on the collected data to analyze website’s usage and 
perform various data mining tasks for web improvement and personalization. 

Currently the log analyzer is implemented as a prototype tool, consisting of 
stored MySQL routines (procedures and functions) using InnoDB database 
storage engine as the base engine. The analyzer system consists of 18 tables, 1 
dynamically generated view, and 26 routines. The log analyzer data model and 
description of routines are presented in Appendix A. The log analyzer system 
deals with three types of tables: 

1. Tables representing the log data (9 tables), 
2. Tables holding classifiers for describing the log data (6 tables), 
3. Tables necessary for the operation of the log analyzer system (3 tables). 

The log analyzer is initialized with a call to a routine ‘parse_log_entries’. 
Prior to that, the first and the last row ID to be processed from the web usage 
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log are set. The log analyzer remembers the last processed log entry from the 
log system. Data processing is customizable via system settings enabling to: 

 Select the table for input data,  
 Set the number of entries to parse from the log, 
 Set default values for entries with unknown classifiers, 
 Set the session ID format to be processed from the log, 
 Configure logging for parsing at four different levels: errors, warnings, 

info, and debug. 

During the process of data loading from the log system into the log analyzer 
database, access data is processed row-by-row for each session and calculations 
are carried out to add value for the captured log data. For instance, session 
length and number of operations in a session are found. Session data is also 
compared to available classifiers of interest, such as browsers and operating 
systems, and necessary attributes added to describe each session. The process 
also includes detection of web robots based on the available detection rules and 
descriptions. Crawlers harvesting information on a website produce hundreds or 
thousands of unwanted “artificial” clicks, which would interfere web usage 
mining if not identified and removed. Still, as the system identifies crawlers by 
the user-agent string bots reveal about themselves, it might happen that a new 
robot or the one with an updated user-agent string is not automatically 
recognised. These sessions are tagged and need intervention of a webmaster to 
update the detection rules.  

Typically the access log already contains identified user sessions. However, 
if a user has disabled cookies, user sessions remain unidentified. Presently, the 
log analyzer does not deal with the situation. Nevertheless, the upgrade plan 
involves a set of methods to address this issue. To overcome the problem the 
log analyzer will process those log entries and tries to reconstruct user sessions 
based on the host IP, HTTP user-agent string and access time. This approach 
cannot guarantee that requests coming from the same IP, with same user-agent 
string in a relatively close timeframe belong to the same user; yet, the 
probability of these kinds of requests is believed to be fairly low. Adding the 
presumption of a user having cookies disabled (by default they are enabled), the 
likelihood of this kind of a situation becomes relatively insignificant.  

The most troublesome part of log entries processing is concerned with the 
HTTP user-agent strings, where the visitor’s browser, operating system and any 
other information about the capabilities of users’ system are presented. 

The World Wide Web Consortium (W3C) Hypertext Transfer Protocol 
(HTTP) defines the syntax of standard HTTP/1.1 header fields, including the 
user agent field1. It states that the user-agent request-header field contains 
information about the user agent originating the request. The field can contain 
multiple product tokens and comments identifying the agent and any sub-

                                                 
1 http://www.w3.org/Protocols/rfc2616/rfc2616-sec14.html 
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products, which form a significant part of the user-agent string. By convention, 
the product tokens are listed in order of their significance for identifying the 
application. Thus, the W3C gives general guidelines and leaves the actual 
format of user-agent strings open. Thereby, these strings contain various data 
and have become application-specific. Figure 3-7 shows two examples of user-
agent strings and their tokens. Typically each application (browser, crawler, 
etc.) identifies itself by user-agent string, providing its application type, 
operating system, software vendor, or software revision and other variable data. 
Some browsers, like Opera, allow the user to set the user-agent value reported 
in the HTTP header. Thus, even though user-agent field is widely used for 
tracking user platform, its firmness can be compromised.  

 

Figure 3-7. Examples of HTTP user-agent strings: (a) request sent by Mozilla Firefox 
browser, (b) request sent by a special platform.  

The processing of the user-agent field in the log analyzer is based on regular 
expressions, which provides a concise and flexible means for matching strings 
of text. MySQL has a built-in capability to process regular expressions and this 
is presently used to extract visitors’ browser and operating system from the 
user-agent string, if available. There exist also web services to process the user-
agent strings allowing instant detection of online visitor's web browser and 
computing capabilities information (e.g., the browser detection web service 
provided by FraudLabs1); however these services are usually provided for a fee.  

While processing the web access log, the analyzer keeps a separate log on 
this process itself on 4 different levels: warning, error, information, and debug 
level. This enables to trace errors in the analyzer system and if needed define 
new classifiers to improve the analyzer tool. For example, a new browser is 
marketed and from the log we can also find a new kind of a reference for this 
browser, which however is not automatically known by the system. In the 
analyzer this raises a warning that a system was unable to detect the browser. 

                                                 
1 http://www.fraudlabs.com 
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Through this mechanism the analyzer is also responsible for maintaining the 
database of web crawlers. Errors in the log however refer to a situation which 
has caused the parsing to stop. The information level describes system events 
such as the start of parsing, and so on. The debug level on the other hand allows 
tracing of the parsing process step-by-step.  

The data processing with the log analyzer results in a web usage log database 
containing information ready to answer questions of general usage statistics as 
well as to be queried for solving specific tasks such as web improvement and 
personalization based on users’ behaviour, as will be shown in the forthcoming 
chapters of the thesis.  

3.5 General Analyses on Log Data 

The web usage log produced by the log analyzer system can easily answer 
questions of general statistics about website and its visitors. These general log 
analyses can be divided as:  

 Visitor statistics (e.g., visitor origin, browsers and OS’s used);  
 Site specific statistics (e.g., site referrers, errors, page hits, levels);  
 Activity statistics and trends of usage over a period of time;  
 Session-based statistics (e.g., user action paths and patterns, searches, 

session length, performed actions).  

In the following, several analyses conducted in 2006 and published in [122] 
based on the collected and processed log data are discussed with the aim to 
demonstrate the kind of possible analyses based on the web usage log, and the 
value they carry. The presented analyses are limited to the study period of 2002 
– 2006, and whenever valuable and found necessary the results have been 
supplemented with corresponding results from 2011. The initial analyses were 
based on more than 882 700 records (217 384 sessions) captured from the 
research environment DCE WIS (ati.ttu.ee) over the time period of 4 years. 
They provide a characterization for the research environment ati.ttu.ee 
(previously discussed in Subsection 3.3) – a background information needed for 
research described in forthcoming chapters. Logging of web usage data 
continues.  

3.5.1 Viewing Experience: Browsers, OS’s, and Screen Size 

Good viewing experience is what impresses users and guarantees they wish to 
return to the site again. The analyses on viewing experience are bound to 
browsers, operating systems and screen sizes used to access a website, 
providing webmasters, system administrators, designers, marketing staff and 
other stakeholders with information about the hard- and software platforms 
used. Mostly the experience is influenced by the browser capabilities to render 
website with all the “bells-and-whistles”, and available screen size. However, 
the same browser may act differently on various operating systems (OS), which 
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possesses the need to include OS as a part of the analysis. The screen size is 
mostly concerned about scrolling, as websites should be viewable on most of 
the screens sizes, not veiling important parts of the site and introducing a need 
to scroll. In particular, horizontal scrolling should be avoided. The target of the 
viewing experience analyses is to detect: 

 Browsers (and their versions) used to access the site, 
 Operating systems (and their versions) used to access the site, 
 Screen capabilities of hardware used to access the site. 

Analysing visitors’ hard- and software platforms is essential in the context of 
users’ visual experience. The analyses enable detecting of available platforms 
and allow designers and developers adjust systems in a way that the visual 
experience users get from a website visit is the most pleasurable and in the long 
run the best possible. Browser analysis reveals different browsers and their 
versions used to access the site, enabling to test the users’ browsing experience 
on different platforms, also on those not covered during the design and test 
phase, but still used to access the website. Despite the standards set for the 
HTML, CSS, and web content development, browsers still tend to render 
content differently, especially the Microsoft Internet Explorer, causing problems 
to site developers as well as to users, as it is rather costly to develop systems for 
different browsers, or to take into account all the quirks of one certain browser.  

Table 3-1 presents the results of the browser analysis for the DCE website 
with a comparison to global statics (columns A and B). At the time of the 
analysis (2006), the site was mostly viewed using the Microsoft Internet 
Explorer (versions 4, 5 and 6), followed by the Mozilla Firefox and other 
Mozilla-based browser variations. By 2011 this has changed in favour of 
Mozilla Firefox, though Internet Explorer still holds a share of almost a third of 
accesses. The analysis also revealed Netscape 4.7x series browsers (released in 
1999 and maintained until 2001) were still is use in 2006. It is well-known that 
Netscape 4.7x series browsers do not fully support CSS, therefore for example 
ignoring of this fact could have led to undesirable layout of pages at that time 
for some visitors. The other browsers identified during the analysis were 
AppleWebKit, now known as the Safari web browser, Konqueror, Lynx and 
Galeon.  

As can be seen from Table 3-1, the statistics for a particular website may 
vary a lot from global statistical averages. The results for 2006 have been 
recalculated as [122] covered only the statistics for January 2006. Even though 
global statistics can show the trends, one cannot rely on them in maintaining a 
website as these wrong fundamentals may lead to complications. The results 
shown in Table 3-1 do not show browser version shares, however, the log 
enables to dig that information very precisely. It could play a crucial role in 
backward compatibility of applications for users not using the latest versions of 
browsing software. Also a combination of browser and OS might be of interest, 
which can be also queried from the web usage data.  
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Table 3-1. Browsers used to view the DCE website through 2002–2006 [122] with 
corresponding results in 2011; and a comparison to global statistics: column A - 
W3Schools.com1, column B - StatCounter Global Stats2. 

Browser 
Browser usage for DCE website [%] 

Global 
statistics 

2011 

2002 2003 2004 2005 2006 … 2011 A B 

Internet Explorer 90.2 87.7 83.6 64.9 60.5 … 28.4 20.2 38.7 

Netscape 4.x 5.7 5.3 3.4 0.1 0.3 … 0.0 n/a n/a 

Firefox n/a n/a 5.9 22.6 27.9 … 41.8 37.7 25.3 

Other Mozilla-based 2.5 4.8 5.0 9.2 7.9 … 0.3 n/a n/a 

Opera 0.4 0.4 0.6 2.3 3.2 … 7.3 2.5 2.0 

Chrome n/a n/a n/a n/a n/a … 19.2 34.6 27.3 

Safari n/a n/a n/a n/a 0.1 … 2.6 4.2 6.1 

Others 1.2 1.8 1.5 0.9 0.1 … 0.4 0.8 0.6 
 

Browsers may act diversely on different operating systems, and platforms 
may have their own peculiarities. Table 3-2 outlines the results of the OS study 
for the DCE website. As can be seen, the majority of accesses are performed on 
Microsoft Windows-based computers; and lately operating systems on mobile 
devices such as iOS and Android have appeared in the log.  

Table3-2. Operating systems used by visitors of the DCE website. 

OS 2002 2003 2004 2005 2006 … 2011 

Windows 97.7 99.7 99.4 96.8 93.1 … 88.5 

Mac OS  0.0 0.1 0.1 0.2 0.5 … 2.6 

SunOS 1.7 0.0 0.1 0.9 2.0 … 0.0 

FreeBSD 0.3 0.0 0.3 0.2 0.7 … 0.0 

Linux 0.0 0.0 0.1 0.2 2.5 … 7.7 

Mobile OS’s 0.0 0.0 0.0 0.8 0.0 … 0.8 

Unknown 0.2 0.1 0.1 0.3 1.2 … 0.4 
 

Yet another aspect to concern with displaying a webpage is the screen size 
available on visitors’ devices. The screen sizes study for the DCE website 

                                                 
1 http://www.w3schools.com/browsers/browsers_stats.asp 
2 http://gs.statcounter.com/ 
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revealed 49 different resolutions to have been used. The results were further 
classified into the groups represented in Table 3-3. The majority of visitors used 
1024x768 pixels resolution (2004–2006) and by 2011 had upgraded their 
hardware to better screen resolutions. This clearly illustrates the evolution of 
technology for display sizes and a need to adjust websites to better fit to screen 
sizes primarily used now. The DCE website was initially set to satisfy the 
requirements of the 800x600 and 1024x768 pixel screens, as it was the mostly 
used resolution in 2004. According to the analysis, over the years there has been 
a shift to screens 1280 pixels wide and even wider, on which the DCE website 
presently is surrounded with an area of unused space.  

Table 3-3. Screen resolutions used while accessing the DCE website. 

Screen size 2004 2005 2006 … 2011 

Lower than 640x480  [%] 0.0 0.0 0.1 … 0.2 

640x480  [%] 0.1 0.1 0.1 … 0.1 

800x600  [%] 10.4 5.6 2.0 … 1.6 

1024x768  [%] 65.5 65.3 53.1 … 9.4 

1152x864 [%] 6.5 4.9 7.2 … 0.4 

1280x1024 [%] 15.6 21.0 32.9 … 37.8 

Higher than 1280x1024 [%] 1.7 3.0 4.6 … 49.6 

Unidentified  [%] 0.1 0.1 0.0 … 0.9 
 

It is essential to know technical capabilities of your visitors’ devices to 
successfully maintain a website and enhance users’ viewing experience. 
Fortunately, today there is a variety of web analytics solutions available to 
choose from and get such statistics for websites in order to take prudential 
decisions.   

3.5.2 Source of Visitors 

Analysing the source of visitors answers the questions: where do the visitors 
come from and who are they in general? This analysis reveals how users have 
reached the site and who on the World Wide Web is referring to it. Knowing the 
source of the visitors allows planning and improving of the site content, and 
provides a good basis for marketing actions like site promotion through 
banners, subscribing to search engines, and so on. Typically the analysis 
addresses the following partitions: direct traffic, visitors arriving through search 
engines, and referring sites. Depending on the website purpose, different visitor 
segments can be identified.  

For the DCE website, the analysis conducted in 2006 [122] reviewed visitors 
in two categories: new and returning users. Figure 3-8 highlights origin of 
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visitors for the DCE website based on the location of their IP. The majority of 
new visitors as well as returning visitors have come to the department’s (DCE) 
website from the university’s web space, respectively 27% and 22%. There 
were 9% of new visitors outside of Estonia and those of returning 5%. The 
share of (detected) returning visitors is a fair 39%, which in reality can be even 
higher, as the statistics is based on anonymous web usage data. In 2011 the rate 
of returning users was 55%.  
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Figure 3-8. New and returning users on the DCE website; selected by access domain. 

Figure 3-9 on the other hand presents the source of visitors by referring sites. 
As seen, in 61% of cases users have come through other pages in the 
university’s web space, while 17% of visitors used a search engine reference 
and 22% of linked visitors came through other sites. In 2011 the corresponding 
values were 58%, 29%, and 13%. The analysis revealed that the DCE web was 
referred as an external source through more than 89 different websites at the 
time of the study.  
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Figure 3-9. Source of visitors by referrer sites. 



70 

3.5.3 Access Trends on Timescale of 24-7-12 

When planning site maintenance or changes, it is useful to know website access 
trends in time. The 24-7-12 time analysis (Figure 3-10) represents three major 
time characteristics on one scale of 24 divisions, where in each case the time 
has its own dimension (hours from 1 to 24, months 1–12, weekdays 1–7), 
enabling to introduce all the access trends on one graph. Access rate is found for 
each time characteristic individually over the time period being studied. 
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Figure 3-10. Website usage graph for access trends in three time categories: hour, 
weekday and month. All times local (server) time. 

As can be seen from the graph (Figure 3-10), the monthly access trend for 
the DCE website has its peak values in February, May and September – these 
are the beginning and end months of academic semesters [122]. The access rate 
during summer time is very low, for instance in July only 2% of total hits. The 
reason is obviously in summer holidays – not much happening at universities 
during the high summer peak. The weekday and hourly access trends show the 
site to be accessed the most at the beginning of the week (1 stands for Monday 
on the graph) and during the midday. Hourly access, which is measured in local 
(server) time, becomes very useful for system administrators for maintenance 
planning, especially when serving clients from other time zones. In addition to 
maintenance, knowing the access trends also provides a good basis for  
e-commerce and marketing, e.g., raising the importance of certain banners or 
other directed information at peak access times to target more visitors. 

3.5.4 Menu Structure Level and Page Load Analysis 

Analysing website menu structure by levels together with pages by their loading 
times can reveal bottlenecks in the system otherwise undiscoverable. Besides, 
once a site is designed and its menu structure planned and implemented, 
changes may be necessary, as nobody can predict how users actually are going 
to use the system after its release.  

The aim of the level analysis is to show whether the menu organization is 
efficient enough and to indicate possible bottlenecks. As users’ access trends 
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may change over time with the change of the site content, also the menu 
structure might be in need of some renewing. To expand the possibilities of 
level analysis, each item could be assigned a characteristic weight to represent 
its relative importance in the system, which would enable to perform automated 
assessments by levels.  

In [122] the author proposed to use a graphical representation of hits per 
website item to easily discover whether there are resources that need to be 
relocated to minimize the number of clicks users have to make to reach an item. 
An alarming situation was defined as a case when an item on lower menu level 
is accessed more frequently than its parent item, indicating a probable structural 
design error. Figure 3-11 displays a top 20 of accessed items for the DCE web. 
As shown, a page with ID code “1505” has had twice as much hits as its parent 
item with code “150”. The same applies to item pair with codes “410” and 
“4110” (a descendant of “410”). Consequently, these items need to be 
investigated in more detail, to detect whether they should be relocated at least 
one level upwards in the menu structure. This however cannot be done 
automatically and without knowing the actual page content. Thereby, the level 
analysis graph is considered as a useful tool for webmasters to assist decision-
making over necessity of improvements. For example, in the case of item 
“4110”, the “410” is a second level parent page representing all the subjects 
lectured at the department, whereas “4110” is a third level child page 
representing detailed view of a subject selected on page “410”. Thus, the 
context justifies the detected anomaly and does not demand for a necessity to 
rearrange the structure concerned with item no. “4110”.   
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Figure 3-11. Level analysis showing access rates per site item. Gray bars indicate 
possible problematic areas in the menu structure. 

Analysing page load times can reveal problematic dynamically generated 
pages. Studies on page load times have revealed that if users have to wait for 
more than a few seconds without any feedback from the system, they get 
impatient and unsatisfied [123]. For example, with the help of this analysis, an 
anomaly of unallowably high load time (12.3 seconds) of a page appearing only 
under certain circumstances was discovered in the e-EDU e-learning system 
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[120]. After repairing the defective database table and introducing some more 
indexes, the page loaded more than ten times faster. High page load times may 
be caused by high server load as well. For this reason, the log system stores also 
the recent values of server load at the time of each request – yet another 
advantage over web server log files.  

The proposed analysis of menu structure and page load times help to detect 
problem areas in the system, which could be left unnoticed otherwise.   

3.5.5 Search Combinations in Sessions 

Session-based users’ behaviour analyses add value to previously discussed 
general informative analyses, reflecting the efficiency and usability of a 
website. Analysis on search combinations should be carried out over two 
distinct user groups: new and returning visitors to enable comparison of site 
usability of those users who visit it for the first time and by those who have got 
accustomed to it already.  

An initial study on search combinations in sessions to evaluate users’ 
navigational behaviour was conducted in [122], proposing to measure the 
efficiency by the time between two operations performed. The average time 
between two operations was calculated as Δt = ti – ti-1, where ti is a timestamp 
for a particular operation. The results (Table 3-4) indicate that users reached 
their requested target information approximately in 22 seconds. The average 
session length of approximately 4 minutes and the maximum search time of 
approximately 2 minutes (Δtmax=127s) indicate that in most cases the data has 
been successfully found in relatively short time. The results in Table 3-4 also 
revealed that returning visitors performed averagely more operations in session 
than new users, which could be explained by the engagement of returning 
visitors and by their explicit and predefined informational needs. The somewhat 
higher time between two operations performed on the first menu level is 
probably caused by the fact that the information presented on the level is mainly 
a generalization of specific data presented on the second and third level, thus 
users may need some time to think where to click next. The most specific data is 
presented on the third menu level, although whenever possible the information 
was not partitioned and presented on the second level to minimize the number 
of clicks. It is highly likely that the average search time (21.3 seconds) on the 
third level is greater than on the second level (19.4 seconds) due to the more 
specific information presented on the third level. For proper interpretation of the 
results of timing analyses, they have to be reviewed by a domain specialist.  

Despite the subjectivity of this analysis, it provides an overview of the site’s 
performance in sense of returning and new visitors. The statistical numbers give 
little information to a person not familiar with specifics of the website; 
however, for a specialist like the webmaster they can provide a valuable 
characterization and pose a need for deeper analysis.   
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Table 3-4. Search combination characteristics in session 

Type of  
analysis 

Avg. number of operations Avg. time between two operations 

Single visit Recurrent visit Δt [sec] % of Δt Δtmax [sec] 

All levels 2.7 5.4 22.1 100 127 

Menu level 1 2.4 6.2 26.2 119 n/a 

Menu level 2 2.4 6.9 19.4 88 n/a 

Menu level 3 2.5 6.2 21.3 96 n/a 

Session length n/a n/a 220.3 n/a n/a 

3.5.6 Correlation Study on Session Parameters 

Amongst other studies executed in 2006 and published in [122], a correlation 
study on session parameters was conducted. The study targeted to determine 
whether there is a clear connection between the length of the session and the 
number of clicks users perform during it. This study itself is not so tightly 
connected to any specific web application or its visitors’ analyses. Instead, it 
helps to understand users’ behaviour, in particular the relation between the 
quantity of operations and session length.  

Figure 3-12 shows the correlation discovered during the study. As can be 
seen, there is a distinct and clear interrelationship by linear allotment between 
session time and number of performed operations until the quantity of clicks 
grows to around 10. After that, the correlation becomes ambiguous, which can 
be set off by the human ability not to remember all the actions performed on the 
site, in particular operations made several clicks ago – humans’ short-term 
memory is believed only to last around 10–30 seconds, depending upon the 
number of items to be retained in memory, and to be limited to 7±2 items [124], 
[125]. Users remember having seen “something somewhere”, however they 
might be unable to recall the exact location. It is comparable to the situation 
when visiting an unfamiliar city and getting lost. This explains the peaks on the 
graph, representing rapid surfing on the website. Another corresponding finding 
of this study was that the time between two performed operations shows a trend 
of steady linear decline as the number of operations performed in a session 
increases. This could be due to users’ restlessness and unwillingness to 
concentrate on the content, feeling being lost or a decrease in interest.  

These findings suggest that there is a strong dependence between session 
length and the number of operations performed during a session. Obviously, the 
clearer and logical the site’s organization is, the more users can recall their 
previous actions; on the other hand, if there is no linear allotment at the 
beginning of the graph, it is alarming that the site might have a confusing 
structure. The findings of this analysis correspond to a similar study on session 
duration versus visit actions conducted by Markov and Larose [28], also 
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confirming that there exists a strong positive association between the number of 
visit actions and session duration. 
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Figure 3-12. Correlation between session length and operations performed. Average 
correlation trend line is shown in bold.  

3.6 Discussion 

The list of studies presented in this chapter is not definitive as the collected log 
data enables producing of various analyses according to one’s needs. These 
could include the following: top visited and referred pages, entry and exit pages, 
time spent on page, list of countries visits originating from, different languages 
of visitors (based on user-agent string), traffic segmentation (direct, referred, 
search engine redirects), referring sites and search engines, list of web robots 
crawling website for information, comparative studies on returning and new 
visitors on different basis, and so forth. Obviously, this list could be continued 
as long as all the different aspects of the web usage log data are described in all 
possible combinations. Hence, the log system and the log analyzer system 
enable to achieve more than described herein for demonstration and research 
environment characterization. 

Today, many of the described analyses have become common and easily 
accessible via online analytics, such as Google Analytics, enabling a good set of 
predefined reports. At the time the log system was developed and the analyses 
conducted, the situation on the analytical tools market was however quite 
different. Nevertheless, the necessity to analyze web usage and reason about the 
results has remained and led to establishment of new tools and services. Over 
time, analytical tools previously implemented as desktop programs have 
evolved into web-based systems and services, rich in features unthinkable years 
ago. Yet, they have mostly remained commercial environments.  
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3.7 Chapter Summary 

Logging web events can reveal a lot about a web information system, its usage 
and users. The importance of web-based systems has rapidly increased over the 
past years and the process continues. This has introduced a need to be able to 
improve web information systems and address the systems to match a user-
oriented approach. 

This chapter has discussed the importance of logging users’ operations on 
the web, and ways to achieve this. More precisely, the chapter has addressed 
web server logs, hosted web event logging and the special log system developed 
by the author to capture users’ actions on the research environment, the DCE 
website, as well as many other websites. Further the chapter introduced the log 
analyzer system, which is used to process collected web usage data. This was 
followed by a set of analyses and studies performed on the web usage data, to 
demonstrate the potential of the log system and its analyzer system, and to 
characterize the research environment. The analyses discussed herein have been 
mostly limited to the studies performed in 2006 and presented in [122]; many of 
the possible user and usage analysis have been omitted as they are easily 
derivable from the processed log data and would not have added any extra 
value. Nevertheless, these analyses have been discussed briefly.  

The chapter constitutes the first phase of the author’s web studies, continued 
by a research into evaluating web information systems on the basis of users’ 
behaviour modelling, users’ action prediction on different basis, and web 
personalization and recommendations generation, discussed in the forthcoming 
chapters.  
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Chapter 4  
EVALUATING AND OPTIMIZING 
WIS’S ON THE BASIS OF USERS’ 

BEHAVIOUR 

Today, web presence has become essential to any successful company. 
Depending on company profile, websites are used to provide information, 
services or both, where the World Wide Web is chosen to serve as the platform 
to promote and support company interests. The power of online presence cannot 
be underestimated anymore. Well-developed and constantly maintained 
websites that acknowledge their users’ interests and needs, positively affect 
visitors and prospective customers, and thereby help to establish a reflection of 
a successful and trustworthy company.  

This chapter concentrates on the efforts made to investigate the benefit 
gained from studying users’ browsing behaviour in favour of improving web 
information systems. In particular, several indicators of users’ interest are 
described and applied to evaluate the current state of web information systems, 
and identify areas in need of improvement.  

4.1 Introduction 

Visitor satisfaction is a key success factor of any web information system, 
regardless whether it is a simple website or a more sophisticated system, driving 
the need to continuously improve such systems to better conform to changing 
demands and expectations of users. Additionally, over time websites evolve, as 
information is added, modified or deleted, causing pages and links to appear in 
unlikely places in comparison to the original design. Also, in practice sites may 
be used in ways they were not designed for primarily. Studying users’ 
behaviour allows to evaluate and optimize such systems, targeting at the same 
time visitor satisfaction. Although the latter could be studied through explicitly 
collected data, such as questionnaires, or interviews, this approach cannot fully 
cover all WIS users and requires extra efforts to be enforced. Implicitly 
collected web usage data on the other hand covers all system users and does not 
require any extra actions to be carried out rather than web usage mining. 

Application of WUM for adaptive and personalized web is becoming 
common for providing users with customized views to websites or dynamically 
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discovered (personalized) recommendations during their web visits. Yet, little 
attention is paid to possibilities of improving WIS’s usage by studying users’ 
behaviour. The way visitors behave on a website can reveal a lot about its 
usability, as users are browsing the web according to their personal experience, 
informational needs and understanding of the topics presented, being at the 
same time influenced by site design and its comprehensibility. Information 
about users’ behaviour, captured in web usage logs, allows to analyze and 
discover users’ preferences for adapting WIS’s to their needs. Reconstructing 
users’ operations in sessions and reasoning about them helps to understand 
users’ intentions and expectations towards a system, to bridge the conceptual 
gap between the developers’ domain model and actual users’ domain model 
(Figure 3-1), and deliver valuable improvements to a website and its structure. 

This chapter presents a framework for evaluating web information systems 
based on user behaviour modelling, in particular on recognition and mining of 
navigational paths and patterns users typically follow while browsing. The log 
system and the log analyzer discussed in Chapter 3 provide data sufficient 
enough to evaluate WIS’s based on users’ behaviour, and are used for the task. 
A set of indicators to assess websites from usability point of view will be 
discussed. Web usage data is processed and users’ navigation paths constructed 
in sessions based on the collected behaviour data. These navigation paths along 
with other data available in the log form the basis for WIS evaluation. 
Throughout the studies, new and returning visitors will be compared.  

The rest of this chapter is organized as follows, Section 4.2 discusses 
indicators of user interest, while Section 4.3 explores several metrics for WIS 
evaluation, starting off with identifying pages of popularity and ending with 
studies on cyclic operations in users’ navigation paths. This chapter also 
introduces the locality model, which will be applied herein and in the 
forthcoming chapters for processing users’ behaviour data.  

4.2 Indicators of User Interest in WUM  

Different indicators of user interest have been proposed by researchers of the 
field, as has already been discussed in Chapter 2.8. Let us now take a closer 
look on indicators available from web users’ behaviour stored in web usage 
logs. Users’ interest towards web pages is mainly measured by page ranking, 
achieved in the WUM community usually by the order of visited pages and their 
popularity (hit count). Although this approach reflects the interest on the count 
of clicks, it has a serious drawback – it does not pay any attention to the actual 
time spent on page (TSP) as Hofgesang outlines in [108]. He claims that TSP is 
a clear and natural indicator of importance of a page in WUM – the more time 
users spend on a webpage, the more important it is assumed to be.  

In general, the indicators of user interest (identifiable by actions from web 
usage logs) are as follows: 
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 List of pages users are visiting, and their order, 
 Popularity of visited pages – frequency measure, 
 Time spent on pages (TSP). 

The most commonly used and the most trivial way to measure visitors’ 
interest towards a site is to list accessed pages and their hit count per page. It 
gives a clear response on what pages are of more interest to users than others, 
and already this may indicate a need to make some changes in the system so 
that pages with high hit rate would be easily accessible, for instance via 
shortcuts on the index page. However, this frequency measure is dependent on 
website’s navigational structure. In particular, the location of a page in the site’s 
navigational hierarchy influences the statistical popularity, i.e., the frequency of 
page visits. Obviously, pages at upper level in the navigational hierarchy have 
higher access frequency than pages on the descendant levels due to the fact that 
these pages often act as intermediate linking pages and not as much as content 
pages. Still, navigational position in the structure has no direct effect on another 
interest indicator, namely time spent on pages (TSP).  

TSP is an important indicator of user intention and interest towards viewed 
pages and their content on a website, and therefore plays a crucial role in the 
proposed models in this thesis as well. It is yet another implicit measure of user 
interest attainable from actions visitors perform while browsing. TSP as an 
interest measure has been studied by many researchers in [18], [108], [109]. 

Despite the apparent simplicity of this indicator, there are some major 
problems to consider. Time spent on a page can be measured either on client-
side or on server-side; nonetheless Srivastava et al. [13] have found in their 
research client- and server-side measuring of TSP to be equal or in favour of 
server-side approach because of the overhead on client side. Thus, the use of 
page access timestamp captured by the log system is more than appropriate for 
the tasks discussed in this thesis.  

So what does influence time spent on pages and how to properly measure it? 
Ideally, TSP is only the time users spend on particular page actively dealing 
with it, i.e., reading, scrolling, and so on. Nevertheless, factors such as the time 
spent for page generation on the server, time spent on data transfer over the 
network and the effect of user distraction have to be also considered. From the 
aforementioned factors, user distraction as a set of activities unrelated to 
browsing is the most troublesome as it cannot be measured from web usage 
logs. Based on the access data in the log, it is impossible to detect whether a 
user was chatting (e.g., telephone, instant messaging, colleagues, family, etc.), 
had a break (e.g., coffee break) or was engaged with other activities while 
browsing a site, resulting in higher TSP values. Yet, user distraction, which is 
one of the drawbacks of TSP as an interest indicator, has no direct effect on the 
frequency measure. To tackle the user distraction problem, in practice an upper 
limit for TSP is usually applied; Hofgesang [108] reports a limit of 90 seconds 
to 10 minutes. Researchers, who have been using customized web browsers, 
like the ‘Curious Browser’ implemented by Claypool et al. [18] however have 
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been able to measure the distraction to some extent by detecting whether the 
browser window was in focus or not. It is impossible to get such data from web 
server logs; however, with customized web event logging this could be now 
achieved. Namely, the HTML5 standard browser window events ‘onpageshow’ 
and ‘onpagehide’, and the W3C Page Visibility API1 now provide means to 
detect current visibility state of a page. However, not all browsers provide 
support for these features yet. The latter could also be used to solve the problem 
of measuring TSP for exit pages (page viewed before leaving website or closing 
browser window), as today it remains immeasurable not only by the log system 
introduced here but also by hosted web analytics tools. The evolution of HTML 
and web technologies will in the future enable to capture web usage events 
more precisely. As a future development of the log system active TSP 
measuring is planned to be added keeping in mind future research work. 

The formula for the ideal TSP is given by Equation 4-1, where ti is the 
timestamp of a given operation (page view). However, in practice, TSP is 
usually calculated just as the time between two page requests as given by 
Equation 4-2 (with or without tpage_generation, depending on its availability), and an 
upper limit is applied to eliminate the impact of user distraction. This approach 
presumes that page generation and transfer times are relatively small and user 
distraction is immeasurable. For instance, for the DCE website the average page 
generation time according to the log is 0.07 seconds, with higher peak values at 
0.1 seconds. Also, page sizes today are a few hundred kilobytes and network 
bandwidth provides transfer rates high enough to make this component in 
Equation 1 insignificant compared to other elements. 

tTSP = ti+1 − ti − tpage_generation − ttransfer − tuser_distraction  (4-1) 

tTSP = ti+1 − ti − tpage_generation  (4-2) 

The minimum threshold value for TSP should be connected to the time 
required to accurately asses a page, i.e., to at least a few seconds, as this is the 
time slot when visitors make their decisions whether to stay on the page or 
move forward. According to [109] users are unable to accurately assess interest 
towards a page in less than 5 seconds, evaluating the importance of the 
information found on the page during the first few seconds [110]. This imposes 
a minimum (recommended) value for TSP. Very small TSP values may be 
caused by accidental double-clicks, or indicate robot transactions (if not filtered 
out) or redirect pages, which certainly are not of interest. The averages for web 
page view times as a measure of interest rate however vary from 12 seconds 
[111] to 48 seconds [126]. Still, Weinreich et al. [111] have found that nearly in 
half of cases users were spending less than 12 seconds on pages they visited, 
leading to a conclusion that they browsed for a next page before reading a 
substantial part of the content presented on a page. Moreover, experiments in 

                                                 
1 http://www.w3.org/TR/page-visibility/  
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[108] refer to a fact that users spend less time on pages they visit frequently. Al 
habibi et al. [14] concluded in their study of three different attributes of time 
spent on page – minimum, maximum, and average TSP – that there exists a 
strong tendency for users to spend more time on pages they find interesting 
compared to those they find not so interesting, with a non-linear reference to 
page rank. The analysis of the DCE website usage log shows that in average 
new visitors spend 19 seconds on a page while returning users 17 seconds for 
the segment of TSP=[5..60]s. With a reasonable value of TSP>60s, in particular 
TSP=600s, the corresponding values were as follows: average time spent on 
page for new visitors 119 seconds and for returning users 72 seconds. These 
findings also correspond to the findings of other authors. Figure 4-1 outlines 
average TSP values for interpreting user interest based on literature and 
empirical studies on the DCE website. 

 
Figure 4-1. Recommended average values for interpreting TSP as an interest indicator.  

Although, TSP is a good measure of user interest, it also suffers from some 
drawbacks to be considered. One of these – user distraction – has already been 
mentioned. The other major drawback to consider is the fact that TSP can also 
be largely influenced by page content and its type (linking page, media-rich 
page, and so on), but also by the quality of layout (length, logical placement of 
objects, etc.). More precisely, on linking pages there is little information to read 
and users proceed to select another page via link, whilst content pages may have 
several paragraphs of text, or media content (e.g., images and videos), which 
could lead to high values of TSP. Here, the HTML5 and page visibility API 
being introduced to modern web browsers might help to determine user 
engagement. In addition, visitors as individuals have different speeds of reading 
and navigating content, which also has its small effect on TSP.  

For text-based articles, studies on the effects of human reading performance 
have shown that in general users are able to read unfamiliar text content on 
screen at speed of 180 words per minute (wpm) in contrast to 200 wpm from 
hardcopy [127]. The average reading speed value 180 wpm reported by Ziefle 
[127] enables to calculate estimated time needed to read full article on a 
particular page, and compare it to the actual time users spend on it. Also, it must 
be considered that since Ziefle conducted the study, with the development of 
electronic devices to read from (computer screens, smart-phones, tabs and pods, 
etc.), people probably have adapted to read faster also from electronic screens. 
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So the reading speed could vary in between 180 – 200 wpm. Automatic 
evaluation of video and especially graphical content viewing times however 
could probably need human intervention. 

In [128] the thesis author investigated article reading speed on the DCE 
website, finding the average value to be 199 wpm. Regardless of this, it was 
interesting to find that for long articles users tended to spend less time than the 
average calculated hypothetical time would propose; therefore evidently reading 
only a portion of the article and then moving on. Shorter articles however got 
more attention from users in respect to time spend on an article page. The 
border seems to be somewhere near 220 words. There was no significant 
difference for TSP values for new and returning users, except for index page, 
where returning users tended to spend approximately 10 seconds less than new 
visitors. In this study website content was categorized as follows: short articles 
with content length up to 250 words, long articles with content of more than 250 
words, comprehensive articles as specific in-depth content, and common articles 
as regular website content. The study showed that more sophisticated articles 
were explored for longer time irrespective of their content length, whereas too 
general articles (common) were briefly read. It was also noted that visitors 
tended to spend more time than the average hypothetical calculated time would 
suggest on the index page. This is probably due to the need to familiarize with 
the page and its structure, besides the article content. Figure 4-2 outlines the 
results of the TSP versus content length study for the DCE website. 
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Figure 4-2. Dependence between time spent on page and article content length.  

Obviously, in an efficient web system pages that get more attention from 
users according to this indicator should be reachable with a few clicks, whereas 
pages identified as of low interest need to be positioned on deeper navigation 
levels, unless someone intentionally wants to reinforce and bring them forward. 
Pages that are not at all of interest for visitors by this indicator should not be a 
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part of the system. The evaluation of the results is the responsibility of an area 
expert, i.e., the webmaster. 

Despite of its drawbacks, TSP is still a valuable indicator of user interest and 
used together with other metrics, can clearly indicate user interest. 

4.3 Metrics of WIS Evaluation on Users’ Behaviour  

Let us now turn to what can be learned from users in favour of evaluating and 
improving WIS’s. The collected and processed web usage log provides primary 
data to model users’ behaviour and search for anomalies and bottlenecks in the 
web system usage flow. The operations in users’ navigation paths with their 
attributes clearly describe the ease or difficulty of site navigability.  

The framework discussed herein addresses web information systems 
evaluation and necessity for improvement through the following models: 

 Popularity of pages with applied TSP, 
 Rate of void operations in navigation paths, 
 Rate of multi-sequential identical operations in navigation paths, 
 Cyclic operations in navigation paths. 

These evaluation models address users’ sessions in two distinct groups: new 
and returning visitors based on the available data. 

The discussion of these models is accompanied with results of empirical 
studies conducted on the DCE website. These studies were based on 269 782 
sessions derived from the web usage log. Most of the results of these studies 
have been published in [129]. 

4.3.1 Steps of Data Processing for WIS Evaluation 

The main processing of raw users’ activity data has already been done with the 
log analyzer tool, resulting in web usage log data. This data is now exploited for 
WIS evaluation through users’ behaviour modelling, providing answers to 
questions of how the system is used and what could be improved in it. The 
process starts with acquiring necessary data elements from the log analyzer data 
storage repository and reconstructing users’ browsing sessions. A user session 
s=<pi, pi+1, … , pn> is defined as a sequence of accessed pages, where pi∈P and 
P is the set of all the pages constituting a website. With the composition of 
user’s navigation path, each page access is equipped with corresponding TSP 
values. At this stage, the first set of metrics becomes available. The navigation 
paths are further processed to minimize the paths and detect void operations, 
defined by TSP values according to condition tx. Equation 4-3 describes the 
threshold conditions for tx.  
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As a result, the second set of metrics, called void operations in sessions, and 
the third set called multi-sequential identical operations in sessions are 
produced. The final set of metrics, cyclic operations in navigation path, takes 
advantage of the locality model and are detected on the fully minimized path. 
Figure 4-3 depicts the steps of processing of this data with example session 
data. Each of these sets of metrics will be discussed in detail in further. 
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Figure 4-3. Processing of users’ session data for WIS evaluation. 

 

4.3.2 The Locality Model 

The locality model is based on the belief that if a large number of users 
frequently access a set of pages, then these pages must be related. The locality L 
is defined as the nearest sequential activity history of a user within a site visit 
(session) determined by a sliding window w. During their site visits users are 
moving from one locality L to another, captured by the sliding window of size 
w∈W. Figure 4-4 depicts user localities and their extraction from navigation 
path. 
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Figure 4-4. Localities L and their extraction from user’s navigation path.  

Localities L are extracted from users’ sessions available in web usage log. A 
user session s∈S is defined as a sequence of accessed pages s=<pi, pi+1,…pn>, 
where, pi∈P and P is the set of all pages, and S is a set of available sessions in 
the log. The order in which pages were accessed in a session is determined 
based on request timestamps. Thus, localities L of size w are defined as  
L(w)=pj, pj+1, …pw, where pj≠pj+1 and pj is the ID for a visited page in the 
locality. The extraction process is carried out by function ExtractLocalities(s,w)  
applied for each s∈S (Figure 4-5). Unless otherwise stated in forthcoming 
chapters where the locality model is applied, the localities are extracted from 
fully minimized navigation paths constructed based on user’s actions in a 
session. 

Function ExtractLocalities(s, w) 
/*
 s: array = operations in a user session being processed
 w: int = locality window size
 sessionLocalities: array = set of extracted localities
 runningLocality: array = locality being extracted
 quantity: int = number of localities extractable from path
*/

    BEGIN
quantity = count(s) - w + 1
i = 0

        while i < quantity do
j = i

            while j < w + i do
                add s[j] to runningLocality

increment j
end while

            add runningLocality to sessionLocalities
            reset runningLocality
            increment i
        end while 
        return sessionLocalities

END  
Figure 4-5. Algorithm used for localities extraction.  
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The proper application of the locality model depends on the sliding window 
size w. As w is not a fixed value and depends mainly on the absolute menu 
depth of a particular website, a study to discover the best value for the sliding 
window w is recommended before the exploitation of the locality model.  

An empirical study was performed on the DCE website to discover the best 
value for the sliding window w [130]. The absolute menu depth of this website 
is three levels. For the evaluation the following attributes were observed:  

 Cover percentage for the number of combinations computed from the 
navigation paths,  

 Average frequency of finding these combinations in navigation paths,  
 Average number of possible localities in navigation path,  
 Availability of next accessed item for each locality. The attribute “next 

item” is found as pj+1, if available.  

The experiments were performed with various window sizes W={2,3,4,5} on 
87 953 navigation paths as series composed of unique numerical identifiers set 
for each page (page ID) in the DCE WIS. The results of the experiment (Table 
4-1) suggest that for the DCE website the best window size to use is w=3. As 
can be seen, localities of size 3 performed the best in respect to observed 
parameters (higher values provide better efficiency) and considering the fact 
that w=2 would be too short for describing recent actions in sense of user 
profiling. The availability of next page request for a described locality L is very 
important for the prediction models of users’ actions discussed in Chapter 6. 
The results confirmed that the sliding window size w is in correlation with the 
absolute menu depth of a website. These findings also conform to the ones 
reported by other researchers in [92]. Thereby, to gain maximum benefit of the 
locality model, it is essential to study the sliding window size w for a particular 
WIS before it is applied to reveal users’ browsing behaviour. 

Table 4-1. Results of the empirical study for determining sliding window size w.  

Properties observed 
Studied window size w 

2 3 4 5 

Combination coverage [%] 31.2 35.5 20.7 12.6 

Combination frequency  1.1 1.0 1.0  1.0 

No of localities in path 6.3 6.6 6.5 5.9 

Availability of next item [%] 76.6 77.4 74.1 76.3 
 

The locality model has a central role in a number of studies discussed in the 
forthcoming chapters. Any particular details concerned with the model are 
presented within the corresponding chapters. 
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4.3.3 Pages of Interest 

Based on the interest indicators such as hit count for pages and time spent on 
pages, there are several metrics which can be used to evaluate and improve web 
information systems. Let us refer to the set of these metrics as pages of interest. 
These metrics concentrate on single page views rather than on navigation 
through site structure. Nevertheless, void operations in sessions must be 
removed beforehand in order to reduce bogus page hits. This is achieved by 
path minimization phase during data processing (Figure 4-3).  

The pages of interest metrics proposed by the framework to evaluate WIS 
usage are as follows: 

 Top N pages by popularity, 
 Top N pages with TSP applied to express users’ interest into content, 
 Pages with low TSP values in respect to content length, 
 Pages existing in WIS without gaining any access or significantly low 

access rate from users, 
 Pages existing in WIS without gaining any access or significantly low 

access rate from web crawlers, leading to no or low indexing.  

The ‘Top N pages by popularity’ is the most general and widely used metric 
for WIS evaluation to identify the most accessed pages. Accesses are counted 
and listed in a descending order for the N most requested pages. The value of N 
depends on the website scope, size and webmasters intentions. A top 10 
accessed pages is the most common approach. Having identified these pages, 
their accessibility through the navigation structure is to be considered, and if 
necessary, restructuring introduced or shortcuts placed on index page for easy 
information access. 

It should be also considered that new and returning visitors may have 
different top N accessed pages sets. While detecting the top N pages set, each of 
the pages should also be assigned a weight to show its significance and allow its 
comparison to other identified pages of interest in the set. It is advisable to 
exclude the index page, as it commonly gets the highest count of hits. The 
weight for each page is calculated as the relative share a page has in the top 
items set. Figure 4-6 shows an example of top 10 accessed pages for the DCE 
website in two categories: new and returning visitors. Each of the items in the 
set is also equipped with calculated weight value. Despite the assigned weights 
pages rank in different order for these categories due to different preferences of 
returning and new visitors, although the first two items in both lists match 
despite their different weights. Still, all the items are present in both of the lists. 

Although ‘Top N pages by popularity’ provides a list of mainly accessed 
pages, it suffers from not being able to detect the users’ real interest towards the 
pages clicked. This is the reason why the author advises to use ‘Top N pages 
with TSP’ instead. Obviously, applying time spent on a page as an interest 
indicator to top N pages enables to filter out page requests where users have not 
paid attention to the page itself and just passed through it. This provides yet 
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another method to lessen the rate of bogus hits. The applied TSP values should 
take into account the minimum time necessary for a visitor to decide over the 
suitability of page content as well as the approximate time to go through the 
content presented on a particular page. The possible value ranges have already 
been discussed in Section 4.2 of this thesis.  
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Figure 4-6. Top 10 pages of popularity for the DCE website in two categories: new and 
returning visitors. Trend of order in comparison to the adjacent category is shown with 
arrows, whenever the calculated weight (shown in superscript) in the set differs. 

To investigate the impact of having TSP included as an interest indicator to 
eliminate bogus hits, an empirical study was carried out applying different 
threshold values of TSP, and the data from the DCE website usage log with the 
following values of TSP threshold tx (Equation 4-3): 

 t0: no threshold set, 
 t1: Tmin=5s, Tmax=60s, 
 t2: Tmin=5s, Tmax=60s, 
 t2a: Tmin=17s, Tmax=120s, 
 t2b: Tmin=0.5 * thyp(p), Tmax= thyp(p), 

where t2a and t2b conform to equation tx, with x=2, and thyp(p) is the 
hypothetical time needed to read through the content on page p on the 
assumption of average reading speed of 180 wpm. The experiments 
concentrating on top 20 pages showed that taking TSP into account greatly 
affects the significance (weight) of each item in the set and can even cause 
items to be replaced in this list. Table 4-2 outlines the amount of changes 
introduced to weights of pages of popularity when applying TSP threshold 
values t0, t1, t2, t2a, and t2b. The study revealed that when using a variable TSP 
threshold like t2b, pages where visitors stayed for a very short time got 
discarded, which is a major drawback. Namely, it rules out exit pages as usually 
their TSP remains unmeasured, unless advanced mechanisms that have lately 
become available are applied at data logging stage to determine users’ 
commitment at those pages. A workaround could be to exceptionally accept exit 
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pages in the results without valid TSP values. Also, returning users are not 
probably going to read the whole content article rather than search for a part 
they previously found interesting. Thereby, lower values of minimum threshold 
should be applied, leading to a conclusion that threshold conditions t2 and t2a 
provide better results. An outtake of the study with a thorough list of top 20 
popular pages for DCE website in this study together with changes in the weight 
rank order is provided in Appendix B. 

Table 4-2. Amount of changes introduced to weights when applying TSP as an interest 
indicator to pages of popularity listing. Results of the TSP impact study performed on 
the DCE web usage log data. 

N 
TSP threshold condition tx 

t0 t1 t2 t2a t2b 

Changes in top 10 0.0% 20.9% 26.0% 35.8% 53.4% 

Changes in top 20 0.0% 30.2% 33.3% 51.9% 64.8% 
 

As shown, exploiting TSP as an interest indicator and using it over the top 
pages metrics relevantly affects the order of items in this set, and may even 
cause new pages of popularity to turn up. Thereby, the use of TSP together with 
page popularity is justified, and the metric ‘Top N pages with applied TSP’ 
valid.  

Figure 4-7 describes the results of the top N pages with applied interest for 
the DCE website. The range of TSP to indicate user interest towards pages was 
chosen from 5 to 120 seconds, covering the threshold conditions t2 and t2a. As 
can be seen, the items in the new visitors category remain the same as with the 
usual ranking (Figure 4-6). However, in the category of returning users many 
new items gain significance enough to be included in the top 10 pages of 
popularity, pushing out several items from the accompanying list. In this 
particular case, more general pages such as Curricula, Chairs of the Department 
and References to other resources outside the DCE web domain are replaced by 
more specific pages describing topics related to research and thesis defence 
procedures. This clearly refers to a fact that returning users have rather specific 
informational needs and expectations towards a site. While comparing those 
two top 10 lists to a list where new and returning visitors are not distinguished, 
it became clear that the particular distribution of new and returning users for a 
site has a strong impact on what pages are included in top N lists and that either 
of these two categories can mask some of the results with their prevalence. For 
example, the proportion of new visitors over returning visitors for the DCE 
website is correspondingly 61% and 39%. Obviously, the counted page hits are 
in favour of new visitors and thus some preferences of returning visitors can be 
masked and disappear from the results. A vice versa situation has an opposite 
effect. Thereby, exploring top N page hits with applied TSP should always be 
presented in two separate categories allowing to discover popular pages of 
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interest for both: new visitors as potential returning users, and returning visitors 
as loyal users. The results could also be applied for a sort of indirect 
personalization, where different shortcuts are shown for new visitors and 
returning users. Still, in terms of general improvement, an intersection over the 
two latter categories of the top visited pages should be considered. 
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Figure 4-7. Top 10 pages of popularity for the DCE website with applied interest (TSP) 
for new and returning visitors. Trend of order in comparison to the adjacent category is 
shown with arrows, whenever the calculated weight in the set differs. Pages falling out 
or being introduced to the list are marked with a double-arrow trend icon. 

The next metric in the framework in this category to discuss is ‘Pages with 
low TSP values in respect to content length’. In Section 4.2 it was already 
shown that users tend to pay more attention to pages with shorter content, i.e., 
long pages are not fully read. This metric assumes that the data about content 
length is available. Now, of interest are pages where users hypothetically read 
only a small fraction of a page (ca 10% or less), rising a question why is it so 
and is there a good reason for such a page to exist in the WIS at all. Is the 
reason in lack of interest or is the page content too long to go through, or does it 
need restructuring? For example, on the DCE website a page describing the 
rules for using the computer classes was one of those, where only a portion of 
9% of content was apparently read. Obviously, a long description of rules does 
not interest a lot of people. Empirical studies on the DCE website have shown 
that for short articles the hypothetically read content amount was 86% whereas 
for longer articles it was only 30%, with the overall content reading rate at 63%. 
In this context, new and returning visitors behave alike, as the differences found 
in the study in general were approximately 1% only. However, at detailed page 
level the differences may vary a lot. If a page of low TSP value per content 
length is identified, it is advisable to look into the access differences of new and 
returning users. If there are no significant differences, it reflects disinterest 
towards this page or a need for content restructuring. However, in the opposite 
case other metrics should also be considered to further investigate the reasons 
and proper actions to take.  
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Large web information systems incorporate hundreds of pages which all 
should gain some access from users, if made available. Nevertheless, there are 
almost always pages with extremely low access rate or no access at all. The 
metrics ‘Pages existing in web information system without gaining any access 
or significantly low access rate from users or web crawlers’ target to identify 
such pages. For both of the metrics the following parameters are to be found: (a) 
hit count during a predefined period of time, (b) number of days in this period 
of time, (c) monthly hit rate, and (d) access ratio according to Equation 4-4, 
where h is the hit count during period T, tT is the length of the period in days, 
and t is the time since the object was last accessed, measured in days.  

tt

h
r

T

130 ⋅=   (4-4) 

Having identified pages users do not access, the next step is to investigate 
the reasons why they are not accessed. Questions like are these pages accessible 
at all, accessible through navigation menu or other pages, how the access is 
provided and so on need to be addressed? The actions concerned with these 
pages can be either to improve access to these pages, or if they turn out to be 
redundant, they may be removed from the system. The decision is to be made 
by an expert of area, i.e., the webmaster. 

In terms of web crawlers, the similar metric helps to identify pages that are 
not reachable by web robots and thereby also potentially not indexed making 
them unavailable through search engines. Once again, a webmaster has to 
investigate every case and establish the circumstances why a particular page 
was outlined by the metric. If a page is purposely excluded from being indexed, 
this metric highlights that this exclusion is operable. However, in the opposite 
case actions to improve SEO friendliness such as refining HTML meta-tags, 
page title and keywords as well as including the page in sitemap for robots are 
to be considered.   

The metrics in the category ‘Pages of Interest’ concentrate on single page 
views for pages described in web information system and users’ interests 
towards those, indicated by hit rate and time spent on those pages, providing 
one of the methods for WIS evaluation for improvement. 

4.3.4 Void Operations in Navigation Paths 

During their web sessions, users click on links and browse from page to page. 
The navigational traces they leave behind may contain repeated identical 
operations, i.e., for some reasons users have requested the same page several 
times without leaving it or still being on a page previously read – in other 
words, there is no progress moving forward through the navigational schema. 
Using operation timestamps stored in the web usage log, it is easy to sort out 
accidental double-clicks and rule out probable page refreshes. This produces a 
set of void operations – repeated page requests that should not be present in 



92 

reconstructed user navigational traces in any of the planned surfing flows 
through the site. The processing of users’ session data for detecting void 
operations is shown on Figure 4-3. 

 The level of void operations reflects the site’s usage efficiency, and thus is 
considered one of the metrics in the WIS evaluation and improvement 
framework under discussion herein. Evidently, a low or zero level of void 
operations depicts a clear website structure easily understandable by users. The 
evaluation is provided through the following indicators: 

 The difference between the actual navigational path and the minimized 
path (void operations removed), 

 Average number of void operations,  
 Attainable time-saving. 

Thus, the indicators address the overhead visitors have been facing while 
browsing a website and the probable optimization achievable.  

For void operations evaluation three different possibilities for minimizing 
the navigation paths and detecting redundant operations were explored. In other 
words the task was set on to find such pi in s=<pi, pi+1, …, pn> where pi=pi+1 
and TSP(pi) satisfied the threshold condition tx according to Equation 4-3, 
where tTSP is time spent on pi. The values for Tmin and Tmax were declared 
correspondingly 5 and 60 seconds. Thereby, the threshold condition t0 results in 
fully minimized navigation path, t1 concentrates on intentional re-requests (as 
page reloads have been filtered out) and t2 concentrates on the timeframe, where 
user should have been engaged with page content. An alarming situation is an 
unreasonably high level of void operations in session, which is a clear mark of 
fuzzy navigational logic in need of improving. The metric presumes that once a 
page is requested a user most probably will not to try to access it again in a 
certain timeframe. Yet, as experiments have shown, this holds for an ideal case.  

The experiments with the web usage data of the DCE website (Table 4-3) 
revealed that returning users had less void operations in their sessions, in 
average 0.29 operations while the rate for new users was at 0.34, according to t1. 
The discrepancy between the level of void operations in new and returning 
visitors’ sessions was probably due to returning users being somewhat familiar 
with the site. A void operation per session is an averagely good result. The 
average amount of void operations in sessions was satisfactory low, although 
the higher rate in new visitor sessions could refer to small problems of easily 
understanding the navigational structure at once. However, this would require 
an in-depth study into the most frequent void operation patterns and close 
evaluation by a domain expert, taking into account the content of particular 
page itself, to identify whether there is a necessity for improvement. Out of the 
studied sessions (269 782), only 10.7% contained void operations in this case.  



93 

Table 4-3. Results for the void operations study on the DCE website over sessions 
where such operations were identified.  

                                   Threshold
                                 condition tx

Metric  

New visitor Returning visitor 

t0 t1 t2 t0 t1 t2 

Average session length [sec] 374.9 837.9 493.1 308.1 482.7 317.9 

Avg. session length for 
minimized path [sec] 

231.4 830.8 194.5 240.4 477.1 235.2 

Avg. time saved per session 
through minimization [sec] 

143.5 7.1 298.5 67.7 5.7 82.7 

Avg. void operations in session 1.4 0.3 1.1 0.8 0.3 0.5 

Average % of void operations  38.0 6.5 31.8 17.9 4.5 13.7 

4.3.5 Multi-Sequential Identical Operations in Navigation Paths 

The metric of multi-sequential identical operations, as the name implies, is a 
subtype of the void operations metric concentrating on actions which are 
identical and made in the timeframe defined by threshold condition t2. Multi-
sequential operations are defined as requests to pages where the following 
conditions hold: s =<pi, pi+1, …, pn>, and pi=pi+1=…=pi+m, and m<n. Thus, 
operations made during normal page views when ideally there should not be any 
identical sequential operations, are of interest. In case the time between two 
operations is less than 5 seconds (Tmin) the page was probably not accurately 
assessed by the user, and if exceeds Tmax, it was probably reloaded or revisited. 
These operations belong to the domain of threshold t1 and are not of interest 
herein. The processing of users’ navigation paths for identifying multi-
sequential identical operations is described on Figure 4-3.  

If there is no obvious reason (e.g. automatic reload) for users to re-request 
the same page within a short period of time defined by threshold condition t2, it 
can indicate website structure to be difficult to comprehend. However, the 
hypothesis of users forgetting where they have just clicked cannot be ruled out 
on log-based studies without having any explicit feedback from users. For the 
DCE website 33 158 sessions with at least one void operation were detected 
based on threshold conditions t0 and t2, and studied in further. The results of the 
analysis are listed in Table 4-4. 

 Once again, the results confirmed that returning visitors make less 
redundant operations also in the series of void operations. The percentage of 
sessions containing redundant operations is low – below 4% for new and 1.3% 
for returning visitors’ sessions by condition t2 – yet the difference is somewhat 
distressing on the side of new visitors. Nevertheless, the average time between 
two sequential operations refers to pages being viewed normally. A small 
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quantity of sessions with sequential operations is inevitable and having no such 
operations over all the users’ sessions is highly unlikely.  

The efficiency of this metric is evaluated through the number of multi-
sequential operations in users’ sessions (the less the better), the time between 
those operations in sequence, and through comprehensive analysis of the most 
common navigation patterns where such sequences have occurred.  

Table 4-4. Characterization of multi-sequential identical operations for sessions 
containing such operations. A study on the DCE website.  

Metric New 
visitors 

Returning 
visitors 

Sessions with multi-sequential identical operations (t0)  12.8% 3.3% 

Sessions with multi-sequential identical operations (t2)  3.9% 1.3% 

Avg. number of identical operations in sequence (t0) 3.3 2.8 

Avg. number of identical operations in sequence (t2) 2.8 2.7 

Time between identical sequential operations (t0)  607.6 s 458.9 s 

Time between identical sequential operations (t2)  24.4 s 21.0 s 
 

4.3.6 Cyclic Operations in Users’ Navigation Paths 

This metric aims to identify the rate of cycles in users’ navigation paths that 
renders the efficiency of website usage. High level of short cycles refers to 
navigational fuzziness and rapid browsing. Unplanned round-connected page-
sets in visitors’ navigation paths are a clear mark of too confusing or difficult 
navigational schema for users to comprehend. Obviously, the shorter the cycle 
is, the more problematic it becomes as this is not an efficient way of seeking 
information and it is likely that users have lost their way in the website 
structure. Thus, there might be a necessity for restructuring. Nevertheless, 
cycles my also occur when users are returning to previously visited page to 
remind the content presented there. If the studies of user behaviour show 
visitors to take this path frequently, content presentation should be revised. 
Users are lazy and take shortcuts whenever possible and that is what can be 
learned from their navigation paths herein.  

Each navigation path can contain zero or more cyclic profiles. The 
concentration of cyclic localities for websites with problematic navigation 
structure is higher than for sites with easy navigation. The efficiency of web 
browsing with this metric is measured through the following indicators: 

 The size, frequency and rate of cyclic locality profiles in sessions,  
 Time spent on pages involved in cyclic profiles, 
 The number of operations needed for a cycle to occur. 
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The processing of users’ session data for identifying cyclic operations starts 
with navigation path minimization, which is followed by the application of the 
locality model on the minimized navigation path (Figure 4-3). After the 
localities have been extracted, each of them is studied and matched against the 
following condition: L(w) = pj, pj+1 , … , pm, where pj = pm, which holds true 
only for cyclic localities. In the experiments described in this section, various 
window w sizes were used. Still, of particular interest were the results for w=3, 
as it is the smallest set of operations to form a cycle, and also the locality size 
w=3 matches the best for the DCE website, as has been proven earlier. 

In the experiments with the DCE web usage data, cyclic locality profiles 
were found in 33 813 cases out of available 269 782 web sessions. The study 
involved localities of various sizes, beginning with w=3 and ending with w=10. 
This range was selected in order to compare the results and observe trends, 
although in practice the emphasis should be on short cycles covered by locality 
profiles of size w=3.  

The distribution of cycles in locality profiles of different size is shown on 
Figure 4-8. As can be seen, the number of cyclic localities in sessions occurred 
to be a bit higher in new visitor sessions; and as expected returning users had 
fewer cycles in their navigation paths, due to probably being familiar with the 
site. The rate of cyclic operations in sessions for the DCE website is low. The 
frequency of cyclic profiles in sessions is clearly in inverse proportional relation 
to profile size w. Obviously, short cycles are problematic as this is not an 
efficient way of seeking information, implying users to be lost in the website 
structure. Without explicit studies the possibility of users returning to 
previously visited page to remind the content presented there cannot be ruled 
out. Nevertheless, if such cycles are frequent, they need to be reviewed by a 
domain expert and actions of structure and content improvement carried out. 
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Figure 4-8. Rate of cyclic localities in users’ sessions.  

The number of operations needed for a cycle to first occur in navigation path 
also reflects navigation efficiency. Obviously, the higher this number is, the 
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better is the performance. Experiments with the web usage log collected on the 
DCE website (Figure 4-9) showed that this number is most certainly bigger than 
the size of the locality itself. In the worst case scenario the number of operations 
needed for cycle occurrence equals the cycle size. For sessions, which had at 
least one cyclic profile in it, the reference value was 9.2 operations needed for a 
cycle to occur. For the shortest and most important cycle (w=3), the average 
was 23.2 operations per cycle occurrence, which is almost 8 times more than the 
cycle length itself, and can be considered a good result. Timing analysis of 
cycle length showed that interestingly cycle duration is in favour of returning 
visitors due to longer page views, with average time spent on page belonging to 
a cycle evaluating to 20.4 seconds. 
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Figure 4-9. The number of operations needed for a cycle to occur and the time spent on 
pages belonging to cyclic localities.  

When it comes to identifying troublesome cyclic operations, the author 
advises to use ranking based on cycle frequency and time spent on pages 
involved in cycles. Eliminating cyclic operations where at least one of the pages 
has high TSP value enables to concentrate on such cycles where the effect of 
user distraction is fairly low. The ranking of the remaining sets of cycles can be 
achieved by the use of formula given by Equation 4-5, where tage represents 
time in days since the cycle occurred and was recorded in the log (this way 
recent users’ behaviour has more important role in the formula and new trends 
are considered better), tTSP the time spent on a page involved in a cycle, w is the 
cycle length and f(i) is the frequency rate for such cycle to appear. 
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Applying ranking of such localities enables to filter out the most significant 
cyclic operations in users’ navigation paths for their further evaluation by 
domain expert, i.e., the webmaster and introduce actions of improvement, if 
needed. 

4.4 Chapter Summary 

While browsing websites, users follow certain patterns of behaviour according 
to their view of the subject domain being explored. Collecting web usage log 
and investigating users’ behaviour on website through their navigation paths 
can reveal a lot about site’s usability.  

This chapter discussed a framework for evaluating web information systems 
on the basis of user behaviour modelling. A set of users’ interest indicators was 
introduced and several metrics relying on these proposed. These metrics, based 
on collective intelligence and represented by users’ behaviour on a website 
allow to identify a necessity for improving a web information system and 
provide a basis to minimize the gap between the conceptual model applied 
during development and the model employed by the actual site visitors – 
allowing to optimize WIS to its users. In practice, the results provided by the 
metrics must be interpreted by an expert of area (i.e., webmaster), identifying 
the nature and criticality of each of the problem based on the aim of that 
particular website. 

The framework does not provide a ‘silver-bullet’ solution to address all the 
problems, and usually designers and developers are competent enough to avoid 
large errors. Nevertheless, they have no abilities to predict actual website usage, 
its changing trends and users’ with their needs over time. Thus, evaluations 
based on users’ behaviour modelling are needed to improve web information 
systems. 
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Chapter 5  
LEARNING WEB USERS’ DOMAIN 

MODELS FROM BROWSING 
BEHAVIOUR 

The information overload on the World Wide Web has evoked a necessity for 
adaptive, personalized and intelligent web to assist users while performing their 
browsing tasks. This intelligence for adaptive web information systems is based 
on user profiling and exploitation of user models. When browsing the web, 
users have an implicit conceptual model of the domain in their mind. This 
model is based on their knowledge of the domain and as a rule does not entirely 
match to the given website topology and domain model applied by developers, 
introducing a conceptual gap between these models.   

This chapter addresses the latter mismatching problem and provides a 
solution by making web users’ domain models explicit by using ontologies 
created on the basis of user profile mining on the web. A method combining 
web usage mining and ontology engineering techniques to learn user profile 
ontologies based on user behaviour is established. This method is applicable for 
detecting online visitor type and for use in recommender systems to adapt web 
information systems to the needs of individual users or user groups.  

5.1 Introduction 

How users are browsing and searching the web is heavily dependent on their 
own conceptual model of the subject area rather than the domain model and 
website topology given by web developers. Due to this, there exists a well-
known problem of possible mismatch between web users’ domain model and 
website topology. Various approaches have been provided to address the 
problem covering research in the areas of web users profile mining, 
personalization and adaptive web, and use of domain ontologies [13], [20], [72], 
[73], [87], [103], [115], [116], [117]. Still, the mismatch problem haunts 
researchers and urges them to develop new methods to understand and better 
match users’ personal views to the domain. A general solution to this problem is 
seen in providing a kind of personalisation service. 

The majority of personalization and recommender systems take advantage of 
user profiles. User profiling is an essential component of any adaptive and 
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intelligent web system targeting recommendations and web personalization and 
thereby also the conceptual gap introduced by the mismatch problem. A user 
profile explicitly represents the properties of an individual user or user group 
and allows systems to distinguish between its users. Commonly, researchers 
have applied predefined user ontologies in their systems instead of learning user 
profile ontologies. 

In this chapter, a method for learning user profiles from web users browsing 
behaviour and underlying web ontology is proposed. The method concentrates 
on modelling an anonymous ad-hoc web user, which does not diminish its 
usability on identifiable users. The main contributions for the community 
delivered herein is a method of learning user profile ontologies from web usage 
patterns, and the modelling of an anonymous ad-hoc web user, rather than an 
identifiable web user. As the method is focused on anonymous users, it cannot 
assume any prior information to be available about users, neither to have them 
to identify themselves.  

Following the method, user profiles are constructed based on users’ 
browsing behaviour data accumulated from web usage log onto which a concept 
of the locality model is applied to extract user preference profiles. Ontology 
reasoning services are used to classify these preference profiles under 
predefined user profiles concepts. This allows specifying rather general user 
profile concepts according to mined user preferences giving as a result a 
definition of domain ontology of users. The novelty of the method lies in giving 
conceptual meaning to web usage mining results by using ontologies and 
automatic classification of concepts to ontologies via ontology reasoning as a 
part of the system. The learned users’ domain models are applicable in 
providing personalization services and to improve the accessibility of 
information to certain user groups with predefined set of interests. 

In order to create web users’ domain models, two initial ontologies are 
required beforehand: a web ontology and a predefined user profiles ontology, 
which are described using the Web Ontology Language1 (OWL), in particular 
OWL DL (Description Logic variance of OWL) in order to support automatic 
reasoning. These ontologies are constructed manually and in this case the author 
has used the Protégé2 ontology editor for the task. Protégé is a free open-source 
platform providing a suite of tools to construct domain models and knowledge-
based applications with ontologies. In principle, there are no limitations on 
editors to be used.  

In addition to predefined concepts (classes), users’ profile ontology contains 
a class for extracted user profiles which are automatically obtained from web 
usage log through original data mining and processing steps. Based on semantic 
annotations of web ontology, OWL definitions of corresponding concepts are 
generated automatically and added to the user profile ontology OWL 

                                                 
1 http://www.w3.org/TR/owl-features/  
2 http://protege.stanford.edu  
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description file as definitions of subclasses of extracted profiles. In the 
following ontology reasoning is used and extracted user profile concepts are 
classified under predefined user profile concepts. This process gives as a result 
an ontology definition for users’ domain model.  

The following sections of this chapter describe these steps for attaining web 
users’ domain model in more detail. In Section 5.2 the process of extracting 
user preference profiles from web usage logs by applying the locality model is 
described. Section 5.3 discusses web ontology construction, while Section 5.4 
concentrates on user profiles ontology, covering predefined user profiles and the 
process of attaining extracted user profiles from user preference profiles via 
semantic annotation. Section 5.5 is dedicated to ontology reasoning and 
establishment of the users’ domain model. Section 5.6 provides a brief 
discussion on the attained model, and Section 5.7 summarizes the chapter.  

5.2 Extracting User Preference Profiles From User 
Behaviour Data 

The construction of web users’ domain model starts with processing web usage 
log data to extract users’ preference profiles. These profiles render users 
activities into their probable interests and form the basis of user profiles in the 
corresponding ontology. 

To extract user preference profiles, web users’ browsing sessions are 
acquired from the web usage log and navigation paths reconstructed. The 
sequence of operations in the path is determined by operation timestamps 
available in the log. The constructed navigation paths are then fully minimized, 
thus any redundant operations in the path are removed. Onto these minimized 
paths an approach of the locality model is applied and user locality profiles of 
size w are extracted. These profiles are further processed to eliminate cyclic 
localities as these do not carry any value of progress in site browsing (users end 
up at the same page they started on). Figure 5-1 describes the process of 
extracting users’ preference profiles in detail with example data from the DCE 
website. In the examples locality window size w=3 has been used, as it 
performs the best for the site as has been previously proven in Section 4.3.2. 
During the process 87 953 navigation paths were processed.  

Altogether, assuming that user browsing session is defined as a sequence of 
accessed pages s=<pi, pi+1, …, pn>, where s∈S, pi∈P and S is the set of all the 
processed sessions and P is the set of all the pages available in WIS, localities L 
of size w fulfilling the conditions L=pj, pj+1, …, pm, and pj ≠ pm, are extracted, 
where pj is a visited page ID. For each s∈S a function 
L=ExtractLocalitiesUPP(s,w) is applied for user locality profiles extraction 
(Figure 5-2). 
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Figure 5-1. Processing of users’ session data to extract user preference profiles. 
 

Function ExtractLocalitiesUPP(s, w) 
    /*
        s: array = operations in user session being processed
        w: int = locality window size

localityProfiles: array = set of extracted localities
        runningLocality: array = locality being extracted
        quantity: int = number of localities extractable from path
    */

    BEGIN
quantity = count(s) - w + 1
i = 0

        while i < quantity do
j = i

            while j < w + i do
                add s[j] to runningLocality

increment j
end while
if runningLocality[0] <> runningLocality[w‐1] 

                add runningLocality to localityProfiles
end if

            reset runningLocality
            increment i
        end while 
        return localityProfiles

END  

Figure 5-2. Algorithm for user locality profiles extraction based on the locality model. 

Having obtained the set of user locality profiles, the next step is the 
elimination of infrequent localities that are probably the result of random 
browsing. Thus, of interest are only frequent localities, as they represent sets of 
related information from the point of view of web users.  

In web information systems, where changes to structure and data are rarely 
introduced, ranking of extracted user locality profiles does not influence the 
frequent localities. Experiments with web usage log data for the DCE website 
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showed that regardless of the period length, the set of frequent user locality 
profiles remains almost the same for the top 10% of frequent localities 
(differences up to 2% at most). The long term analysis with data collected over 
5 years showed a difference up to 15% and for the short term (1 year) the 
difference was not over 10%, when comparing the sets of extracted localities 
with and without ranking. In both cases the maximum difference occurred at the 
end of the list, where the significance of locality compared to the top of the list 
was already in great decline. Thereby, ranking is important only in case the 
underlying WIS undergoes changes regularly or has gone it through lately, as 
then and only then the changes get more attention by ranking. As the DCE 
website is considered moderately changing, for each user locality profile a rank 
value was calculated according to Equation 5-1, where f(i) is the frequency rate 
of an extracted locality over a time period t, tage represents the age of the locality 
since time t, which is measured in units of months as a reasonable step for 
trends to emerge. Other units of age are also possible, depending on the log size, 
WIS access rate and frequency in which changes are introduced. For the DCE 
website, the locality age was calculated in months. 


=

=
n

i age(i)t

f(i)
Rank

1

  (5-1) 

The process results in a set of user preference profiles. In further these 
profiles will be semantically annotated. The discussion of this data processing is 
continued in Section 5.4.2, where user preference profiles are used to construct 
the ontology of extracted user profiles.  

5.3 Web Ontology 

The method described in this chapter assumes two initial ontologies to exist 
prior to its execution. These are web ontology and predefined user profiles 
ontology.  

Web ontology is used to define the set of concepts captured by a web 
information system as well as relationships between those concepts. This 
ontology is manually created by a domain expert. While semantic portals rely 
on domain ontologies to structure knowledge, web ontology takes another 
approach and is created from the point of view of the actual web application and 
how its potential users experience it. Obviously, it is not possible to create one 
and final web ontology that entirely matches conceptual interests of WIS users 
in advance, mainly due to the following two reasons. Firstly, users and their 
behaviour are not known in full in advance and these are changing over time. 
This may cause a necessity to introduce modifications to WIS. Secondly, web 
information systems also change, information is added, updated and removed, 
which also influences users’ behaviour. Thereby, web ontologies also need to 
evolve together with WIS’s. 
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The aim of web ontology is to cover the information domain presented on 
and made available through the WIS. This is the basis for creating classes of the 
web ontology. The concepts described in the web ontology are used in defining 
user profiles ontology, as will be discussed in further sections of this chapter.  

Figure 5-3 shows an example of the web ontology created for the DCE 
website. The concepts in the web ontology are defined as primitive classes and 
organized as taxonomy. In this ontology, for instance, classes to capture 
information related to the department, studies, and graduation procedures are 
defined among with other concepts. Each of these classes can have subclasses. 
The concepts captured with the web ontology are declared as subclasses of a 
superclass named as WebInformationSystemConcepts. The classes are annotated 
with comments and equipped with at least one representative of a corresponding 
webpage in the WIS added as an individual. Each of these individuals is 
annotated with comments and with an additional property hasURL referring to 
the actual page URL on the World Wide Web. This becomes useful later on 
when building a metadata database. Classes in the taxonomy are made disjoint 
whenever applicable, meaning these concepts are not overlapping and their 
individuals are assigned to be member of one class only. Appendix C provides 
an overview of the web ontology created for the DCE website. 

 
Figure 5-3. An example of the web ontology created for the DCE website (screenshot 
from the Protégé ontology editor). 
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5.4 Establishing User Profiles Ontology 

In addition to web ontology, user profiles ontology is created, where two types 
of profiles: predefined user profiles and extracted user profiles are presented. 
The latter is based on the results of web usage log mining, while the first set is 
added to the ontology manually. User profiles ontology is defined as superclass 
of extracted and predefined profiles classes.  

The classes in the user profile ontology link the user profile ontology 
concepts to the web ontology concepts via the hasItem object property. The 
hasItem property represents relationship between user profiles and web 
ontology concepts. Using this property, classes of user profile that have items 
from some classes from the web ontology are defined. The hasItem property is 
transitive and its domain is the class UserProfiles and its range is the class 
WebInformationSystemConcepts. 

5.4.1 Predefined User Profiles 

Predefined user profiles are declared as concepts that capture rather general user 
profiles and describe typical preferences of some well-known types of possible 
WIS users. These classes are specified as defined, or also known as complete 
classes, to be able to use reasoning services. 

Predefined user profiles are defined using the hasItem property, via which 
certain property restrictions are created. These restrictions specify the 
conditions items must meet to belong to a particular class. In order to make the 
class definitions complete, these restrictions are defined as necessary and 
sufficient conditions. This means that the declared conditions are not only 
necessary for membership in a particular class but also sufficient to determine 
that something satisfying these conditions is a member of this class. Thus, if an 
item is a member of the class, it must satisfy all the declared conditions, and if 
any random item satisfies these conditions, it must be a member of this 
particular class. Setting necessary and sufficient conditions for a class and by 
that declaring it complete is essential for using reasoning facilities to 
automatically classify extracted user profiles under predefined user profiles.  

To exemplify the previous, let us consider a predefined user profile called 
StudentProfile shown on Figure 5-4. The class StudentProfile, complete by its 
definitions, has an existential restriction saying that it has at least one item that 
is from the class InformationForStudents (a subclass of the 
WebInformationSystemConcepts superclass) or from the class News, or from the 
class FinishingStudies. The restriction in this example is simple but in general 
any restriction to predefined profiles can be defined according to the needs. 
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Figure 5-4. Definitions of predefined user profile classes (screenshot from the Protégé 
ontology editor). A defined class StudentProfile has been selected (on the left) and its 
definition shown (on the right). 

5.4.2 Extracted User Profiles 

Extracted user profiles are based on the discovered user preference profiles 
(Section 5.2) obtained from web usage logs through original data mining 
procedures. The extracted user preference profiles do not contain any semantic 
information about the content represented in the WIS. Therefore, they are 
annotated by metadata, which in further allows to automatically add these 
profiles into ontology description. The metadata database used for annotation is 
a collection of data, where pages present in the WIS are referred to the concepts 
of web ontology by their URI references. This database can be composed 
manually, or if necessary information has been added to the web ontology 
during its design (through individuals and their annotation property hasURL) 
derived automatically. For the studies on the DCE website a manually 
constructed metadata database matching page IDs and web ontology concepts 
was used.  

Using the metadata database, for each of the user preference profile a 
corresponding OWL class definition is automatically generated and added to the 
predefined user profile ontology OWL file. The generated classes are defined as 
subclasses of the extracted profile class from user profiles ontology (class 
UserProfiles). Extracted user profile classes are added to ontology as partial 
(primitive) classes, meaning their definitions have only necessary conditions.  

A closure axiom on the property hasItem is specified for class definitions of 
extracted profiles. This closure axiom, consisting of universal restriction with 
filler that is union of all three components of a given extracted profile, limits the 
possible fillers to the defined set. This is necessary because reasoning in OWL 
is based on open world assumption, which means that it is not possible to 
assume something not to exist until this has explicitly being stated. Thus, 
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adding closure axioms assures that these classes can only be related to classes 
defined over property hasItem, and not anything else. Closure axioms guarantee 
that the classification of extracted profiles under predefined profiles will be 
correct.   

For instance, the extracted user profile ‘P_410_430_450’ has the following 
closure axiom specified: ∀hasItem (Courses OR LectureSchedule OR 
ComputerResources). Figure 5-5 depicts the set of predefined user profiles with 
a closure axiom and definitions shown for the latter profile in the Protégé 
ontology editor. 

 

Figure 5-5. Fragment of the predefined user profiles ontology (screenshot from the 
Protégé ontology editor). Class definition and closure axiom shown for predefined user 
profile ‘P_410_430_450’ (on the right). 

Automatic generation of the above descriptions is made possible as user 
preference profiles are semantically annotated on the basis of web ontology. 
Automatic generation is essential as the amount of extracted user preferences 
grows fast with each item made available in WIS. Appendix D shows a 
fragment of generated OWL 2 description of the extracted class 
‘P_410_430_450’. 

5.5 Automatic Classification of User Profiles 

Now that the web ontology and predefined user profiles ontology are described, 
and extracted user profiles ontology generated, it is time to perform automatic 
classification of extracted user profile classes. The OWL-DL representation of 
these ontologies enables the use of semantic reasoners for the task.  
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With the use of reasoning service new user profile ontology can be derived 
from the logical definitions in the original asserted ontology. The classification 
process results in computing an inferred ontology which shows how the 
extracted user profiles are classified as subclasses of predefined user profile 
classes. For the reasoning service the Pellet1 OWL 2 reasoner was used. 

The result of the classification task is the specification of definitions of 
predefined user profile classes that can be considered as web users’ explicit 
model of the domain. By exploring the subclasses of predefined profiles, one 
can see the concepts constituting users’ model of domain. For instance, the 
predefined user profile class StudentProfile was defined in rather general way as 
seen on Figure 5-4. After classification it is specialized by several subclasses, 
indicating what concepts from the web ontology really were of interest for 
users. Figure 5-6 shows a comparison of asserted and inferred ontology for user 
profile StudentProfile. Due to the rather general definition of the class 
StudentProfile, there are quite many subclasses found for that user profile. Also, 
a predefined user profile GraduatingStudentProfile is classified by the reasoner 
as a sort of StudentProfile, which is true. The definition of the 
GraduatingStudentProfile in the ontology is given as follows: ∃hasItem 
(FinishingStudies OR InformationForStudents) AND ∀hasItem 
(FinishingStudies OR InformationForStudents).  

 

Figure 5-6. Comparison of asserted (left side) and inferred (right side) user profiles 
ontology. Subclasses of the superclass ‘ExtractedProfiles’ in the asserted ontology have 
been classified under predefined user profiles in the inferred ontology. The reasoner 
has also affected the structure of predefined user profiles according to class definitions.  

It might happen that not all extracted profiles fall under some of predefined 
user profile classes. This might indicate a need for introducing new predefined 
user profiles but not necessarily. When comparing asserted predefined user 
profiles and inferred ones, differences can be learned and used to improve the 
web ontology and website structure in order to bring those closer to users’ 
preferences. 

                                                 
1 http://clarkparsia.com/pellet 
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The above described approach delivers users’ profile in the form of 
ontology. Thus, the result of reasoning and classification of extracted user 
profiles is the users’ domain model. Since users’ preferences are changing over 
time, the process of learning users’ domain model from users’ behaviour must 
be iterative. 

5.6 Applicability of the Method 

The described method was developed for attaining users’ domain model based 
on web users’ behaviour recorded within WIS. The latter model can be used for 
various purposes. Still, the first and foremost aim while developing the model 
was to apply it for detecting the type of an anonymous ad-hoc online user, 
describe such users information needs towards a particular WIS, and explore the 
possibilities to exploit it as a basis for user profile within some kind of 
personalization service. Other areas of application may for instance involve web 
ontology refinement, website structural analysis and improvement (strategic 
adaptation), and detection of unidentified user groups.  

Let us now consider the main aim of the developed method. By tracking and 
analysing the actions of the current user online and comparing it to the user 
profiles described in the domain model, it is possible to classify the online user 
as an individual into one of the conceptual user groups (predefined profiles) and 
thereby acquire the general model describing that online user and his/her 
interests. In other words, the predefined user profiles are used to determine the 
interests domain of an anonymous ad-hoc web user by his/her latest browsing 
activity. Thus, the method enables to derive a user profile for an ad-hoc 
anonymous online user. For this, the inferred user profiles ontology needs to be 
queried for superclasses of the current user preference profile. Having identified 
user type, it can be used as an input for a recommender system, or applied 
within a WIS management unit to adapt current web view to detected user type 
based on simple rules (tactical rule-based adaptation). Figure 5-7 describes the 
general system architecture of establishing and maintaining web users’ domain 
model, and its exploitation for online user classification. 

To detect online user profile, the following steps are taken: tracking of user 
actions, construction of the corresponding locality profile of size w, and 
mapping of those items to concepts of the web ontology. Having identified the 
concepts in the locality profile, users’ domain model is queried and online user 
type determined based on the predefined user profiles. 

Presently, the users’ domain model has no quantity restrictions set on 
predefined user profiles. This means that the ontology could be queried against 
any set of concepts for obtaining a user profile. However, this can also result in 
multiple user profiles identified, especially during online user type transition 
from one profile to another. In case multiple user profiles are identified, the 
detection involves additional steps concentrating only on the w–1 last concepts 
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available through the locality profile, until w=2. However, it may happen that 
for a given concept set explicit user classification fails. With more user actions 
coming available, profile detection is repeated. In the case of the DCE website 
and its users’ ontology it was assumed that user has performed at least three 
operations (w=3) before user type can be determined.  
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Figure 5-7. Overview of system architecture. The flow of learning users’ domain model, 
covered by the method, is shown within the gray area, while the flow for detecting 
online visitor type is indicated inside the area bordered with a dash-dotted line.  

For example, if a user locality profile is identified as L={100, 400, 410}, it 
matches to concepts ‘DepartmentInformation’, ‘InformationForStudents’, and 
‘Courses’ described in the web ontology. The query to obtain the user profile is 
thereby defined as ‘UserProfiles and (hasItem some DepartmentInformation 
and hasItem some InformationForStudents and hasItem some Courses)’, 
returning two predefined user profiles, namely the rather general 
‘WebSurferProfile’ and a specific profile ‘StudentProfile’. Now, as the explicit 
user classification failed, the eldest member in the locality profile is discarded 
and the classification procedure is repeated. The query ‘UserProfiles and 
(hasItem some InformationForStudents and hasItem some Courses)’ returns 
only one user profile, namely ‘StudentProfile’, which is also the correct user 
profile for a given concept set as described in the ontology. 

Presently, the development of such an online user profiler tool remains a 
future work. The task can be solved by using the OWL-API1, which is a Java 
API and reference implementation for creating, manipulating and serialising 
OWL Ontologies, including a parser to read and write ontologies described in 
RDF/XML and OWL/XML formats.  

                                                 
1 http://owlapi.sourceforge.net  
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In Chapter 7 the described method and the users’ domain model attained 
according to it will be used for establishing recommendations for online user.  

5.7 Chapter Summary 

While browsing websites for information, users have a sort of implicit 
conceptual model in their mind, driven by their expectations and previous 
experiences. These conceptual views are partially shared with other visitors and 
can be reproduced as user models based on collected access data representing 
web users’ behaviour on that website.  

In this chapter a method for constructing web users’ domain models by using 
ontologies created on the basis of user profile mining on the web was proposed. 
The method is based on the original web ontology and user profiles ontology 
composed by a domain expert. It is assumed that these ontologies are available 
in advance. Fully automated log system is used to collect data about users’ 
preferences into web usage log. Mining this data, OWL descriptions of 
extracted user profile concepts are generated and added into user profiles 
ontology. Using ontology reasoning services available for OWL-DL, extracted 
user profile concepts are classified under predefined user profile concepts, 
giving as a result a definition of domain ontology of users. The method 
described in this chapter has been published in [130]. 

The main contribution of this chapter is the method for learning user 
preferences for making users’ domain model explicit in order to classify online 
visitor and provide personalization services. The method also provides a 
machine-readable ontology of user browsing behaviour, opening new 
possibilities to explore and exploit users’ behaviour data, for instance in 
recommender systems. 
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Chapter 6  
PREDICTING WEB USERS’ ACTIONS 

Logging users’ behaviour while they search and access information on websites 
delivers an excellent source to learn users’ probable actions in the future. 
Regardless whether the user is identifiable or not, this is a challenging task as 
users’ intentions, interests, and behaviour differ on the individual basis, and are 
dependent on particular informational needs. Nevertheless, modelling users’ 
behaviour as collective intelligence enables to predict their future actions, and 
thereby provides an opportunity to assist users while browsing, to adapt web 
information systems to users’ needs, and to offer personalization services. 

In this chapter two different models for predicting users’ web activity are 
proposed, in particular the next page to be viewed. Both of the models take 
advantage of the implicitly collected web usage log data and the previously 
introduced locality model to uncover online visitor intentions. 

6.1 Introduction 

Daily, people use the Internet to search for information, read news, 
communicate with friends and colleagues. While browsing websites, users 
follow certain patterns of behaviour, dependent on their approach to the subject 
area and driven by their informational needs and expectations. While in real 
world users are able to explicitly state what they are searching for and how they 
would want to do it, they still lack this possibility in the virtual world. 
Nevertheless, with each page request they make on the Web they leave behind 
traces of data referring to their informational needs. Logging these users actions 
in WIS’s can provide valuable knowledge for solving the task of identifying 
users’ intentions and foreseeing their probable behaviour. This is particularly 
important in sense of adaptive web information systems and systems delivering 
personalized web experience. 

While Chapter 5 focused on profiling and detecting anonymous ad-hoc web 
user profile type, this chapter concentrates on predicting browsing activity for 
such a user. Two models for predicting user behaviour are proposed. These 
models rely on web usage log, collected by the log system and processed with 
the log analyzer, discussed in Chapter 3. The applied automated and implicit 
data gathering methods provide data sufficient enough to aggregate the 
behaviour of the silent majority of web users and enable machines to reason 
about online users’ current intent. Data available in the web usage log is mined 
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and users’ navigation paths constructed. Then the concept of the locality model, 
introduced in Chapter 4, is applied to extract locality profiles and items of 
further interest based on collective intelligence. This knowledge is then used in 
the models to predict web users’ further actions in the nearest future. Details for 
each of the models are given in corresponding sections.  

This research is based on the web usage data collected from the DCE 
website. From the web usage log the following data has been used: (1) 
requested page identifier, (2) user session identifier, (3) set of operations 
performed during a session, (4) timestamps for each of these operations. To 
evaluate the proposed models, data from the web usage log as well as from an 
active real web prediction system has been used. Experiments with the 
prediction models were carried out with randomly selected data from web usage 
log, and by exploiting the prediction models in a prediction engine working on 
the backgrounds of a real website, allowing to compare model performance in 
real life situations. The prediction models and results of the experiments have 
been published in the author’s works [131] and [132]. 

The rest of this chapter is organized as follows. Firstly, a probabilistic 
sequential model for users’ action prediction is discussed together with 
experimental results in Section 6.2, while Section 6.3 delivers the conceptual 
model for predicting web users’ nearest future behaviour together with a 
comparative study of the two models. Section 6.4 provides chapter summary.   

6.2 A Sequential Model for Users’ Action Prediction 

This section discusses a sequential model for predicting users’ actions. The 
name sequential implies to the assumption that users follow certain patterns 
while reaching for desired information and these patterns are commonly shared. 
The sequence in which the items are accessed is of importance with this model. 
In brief, the task of this method is to extract frequently accessed sequences of 
page views in their original order and based on that construct relevant locality 
profiles to be used in the prediction process. 

The process of establishing the sequential prediction model starts with 
acquiring web usage data from the log and reconstructing users’ navigation 
paths in sessions (Figure 6-1). These paths are then fully minimized to remove 
any redundant operations. The first part of the processing is somewhat similar to 
the method used for extracting user preference profiles; however the methods 
differ as of the locality profiles extraction. The minimized navigation paths 
undergo a step for filtering out non-relevant paths. Paths, where the number of 
operations after minimization remains less than three do not carry any value for 
the prediction model. This is due to the fact that if the path contains only one or 
two operations, there are no items in it to indicate navigation progress, on which 
the prediction model is based on. Thus, such patterns are not of interest.  
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Figure 6-1. Processing of users’ behaviour in sessions to extract user locality profiles 
and set of items of interest. Example data shown for locality size w=3. 

On the minimized and filtered navigation paths the concept of the locality 
model is applied and localities of size w are extracted together with items of 
users’ interest while occupying particular locality profile. These two sets 
together form user locality and interest profiles. In other words, sessions 
 s=<pi, pi+1,…, pn>, where s∈S, pi∈P and P is the set of all pages in WIS are 
processed and localities L=pj, pj+1, …, pm are extracted, where pj≠pj+1, and pj is a 
requested page ID, and items of further interest I detected such that I(L)=pm+1, if 
available in the processed data. Figure 6-2 outlines the algorithm for extracting 
user locality profiles and corresponding items of users’ interest. The algorithm 
assumes that the session data has already been processed for path minimization 
and elimination of non-relevant navigation paths. 

After the localities have been extracted, each of them is equipped with a set 
of items of further interest I for users while visiting a locality L. For each item 
in this set rank and probability values are computed. The probability value for 
each item of interest is calculated as given by Equation 6-1, where f(Ii) is the 
request rate for item of interest and f(Li) is the occurrence rate of a 
corresponding locality profile. For ranking, an inverse time weighting algorithm 
is applied as given by Equation 6-2. In the formula, tage represents the time into 
past, and f(Ii) the hit rate for a given item during a period of time specified by 
tage. In general tage is measured in days. 
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Figure 6-2. Algorithm for obtaining user locality profiles and corresponding items of 
interest from user’s operations in session.  

Hence, the model is based on discovering sequences of pages that are 
frequently requested together and are common for many users. The order in 
which items are accessed plays a crucial role. The model groups users with 
similar browsing patterns and discloses further requests for pages outside the 
particular locality users currently occupy. These requests are then mapped to 
locality profiles with calculated rank and probability values. As the model is 
dynamic and heavily dependent on web usage log, it needs to be regularly 
retrained to cover users’ new access trends and cope with modifications 
introduced to WIS.  

6.2.1 Using the Sequential Model for Predicting Users’ Actions 

The established sequential prediction model is stored in a repository. The author 
has used the MySQL1 DBMS for storing the processed model data. This 
repository contains all the extracted user locality profiles with additional 
characteristics (e.g., pattern length) and references to corresponding items of 
interest, each with a rank and probability value.  

                                                 
1 http://www.mysql.com  
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To generate a prediction for online user, the repository is queried based on 
the active locality profile detected from the online user’s browsing activity. The 
prediction engine extracts from the online user’s nearest action history the latest 
locality profile La of size w, such that La(w)=pm–w+1,…, pm–1, pm and pm–i ≠ pm–i–1, 
and performs matching over the data available in the prediction model. Thus, 
only the latest actions covered by active locality profile are of interest while 
generating predictions. It is essential that the online user has performed at least 
q=min(w)=2 operations before the prediction engine (PE) can be evoked and a 
prognosis for next page request computed. The concept of the prediction 
establishment is outlined on Figure 6-3. 
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Figure 6-3. The concept of prediction establishment with sequential prediction model. 

Typically there are multiple predictions possible with varying confidence, 
based on the interest item ranking and probability. The confidence is calculated 
as the product of rank and probability values. The engine may choose to form 
no prediction at all, if no matching locality profile is found. While exploiting 
the prediction engine in a WIS for strategic adaptations or web personalization, 
the PE must be with rapid response, otherwise the prognosis should be declared 
unavailable, to avoid user disturbance and delayed page load completion.  

6.2.2 Experimental Results 

Several experiments were conducted with the proposed sequential prediction 
model to evaluate it in practice. The experiments were performed in two 
categories: 

 Active use of the prediction model on real website, 
 Empirical study with randomly selected sample data from the DCE WIS 

web usage log. 

While establishing the sequential prediction model for the DCE website, 
269 782 navigational paths were processed. After minimization, removal of 
duplicate neighbouring items and filtering out paths with only one or two 
operations, 87 953 paths remained to be processed in further. Based on these 
navigation paths, 13 137 distinct localities of sizes w=2 and w=3 were extracted 
to establish the prediction model for the experiments.  
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For the active use experiment on a real website, a test prediction engine was 
set up, which worked in parallel with the WIS management unit of the DCE 
website. With every page request the latest action history of a user was taken 
from the session cookie and sent to the PE. The PE returned the prognosis for 
different algorithms implemented in the engine. These results together with the 
users’ actual next page request were stored into a database for further analyses. 
At the time of the experiments 2 251 predictions had been calculated during a 
15 day trial period. In 79% of the cases locality profiles of w={2,3} were found; 
thus 21% of the localities remained in size w=2, due to extracting localities 
from active session data as soon as online user had made sufficiently enough 
page requests, in this case q=2 operations. 

For the empirical study the experiments were conducted with two sets of 
randomly selected sessions: one with 29 311 (V10) and the other with 147 883 
(V50) sessions. The labels V10 and V50 mark correspondingly the approximate 
amount of sessions used from the available web usage log data, expressed in 
percentages. As the experiments were aimed on locality profile sizes w=2 and 
w=3, the randomly selected sessions were restricted to have at least 4 
operations. The operations in sessions were treated as if they were performed by 
online users and fed to the prediction engine as an input.  

Six different algorithm implementations were established for the prediction 
engine as outlined in Table 6-1. All the algorithms are based on online users 
nearest activity history onto which the locality model with indicated window 
size w is applied on. The selection of predicted items in these algorithms is 
based on rank and probability values. More precisely, the confidence for 
predicting each item is found as a product of the corresponding item rank and 
probability values. The general implementation used to provide predictions 
based on algorithms A1–A6 is presented in Appendix E.  

First, prediction availability was studied. The prediction availability as a 
measure indicates the systems ability to provide predictions and is expressed as 
a given by Equation 6-3. The conducted prediction availability analysis showed 
that the sequential PE needs to address the issues of redundant operations 
performed by online user. This is due to the fact that the data used for the model 
training was based on minimized navigation paths, thus there were no redundant 
operations. On the other hand, it is hard to predict when users are going to make 
void operation requests, as this does not indicate progress in browsing flow. In 
this case the majority of redundant operations consisted of series of page 
requests where a user was already on. The results of the analysis are outlined on 
Figure 6-4, showing a comparison of the three studied groups in two categories. 
When comparing the prediction availability over different locality profile sizes, 
localities of size w=2 performed better. If localities of size w=3 were used, the 
prediction coverage was still rather good. As expected, the prediction 
availability was better for the groups where the engine was run on sample data 
from the same log on which it was trained on. Still, the experiments with real 
website usage were promising.   
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Table 6-1. Algorithms used for users’ action prediction. 

Algo-
rithm 

Locality 
window size 

Description 

A1 w=2 Prediction of the most probable item of interest according to 
confidence value for online user’s detected locality profile 
of size w A2 w=3 

A3 w=2 & w=3 Prediction of the most probable item of interest according to 
confidence values over a union of predicted items with 
applied window sizes w. In case on equal confidence 
values, item predicted for locality profile w=3 is preferred. 

A4 w=2 Prediction of the top three most probable items of interest 
according to confidence values for online user’s detected 
locality profile of size w. A5 w=3 

A6 w=2 & w=3 Prediction of the top four most probable items of interest 
available in the intersection of the predicted sets for 
different locality profile sizes of w. 
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Figure 6-4. Prediction availability analysis: (a) over all operations performed, (b) with 
elimination of redundant user operations. 

The prediction accuracy analysis (Figure 6-5) showed that the sequential 
prediction model performs better than just using the probability for interest item 
request. Accuracy indicates the rate of system ability to provide correct 
prediction (Equation 6-4). The algorithms A1 and A2 had poorer performance 
in comparison to their derivates A4 and A5, due to the differences in their 
implementation. Algorithms A1 and A2 provided as a result only one most 
probable item of interest, while A4 and A5 a set of three. As seen, algorithm A3 
did not provide expected results. Algorithm A6 on the other hand provided 
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already rather good accuracy. Still, it should be noted that unless there is only 
one item of interest to predict, the accuracy can never be 100%.  
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Figure 6-5. Results of prediction accuracy analysis for the sequential prediction model 
on algorithms A1-A6.  

Obviously, prediction availability and accuracy are related to the amount of 
discovered locality profiles and corresponding items of interest available in the 
model. The more the set covers, the better prediction availability can be 
obtained. However, it may turn out to be on the cost of prediction accuracy, as 
with bigger set there are more items of interest to choose from for the PE, and in 
the worst case the confidence on ranking and probability values may turn out 
equal for the available items. Thus, with already two items to choose from the 
probability to be mistaken is already 50 percent. In the prediction accuracy 
analysis (Figure 6-5) the difference between the results for algorithms A2 and 
A5 is around 20% in favour of A5, which clearly illustrates the latter situation.  

Figure 6-6 provides an overview of the proportional quantity of items of 
interest available in the model. As can be seen, with user locality profiles with 
size w=2 in almost half of the cases the prediction engine had to choose from 
more than three items, while locality profiles of size w=3 provided a more 
accurate approach and had only one item available in 50.6% of cases. In overall, 
the set of items of interest for locality profiles of size w=2 was 5.6 and in case 
of w=3 in average 2.9 per locality profile. 
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Figure 6-6. Quantitative classification of items of interest to choose from while 
generating predictions.  

6.3 A Conceptual Model for Users’ Actions Prediction  

While the sequential prediction model took an approach to match users’ locality 
profiles to items of interest discovered through original data mining procedures, 
the conceptual model provides an approach to predict users’ actions on the 
modelled conceptual interests. The model assumes that pages users view are 
conceptually related and thereby aims to capture the conceptual model in users’ 
mind while they are browsing for information, and apply it in the process of 
predicting their actions in the nearest future.  

The process of establishing a conceptual prediction model starts off similar 
to the creation of the sequential model. With a fully automated log system, web 
usage log to describe users’ preferences and behaviour has been gathered and 
processed. The data in the log is used to reconstruct users’ navigation paths in 
sessions (Figure 6-7). These navigation paths are then minimized to remove 
operations not carrying any value of progress, thus being void. The minimized 
navigation paths undergo filtering for non-relevant paths which are eliminated 
during the process. Onto the minimized navigation path the concept of the 
locality model (Section 4.3.2) is applied to extract user locality profiles L of size 
w and their related items of interest for users. During the extraction, each item 
in the locality profile is mapped to a concept in the web ontology (Section 5.3) 
through concept detection. This is also done for each of the corresponding item 
of interest. Altogether, if a user session is defined as s=<pi, pi+1,…pn>, where 
s∈S, pi∈P and P is the set of all pages in WIS, localities L of size w consisting 
of concepts are extracted such as  L={c1, c2, …, cm}, ci≠ci+1, where ci∈C, and C 
is the set of concepts available in web ontology; and the following conditions 
hold ∀(pi∈P) ∃ (cj ∈C) | <pi,cj>∈ϕ & ϕ⊂PxC. The process results in two sets: 
user interest concept profiles (IC) and referred interest concepts (RIC) 
constituting to the conceptual prediction model. For each RIC its corresponding 
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rank and probability value is found. Figure 6-8 outlines the algorithm used for 
obtaining user interest concept profiles with referred interest concepts.  

 
Figure 6-7. Processing of users’ behaviour in sessions to user interest concepts and a 
set of referred concepts of interest. Example data shown for locality size w=3. 

The probability is calculated based on Equation 6-5, where f(RICi) is the 
request rate for a referred interest concept and f(ICi) is the occurrence rate of its 
related user interest concept. Ranking of referred interest concepts is obtained 
by Equation 6-6, where tage represents the time into past and f(RICi) the hit rate 
for a given item during a period of time specified by tage. As with the sequential 
model, in general tage is measured in days. 


=

=
n

i i

i

ICf

)f(RIC
p

1 )(
  (6-5) 


=

=
n

i iage

i

)(RICt

)f(RIC
Rank

1

  (6-6) 

In what the two models mainly differ is that with the sequential model the 
order in which the pages are requested while occupying a locality has a crucial 
role to play in providing predictions. The conceptual prediction model however 
concentrates on the concepts of web ontology behind requested pages while 
occupying a locality regardless of their access sequence.  
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Function extractLocalityInterestProfiles(s, w) 
 /*
  s: array = operations in user session being processed
  w: int = locality window size
  interestConceptsProfiles: array = set of user interest concepts (profile)
  runningInterestConcept: array = set of concepts in locality being handled
  setOfReferredIC: array = set of items of interest for IC
  quantity: int = number of localities extractable from path
  getWebOntologyConcept(int): int = method to get corresponding concept ID in  

  web ontology over metadata DB
 */

    BEGIN
quantity = count(s) - w + 1
i = 0

        while i < quantity do
j = i

            while j < w + i do
c = getWebOntologyConcept(s[j])                

                add c to runningInterestConcept
increment j

end while
if exists(s[j]) 

                add runningInterestConcept to interestConceptsProfiles
                cc = getWebOntologyConcept(s[j])     
                add cc to setOfReferredIC

end if
reset runningInterestConcept 

            increment i
        end while 
        return array(interestConceptsProfiles, setOfReferredIC)  /*res. container*/

END  

Figure 6-8. Algorithm for obtaining user interest concepts profile and corresponding 
referred interest concepts set. 

6.3.1 Using the Conceptual Model for Predicting Users’ Actions 

The predictions for online user are generated based on the user’s latest browsing 
history defined in the locality window of size w and kept in the user’s 
operations track updated with every operation. The prediction engine extracts 
the latest operation history for locality profile La of size w such that  
La(w)=pm–w+1,…, pm–1, pm and pm–i ≠ pm–i–1. The pages in the locality profile La 
are then mapped to concepts of web ontology. The PE is ready to calculate 
predictions as soon as user has made at least q=min(w)=2 page requests.  

As with the sequential model, there can be multiple concepts predicted with 
different or equal rank and probability values constituting the confidence and a 
selection has to be made. This is up to the algorithm used for the prediction. The 
prediction has to be provided in web time, thus the engine needs to have a short 
response time. In principal, the prediction engine is similar to the one used with 
the sequential model, with additional steps added to deal with concepts of web 
ontology. Figure 6-9 outlines the establishment of next page request by using 
the conceptual prediction model. During the process items in user locality 
profile are translated into concepts available in web ontology using the metadata 
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DB, and corresponding concepts of interest are detected. The prediction result is 
then translated back to pages available in the WIS. 

 
Figure 6-9. The concept of the prediction engine and prediction establishment based on 
the conceptual prediction model. 

6.3.2 Conceptual Distance of Requested Pages 

When users are browsing the Web, they have a certain conceptual model in their 
mind which they apply for the task. Also, the content presented on a website is 
organized according to some kind of a conceptual model. The conceptual 
prediction model proposed here is based on the belief that users are interested in 
conceptually close items. A study into users’ actions has confirmed this. 

To investigate the conceptual distance between requested pages during web 
sessions a conceptual distance D as the number of relationships between two 
concepts ci and cj in a is-a hierarchy in the web ontology was defined. For 
example, in the web ontology (Figure 5-3) the conceptual distance between the 
classes AuthorInstructions and UsefulResources is D=2, calculated on the basis 
of the number of is-a relationships between the two concepts. The study into 
users’ behaviour showed that pages are requested within an average conceptual 
distance D=1.9 (Figure 6-10). The slight upwards curve at the end of the graph 
is apparently due to cross-links between pages. The study also unveiled that in 
case of prediction mismatch users had accessed pages within an average 
conceptual distance D=2.1, compared to match cases where the corresponding 
value was D=1.8. It indicates that in most cases users had requested 
conceptually neighbouring items, thus they searched for conceptually related 
information. The study was based on 87 953 user sessions.  

The findings led to a development of an additional prediction model as a 
sub-model of the conceptual model taking account the distance between the 
predicted concept and the last accessed concept. With this model, in the 
algorithms A1–A6 a small modification to re-evaluate the active confidence of a 
predicted item on the basis of inverse conceptual distance to boost prediction of 
conceptually closer items was introduced. The conceptual distance was 
calculated for each referred interest concept available for prediction in reference 
to the last concept user had accessed by page request and thereby available in 
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user locality profile. Section 6.3.3 provides experimental results for the sub-
model, labelled as ‘Conceptual model with D’.  
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Figure 6-10. Conceptual distance between requested pages. 

6.3.3 Experimental Results and Comparison of the Two Models 

For the experiments with the conceptual prediction models the active use PE 
(introduced in Section 6.2.2) working in the backgrounds of the DCE website 
was modified and supplemented with the corresponding models. The prediction 
algorithms remained basically the same. The descriptions for algorithms A1–A6 
in the context of the conceptual prediction model are provided in Table 6-2. In 
parallel, the prediction engine continued to compute predictions based on the 
sequential model, enabling comparison of the two rather different approaches. 

During the conceptual prediction model establishment for the DCE website 
87 953 suitable navigation paths were identified and used for model training. 
Out of these sessions a fair 37.5% were performed by returning users. The 
predictions provided on the model are based on 177 621 user interest concepts 
related to 313 910 referred interest concepts.  

During the time period of over 11 months (335 days) predictions proposed 
by the PE for both of the approaches – sequential and conceptual – were logged 
to be analysed and compared. This log mirrors the actions of real website users 
and the prognosis calculated by the PE in correspondence to users’ actions and 
available prediction models. Each of the log record was equipped with a 
timestamp and a reference to corresponding record in the web usage log to 
enable in depth analysis, model evaluation and tracing of sessions as necessary. 

In addition, to evaluate the sequential model in the context of the necessity 
for re-training, the collected prediction log data was run in a simulation on the 
re-trained sequential model. Hence, the data used for re-training the sequential 
model contained also the data for which the prognosis had been already 
computed. By re-running the prediction engine simulation, approximated results 
for the predictions were obtained for the sequential model in the context of 
continuous model update.   
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Table 6-2. Algorithms used for users’ action prediction in the PE based on the 
conceptual model. 

Algo-
rithm 

Locality 
window size 

Description 

A1 w=2 Prediction of the most probable concept of interest 
according to confidence value for the concepts covering 
online user’s locality profile of size w A2 w=3 

A3 w=2 & w=3 Prediction of the most probable concept of interest over a 
union of predicted concepts covering online user’s locality 
profiles of sizes w. In case on equal confidence values 
concept predicted for locality profile w=3 is preferred.  

A4 w=2 Prediction of the most probable top three concepts of 
interest according to confidence values for the concepts 
covering online user’s locality profile of size w. A5 w=3 

A6 w=2 & w=3 Prediction of the top four most probable concepts of interest 
available in the intersection of the predicted sets for 
different locality profile sizes of w. 

 

The analysis of prediction availability showed the conceptual model to 
perform better than the sequential one, which in 31% of cases suffered from 
inability to provide any prediction at all. As the comparison with the re-trained 
sequential model suggests, this is probably the cause of the model decay over 
time. The conceptual model was able to provide a prediction in 91% of cases, 
which is significantly better than the result for the sequential model. Also, it 
indicates that the conceptual model copes better with the so called ‘cold-start’ 
problem, where the sequential model is unable to compute prediction as the 
locality on which it could be proposed is missing from the model, i.e., a 
navigation path has never been taken by any of the users before or has not yet 
described in the prediction model. Figure 6-11 outlines the results of the 
prediction availability analysis over algorithms A1–A6 for the models.  
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Figure 6-11. Results of the prediction availability analysis over algorithms A1–A6. 
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Depending upon the algorithm, the maximum prediction availability rate for 
the conceptual model was at 99.9%, while the algorithms A2 and A5 had the 
lowest performance rate at 79.9%. The latter two algorithms had poor prediction 
coverage also for the sequential model. The reason for poor performance for 
those two algorithms lies in the fact that not all users made enough operations 
during their web sessions to enable the algorithm to function.  

The conceptual prediction model also performed better than the sequential 
one in the context of prediction accuracy. The comparison of prediction 
accuracy over algorithms A1–A6 for the four models is shown on Figure 6-12.  
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Figure 6-12. Comparison of the prediction accuracy analysis for the sequential and 
conceptual modelling approach.  

Two conceptual models are presented (Figure 6-12): the original conceptual 
model and its sub-model which takes advantage of the conceptual distance 
between the last requested concept and the one being proposed with prediction, 
labelled as ’Conceptual model with D’. As can be seen, in proposing only one 
concept per prediction the conceptual model has better accuracy, however for 
algorithms A4 and A5 the ‘conceptual model with D’ provides a slight increase 
in accuracy. The re-trained sequential model is shown for comparison only (as 
no real predictions were made on it) and for obvious reasons it performed the 
best. Nevertheless, it enables a rather good comparison of decaying model and 
an updated one. In overall, the conceptual approach delivers in average 10% 
better accuracy than the sequential model. 

The accuracy delivered by the model and algorithm combination is 
dependent on the amount of choices available in the model, which in turn relies 
on data modelling approach. Figure 6-13 depicts the quantitative classification 
of concepts of interest the PE had to choose from in the conceptual model in 
comparison to the sequential model. As the results indicate, with the conceptual 



128 

model the choice over items to predict is more diverse in comparison to the 
sequential model. This is due to the fact that the conceptual model is based on 
concepts covered by user locality profile and the order in which these concepts 
appear does not influence the set of referred interest concepts. In overall, the 
average number of referred interest concepts (RIC) for user locality profiles of 
size w=2 was 7.01 and in case of a locality size w=3 in average 3.99 RICs for 
the conceptual prediction model. 
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Figure 6-13. Quantitative classification of items and concepts of interest to choose from 
while generating predictions based on sequential and conceptual model.  

In conclusion, the conceptual model proposed herein performs better than 
the sequential model, taking into account the prediction availability, and 
accuracy. As the evidence suggest, the sequential model must be regularly 
updated to avoid its aging and enable prediction engine to provide items 
matching users’ latest access trends. Although freshly updated sequential model 
may have better accuracy, the conceptual model is safer to use, providing more 
stable prognosis and better prediction coverage even in case of ‘cold start’. It is 
preferable to have the prediction engine to compute a prediction even if it might 
not be as accurate, than not to provide any prediction at all.  

6.3.4 Discussion 

In terms of prediction accuracy the research of other authors reports different 
values, dependent on approach, methodology and used data. In [58] authors 
have studied an approach to personalize search results using ontological user 
profiles and domain ontology. In their experiments with web search 
personalization for unknown user they gained accuracy up to approximately 
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30%. Based on their experiments, they concluded that applying ontological user 
profiles for personalizing search results is an effective approach.  

In [90] a framework for predicting user’s next page request was proposed. 
The experiments were conducted with association rules, frequent sequences and 
frequent generalized sequences. The authors found the possible quantity of 
items to be predicted per query to lie in between 2 and 30 items, depending 
heavily on the mined combinations. In the experiments conducted in this thesis, 
the minimum number of items per query to predict was 1 and the maximum 55, 
whilst the average for the sequential model was 3.8 and for the conceptual 
model 4.6 items per query. The prediction availability obtained for the 
approaches described in [90] was in the range 18–52%, and in favour of 
association rules approach, while the overall accuracy of the prediction engine 
was at maximum at 71% for the association rules approach and a little below 
60% for frequent generalized sequences and even lower for frequent sequences 
approach. However, these are the maximum values attained in the experiments. 
In the category of predicting only one item per prediction the obtained accuracy 
was reported in favour of frequent sequences at accuracy rate of approximately 
28% only. The drawbacks of the approaches described in [90] mainly lie in the 
fact that the models were unable to predict new navigations that had not 
occurred in the log before, thus they suffered from the ‘cold-start’ problem. 

In [92] researchers reported prediction accuracy up to 80%, nevertheless, the 
average accuracy of their recommendation system based on Q-Learning 
problem remained at 52%. In [93] a collaborative filtering approach of 
providing recommendations based on semantic tagging was explored. The 
authors gained only an average precision of 27% in their experiments.  
Semantic enhancement of personalized recommender system on the other hand 
has shown good experimental results, delivering an improvement of 10% over 
collaborative filtering and accuracy up to 83% [94]. Bonino et al. [95] report 
maximum precision value of 85% and an average of 52% for their prediction 
model based on evolutionary algorithm. Davison [133] reports overall 
predictive accuracy of nearly 20% for top one and 40% for top three predictions 
of user future web actions based on HTML content.  

As shown, the research and reported achievements vary a lot and are not 
fully comparable due to different methodologies applied. Also, the results are 
heavily dependent on used dataset and experimental environment, in particular, 
if the experiments are conducted on real web information systems or just 
simulated based on collected log data. Still, the aforementioned figures provide 
some reference values to compare the results described in this chapter to the 
works of other researchers.  
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6.4 Chapter Summary 

With every click users make on a website, they leave behind pieces of 
information describing their preferences and intentions. Fully automated log 
systems enable to capture these events into web usage logs, where the data can 
be mined and used for predicting users’ intentions on the basis of collective 
intelligence. Such predictions provide a valuable source of data for adaptive 
web systems and recommender systems.  

This chapter proposed two different approaches to model users’ behaviour 
for predicting users’ actions. Firstly, a sequential prediction model was 
introduced, based solely on the user latest activity pattern. In the model, 
different user locality profiles were processed and items of interest identified. 
The major drawbacks of this model were its dependence on the operation 
sequence and decay over time. Secondly, a conceptual prediction model was 
proposed, where users’ behaviour was mapped to concepts of web ontology and 
corresponding concepts of probable interest extracted. As shown, users are 
searching for conceptually close items. The conceptual model solves some of 
the problems of the sequential model and also provides better performance in 
sense of prediction availability and accuracy. This model is not so dependent on 
frequent updates. For both of the models experiments were carried out on real 
website with real web users. The results of this long term empirical study 
suggest that the conceptual model suites better for a kind of personalization 
service, having better prediction coverage and ability to provide prognosis even 
when the sequential model failed.  

The main contribution of this chapter is a method for attaining conceptual 
model for predicting users’ future actions based on conceptually modelled 
users’ interest and web ontology, together with prediction algorithms. It is 
highly likely that combining the conceptual model with indicators of user 
interest as well as feeding the prediction engine with more knowledge about 
user, for instance in case of anonymous ad-hoc web user some information 
about the user’s previous visits, the prediction precision could be enhanced in 
further. The prediction engine as such provided herein is seen as a part of a 
recommender system delivering web adaptation and personalization. The 
methods described in this chapter are applied in the following Chapter 7, where 
an approach to complement the prediction with users’ domain model is 
provided. However, including more knowledge about anonymous ad-hoc web 
user to fortify the predictions remains an interest of future studies at this point. 
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Chapter 7  
PROVIDING RECOMMENDATIONS 

FOR ANONYMOUS AD-HOC  
WEB USERS 

Daily, new information is added by thousands and thousands of users, 
escalating the sophisticated set of information resources available in various 
forms over the Internet. All this has resulted in a plethora and diversity of 
information, introducing problems of successful information retrieval for web 
users. The fundamental problem is whether users should spend their valuable 
time for searching a piece of information they are seeking for, or should web 
information systems try to foresee users’ needs and assist them by providing the 
information before users explicitly submit request for it. 

In this chapter a framework for establishing viewing recommendations for 
anonymous ad-hoc web users based on collective intelligence mined form web 
usage logs is described. Two previously discussed methods are integrated to 
reinforce recommendation establishment. In particular, the method for learning 
web users’ domain models discussed in Chapter 5 is used to specify the 
predictions provided by the conceptual prediction engine described in Chapter 
6. As a result, a recommender system is proposed to enable web personalization 
for anonymous ad-hoc web users to enhance their web experience.   

7.1 Introduction 

The Web has become a crucial part of our everyday lives, being a source for 
information and news, a platform to connect with other users through various 
social web applications, a medium for citizens to communicate with state via 
use of e-government services, and doing business online, regardless whether it 
is internet banking or shopping. It has also become an important instrument for 
online marketing. Today, the Web is everywhere, starting from computers and 
ending up with portable devices such as smart-phones and tablets. Some of us 
would not imagine the life without it and being web-present anymore.  

As more and more information is made available over the Internet, users are 
facing information overload making it harder for them to find information 
searched for at once. Studies on web search engines [8] have shown users rarely 
to look beyond the first page of search results. Even more, users expect search 
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engines to provide correct results immediately, based on a few rather general 
keywords specified in search query. Besides the use of search engines, adaptive 
web and web personalization is seen as a remedy to the information overload 
problem by delivering refined access to information and thus meeting users’ 
expectations. The utter aim is to provide access to the right information at the 
right moment in order to tailor the web to a particular user. This is achieved 
through smart exploitation of recommender systems and by tactical adaptation 
of the presentation layer of web information systems as a result of collaboration 
between the user and the system, representing a sort of artificial intelligence. 

In general, personalization in the context of anonymous ad-hoc web users is 
based on overall usage information, i.e., collective intelligence and therefore 
seemingly transparent for users. In order to deliver recommendations, users’ 
interests are learned by collecting information about their behaviour. Using 
advanced mining techniques, user profiles, representing collective intelligence 
harvested from WIS, are modelled. These profiles are then used to detect online 
users’ probable intentions and informational needs using accumulated 
knowledge about users with behaviour alike, and personalization is delivered as 
a result of machine learning. 

Whilst usually web personalization assumes users to be somehow 
identifiable, this chapter provides an approach to operate around an anonymous 
ad-hoc web user – a user about whom the system does not keep a record on (i.e., 
a user profile), nor the user needs to log into the web information system for 
identification. Such user can be either new or returning visitor. This makes the 
recommendation task rather sophisticated in comparison to providing 
recommendations to identifiable users about whom the system may already 
have learned a lot, and users as well may have explicitly provided valuable 
details about themselves. Herein, recommendations for ad-hoc anonymous web 
users are generated based on the detected user profile, and items provided by the 
prediction engine as a part of the recommender system (RS).  

Previously, in Chapter 5, a method for learning web users’ domain models 
was described. In this chapter, this model will be used to detect online user 
profile, which is then applied to adjust the prediction result. In Chapter 6 two 
methods for predicting users’ future actions on website were discussed. Out of 
the two, the conceptual prediction model had the best performance and thus 
suites well to be exploited in a recommender system for a kind of 
personalization service. Moreover, as the model is based on the same web 
ontology as the users’ domain model, the knowledge in those two complement 
each other. The author of thesis herein claims that the general prediction result 
computed by the prediction engine can be concretized by applying a user profile 
on it and thereby improve the recommendation set. This forms the main concept 
of the proposed recommender system, covered by the author’s publications 
[128] and [134]. 

The following sections of this chapter are organized as follows: Section 7.2 
discusses the method of establishing recommendations, while Section 7.3 



133 

describes the experimental results to confirm the recommendation approach, 
and Section 7.4 provides discussion on the application of the recommendation 
results for personalizing web view for anonymous ad-hoc web users through 
tactical web adaptation. 

7.2 Web Recommendations Based on User’s Behaviour 

The proposed recommender system (RS) to provide page view 
recommendations for anonymous ad-hoc web users is based on the users’ 
domain model (UDM) and the conceptual prediction model, representing users’ 
conceptual interest model (CIM), respectively described in Chapters 5 and 6.  

The recommender system consists of two major parts. The first component is 
the prediction engine to acquire pages that might be of interest for an 
anonymous ad-hoc online user, based on the users’ conceptual interest model 
(CIM). The second component is the user classifier, which is used to determine 
the type of an online visitor.  

The task of the recommender system is to monitor and analyze the actions of 
online user, and apply this behaviour data to UDM and CIM to determine user’s 
interests for providing viewing recommendations. In particular, the RS exploits 
online user’s latest browsing activity and feeds this data to the user classifier 
(UC) and the prediction engine (PE). The set of predicted items are then adapted 
to detected user profile. The resulting set on interest concepts are mapped to 
WIS pages using the metadata DB, and thereby the recommendation has been 
established. The implementation of the recommender system, outlining also the 
data flow for recommendation establishment, is described on Figure 7-1.  

The recommendation process starts with monitoring online user’s actions 
and maintaining such user’s latest activity history, for instance in the form of 
cookies or session variables. Based on this data, active user locality profile La is 
created and used as an input for both of the components of the RS – the 
prediction engine and the user classifier.  

The prediction engine is based on the conceptual prediction model (Chapter 
6), and enables to detect probable items of user interest. To establish a set of 
predicted concepts cp, the conceptual interest model (CIM) is queried for 
referred interest concepts (RIC) based on the interest concepts (IC) available in 
the active user’s locality profile La, resulting in a set of predicted concepts 
cp∈RIC. The selection of cp in the prediction engine is based on the rank and 
probability values stored in the CIM for each RIC, and is performed according 
to the selected prediction algorithm. Prediction establishment in detail has been 
previously described in Section 6.3.1. 

The selection of the prediction algorithm to be used in the RS depends on the 
recommendation aim and available latest activity history (the size of La) of the 
online user. In the context of the proposed RS, the prediction engine is able to 
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start computing predictions as early as the user has performed at least two 
operations on a website, thus q=w(La)=2. In the latter case, only algorithms A1 
and A4 are available for use. If there are more than two operations available in 
user’s active locality profile La, algorithms A1–A6 are applicable for prediction 
computation, however algorithms A4–A6, returning a set of recommended 
items, instead of only one most probable item, are preferred for the task.  
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Figure 7-1. Implementation of the recommender system. 

While in Chapter 6 the algorithms A1–A3 returned only one predicted item 
and A4–A6 a result-set of multiple predicted items, with the use of the PE in the 
RS here the sizes of predicted items sets need to be reconsidered. In particular, 
the sets of predicted items need to be enlarged. This is necessary due to the 
prediction adjustment phase, where the predicted concepts (cp) are evaluated in 
the context of detected active user profile. Therefore, it is justified to let the 
prediction algorithms return top N predicted items, where N ≥ 3. A suggested 
size is top 5–10 items, if available, depending on the web information system 
scope, size and targeted application of the recommendation result. Do note that 
by doing this, the prediction algorithms A1 and A4 become essentially the 
same, as well as A2 and A5.  

When investigating the choice overload problem in recommender systems, 
Bollen and colleagues [102] suggested keeping the recommendation set below 
ten items, outlining that the set must be attractive, varied and manageable by 
users. Herein, this is achieved by controlling the value of N, which is to be 
specified by an expert of area for particular WIS, taking into account the aim 
and target of delivered web recommendations. 
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These top N predicted items are selected by the PE only based on rank and 
probability values over all WIS users’ behaviour. Thus, they represent the 
generalization of users’ interests, and not taking account any particular user 
group interests. For successful recommendation, it is necessary to re-evaluate 
each of these items in the context of a particular user profile. In other words, the 
active user profile must be taken into account when computing 
recommendations for web personalization. As the experiments confirm (Section 
7.3), this approach enables to improve recommendation accuracy and therefore 
enables to deliver more relevant recommendations. The prediction algorithms 
are used to select a set of the most relevant top N items from the conceptual 
interest model (CIM), representing users’ general interests. In further, these top 
N items are re-evaluated in the context of an active online user. 

When talking about the number of available RICs per IC in the CIM, it can 
be expected to be a fairly large number for medium-sized and larger corporate 
websites. For instance, in the studies for the DCE website, the average number 
of RICs per IC was 6.5 whenever there was a choice of at least two RICs for a 
given IC, and the maximum to be 39. Thereby, the initial selection using the 
prediction algorithms is essential. 

Established users’ domain model (UDM) and the predefined user profiles 
available in the model are used to reflect online user’s interest area. The user 
classifier (UC) is provided with an active user locality profile La and the 
classification task is carried out. The result is that online user is defined through 
predefined user profiles in the user profiles ontology. This constitutes a user 
profile for an anonymous ad-hoc web user. 

The next phase in the recommendation generation is prediction adjustment 
(Figure 7-1), where a selection of predicted interest concepts cp is performed 
based on detected user profile. A predicted concept cp with high rank and 
probability value could actually be of a priority interest in a user profile that 
does not match the current online user profile. High rank and probability values 
do not necessarily mean that a concept is of interest for a particular user. The 
concepts returned by the prediction engine represent the generalization over all 
users and are based on access rate. To mitigate the problem, applying prediction 
adjustment is necessary and justified.  

During the prediction adjustment phase, eligible concepts are addressed by 
re-evaluating the predicted top N interest concepts in the context of detected 
user profile. For interest concepts that also belong to the detected user profile, 
ranking is increased by a significance factor u. In other words, the significance 
of a particular interest concept cp is indicated by assigning to it a factor u, or 
vice versa. This provides a lift in top N set for concepts that are more relevant to 
online user according to the detected user profile. Thereby, for each concept 
cp∈RIC that is present in the detected user profile, the rank of that particular cp 
is multiplied by the significance factor u (Equation 7-1). The value range of the 
factor u will be addressed in Section 7.3. Based on the new rank values, the 
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concepts are sorted in a descending order and limited to a set of M items, where 
M < N. By this the prediction adjustment is finished. The recommended value 
for M is M=[3..5], as an appropriate number of items to be recommended, and 
which also corresponds to the set size of returned items by algorithms A4–A6 
introduced in Chapter 6. In the experiments described in Section 7.3 the value 
of M has been chosen accordingly, that is M=1 for algorithms A1–A3, M=3 for 
A4 and A5, M=4 for A6. This also guarantees that the results obtained by the 
use of the PE described in Chapter 6 and the results obtained for the 
recommender system in Section 7.3 are comparable.  

ucRankcRank pplifted ⋅= )()(   (7-1) 

In the final phase of recommendation establishment for each interest concept 
cp a corresponding page pr∈P is found in the WIS, using the web metadata DB, 
such that recommended set of pages Pr = {pr1, pr2, …, prM} and Pr⊂P. In the 
metadata DB pages represented in the WIS are referred to concepts of web 
ontology by their URI references, allowing easy matching of relationships 
between WIS concepts and available web pages in WIS for users on the World 
Wide Web. This phase of recommendation generation is necessary as WIS 
management units generally operate around explicitly identified pages, and so 
does the DCE web information system. The algorithm used for recommendation 
establishment is outlined in Appendix F. 

Having established a recommendation, it is applicable for adapting the 
system to online user’s needs and intentions, and thereby the method enables to 
provide a personalized view for a user of a particular web information system.  

7.3 Empirical Study on Refining Predictions for Web 
Recommendations                  

In order to prove the concept of the recommender system, and to confirm that 
applying user profiles on to predicted items of interest improves prognosis and 
recommendation process in general, a set of experiments based on the log data 
collected from an active prediction engine (introduced in Chapter 6) were 
carried out. This prediction engine embodies implementations of proposed 
prediction approaches and works in the background of the DCE website, 
logging the computed predictions and users’ actual requests in real life situation.   

To minimize the data amount to be analyzed, the empirical study on refining 
prediction accuracy was restricted to predefined user profiles ResearcherProfile 
and StudentProfile, and 28 552 records (belonging to more than 5 300 sessions) 
extracted from the active prediction engine log in the interest domain of those 
profiles, containing the following information: 

 User’s latest operation history described by locality profiles with  sliding 
window sizes w=2 and w=3,  
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 Predicted concepts of interest according to algorithms A1–A6,  
 Actual page requested by user,  
 Reference to corresponding main log system record. 

Having extracted the log records, this data was used to run the recommender 
system simulation for the predefined user profiles ResearcherProfile and 
StudentProfile to evaluate the recommender system approach. As the log 
already contained data about the conceptually predicted items and the actual 
items visitors requested, the only open question remained was the proper value 
for the significance factor u to be applied in case of interest match in user 
profile, to provide lift sufficient enough for those concepts of interest cp to be 
included in the recommendation. 

A series of experiments with varying values of the significance factor u from 
1.0 to 3.0 was conducted (Table 7-1). The best suitable value for significance 
factor u was discovered to be in the range 1.8 ≤ u ≤ 2.0. On the whole, this 
result was quite expected, as high values of factor u, applied to concepts cp 
belonging to detected user profile, elevate their rank and make these concepts 
competitive with predicted concepts without the support of the user profile but 
having a high rank value nonetheless. Hence, the prevalence of predicted 
concepts with high rank value not supported by detected user profile becomes 
limited. The latter is the underlying idea of the use of the factor u. Forced 
discarding of such concepts however is not justified as it automatically 
eliminates concepts cp that do not belong to a predefined user profile but have a 
high rank value, and thereby are of likelihood to be accessed by user. The 
experiments showed that this forced exclusion can increase the error-rate for the 
recommended items due to the fact that users are free to move from one locality 
to another. Thereby, the approach of re-evaluating rank of concepts supported 
by active user profile provides a smoother transition from general interest 
prediction to user-specific one used for recommendation generation herein. 
However, greater values of u > 2.2 caused a decline in prediction accuracy as it 
eliminated such unsupported concepts at all. Also, in some cases the decline 
was caused by the fact that a given concept had not yet been classified into the 
proper profile. On the other hand, low values of factor u < 1.5 did not produce 
significant lift for concepts belonging to an interest profile to appear in the final 
results of the computed recommendation. 

Comparing the results of the original prediction engine, where no 
information about user profile was applied (Table 7-1, u=1) to the 
recommendation approach, where knowledge about active user profile is 
applied to refine predictions, a slight improvement was gained for algorithms 
A1, A2, and A3. The experiments with different values of factor u=1.8 and 
u=2.0 showed a small improvement in predicting user activity for algorithms as 
following: for A1 +1.1%, A2 +1.1%, where only one item of interest was 
proposed for recommendation, and algorithms quite restricted in item selection. 
For the algorithm A3 an improvement of 31.0% was gained, which is already a 
remarkable result. For algorithms A4, A5 and A6 the improvement in predicting 
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user’s next action was even better, up to 33.6%. This was quite expected, as the 
result set, where the actual visited item might have lied in, was greater 
(depending on the algorithm, either three or four items). Also, it is evident that 
the task to predict one item in comparison to a set of multiple items is rather 
troublesome, if the set of choices is of significant size. Table 7-1 presents the 
results of the experiments with different values of factor u for algorithms A1–
A6, providing a comparison on the original prediction from the real time 
prediction engine (u=1), and gained improvement when applying detected user 
interest concepts for prediction refinement while establishing a set of 
recommended items for web personalization. 

Table 7-1. Improvement gained by refining prediction with knowledge of user profile. 

u A1 A2 A3 A4 A5 A6 

1.0  0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

1.3 0.9% 0.8% 30.7% 18.2% 16.6% 33.2% 

1.5 1.0% 0.9% 30.7% 18.3% 16.7% 33.4% 

1.8 1.1% 0.9% 30.9% 18.5% 16.7% 33.5% 

2.0 0.9% 1.1% 31.0% 18.3% 17.0% 33.6% 

2.2 1.1% 0.8% 30.7% 18.1% 16.6% 33.4% 

2.5 1.0% 0.7% 30.4% 17.7% 16.5% 33.1% 

3.0 –1.8% 0.9% 27.1% 15.0% 16.0% 29.5% 
 

The experiments, conducted with conceptual prediction engine having access 
to the knowledge available in user profile in addition to the user conceptual 
interests model, clearly showed that applying current user profile during 
establishing recommendation improves the prediction rate for visitor future 
activities, and therefore the selection of recommended items. This improvement 
thereby proves the approach of the recommender system to be successful. 

7.4 Exploiting the Recommendation Result 

Having established a set of recommended items – pages that might be of interest 
to an online user, it is time to apply tactical web adaptation to deliver the 
recommendation results to online user and thereby personalize the web session.  

The adaptation process is carried out by the WIS management unit, 
responsible for handling users’ requests and sending a response in a form of a 
webpage (Figure 7-1). The modifications introduced during tactical adaptation 
as a result of generated recommendations are short-term and applied in real-
time. Therefore, the recommendation computation as well as its application 
must be fast enough not to cause any significant delays in page composition. In 
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other words, users must never be kept waiting because of the personalization 
process. If the recommendation computation takes longer than normal page load 
would allow, the adaptation can be delivered through asynchronous web 
technologies. The modifications introduced as tactical adaptation to deliver 
recommendation results are user-centric and effective for a particular online 
user only at the time of page access.  

There are numerous ways of exploiting the recommendation results for 
personalizing web sessions and thereby users browsing experiences. In its 
simplest form, a list of recommendations is provided for online user, typically 
in a special area on web page designed for the purpose. The presentation of 
personalization may also involve a refined navigation menu topology 
(recommended items added), highlighting of recommended items (e.g., by 
colour, size) to draw more user attention on them, provision of one-click 
shortcuts to recommended items, displaying related adverts, pulling related 
information from other (external) sources, such as the Web or web services, or 
any other means of dynamic adaptation. Thus, the reaction to the detected 
recommended items in the WIS management unit varies from simple methods 
of drawing user attention to certain elements to providing additional value and 
assisting user while browsing. 

In terms of navigation menu, items not already present there for the current 
view can be added. However, these temporarily added items should be 
somehow distinguished. A good style example for instance is to divide the 
menu section into two, outlining the recommendations as ‘See also’, 
‘Recommended to see’, ‘Related information’, ‘Consider also’, ‘Other users 
found useful’, and so on. Even a line between the original set of menu items and 
the recommended items can provide necessary separation of those two item 
groups. Distinguishing the original schema and added items is necessary to 
diminish the risk to get returning users confused in case they return to a page 
through a direct link or through an alternative path, and end up seeing only the 
original navigation schema without or with different set of recommendations. If 
the recommendation involves items already available in the layout, a simple 
technique is to highlight these elements. In this case, personalization is 
delivered through making some items more visible compared to other elements 
in the layout, only for a particular online user.  

Yet another way to employ recommendation results is to have pages in the 
WIS assigned promotional resources to direct and stimulate users to further 
explore certain content. For instance, a user is being classified as a graduating 
student browsing the DCE website and therefore a page offering topics for 
thesis is found of interest for that user as a result of recommendation 
computation. In the WIS, there is an advertising content assigned to that 
recommended page – a banner for example. This content is now displayed to the 
user to stimulate browsing of that content. The user interface layout usually 
accommodates a special area for presenting such information. The latter 
example leads to one of the main drivers of web personalization – namely 
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marketing and advertising. The described framework is suitable for delivering 
targeted online advertising based on detected user type and interests. 

During web adaptation process the original structure (navigation) of website 
should remain intact. This requirement is essential, as the aim is to provide 
additional value in the form of information users might be looking for, and not 
to get users confused by random changes in the general structure or layout. 
Nevertheless, personalization is also used for filtering content and thereby 
delivering only the information found to be relevant and important to user by 
the system, discarding everything else. There are two main dangers involved 
with this approach. First of all, no recommendation engine is precise enough to 
fully and accurately comprehend human needs at a particular moment in time 
and space. Another thing is that if only targeted information is presented, 
presuming the recommendation is correct, users are not provided with 
alternatives, and it narrows down their possibilities and cognition of the 
information domain as a whole. A really good example of this is the use of 
personalization in search engines. For instance, you find an item of your interest 
in search results on the first page, in top 5 for example. Now, you switch 
computer or re-run your query later to find out that the same system profiles you 
a bit differently at this time and you cannot find the same result on the first page 
in top 5, as you were expecting. Isn’t that frustrating?  

Despite the ability to provide customized views to web content, as a result of 
web personalization, users may or may not choose to follow that information. 
Analysing users’ actions in the context of provided recommendations would 
enable to evaluate different approaches of personalization, their delivery 
(presentation), and their efficiency. The log system proposed in this thesis, 
coupled with additional information about the recommendation result, can be 
used for the task. Regardless that this is an interesting topic of investigation, 
especially in the area of human-computer interaction (HCI), the evaluation of 
personalization methods is out of the scope of this chapter, and remains an 
interest of future studies for the author.  

7.5 Chapter Summary 

Web personalization is an emerging trend to manage the amount of available 
information and to deliver content relevant to user. It is achieved through the 
use of recommender systems and tactical adaptation of the web made available 
to target user. Even though the technological base today would enable to 
provide personalization without borders everywhere, its availability is quite 
limited, especially for anonymous ad-hoc web users. On one hand, there are 
privacy issues that set restrictions in identifying users, and these will remain as 
the Internet is based on the assumption of anonymity, where one has the 
optional ability to identify himself/herself as necessary for consuming services. 
On the other hand, developing and maintaining such sophisticated systems is 
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quite costly and the target group of anonymous users might not be so tempting 
and motivating in sense of marketing, e-commerce, or even social networks. 

Still, recommender systems are useful for sites where a large amount of 
information is available through several categories, starting from corporate 
websites and ending up with specific systems such as online museums, online 
stores, movie databases, news and government portals, to help users manage the 
information overload and problems of successful browsing. The economic 
effect gained from such systems is obvious – optimized and personalized 
websites are a better way to maintain information resources. For users it means 
time saving and increased productivity. Site owners however gain trust and 
visitor satisfaction, accompanied by customer loyalty, and in e-commerce also 
profit from improved sales of goods, services and advertising. Easy access to 
valuable information guarantees users to return to website rather than seek for 
alternative sources, and thereby helps to maintain and improve the rate of 
visitors, a key factor of success on the World Wide Web, and thus a driver for 
profitability. 

In this chapter, a method for generating recommendations for anonymous 
ad-hoc web users was proposed. The approach advantages of the method for 
learning users’ interest and domain model, and a method of predicting users’ 
actions based on a conceptual interest model. The recommendations are 
provided by combining the two latter methods. Using these two methods 
together in a recommender system for establishing recommendations, enables to 
specify rather general prediction results with information available in user 
profile, and thereby obtain a recommendation set that better conforms to online 
visitors’ information needs and interests. Experiments conducted on real 
website have confirmed the effectiveness of this approach. The described 
recommendation generation method to deliver personalized view to web content 
is not limited to just profiling anonymous ad-hoc users but can also be exploited 
in systems operating on identifiable users about whom a lot more information 
can be included in user profile, or extended to other areas such as 
recommending items to buy in online shops, or e-government services to 
consume in state information portals.  
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Chapter 8  
OTHER DEVELOPED  

WEB INFORMATION SYSTEMS 

While the main scope of the thesis is set on understanding web users’ 
behaviour, providing ways of improving web information systems, and enabling 
web personalization for anonymous ad-hoc web users, the author has also been 
actively researching the e-learning domain. Many of the methods described in 
the previous chapters are applicable also for this domain. For instance, the log 
system is already exploited to log users’ actions in the learning management 
system e-EDU and the described methods for WIS evaluation and optimization 
are applicable to improve web-based learning environments and digital learning 
objects. A sort of recommendation service could be developed to recommend 
students available resources they otherwise seem to ignore. 

This chapter provides a short overview of the thesis author’s contribution to 
e-learning domain, where the work has been focused on enabling contemporary 
ways of teaching and learning. In particular, a learning management system  
e-EDU developed at the Department of Computer Engineering at Tallinn 
University of Technology is discussed together with several digital learning 
objects as interactive hands-on tools and web services for e-learning.  

8.1 Introduction 

Today, we are living the era where our society is largely dependent on 
information technology and computer-based systems. Devices equipped with 
microelectronics can be found everywhere – from computers, mobile phones 
and personal music players to kitchenware. Microelectronic systems have 
become integral part of our lives. These systems all need some sort of software 
to be run, binding together the two major disciplines of the information and 
communication technology (ICT) world. Software systems are found 
everywhere where computer systems are involved. Even more, software 
systems also provide a platform to build other software systems on them. These 
systems vary in their complexity and level of sophistication. Nevertheless, 
failures in them may frustrate masses of people. A bug in mp3-player software 
may affect and disappoint thousands of users, while it is not a critical problem 
compared to a fault in an airplane navigation system or nuclear power plant 
management system, where failures may have fatal consequences. 
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Obviously, if young system engineers are educated with great care from the 
beginning, using different teaching methods, including e-learning and 
interactive tools made available by the rapid development of the Internet and its 
associated technologies, their good skills and increased interest towards study 
field can be assured. Thereby, proper education of future engineers can mitigate 
some of the risks concerned with computer systems development. 

The rapid development of the Internet and its associated technologies has 
enabled web-based training and distance learning to become a reality and made 
it possible to move studies fully or partially into virtual learning environments. 
This has also made possible creation of digital learning objects, varying from 
simple textual content to images, animations and interactive simulator tools. A 
learning object, as defined by the IEEE, is any entity – digital or non-digital – 
that may be used for learning, education or training [135]. Clearly, digital 
learning objects as interactive hands-on tools and web enabled learning 
management systems (LMS) are taking education to the next level and pose new 
challenges for teaching, as users can access such systems everywhere and any 
time where the Internet is present, regardless whether they are at home, in the 
office, sitting in the park with tablet PC or smart-phone, and so forth. This rapid 
evolution of web technologies has now enabled to develop learning 
management systems with various functionalities on an affordable level.  

In this chapter, an overview about the authors work in the e-learning domain 
is provided. A learning management system e-EDU and several frameworks for 
creating digital learning objects are introduced. These works establish a 
platform for future scientific work and experiments in the e-learning domain as 
well as for studies of WIS usage and personalization with identifiable users.   

8.2 A Lightweight Learning Management System e-EDU 

Over the years, universities have developed various information systems 
including systems that were supposed to support learning and teaching 
processes via providing materials, links and other information valuable in 
learning process. However, most of these systems are concerned about making 
it possible to declare term subjects electronically, and maintaining students’ 
assessment results. This has caused lecturers to search for applications suitable 
and available for them, or to develop their own systems for managing courses 
from the point of view of the learning-teaching process. As a result, students 
end up facing many heterogeneous web environments, if at all. Evidently, one 
coherent web-based environment, where the majority of courses students are 
taking or have taken are represented, is in everybody’s best interest. 

The e-EDU is a lightweight learning management system [120] used at the 
Dept. of Computer Engineering at Tallinn University of Technology (TUT) for 
ICT studies. The project was launched in 2002 with the aim to propose new and 
localized approach for daily and distance learning courses via intelligent use of 
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modern technologies and consequently enliven and enrich ICT studies of the 
curricula of Computer Systems, Electronics, and Informatics at TUT.  

Although, since it launch other learning management systems such as 
WebCT (now Blackboard1, licence discontinued as of 2012) and later the 
popular course management system Moodle2 were made available by the 
Estonian e-Learning Development Centre3 (earlier known as Estonian e-
University, founded in February 2003), e-EDU is still used as the primary 
learning environment for several hard- and software related subjects taught at 
the department. During this time, over 4 800 students have used the e-EDU 
throughout several courses. The e-EDU is available for students at 
https://edu.pld.ttu.ee. Figure 8-1 shows an overview of the e-EDU LMS. 

 

Figure 8-1. Screenshot from the e-EDU learning management system; a subject 
Software Engineering is selected in the view. 

Since its establishment, the e-EDU has followed the strict line to be 
accessible (a) with all commonly available web browsers, (b) without a need for 
additional plug-ins (e.g., Adobe FlashPlayer, ActiveX controls, Microsoft 
Silverlight, Oracle Java etc.) or software to be installed by learner, exceptions 
apply to special learning objects, and (c) regardless of platform being used. The 
e-EDU is based on the same kernel as the DCE website and has been 
implemented using PHP scripting language on the server side and Javascript on 
the client side, running on Apache web server, and using MySQL database 
engine for data storage. The log system introduced in Chapter 3 is also present 
in the e-EDU learning management system.     

                                                 
1 http://www.blackboard.com 
2 http://moodle.org 
3 http://www.e-ope.ee 
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The following services are provided for students via the e-EDU LMS: course 
news, personalized assignments and progress feedback, course study materials 
by modalities and resources set, calendar with running academic due dates and 
task deadline reminder, course descriptions, lecturers’ contacts, forum, and 
interactive hands-on tools. With the establishment and exploitation of the  
e-EDU LMS the following advantages have been gained:  

 Courses are Internet present in a coherent environment,  
 Ubiquitous access to courses is attained,  
 Everything is reproducible in this environment,  
 Communication and feedback on tasks,  
 Reduced workload for lecturers,  
 Native language interface,  
 Intelligent use of ICT towards e-supported courses.  

A detailed overview of the e-EDU system is available in [120] and a 
corresponding case study on moving studies to e-environments in [136]. In 
[137] personalized web services were proposed for the e-EDU, to provide easy 
access to course news and deadlines over the exploitation of RSS feeds. The e-
EDU is averagely accessed by students 1.4 times a day and most of the accesses 
occur either during lecture hours or between 8PM and 10PM, though the log 
shows that students make use of it 24-hours a day. Detailed statistics about the 
e-EDU LMS have been published in [138].  

In addition to the aforementioned advantages, with the introduction of the  
e-EDU teachers have less paperwork to handle in regards of maintaining 
students’ results and assignments. All necessary aspects are covered with the  
e-EDU information system. Also, as students are usually divided into groups 
having different teachers, the results can be shared and are easily accessible to 
all lecturers involved with a particular course. Moreover, the progress of the 
course is now viewable in real-time, and different statistics can be generated 
about students and their success. Access to the e-EDU for teachers is provided 
via the department’s intranet web information system called ‘ITA’. 

The concept and development of the e-EDU is mainly maintained by the 
author of this thesis. In particular, the kernel and the majority of the modules is 
developed by the author, with one exception – the credits for the assignments 
evaluation subsystem go to the author’s colleague, research scientist Elmet 
Orasson. The development of the e-EDU continues.  

8.3 Learning Objects as Interactive Hands-On Tools  

Teaching information and communication technology is a complex area, 
compared to economics and social sciences, for example. There is a constant 
need to add value to theoretical knowledge presented in lectures. This can be 
achieved by using interactive hands-on tools that clearly demonstrate static 
knowledge in a dynamic form, exemplifying theory and enabling students to 
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explore the problem domain through several scenarios. Several digital learning 
objects have been established by the author, and some under his supervision, 
mainly for first year bachelor level students in the fields of informatics, 
computers and basics of microelectronics. In [139] an interactive tool to 
demonstrate the behaviour of fundamental elements of digital logic (e.g., OR, 
AND, etc. gates) was established, and in [138] a learning object to demonstrate 
conversion between different numeric systems. These learning objects allow 
students to explore the problem domain either by entering input values and 
letting the system to demonstrate the problem, or setting the input and as well 
proposing the expected outcome, allowing students to check their knowledge 
with the help of an interactive tool. Interactive digital learning objects are meant 
to support the learning process.  

In 2009 a concept of learning objects on web services was introduced with 
the e-EDU Web Services Initiative1 (e-EDU WSI) [140], [141]. The e-EDU 
WSI provides a framework for developing interactive tools based on web 
services in the area of e-learning, targeting the following advantages:  

 Single implementation of complex algorithms, multiple use in 
heterogeneous learning management systems; 

 Modularity, as complex services can be composed of atomic ones; 
 Interoperability by defining services via standard means;  
 Realisation independency and freedom of a chosen LMS platform for 

learning objects; 
 Enabling to supplement courses with different interactive tools, without 

excessive programming and costs for particular LMS;  
 Automation as machine-to-machine interaction; 
 Moving (heavy) computing away from client-side (e.g., Java applets) to 

distributed systems; 
 Encapsulating service implementation (algorithms do not need to be 

publicly available, of importance is the use of certain functionality), with 
possibility of wide public use.  

Web services provide standard means of communication among different 
software applications enabling platform and language independent interoperable 
networking over the Internet using standard formats [142]. Bringing web 
services to e-learning would enable to compose courses of learning objects 
distributed all over the Web. Still, there are only a few LMS’s allowing to 
consume services or providing learning objects as web services. Appendix G 
outlines the framework for developing digital learning objects on web services. 

Under the e-EDU WSI two web services have been made available: a web 
service for conversion calculator between different numeric systems, and a 
service for exploring behaviour of digital logic gates. Both services are 
implemented as SOAP and JSON servers, and coupled with example clients. 
Currently, a mobile application on ‘Introducing the Basics of Digital Logic’ on 
                                                 
1 http://www.pld.ttu.ee/edu/WSI/ 
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the Android platform for smart-phones is being developed under the supervision 
of the thesis author. With the wide availability and increasing use of smart-
phones, digital learning objects and also learning management systems need to 
be made available on these platforms as well.  

In [143] a learning object based on domain knowledge described by means 
of ontology was proposed to demonstrate the behaviour of fundamental 
elements of digital logic. The main didactic aim of this intelligent tool was set 
on teaching perception of the basics of digital logic, described from various 
aspects by means of ontology, illustrated with gate behaviour, notations, truth 
tables, and relevant details. This tool is currently under development. 

8.4 Chapter Summary 

Living the era, where the Internet has become an integral part of our lives, 
education of young system engineers also needs to be provided with following 
the latest trends in technology. Virtual learning environments and learning 
management systems accessible over the Web regardless of time and location 
are an essential part of today’s teaching-learning process, enabling both for 
students contemporary ways of learning and for teachers variety of ways to 
communicate knowledge. Interactive digital learning objects also have a crucial 
role to play in educating future engineers, as they allow students to investigate 
problem domain on their own, and besides static theory presented in the lectures 
obtain a view to the knowledge in a dynamic form. 

Many of the methods and frameworks discussed in Chapters 3–7 are 
applicable also for the e-EDU LMS, where users need to log in and identify 
themselves. For instance, the log system introduced in Chapter 3 has already 
been included in the system. The methods of user action prediction and 
recommendation generation can be used to recommend learning resources, or in 
digital learning objects to direct students to explore different aspects of 
provided tools.  

In this chapter an overview of the author’s contribution to the e-learning 
domain was discussed. A lightweight learning management system e-EDU, 
called into life and mostly maintained by the author, was introduced, followed 
by a discussion on developed digital learning objects. A framework for 
developing learning objects on web services as a way to provide ubiquitous 
access to functionality of educational programs for establishing learning objects 
in heterogeneous environments was introduced, accompanied with example web 
services. Also, an interactive tool on domain ontology for microelectronics 
education was outlined. This research has established a good foundation for 
future studies and experiments for both e-learning and WIS’s development. The 
work on the e-EDU LMS and digital learning objects continues as the author is 
actively involved in teaching future system engineers.  
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Chapter 9  
CONCLUSIONS  

AND FUTURE WORK 

 “Any sufficiently advanced technology is indistinguishable from magic” 

Sir Arthur C. Clarke1 

 

Living the Internet-enabled era, users have gained ubiquitous access to 
information available in various forms. However, this has also posed problems 
of information overload and successful information retrieval, challenging 
developers and researchers all over the world to find new and user-centric 
approaches to deliver users the useful information they are searching for or 
might be in search of.  

This thesis has focused on understanding users and their needs with the aim 
to deliver improved web experience and enabling web personalization for 
anonymous ad-hoc web users, taking yet another step towards adaptive web.   

This chapter summarises the thesis and provides directions for future work. 

9.1 Conclusions 

The rapid development of technologies has raised the importance of the 
Interned and the World Wide Web in our lives to a level it has never been 
before. The Internet is now present not only in computers but also on various 
platforms from smart-phones to TVs – the access to the Internet has become 
ubiquitous. This process has also had an effect on expectations users have 
towards the Web, where information is assumed to be easily found in a fast and 
convenient manner. The information overload problem and users’ expectations 
towards the Web have led to a need for web information systems optimization 
and personalization, where implicit approaches seamless to users are applied 
and knowledge obtained from users’ behaviour. The era of the ‘one-size-fits-all’ 
browsing paradigm is coming to an end. 

                                                 
1 Sir Arthur C. Clarke (1917-2008), British physicist and science fiction author. Citation 
also known as Clarke's third law. Origin: Profiles of the Future (revised edition, 1973).  
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This thesis provides several frameworks to improve and personalize web 
information systems by advantaging from users’ behaviour modelling. Methods 
of obtaining users’ behaviour data, together with a development of a special log 
and analyzer system, have been investigated. The developed log system has 
been used to collect users’ behaviour data for research on WIS improvement, 
and users’ behaviour modelling, resulting in methods for obtaining users’ 
domain models and profiles, methods for predicting users’ forthcoming 
behaviour, and a framework for delivering web recommendations for 
anonymous ad-hoc web users as a personalization service. This research has 
focused on anonymous users – users about whom the system does not maintain 
any explicit knowledge. The latter distinguishes this research from works of 
other scientist of the field, where researchers have mainly focused on users who 
are explicitly identifiable by some means. To the best of the author’s 
knowledge, the novel methods described in the thesis were not reported at the 
time these web studies were initiated. 

As the author has been actively involved also in developing and maintaining 
web information systems and applications in the e-learning domain, the thesis 
also provides a short overview of the author’s research in that field with 
outlining notable contributions.   

The main contributions of the thesis are as follows: 

 Establishment of an original log system to capture users’ web activity, 
and an analyzer system to process this data into a knowledge base. As an 
increasing number of users access information on the Web, collecting 
and analyzing such data provides a great opportunity to learn from users. 

 A methodology providing a new approach to evaluate and optimize web 
information systems through various metrics based on knowledge 
obtained from users’ behaviour modelling. The methodology targets to 
minimize the conceptual gap between the model applied during web 
information system development and the one used by its actual users.  

 A novel framework for learning users’ domain models. The framework 
delivers a method for learning web user profiles that combines browsing 
behaviour modelling with ontology based profiling. The approach takes 
advantage from giving conceptual meaning to web usage mining results 
by using ontologies and automatic classification of concepts to 
ontologies via reasoning.  

 A methodology to model web users’ behaviour for anonymous visitor 
activity prediction based on collective intelligence. Two novel models 
for action prediction were proposed, out of which conceptual modelling 
of users’ interests proved to perform better than the probabilistic 
sequential model. The methodology results in a conceptual interest 
model for web users’ action prediction.  
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 A framework for establishing viewing recommendations for anonymous 
ad-hoc web users and delivering web personalization for such users. The 
method for computing recommendations advantages from ontology-
based modelling of user profiles and user action prediction based on 
conceptually modelled users’ interests. The framework delivers a new, 
lightweight and effective method for recommender system to enable web 
personalization for anonymous ad-hoc web users via web adaptation.  

 An original learning management system e-EDU and a set of digital 
learning objects to improve learning-teaching process and enable 
contemporary ways of learning for students of information and 
communication technology at Tallinn University of Technology.   

The delivered approaches for user profiling and recommendation generation 
are oriented on anonymous web users. However, they are also applicable in 
systems where users are identifiable and additional information about them is 
easily available. The target of the described methods was set to enable 
personalization on websites delivering front-end to various medium and large-
sized web information systems, such as corporate web and information portals 
(e.g., governmental e-service or news portals). Yet, there are no restrictions to 
exploit these methods in other areas such as social networking, online banking, 
and applications of e-commerce. The discussed methods are also applicable for 
the e-learning domain. 

The economic benefit gained from such intelligent and adaptive web 
information systems is twofold. Users gain access to information resources 
optimized and personalized for them, facilitating information search and 
browsing, while offering increased productivity and decrease in search time. 
Information that is easily accessible, logically structured and navigable, and 
maintained in a way users expect to find it, contributes to visitors browsing 
activity and thereby also affects users’ decisions over the necessity of sought 
information or suitability of a product. Web-based environments where visitors 
feel welcomed and that are convenient to use, guarantee users to return rather 
than to seek for alternative sources for information, and therefore help to 
maintain and improve the rate of visitors, a key factor of success on the World 
Wide Web. Website owners and entrepreneurs on the other hand benefit from 
visitor satisfaction and increased engagement, accompanied by customer 
loyalty, and in e-commerce also profit from improved sales of goods and 
services, for instance online advertising. Such intelligent and adaptive systems 
allow customization of visitor-company interaction, and thereby make visitors 
sense they are personally valuable for company. Moreover, such systems enable 
to bring users to certain information (e.g., advertisements) they otherwise might 
disregard. The more is known about a user, the more personalized content can 
be delivered, and if properly handled, this knowledge can be turned into profit.  

Through its contributions, the thesis has addressed both of the issues: web 
information systems improvement and personalization based on users’ 
behaviour towards adaptive web. 
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9.2 Future Work 

The ideas and issues to be considered to further improve and advance the 
provided methods constituting the domain of future work are as follows: 

 Further development of the log system and analyzer system by adding 
features that enable collecting of web usage log over web services, 
hosted event logging, and advantaging of features of the HTML5 (e.g., 
DOM storage) standard. Extend the log system to enable capturing of 
web events cross-domain. In terms of web service based usage logging, a 
prototype tool has been established by Tanel Kerstna in his bachelor 
thesis ‘Applying Web Services for Log System Implementation’ (2011) 
under the supervision of the author of this dissertation. This development 
work continues.  

 Improve the methods of capturing time spent on page by adding active 
TSP detection, and enabling approximate TSP discovery for the exit 
page. This is to be based on the new features made available with the 
HTML5 standard and its support in modern web browsers.  

 Establishment of an online user profiler for instant detection of active 
user profile based on users’ domain ontology. 

 Study the possibilities to include and model different demographic 
aspects of probable users (e.g., language profiles) in web ontology.  

 Investigate the possibilities to include more collective intelligence 
information, such as user interest indicators to improve the prediction 
models, and thereby also recommendation generation for personalization 
services. 

 Establish a new adaptive DCE WIS (in parallel to existing) where the 
methods delivered in this thesis are made available for general public. 
The system is to be used for the evaluation of delivered web 
recommendation and personalization methods for anonymous ad-hoc 
web users through long-time empirical studies.  

 Continuation of research and development in the e-learning domain. 
Further improvement of the e-EDU learning management system and 
development of new digital learning objects. 

The research described in this thesis has paved a way for further studies on 
web information systems improvement and web personalization. The ideas 
provided for future work are just some of the possible research activities to be 
considered in the nearest future as a continuation of the research covered by the 
dissertation.  
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Appendix A  
LOG ANALYZER SYSTEM 

This appendix outlines the database model and lists the routines implemented 
for the Log Analyzer System. 

 

 

Figure A-1. Database model for the Log Analyzer System 

Table A-1. Data processing routines in the Log Analyzer System. 

Routine name Description 

clean_log() Procedure: Cleans the operational log table. 

clean_tables() Procedure: Cleans tables holding parsed log 
data (except classifiers). 

debug(_msg TEXT) Procedure: inserts debug message into log 
parser log, if debug mode enabled 
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error( _msg TEXT) Procedure: inserts error message into log 
parser log, if error logging enabled 

get_browser_class_id  
(user_agent VARCHAR(255) ) 
RETURNS int(11) 

Function: detects user’s browser from user-
agent string, returns classifier ID from table 
browsers_classification. 

get_country_id 
(ip VARCHAR(15))  
RETURNS int(11) 

Function: detects visitor’s country based on 
the request’s IP address; if none found from 
the IP range lookup table, ID for unknown 
country will be returned.

get_os_class_id  
(user_agent VARCHAR(255)) 
RETURNS int(11) 

Function: detects visitor’s operating system 
from user-agent string, returns classifier ID 
from table os_classification. 

get_screen_class_id 
(screen VARCHAR(20))  
RETURNS int(11) 

Function: gets user’s screen size, returns 
classifier ID from table 
screen_classification. 

get_session_id 
(client_id VARCHAR(25)) 
RETURNS int(11) 

Function: returns session ID for specified 
client_id. If none found, returns 0 for new 
session. 

get_session_last_page_id 
(session_id INT) 
RETURNS smallint(6) 

Function: returns the last visited page ID for 
a specified session. If none, returns 0.  

Info (_msg TEXT) Procedure: inserts informative message into 
log parser log, if info logging enabled 

insert_operation  
(session_id INT,             
 page_id SMALLINT, 
 query_method VARCHAR(10), 
 load_time FLOAT, 
 serverload_1_5_10 
VARCHAR(100), 
 visiting_time DATETIME) 
RETURNS int(11) 

Function: Inserts new operation for session, 
returns inserted operation ID. 

insert_session 
(client_id VARCHAR(25), 
 recurrent_visit CHAR(1), 
 last_rec_visit DATETIME, 
 last_rec_visit_id 
VARCHAR(25), 
 session_begin DATETIME) 
RETURNS int(11) 

Function: Inserts new session, returns 
inserted session ID. 

load_settings () Procedure: loads analyzer settings for 
parsing into MySQL user space variables. 

parse_log_entries() Procedure: parses log rows from table 
log_visits, creates a view log_entries_view, 
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and proceeds to parse log data into log 
analyzer database. 

set_browser  
(session_id INT, 
 user_brauser VARCHAR(200)) 

Procedure: sets browser classifier ID for 
session into table session_browser. 

set_country 
(session_id INT,  
 ip VARCHAR(15)) 

Procedure: sets country classifier ID for 
session into table session_country. 

set_host  
(session_id INT, 
 ip VARCHAR(15),  
 host VARCHAR(255)) 

Procedure: sets host classifier ID for session 
into table session_host. 

set_operation set_operation 
(session_id INT, 
 page_id SMALLINT, 
 query_method VARCHAR(10), 
 load_time FLOAT, 
 serverload_1_5_10 
VARCHAR(100), 
 visiting_time DATETIME, 
 screen VARCHAR(20)) 

Procedure: calls insert_operation to set 
session operation data into table operations 
and set_operation_screen to insert screen 
classifier ID into table session_op_screen. 

set_operation_screen  
(operation_id INT, 
 screen VARCHAR(20)) 

Procedure: sets screen size classifier ID for 
operation into table session_op_screen. 

set_os  
(session_id INT, 
 user_brauser VARCHAR(200)) 

Procedure: sets users’ operating system 
classifier ID for session into table 
session_os based on user_agent string using 
function get_os_class_id. 

set_session_class  
(session_id INT, 
 ip VARCHAR(15), 
 site_referer VARCHAR(255)) 

set_session_class  

Procedure: sets session classification into 
table session_class according to classifiers 
listed in session_classifications. 

update_last_processed_id 
(last_processed_id INT) 

Procedure: updates last processed log id in 
table last_processed. 

update_session_parameters  
(session_id INT, 
 last_visiting_time 
DATETIME) 

Procedure: sets session end time, length and 
number of operations in session.  

update_session_pattern  
(session_id INT, 
 page_id SMALLINT) 

Procedure: updates session operations 
pattern. 

warn (msg TEXT) Procedure: inserts warning message into log 
parser log, if warning logging enabled 
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Appendix B  
TSP IMPACT STUDY   

The impact of applying time spent on page as an interest indicator to the ranking of 
popular pages. Threshold condition t0 represents results with no TSP applied. Data from 
the DCE web usage log analysis. 

N  

Threshold condition applied for TSP (Equation 4-3)

t0 t1 t2 t2a t2b 

Page 
ID 

Trend
Page 
ID 

Trend 
Page 
ID 

Trend
Page 
ID 

Trend
Page 
ID 

Trend 

1  400  400 ↕ 400 ↕ 4110 ↑+1 200 ↑+3 

2  4110  200 ↑+2 4110 ↕ 400 ↓-1 400 ↓-1 

3  1505  470 ↑+3 410 ↑+5 1505 ↕ 4110 ↓-1 

4  200 →t3 300 ↑+3 1505 ↓-1 477 ↑+6 1505 ↓-1 

5  480  4110 ↓-3 470 ↑+1 410 ↑+3 480 ↕ 

6  470  1505 ↓-3 477 ↑+4 171 ↑+6 171 ↑+6 

7  300 →t4 150 ↑+2 150 ↑+2 480 ↓-2 470 ↓-1 

8  410 →t4 480 ↓-3 300 ↓-1 472 ↑+6 476 ↑+9 

9  150  410 ↓-1 200 ↓-5 4711 ↑+7 500 ↑+6 

10  477 →t4 210 ↑+1 480 ↓-5 476 ↑+7 472 ↑+4 

11  210 →t3 
→t4 

477 ↓-1 133 ↑+2 473 ↑+8 4711 ↑+5 

12  171  220 ↑+6 171 ↕ 150 ↓-3 4712 ←t0 

13  133 →t4 472 ↑+1 210 ↓-2 133 ↕ 474 ←t0 

14  472  500 ↑+1 476 ↑+3 470 ↓-8 460 ←t0 

15  500  230 ←t0 473 ↑+4 300 ↓-8 600 ↑+5 

16  4711 →t1 171 ↓-4 500 ↓-1 4712 ←t0 471 ←t0 

17  476 →t1 471 ←t0 472 ↓-3 474 ←t0 473 ↑+2 

18  220 
→t2 
→t3 
→t4 

133 ↓-5 4711 ↓-2 460 ←t0 230 ←t0 

19  473  473 ↕ 600 ↑+1 500 ↓-4 150 ↓-10 

20  600 →t1 474 ←t0 310 ← t0 600 ↕ 6305 ←t0 
 

Trend legend: 

↕ No change in position in the top hit list 

↑+x Increase in top hit by X positions 

↓-x Decrease in top hit by X positions 

→tx Page moved out from top N list by TSP condition tx 

←tx Page moved into top N list by TSP condition tx in comparison to t0 
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Appendix C  
EXAMPLE WEB ONTOLOGY  

 
Figure C-1. An overview of the web ontology created for the DCE website. Ontology 
visualization by the OWLViz plugin in the Protégé ontology editor. 
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Appendix D  
OWL2 DESCRIPTION EXAMPLE 

 

 

Figure D-1. A fragment of generated OWL 2 description in RDF/XML format of the 
extracted user profile class ‘P_410_430_450’. 
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Appendix E   
GENERAL PREDICTION ALGORITHM 

 

Figure E-1. General algorithm for providing predictions based on algorithms A1-A6. 
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Appendix F  
RECOMMENDATION ALGORITHM 

 

 

Figure F-1. Algorithm used for recommendation establishment based on user action 
prediction and user profiling.  
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Appendix G  
LEARNING OBJECTS ON WEB SERVICES 

 
Figure G-1. Framework for developing digital learning objects based on web services 
[140]. 
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