
Fluid Body Interaction of
Biomimetic Underwater Robots

GERT TOMING

P R E S S

THESIS ON INFORMATICS AND SYSTEM ENGINEERING C120



TALLINN UNIVERSITY OF TECHNOLOGY 
Faculty of Information Technology 

Centre for Biorobotics 

This dissertation was accepted for the defence of the degree of Doctor of 
Philosophy in Computer and Systems Engineering on December 16, 2016. 

Supervisor:  Prof. Maarja Kruusmaa 
Centre for Biorobotics 
Tallinn University of Technology 
Tallinn, Estonia 

Opponents:  Prof. John Hallam 
SDU Embodied Systems for Robotics and Learning 
The Maersk Mc-Kinney Moller Institute 
University of Southern Denmark 
Odense, Denmark 

Assoc. Prof. Jo Arve Alfredsen 
Department of Engineering Cybernetics 
Norwegian University of Science and Technology (NTNU) 
Trondheim, Norway 

Defence of the thesis: February 21, 2017, Tallinn 

Declaration: 
Hereby I declare that this doctoral thesis, my original investigation and 
achievement, submitted for the doctoral degree at Tallinn University of 
Technology has not been submitted for doctoral or equivalent academic degree. 

Gert Toming 

Copyright: Gert Toming, 2017 
ISSN 1406-4731 
ISBN 978-9949-83-071-8 (publication) 
SBN 978-9949-83-072-5 (PDF) 



INFORMAATIKA JA S TEHNIKA C120ÜSTEEMI

Biomimeetiliste robotite ja vedeliku vastasm juõ

GERT TOMING





Table of Contents 

ABSTRACT ........................................................................................................ 8 

KOKKUVÕTE .................................................................................................. 10 

ACKNOWLEDGEMENTS ............................................................................... 12 

LIST OF PUBLICATIONS ............................................................................... 13 

AUTHOR’S CONTRIBUTION TO THE PUBLICATIONS ........................... 14 

OTHER RELATED PUBLICATIONS ............................................................. 15 

INTRODUCTION ............................................................................................. 19 

CONTRIBUTION OF THE THESIS ................................................................ 21 

1 BACKGROUND ....................................................................................... 22 

1.1. Fish locomotion ................................................................................. 22 

1.1.1. Physics of fish locomotion ......................................................... 24 

1.1.2. Locomotion in turbulence .......................................................... 26 

1.2. Fish migration ......................................................................................... 28 

1.2.1. Problems of migration...................................................................... 29 

1.3 Experimental fluid dynamics ................................................................... 30 

1.3.1. Pressure and velocity ....................................................................... 31 

1.3.2. Force measurements......................................................................... 32 

1.4. Particle image velocimetry ..................................................................... 32 

1.4.1. Light sources and light sheet optics ................................................. 33 

1.4.2. Tracer particles ................................................................................ 35 

1.4.3. Imaging ............................................................................................ 38 

1.4.4. Data processing ................................................................................ 39 

1.5. Conclusions ............................................................................................. 40 

2 FACILITIES AND EQUIPMENT USED IN THIS THESIS.................... 41 

2.1. Flow tunnels ............................................................................................ 41 

2.1.1. Submerged flow tunnel in Tallinn University of Technology ......... 41 

2.1.2. Open top flow tunnel in the University of Stuttgart ......................... 42 

2.1.3. Model of a vertical slot fish pass ..................................................... 43 

2.2. Measurement equipment ......................................................................... 43 

5 



2.2.1. PIV system Version 1 ...................................................................... 43 

2.2.2. PIV system Version 2 ...................................................................... 44 

2.2.3. Force plate Version 1 ....................................................................... 45 

2.2.4. Force plate Version 2 ....................................................................... 45 

2.3. Prototypes ............................................................................................... 45 

2.3.1. Prototype 1 ....................................................................................... 46 

2.3.2. Prototype 2 – fish dummies ............................................................. 47 

2.3.3. Prototype 3 – the X-prototype .......................................................... 48 

2.3.4. Lateral line probe ............................................................................. 49 

2.4. Conclusions ............................................................................................. 50 

3 POSITIONING IN A VORTEX STREET ................................................ 51 

3.1. Materials and methods ............................................................................ 51 

3.2. Results of flow analysis .......................................................................... 52 

3.3. Results of force measurements ............................................................... 53 

3.4. Conclusions and discussion .................................................................... 55 

4 BODY LENGTH TO WAKE WAVELENGTH RATIO .......................... 57 

4.1. Materials and methods ............................................................................ 57 

4.2. Results of flow analysis .......................................................................... 58 

4.3. Results of force measurements ............................................................... 59 

4.4. Conclusion and discussion ...................................................................... 62 

5 IMPLEMENTATION AND IMPROVEMENT OF INDIRECT FORCE 
MEASUREMENTS ........................................................................................... 65 

5.1. Materials and methods ............................................................................ 65 

5.2. Data analysis ........................................................................................... 66 

5.3. Results ..................................................................................................... 67 

5.4. Conclusions and discussion .................................................................... 68 

6 LATERAL LINE PROBE FOR STUDYING FISH PASSES .................. 70 

6.1. Materials and methods ............................................................................ 70 

6.2. Validation results .................................................................................... 71 

6.3. Initial evaluation of fishways .................................................................. 73 

6.4. Conclusions and discussion .................................................................... 75 

6 



CONCLUSIONS ............................................................................................... 77 

REFERENCES .................................................................................................. 79 

Appendix A ........................................................................................................ 95 

Appendix B ...................................................................................................... 103 

Appendix C ...................................................................................................... 117 

Appendix D ...................................................................................................... 131 

CURRICULUM VITAE .................................................................................. 143 

ELULOOKIRJELDUS .................................................................................... 144 

 

 

  

7 



ABSTRACT 
Earth is a water planet, and organisms have evolved an impressive array of 
complementary methods to detect, transmit and receive underwater signals. 
Current underwater robots and flow sensing systems are quite primitive in 
comparison to their biological counterparts. As an example, for modern 
undulatory swimming robots turbulence is considered as a major source of 
disturbance, whereas living fish can utilize complex flows to enhance their 
propulsive efficiency. Bioinspired underwater robotics therefore strives to study, 
design and implement propulsion and sensing modalities similar to their 
biological counterparts. This thesis presents four studies investigating these 
problems. The work was experimental and consisted of tests in different flow 
tanks including flow measurements with particle image velocimetry, acoustic 
Doppler velocimetry (ADV) and laser Doppler anemometry (LDA), direct and 
indirect force measurements. 

The interaction of a bioinspired fish-like robot with regular turbulence was 
studied. First, separate flow regions in a Kàrmàn vortex street were explored by 
varying the fish robot’s position behind the cylinder longitudinally and laterally.  
Different regions in the flow were detected, and it was found that a total drag 
reduction of up to 42% could be achieved, depending on the position of the robot 
relative to the obstacle. Second, the relation of robotic fish body length to the 
oncoming vortex street wake wavelength was studied. It was shown how the 
balance of hydrodynamic forces causing yaw and sway motion change when the 
body length increases and even exceeds the wake wavelength. The presented 
relations are valuable for roboticists as to the author’s knowledge there are no 
conclusive studies about the position and size of the robot or fish relative to the 
obstacle that creates turbulence. 

For precise force measurements the measured object must be fixed to the 
measurement device. This method however has limitations for measuring 
undulatory swimming robots and is not applicable for real fishes at all. The 
dynamic force balance can also be calculated from an interrogation of the velocity 
vector field. In this thesis we propose a novel methodology to improve those 
indirect force measurements. With the help of a general linear transfer function 
we have reduced the errors associated with instantaneous force measurements 
considerably – up to 69% in the streamwise direction and up to 83% in the lateral 
direction. Allowing for robust and accurate force measurements of undulatory 
swimmers without complex and time consuming calibration processes or manual 
detection of flow regions and the need to physically harness the robot or fish to 
the measurement device. 

Currently, there exists a knowledge deficit in measurement systems capable of 
assessing complex natural flows. We introduce a novel bioinspired measurement 
device – the lateral line probe. It is meant to measure complex natural flows in 
rivers and fish passes as the real fish senses the flow. By testing the probe in 
different flow tunnels and real fish passes we showed it is possible to measure 
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and present flow and pressure maps surrounding its fish shaped body as well as 
calculate flow velocities comparable to standard acoustic ADV and LDA devices. 

The knowledge gained from the position and size relation to the hydrodynamic 
forces affecting fish shaped objects in a turbulence can be used to design more 
energy efficient underwater robots for flowing waters and other complex 
environments. The design can be further improved by combining the technology 
from the lateral line probe to underwater robots for better assessment of flow 
conditions. The probe can be used as a static device or included as a multimodal 
collocated sensing array on underwater robots. The long-term goal is to use this 
new technology to measure fishways, leading to new knowledge on the complex 
fluid-body reactions which can be leveraged to restore fish migration. 
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KOKKUVÕTE 
Maad katab suures osas vesi ja siin elutsevatel organismidel on tuhandete aastate 
jooksul välja arenenud muljetavaldavad võimed veekeskkonnas liikumiseks ning 
seal erinevate signaalide väljasaatmiseks ja vastuvõtmiseks. Tänapäevased 
allveerobotid ja mõõtesüsteemid ei suuda loodusega võistelda,  ei signaalide 
tajumises ega ka liikumises. Kalad näiteks suudavad adapteeruda turbulentsiga ja 
seda enda huvides kasutada, aga robotite jaoks põhjustab turbulents häireid, nii 
et seda tuleb vältida või osata selle mõjusid kompenseerida. Bioloogiast 
inspireeritud allveerobootika püüdlebki selle poole, et õppida oma bioloogilistelt 
eeskujudelt ning järjest paremini projekteerida ja ehitada nende meeleelunditele 
ja liikumismehhanismidele sarnaseid tehnilisi lahendusi. Käesolev doktoritöö 
annab ülevaate neljast eksperimentaalsest uurimustööst selles valdkonnas. 
Nendes kasutati kalaroboteid, erinevaid voolutunneleid, veevoolu kiiruse 
mõõtmise vahendeid – Doppleri akustilist anemomeetrit (ADV),  
laseranemomeetrit (LDA) ja heljumikiirusvälja digifotograafiat (PIV) ning 
jõumõõtmise seadmeid. 

Uuriti kalarobotite ja turbulentse veevoolu vastasmõju Kàrmàni tänavas. Selleks 
paigutati kalarobot keeriseid tekitava poolsilindri taha erinevatele kaugustele, 
samuti muudeti positsiooni voolutunneli ristisuunas. Selle tulemusena tehti 
kindlaks erinevad regioonid poolsilindri taga ja leiti, et sõltuvalt kalaroboti 
asetuses on võimalik tema takistusjõudu vähendada kuni 42%. Järgnevalt uuriti 
kalaroboti kehapikkuse ja keeriste tänava lainepikkuse suhet, näidates 
eksperimentaalselt, kuidas muutuvad külgsuunalised jõud ja nende eeldatav 
mõju, kui muutub kalaroboti ja Kàrmàni tänava suuruse suhe. Esitletud tulemused 
on väärtuslikud robootikutele ja bioloogidele, kuna autorile teadaolevalt ei 
eksisteeri varasemast põhjapanevaid uuringuid roboti ega päris kala suuruse ja 
paiknemise olulisusest keeriseid tekitava objekti suhtes. 

Traditsiooniliselt on olnud täpsete jõumõõtmiste jaoks vajalik mõõdetava objekti 
kinnitamine mõõtevahendi külge, see seab aga olulised piirangud kompleksselt 
ujuvate robotite mõõtmisele ja ei võimalda teha katseid päris kaladega. 
Hüdrodünanaamilisi jõudusid on võimalik arvutada ka kiirusvektoritest ja 
käesolev väitekiri tutvustabki uudset metoodikat sellise kaudse jõumõõtmise 
täiustamiseks. Kasutades signaalitöötluse valdkonnas tuntavaid lineaarseid 
ülekandefunktsioone suutsime me jõudude arvutamisel tekkivaid vigu vähendada 
kuni 83%. Seda meetodit kasutades on seega võimalik kaudselt mõõta 
kalarobotite ja ka päriskalade poolt tekitatavaid jõude ja ka neile mõjuvaid jõude 
kiirelt ja täpselt. 

Hetkel puuduvad välitöödel kasutatavad mõõtevahendid, millega saaks 
iseloomustada keerukaid looduses esinevaid veevoolutingimusi. Käesolev 
väitekiri tutvustab uudset bioloogiast inspireeritud mõõteseadet – küljejoone 
andurit, mis on mõeldud jõgedes ja kalapääsudes esinevate komplekssete 
veevoolude mõõtmiseks sarnaselt sellele, kuidas tunnetavad veevoolu päris 
kalad. Testides seda seadet mitmetes voolutunnelites ja ka päris kalapääsus 
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näitasime, et on võimalik taasesitada kalakujulist vahendit ümbritsev kiiruse ja 
rõhuväärtuste väli ning leitud kiiruste väärtused on võrreldavad kommertsiaalsete 
ADV ja LDA süsteemidega. 

Saadud tulemusi katsetest erinevate kalarobotite asetuste ja suurustega 
turbulentses voolus saab edaspidi kasutada projekteerimaks energiasäästlikumaid 
allveeroboteid vooluveekogude ning muude keeruliste veekeskkondade 
uurimiseks. Küljejoone andurit ennast võib kasutada iseseisva seadmena, samuti 
võib selle integreerida allveerobotitega, võimaldades robotitel hinnata 
veekeskkonda nende ümber ning sooritada teadlastele vajalikke mõõtmisi. 
Pikaajalisem eesmärk on siin kirjeldatud tehnoloogiaid edasi arendada ning 
kasutada neid kalapääsude hindamisel, võimaldamaks uusi teadmisi, mille abil 
saaks luua paremaid kalapääse ja seega taastada kalade migratsiooni. 
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INTRODUCTION 
Fish have developed highly evolved sensory [1]–[4] and propulsion systems [5], 
tailoring them for over more than 200 million years to a wide variety of aquatic 
environments. Their superior swimming capabilities include high speed escape 
swimming and excellent maneuverability. Concurrently, they achieve highly 
efficient locomotion, enabling some species to travel more than 5000 km 
migration routes, some even going long periods without feeding [6]–[8]. In the 
epoch of the Anthropocene, their habitats have been eliminated or degraded, 
blocking previous natural migration to enable the transport of goods, hydropower 
generation and water supply. The current trend is to preserve fish and their 
habitats which includes restoring their migration ways, often by building fish 
passes [9], [10]. Biorobotics is one possible approach to understanding fish 
sensing and locomotion abilities. The knowledge gained with this approach can 
improve the preservation of fish. 

In recent years there has been a rapid development in the field of biorobotics. 
Underwater robots mimicking fish swimming e.g. [11]–[16] and sensing [17], 
[18] have been designed and built. However, due to the complexity of undulatory 
locomotion control the majority of prototypes require still water conditions. Some 
are capable of swimming subject to a steady flow. In general, fish robots are not 
capable of swimming in the majority of naturally occurring aquatic environments. 
Correspondingly, there is a lack of studies on the interaction between turbulent 
flows and underwater robots. At the same time, this knowledge can improve the 
design (e.g. dimensioning the body of robot and control in the flow) of underwater 
robots for different environments and purposes.  

The main motivation of bioinspired research is to generate new knowledge by 
adapting modern technologies to existing biological analogs. Thus contemporary 
underwater robots are often tethered (remotely operated vehicles) via a cable for 
control and energy supply. Important topics in current underwater robotics are 
therefore addressing problems associated with data transmission, control and 
energy efficiency. Furthermore due to the complexities involved in fluid-body 
interactions, flow and associated turbulence is largely considered as a disturbance 
to be compensated for [19]. This stands in stark contrast to fish, which have 
developed advanced sensing and propulsion capabilities which leverage turbulent 
flows as a source of energy and information [20]–[22]. Thus fishes should be seen 
as the “masters of their domain” and mimicking them is likely to aid both 
fundamental and applied applications relevant to underwater robotics. Our 
objective is to develop fish-like robots which can in turn be used by biologists to 
study fishes, their habitat, fish migration including passes, and even schooling 
behavior. 

The focus of this thesis is the investigation of hydrodynamic forces affecting fish- 
shaped bodies subject to turbulent flow. First, the relation of forces and position 
of the body behind an obstacle generating turbulent wake is studied. Another key 
aspect is the determination of the body length scale and its influence on the near-
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body hydrodynamics subject to a wake with periodical vorticity and known 
wavelength. In this thesis I show experimentally how the hydrodynamic forces 
affecting the fish robot change in the Kàrmàn vortex street (periodic pattern of 
vortices caused by the unsteady separation of flow around blunt bodies) 
depending on the lateral and longitudinal position of the fish robot and how they 
depend on the body size of the fish shaped object. This is followed by introducing 
a novel methodology to improve the accuracy of indirect force measurements 
making it possible to measure forces affecting or exerted by the freely swimming 
robot or real fish. This method fuses high-resolution particle image velocimetry 
data in conjunction with a filter function and signal processing to generate 
accurate instantaneous force estimates. Data are calculated from the velocity field 
and calibrated transfer functions between estimated and measured are used to 
significantly decrease the time-averaged error and eliminate the phase shift (time 
delay). Finally, a novel measurement system is introduced consisting of a fish 
shaped device for measuring fish passes and rivers from the “fish’s point of 
view”. 

This thesis is divided into six main parts: in the first chapter I provide a short 
overview of fish swimming and migration including common problems induced 
by human activity. Following this, an overview of experimental hydrodynamics 
and methods is presented. Chapter 2 describes the facilities and equipment used 
for this work.  

Chapter 3 and 4 give and overview of my research on hydrodynamic forces in a 
vortex street affecting differently positioned and sized fish shaped objects. This 
includes a full description of the investigations on force measurements and flow 
structures in turbulent flows, including an in-depth analysis and discussion of 
results. Chapter 5 introduces a novel methodology for improving indirect force 
measurements based on particle image velocimetry. And finally chapter 6 
describes the validation of a fish shaped lateral line probe meant for measuring 
complex flows in fish passes, and results from the initial testing in real fish passes. 
Chapters 3, 4, 5 and 6 are based on four publications that are reprinted in 
Appendix. 
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CONTRIBUTION OF THE THESIS 
This thesis contributes to the development of underwater robotics and bioinspired 
flow sensing by: 

• Experimentally determining relations between hydrodynamic forces and 
the robot’s position behind an obstacle whose wake generates periodic 
vorticity. 

• Providing critical relations relating the robotic body length scale to the 
vortex street wake wavelength, illustrating how the ratio of these scales 
influences the forces acting on the sensing body and showing how large 
robotic fish can energetically benefit from the impinging flow of a vortex 
street. 

• Implementing and improving a novel indirect force measurement 
methodology, capable of providing robust and accurate instantaneous 
force calculations without the need to physically harness the robot (or a 
fish) to a force gauge. 

• Introducing a novel, bioinspired flow measurement device for evaluating 
complex natural flows in river beds and manufactured fish pass 
structures. 
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1 BACKGROUND 
There are over 25,000 species of fish living today and over 200 million years of 
evolution they have developed very efficient propulsive systems. Fish exhibit 
superior capabilities in swimming in complex and turbulent flows, many species 
even prefer turbulent regions to uniform flow regions due to the smaller energy 
expenditure. As this is contrary to state-of-the art human made devices there is 
still much to learn from fish. Fortunately there are new methods of experimental 
hydrodynamics available for studying and comparing real fish to human made 
robots. This includes both direct and indirect force measurements and whole field 
velocity measurements. This chapter gives an overview of fish swimming, their 
energy efficiency, human caused problems on fish migration, and experimental 
methods used in this thesis. 

 

1.1. Fish locomotion 

Fish have highly evolved swimming and sensory capabilities which are greatly 
affected by the physical properties of the surrounding fluid. Water has a high 
density as compared to air, and acts as an incompressible fluid meaning that any 
movement induced by an aquatic animal or underwater robot will set the 
surrounding medium in motion [23], [24]. Considering flow sensing, the opposite 
case also holds; fish can maintain position and let “flow information” travel at 
the speed of sound in water come to them. As water density is close to the density 
of fish, they are close to neutrally buoyant. Thus contrast to terrestrial organisms, 
fishes do not need to expend large amount of propulsive effort to overcome the 
pull of gravity. For this reason fish locomotion could be considered as “aquatic 
flight”, allowing them to focus their efforts onto the generation of forward thrust 
[5]. 

Most fish swim by pushing water back with the undulations of their body or fins 
[5]. There are many ways to classify fish swimming, divided into two main 
categories:  

• Steady swimming – characterized by cyclically repeated propulsive 
movements, this mode is used when swimming at constant speed and by 
species that typically cover large areas; 

• Unsteady swimming – characterized by rapid, non-periodic movements 
that typically last only a fraction of a second, unsteady movements are 
used for turning, escaping or catching pray. 

Fish swimming can be also categorized into different modes according to types 
of propulsive movements used by fish. This was at first done in 1926 by Breder 
[25], it has been criticized and later improved but nevertheless Breder’s 
classification is still often used and cited as the basis. The extended version of 
this nomenclature [5] is shown in Figure 1.1. 
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Figure 1.1 Forward swimming modes of fish. Fish are aligned along the 
vertical axis based on the propulsive contributions of body and fins, and along 
the horizontal axis according to swimming modes from undulatory to 
oscillatory. Reprinted from Fish Physiology, Vol. VII, C. C. Lindsey, Form, 
Function and Locomotory Habits, Pg. 9, Copyright 1978, with permission from 
Elsevier. 

Most fish, especially those who swim long distances, generate thrust by bending 
their bodies to create a backward-moving propulsive wave that extends to its 
caudal fin. This kind of locomotion is classified as body and/or caudal fin (BCF) 
locomotion [24]. Some other species use different swimming mechanisms that 
involve using their median and pectoral fins, this is called median and/or paired 
fin (MPF) locomotion [5], [24]. Only about 15% of fish use MPF for forward 
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motion, mostly BCF is used for propulsion and MPF is used for stabilization and 
maneuvering purposes. This thesis focuses therefore on BCF swimming. 

 

1.1.1. Physics of fish locomotion 
A fish’s body is affected by several different forces. In the vertical direction the 
forces acting on a body are weight, buoyancy and hydrodynamic lift. Drag and 
thrust affect the body in the horizontal direction. In order the fish to hold its 
position or swim steadily these forces must be in equilibrium. The drag force 
itself can be broken down into viscous drag (or friction drag) – friction between 
a fish body and the boundary layer of water; form drag (pressure drag) – pressure 
differences are formed when pushing water away so the fish can move forward; 
induced drag – energy lost in vortices created by fish body and fins; and gill 
resistance – some species ventilate their gills by swimming forward with open 
mouth, resulting in internal friction [26]. 

Viscous drag is calculated using the standard Newtonian equation 

𝐷𝐷𝑣𝑣 = 1
2
𝐶𝐶𝑓𝑓𝑆𝑆𝑈𝑈2𝜌𝜌,     (1.1) 

where 𝐷𝐷𝑣𝑣 is viscous drag, 𝐶𝐶𝑓𝑓 is a coefficient of frictional drag depending on the 
Reynolds number 𝑅𝑅𝑒𝑒, 𝑆𝑆 is the total wetted surface area, 𝑈𝑈 is the swimming speed 
and 𝜌𝜌 is the density of water [27].  

Reynolds number – a ratio of inertial forces to viscous forces – can be calculated 
with the equation 

𝑅𝑅𝑒𝑒 = 𝑈𝑈𝑈𝑈
𝜈𝜈

,      (1.2) 

where 𝑅𝑅𝑒𝑒 is the Reynolds number, U is the swimming speed, 𝑙𝑙 is the body length 
of fish, and 𝜈𝜈 is the kinematic viscosity of water (at 20⁰C 𝜈𝜈 = 1.004 ×
10−6 𝑚𝑚2𝑠𝑠−1). 
Frictional drag coefficients can be calculated separately for laminar and turbulent 
flow conditions with the following equations [26] 

𝐶𝐶𝑓𝑓 𝑈𝑈𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 = 1.33𝑅𝑅𝑒𝑒
−12     (1.3) 

𝐶𝐶𝑓𝑓 𝑡𝑡𝑡𝑡𝑙𝑙𝑡𝑡𝑡𝑡𝑈𝑈𝑒𝑒𝑙𝑙𝑡𝑡 = 0.074𝑅𝑅𝑒𝑒
−15    (1.4) 

The form drag can be included to the drag coefficient 

𝐶𝐶𝐷𝐷 = 𝐶𝐶𝑓𝑓[1 + 1.5 𝑑𝑑
𝑈𝑈

+ 7 �𝑑𝑑
𝑈𝑈
�
3

],    (1.5) 

where 𝐶𝐶𝐷𝐷 is the combined drag coefficient, 𝐶𝐶𝑓𝑓is a coefficient of frictional drag, 𝑑𝑑 
is the body thickness and 𝑙𝑙 is the body length. 

Induced drag can be calculated with the equation 
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𝐷𝐷𝑙𝑙 = 2𝐿𝐿2

𝜋𝜋𝜋𝜋𝑈𝑈2𝑡𝑡𝑝𝑝2
,      (1.6) 

where 𝐷𝐷𝑙𝑙 is the induced drag, 𝐿𝐿 is the required lift force, 𝑈𝑈 is the speed of the fish,  
𝑏𝑏𝑝𝑝 is the span of the pectoral fins, and 𝜖𝜖 is the efficiency factor. 

The gill resistance depends directly on the swimming speed, ventilation volume 
and the density of water and can be calculated using the equation 

𝑅𝑅𝐺𝐺 = 𝜌𝜌𝑉𝑉𝐺𝐺𝑈𝑈(1 −�2∆𝐻𝐻
𝜌𝜌𝑈𝑈2

),    (1.7) 

where 𝑅𝑅𝐺𝐺 is the gill resistance, 𝜌𝜌 is the density of water, 𝑈𝑈 is the swimming speed 
of fish and ∆𝐻𝐻 is the head loss (typically about 2000 dynes cm-2). 

The total drag is a combination of the previously described components and is also 
greatly affected by propulsive movements, often these components cannot be 
isolated [28]. However Magnuson calculated these components for a sustained-
swimming skipjack tuna and found that 53% of the total drag is from viscous and 
form drag, 30% is from induced drag and 17% from the gill resistance [26]. Form 
drag has been later studied experimentally using modern technology [29]. 

Thrust force propels the fish forward and it can be calculated using equation (1.8) 
proposed by Lighthill in 1970 [30] 

𝐹𝐹𝑇𝑇 = 1
2
𝜌𝜌𝑆𝑆𝑐𝑐𝑊𝑊𝑙𝑙𝑙𝑙𝑟𝑟

2 𝐶𝐶𝑇𝑇,     (1.8) 

where 𝐹𝐹𝑇𝑇 is a thrust force, 𝜌𝜌 is the density of water, 𝑆𝑆𝑐𝑐 area of caudal fin, 𝑊𝑊𝑙𝑙𝑙𝑙𝑟𝑟 
is the lateral velocity of the caudal fin and 𝐶𝐶𝑇𝑇 is a thrust coefficient. 

Thrust can be directly related to rate of change of momentum in the volume 
surrounding the fish. When the planar distribution of the momentum flux entering 
and exiting the control volume is known and making assumptions that the 
incoming flow is planar and uniform with the zero lateral flow speed the thrust 
force can be calculated using a following equation 

𝐹𝐹 = −𝜌𝜌∫ 𝑑𝑑𝑡𝑡
𝑑𝑑𝑡𝑡
𝑑𝑑∀ + 𝜌𝜌 ∫(𝑢𝑢32 − 𝑢𝑢12)𝑑𝑑𝑧𝑧1 + ∫(𝑝𝑝3 − 𝑝𝑝1)𝑑𝑑𝑧𝑧1,   (1.9) 

where F is streamwise force, 𝜌𝜌 is density of fluid, 𝑢𝑢 streamwise velocity, 𝑧𝑧1 is the 
vertical elevation with constant reference, 𝑝𝑝 is pressure at boundaries and 𝑡𝑡 is 
time. Control volume surfaces 1 and 3 are shown in the Figure 1.2. 

 
Figure 1.2 Placement of the control volume surfaces. 
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Steady swimming (time-averaged body velocity is constant) occurs when drag 
and thrust forces are equal. This requires periodical repetition of undulatory 
movement which can be approximated as a sinusoidal representation of body 
deflection as suggested in [31] by Videler 

ℎ(𝑥𝑥, 𝑡𝑡) = 𝐴𝐴(𝑥𝑥) sin(𝑘𝑘𝑥𝑥 − 𝜔𝜔𝑡𝑡),    (1.10) 

where ℎ(𝑥𝑥, 𝑡𝑡) is the swimming body’s displacement as a function of space and 
time, 𝐴𝐴(𝑥𝑥) is the amplitude envelope, 𝑘𝑘 = 2𝜋𝜋

𝜆𝜆
 is the wave number and 𝜔𝜔 is the 

tail beat frequency. 

In 1958 Bainbridge studied trout (Salmo irideus), dace (Leuciscus leuciscus) and 
goldfish (Carassius auratus) and determined that relationship between the 
tailbeat frequency and swimming speed is linear, also in frequencies higher than 
5 Hz swimming speed is directly dependent on the frequency and can be 
expressed with the following equation [32] 

𝑉𝑉 =  1
4

[𝐿𝐿(3𝑓𝑓 − 4)],     (1.11) 

where 𝑉𝑉 is the speed, 𝐿𝐿 is the body length, and 𝑓𝑓 is the frequency in tail beats per 
second. 

Later this relationship has been also verified for other species such as the jack 
mackerel (Trachurus symmetricus) [33], largemouth bass (Micropterus 
salmoides) [34]. In 1984 Webb empirically determined the relationship (Equation 
1.12) between swimming speed, tailbeat frequency and body length for rainbow 
trout (Salmo gairdneri) [35] 

𝑓𝑓 = 3.19𝐿𝐿−
1
3 + 1.29 𝑉𝑉

𝐿𝐿
,     (1.12) 

where f is the tailbeat frequency, L is the body length, and V is the swimming 
speed.  

In general, the linear form has found to hold for all the species studied so far. 

Even though fish swimming has been thoroughly studied [36]–[38], the exact 
physical mechanisms driving undulatory locomotion are still not fully 
understood. Mastering undulatory swimming is of interest in biorobotics since it 
is highly energy efficient (fish swimming efficiency can be up to 97% [39]) 
compared to man-made devices (propellers achieve only up to 70% of efficiency 
[40]). 

 

1.1.2. Locomotion in turbulence 

Fish locomotion in flowing and turbulent water is far beyond the current state-of-
the art. Studies [20], [22], [41], [42] show that fish, for example rainbow trout 
(Oncorhynchus mykiss) may even prefer turbulent conditions to uniform flow 
conditions when swimming upstream. In 2010 Przybilla investigated rainbow 
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trout swimming in the wake of a D-shaped cylinder. She found that there are four 
distinct zones near the cylinder where trout prefer to stay [43]: the bow wake zone 
in front of the object, two entraining zones on both side of the object, and the 
Kàrmàn vortex street behind the object.  

The Kàrmàn vortex street (KVS) is a periodically repeating vorticity pattern that 
is caused by the unsteady separation of flow around blunt bodies (see Figure 1.3.) 
[44], [45]. This phenomenon is named after Hungarian-American physicist and 
engineer Theodore von Kàrmàn (1881 - 1963) [46]. KVS frequently appears in 
natural flows behind stones, branches, pillars and even islands. It is also very 
predictable, and can be repeated in laboratory conditions and is thus often used 
by fish biologists and roboticists [47], [48].  

 

Figure 1.3 Kàrmàn vortex street generated by the D-shaped cylinder. λ – is the 
wake wavelength. 

The interaction of some fish species and periodic vortices in KVS has been 
studied in [22], [42], [49]–[56]. It was found that trout alter their body kinematics 
when swimming in a KVS compared do swimming in uniform flow. This 
behavior is called Kàrmàn gaiting. Kàrmàn gaiting fish has larger body curvature, 
amplitude and lateral motion than those of a fish swimming at same speed in non-
disturbed flow, the tail beat frequency however is lower and matches the vortex 
shedding frequency of the KVS [51].  

Regardless of the altered body kinematics, with larger body amplitudes it is 
experimentally shown by measuring the oxygen consumption [53], [54] and 
muscle activity [52], [57] that trout uses less energy when Kàrmàn gaiting 
compared to swimming in the uniform flow with the same speed. In 2006 Beal 
showed that even a dead trout can swim upstream when placed into a KVS [58]. 
These studies suggest that fish can gain advantage from environmental forces and 
hold station or even move upstream passively. Similar, supporting studies have 
been also made with artificial devices like hydrofoils [59]–[61] and flexible 
filaments [62] and as well with fish robots [48], where it is shown that when 
interacting properly with oncoming vortices, a substantial increase in efficiency 
can be gained. This stands in stark contrast to traditional underwater vehicles 
where the turbulence and oncoming vortices are often the source for instability 
and lower propulsive performance [19]. 
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In Nature, flowing waters are almost always turbulent especially in areas where 
fish prefer to habitate. Objects causing turbulence e.g. stones, branches, uneven 
bottom surfaces, etc. often offer places to hide, rest, feed or reproduce. Fish 
migration takes place largely in turbulent flows. Thus to further the state of the 
art in biorobotic propulsion and to improve our knowledge of undulatory 
locomotion, more studies in natural turbulent environments are needed. 

 

1.2. Fish migration 

Energy efficient swimming techniques are especially relevant in the context of 
fish migration as some fish species need to swim thousands of kilometers without 
feeding. Therefore, studying migration ways can give new information for 
building efficient bioinspired underwater robots. Applying bio-inspired 
technology also helps to gain more knowledge on how to design and build 
artificial fish passes in natural migration paths. 

One way of defining migration is the following; migration requires that 
individuals, populations or parts of populations move between two defined 
habitats on a temporally predictable basis with regular periodicity [63]–[65]. 
There are many ways to categorize migration, one is by function: spawning 
migration, seasonal refuge from climate on predators and feeding migration. The 
second way is to classify by habitat: oceanodromy – migrations happening 
entirely at sea; potamodromy – migrations happening entirely in fresh water; 
diadromy – migrations occurring between freshwater and marine environments 
[65]. Diadromy in turn has two subgroups: anadromy – migrating from freshwater 
to marine habitats, e.g. salmonids, who as juveniles migrate to sea, and return to 
spawn into exactly the same rivers or streams where they were born [63], [66]; 
and catadromy – migration from marine to freshwater environments, e.g. the 
European eel (Anguilla anguilla) who migrates from the Sargasso Sea to spend 
its adult life in the rivers and lakes of Europe and in the end of its life cycle returns 
to its natal habitat to reproduce and die [63], [7]. In addition a smaller scale 
migration exists e.g. vertically [67] and between offshore and littoral zone [68]. 

Salmonoids are migrating fish that spawn in a cold and well-oxygenated stream 
waters on gravel and stone bottoms with different flow speeds and size of the 
stones in redds, depending on the size and species of fish [64], [69]. The route to 
the spawning area can be more than 1000 km long, containing a diverse set of 
aquatic environments. In rivers, calm areas alternate with faster flowing regions 
and rapids with high flow speed and turbulence. During these long and complex 
migration journeys fish often do not feed so they must be extremely energy 
efficient. While salmonoids are considered very efficient swimmers [6], there are 
even more efficient species. European eel for example is considered to be 4 – 5 
times more efficient swimmer, as their migration distance can be  5000 – 6000 
km long [7], [8].  

28 



Efficient energetics and timing have key roles in migration since anadromous fish 
do not feed during the migration and many fish die after spawning, meaning they 
have only one chance to reproduce [70]–[72]. Studies of migration energetics are 
based on two approaches, in the first one the energy usage is estimated by 
collecting fish samples from different regions in river, killing them and then 
measuring energy contents of tissues [70], [73], [74]; in the other group, EMG 
electrodes are placed into fish muscles and radio transmitters are placed into or 
under the fish belly, fish swimming activity and speed is obtained from the radio 
signals [72], [75]–[78].  

Migration of salmonoids is widely studied, Atlantic (Salmo salar) and Pacific 
salmons (Oncorhynchus spp.) are excellent examples of energy conservation and 
usage. The energy cost of migration and spawning for these species is about 60% 
of their total somatic energy and about 75% - 82% respectively [65], [70]. Energy 
consumption during migration depends also on the obstacles, temperature and 
discharge of the river [72], [79], [80]. EMG studies show that high riverbed 
gradients, highly turbulent sections and areas with fast flow are difficult to pass 
and require high energy expenditure. However fish tend to swim faster in these 
areas thus spend less time struggling to difficulties and have relatively low energy 
expenditure [76].  

In addition in 2000 Hinch and Rand discovered that at some sites the migration 
speed of some fish exceeded their known maximal swimming speeds [81]. They 
proposed that salmon can exploit flow structures such as vortices with reverse 
flow. This is also supported by studies of Makiguchi et al. who showed that chum 
and pink salmon tend to swim near river banks and near the bottom where the 
water flow is smaller and more objects are found that could create complex flow 
structures [78]. 

 

1.2.1. Problems of migration 

Rivers are not only home for fish and other aquatic animals but they have also 
been widely used by humans for transportation and to power hydroelectric power 
plants – these unfortunately block the natural migration ways [10]. Today, the 
restoration of rivers’ longitudinal connectivity is a sociopolitical goal [9]. The 
most common way to do this is to build fish passes (also known as fish ladders 
or fishways) structures around artificial (sometimes also around natural) barriers 
to facilitate fish migration.  

Constructing fish passes is a not trivial task as parameters that affect the 
efficiency of a fishway are water velocity, discharge, gradient, turbidity, 
attraction flow, temperature, lightning, design of the bottom, the exact location 
of it, the size and swimming capabilities of the fish that the fishway is designed 
for, etc. [9], [82], [83]. In general, fish passes can be divided into two main 
groups; some seek to emulate nature, others are constructed in a purely technical 
way. The first group includes natural looking bypass channels and fish ramps  [9], 
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[84], [85]. Common technical fishways are eel ladders [9], pool-type passes [86], 
[87], vertical slot fish passes [83], [88]–[90], Denil fish passes [91]–[93] and fish 
lifts [9], [93]. 

 

Figure 1.4 Common types of technical fish passes: a) Pool-type fish pass, b) 
fish lift, c) eel ladder, d) Denil fish pass, e) vertical slot fishway, with two slots. 
Adopted from [9]. 

Once constructed it remains necessary to monitor fish passage structures to 
evaluate their efficiency. This is done by counting the number of fish entering the 
fish pass (attractiveness) and compare this to the actual number that successfully 
exit the fish pass (passability). Several methods are commonly applied; catching, 
counting and releasing all fish at the entrance, inside the fish pass and after the 
exit; tagging fish with dye or electronic transmitters and finally automatic devices 
including movement sensors and cameras [9], [85], [94]–[97].  

 

1.3 Experimental fluid dynamics 

A fluid can be defined as a substance that continuously deforms under an applied 
shear stress. Life would not exist without fluids (e.g. air and water) and without 
the specific properties that they have. The most important properties of fluids are 
[98]: density, pressure, viscosity, surface tension, thermal conductivity and 
diffusivity. Fluids are widely studied both in science and engineering and three 
main approaches exist: 

• Theoretical (analytical); 
• Computational (CFD);  
• Experimental. 
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Experimental fluid dynamics can be divided into four large groups (that in some 
cases overlap) based on the principles used:  

• Pressure measurements;  
• Velocity measurements;  
• Flow visualization; 
• Force measurements. 

In this thesis the experimental approach including velocity and pressure 
measurements is used. Experimental methods were chosen since they give most 
accurate results and prototypes of fish-shaped robots and sensor systems are 
available in the laboratory from previous and ongoing research projects. 

 

1.3.1. Pressure and velocity 

Pressure is mostly measured at walls or in the freestream. Measurements at walls 
are usually conducted using small taps installed flush to the wall, and transducers 
are then connected. Measuring the freestream pressure is more complicated, and 
the common way is to use static pressure tubes. In both cases, in order to achieve 
satisfactory sensitivity, it is important to choose the suitable transducer, construct 
and place the measurement device in the way that the flow is disturbed as little as 
possible [99]. In recent years also pressure sensitive paint is used in wind tunnels. 
This method allows to measure pressure directly on the surface of a model 
without using any transducers, tapings or tubes. The paint changes its 
luminescence depending on the air pressure and is used to cover the model. With 
proper illumination and imaging systems, the image shows the direct pressure 
distribution over the model [99]. 

There are numerous ways to measure velocity in fluids [100]–[103]. Commonly 
used methods can be divided into 2 main groups whether they are intrusive 
(pressure based approaches utilizing the Bernoulli equation, hot wire 
anemometry, propeller anemometry and ADV – acoustic Doppler velocimetry ) 
or non-intrusive (LDV – laser Doppler velocimetry, PIV – particle image 
velocimetry, MTV – molecular tagging velocimetry). Another option is to 
measure point-wise (pressure based techniques, hot wire anemometry, propeller 
anemometry, ADV, LDV), portions of the field can also be recovered using PIV, 
MTV, and DGV (Doppler global velocimetry).  

The main method used for the work in this thesis is PIV. The principles of PIV 
are summarized in Chapter 1.4. ADV and LDV are also used in this thesis to 
provide ground truth data when testing a new prototype. All three methods require 
particles in the flow. ADV and LDV are based on the Doppler shift. ADV probe 
sends out an acoustic impulse and uses three receivers to detect the reflected 
signal enabling 3D flow measurements with sampling rate generally below 50 
Hz. More details about ADV can be found in [104]. LDV uses laser light instead 
of sound waves, typically one laser beam is split into two beams which are then 
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crossed in the flow where they interfere and create fringes. Particles moving 
through that spot reflect the light that is collected and velocities are calculated 
based on the change of wavelength of the reflected light. By combining lasers 
with different wavelengths 2D and 3D flow measurements are possible, typical 
sampling rate is in MHz range and for commercial solutions can reach up to 800 
MHz [105]. More details of LDV can be found in [100].  

Velocities in steady mid to high velocity flows are often estimated from pressure 
measurements. Pressure and velocity in incompressible fluids can be related 
using the Bernoulli equation [100] 

𝑝𝑝0 − 𝑝𝑝 = 1
2
𝜌𝜌𝑈𝑈2,     (1.13) 

Where 𝑝𝑝0 is pressure at the stagnation point, 𝑝𝑝 is a free stream static pressure, 𝜌𝜌 
is the local density of fluid and 𝑈𝑈 is mean local velocity along the streamline. 

 

1.3.2. Force measurements 

In fluid dynamics, especially in aerodynamics the measurement of forces in wind 
tunnels is one of the main tasks. In hydrodynamics the force measurements are 
less common but are still used. Historically the force measurement instruments 
were mechanical and they resembled balances for weighing. Today’s systems are 
based on transducers but the name balance is still used. Balances can be 
distinguished by their location – inside or outside of the object; and by number 
of force components it is able to measure – one to six components. 

Forces on the object are detected by measuring the strain on a deforming body, 
the strain can be caused by bending, shear or tensile stress. Load cells (cantilever 
beams, parallelogram-types and torque transducers) based on the measurement of 
bending stress are most commonly used. Cell types can however vary. These 
types of load cells are able to measure only one force component (both positive 
and negative direction). To measure more components it is necessary to combine 
multiple load cells. 

Force measurements are useful in robotics, biorobotics and in studying fish. Force 
measurements systems can be placed both outside of the water [58], [59], [106]–
[112] and underwater [113]–[115]. 

 

1.4. Particle image velocimetry 

PIV is the mainly used experimental method in this thesis. 2D PIV was chosen 
for velocity measurements because of its following properties – it is non-intrusive 
2D whole field method with high sampling frequency and accuracy, thus enabling 
reliable velocity measurements simultaneously in the free stream flow as well as 
in the vicinity and on the boundaries of an object. 
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The motion of common fluids like water and air is not visible to the human eye 
or to cameras as these liquids are transparent and homogeneous. Some options to 
visualize the flow is to seed it with particles, dye, smoke or small bubbles [116]. 
The motion of these tracer particles is visible to imaging devices and humans, 
making it possible to measure the flow speed and direction. The principle of PIV 
is based on calculating these quantities from the displacement of particle images 
[117]. Although observations of water flow using particles date back hundreds or 
even thousands of years, the term PIV first appeared in scientific literature in 
1984 [118]. PIV is a non-intrusive, indirect whole field measurement technique 
[119]. The measurement system typically consists of the following sub-systems: 
lightning systems, imaging devices, recording or data storage devices, 
synchronization systems and data processing systems. Since 1984 the techniques 
used have changed and evolved together with development of computers, 
cameras and other electronics but the principle (see Figure 1.5) stays the same. 

 

Figure 1.5 Experimental arrangement for particle image velocimetry in a wind 
tunnel. Reprinted from Particle Image Velocimetry A Practical Guide, Second 
Edition, 2007, Pg. 4, M. Raffel, © Springer-Verlag Berlin Heidelberg 1998 
2007, With permission of Springer. 

 
1.4.1. Light sources and light sheet optics 

Generally for PIV setups light sources with monochromatic and coherent light 
are preferred since these properties allow the usage of optical bypass filters with 
very specific wavelengths and form a distinct light sheet or volume with simple 
optical lenses. PIV systems can be said to relay on coding the light in time, it can 
be done by using pulsed light sources, a shutter in front of the light source or 
imaging device may be also used. The energy of the pulses has to be sufficient 
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for the imaging devise to be able to capture the reflections from small particles 
[120]. Lasers fulfill all of these requirements. Historically, double pulsed ruby 
lasers, excimer lasers, Cu vapor lasers and cavity dumped Argon ion lasers have 
been used [120]. The first use of the double-pulsed solid-state laser in PIV is 
documented in 1986. Later on, when solid-state lasers especially Nd:YAG 
(neodymium-doped yttrium aluminum garnet; Nd:Y3Al5O12) evolved, became 
smaller and started to have self-cooled power supplies, they became the most 
used light sources in this field [118], [121]. In addition to lasers also xenon flash 
lamps, halogen lamps and arc lamps [120], [122]; LEDs [123] and LCD 
projectors [124] have been used. Recently, due to the rapid development of 
semiconductor lasers (diode lasers), smaller, cheaper and easily movable 
coherent light sources have become available [117]. 

The first task in forming a light sheet is to get the light from the laser to the 
experimental area. There are three options: using an optical fiber between the 
laser and the light sheet optics [125], using mirrors to guide the laser beam, and 
finally to place the laser directly near the experimental area. PIV measurement 
relies on the assumption that illuminated particles lay on a thin light sheet, so it 
is possible to focus the camera only on that layer of particles [117]. It is thus 
required that the thickness of the light sheet is significantly smaller (about 1%) 
than its width and height [100]. The laser beam is highly collimated and to form 
a light sheet it only requires de-collimation in one dimension, usually with the 
help of a cylindrical lens [126]. Typical laser irradiance profile is characterized 
by equation 

𝐼𝐼
𝐼𝐼0

=  2
𝜋𝜋𝜔𝜔2 exp (−2𝑙𝑙

2

𝜔𝜔2 ),     (1.14) 

where 𝐼𝐼 is radiant intensity, 𝐼𝐼0 is peak intensity, 𝜔𝜔 is the beam waist and 𝑟𝑟 is 
radius of a beam. 

Over 99% of the energy is located in the circle with a radius of 1.5𝜔𝜔 while at the 
waist it is only 13.5%. According to Snell’s law the incident and refracted light 
rays are related with the following equation 

𝑛𝑛′ sin𝜃𝜃𝑙𝑙 = sin𝜃𝜃𝑙𝑙,     (1.15) 

where 𝑛𝑛′ is real part of complex refractive index, 𝜃𝜃𝑙𝑙 is incident angle and 𝜃𝜃𝑙𝑙 is 
refraction angle. 

Since sin𝜃𝜃𝑙𝑙 = 𝑦𝑦
𝑙𝑙𝑐𝑐

, the Equation (1.15) can be rewritten as 

𝜃𝜃𝑙𝑙 = sin−1 𝑙𝑙
′𝑦𝑦
𝑙𝑙𝑐𝑐

,      (1.16) 

where 𝑦𝑦 Cartesian coordinate is and 𝑟𝑟𝑐𝑐 is radius of a cylindrical lens. 

The fan angle is expressed as 
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𝜃𝜃𝑓𝑓 = sin−1 𝑙𝑙
′𝑦𝑦
𝑙𝑙𝑐𝑐
− sin−1 𝑦𝑦

𝑙𝑙𝑐𝑐
    (1.17) 

Considering that the typical value of ω is 0.4 mm, 99% of energy will fall in  

𝑦𝑦 = 1.5𝜔𝜔 = 1.5 × 0.4 𝑚𝑚𝑚𝑚 = 0.6 𝑚𝑚𝑚𝑚. Now supposing the refractive index of 
glass is 𝑛𝑛′ = 1.55 and using Equation (1.17), we obtain 𝜃𝜃𝑓𝑓 values of 1.9°, 3.8° 
and 31.6° for the cylinder diameters of 10 mm, 5 mm and 1 mm, respectively 
[126]. It is possible to avoid extremely small diameters by combining multiple 
lenses in series so that every following lens amplifies the divergence. 

Nevertheless, simplest systems utilize only a single cylindrical rod or lens [127], 
or a condenser lens in the case of volumetric PIV [123]. More sophisticated 
systems use a combination of many spherical and cylindrical lenses, making it 
possible to change the width and thickness of the light sheet [117]. 

 

1.4.2. Tracer particles 

Tracer particles can be added to the flow or in some situations they are naturally 
present. Ideally, particles should exactly follow the flow without affecting it and 
without affecting each other. The other key requirement is that the particles must 
have good light scattering qualities [128]. In most cases it is also important that 
particles are non-toxic, chemically inert and non-abrasive [129]. In practice 
particles with nearly ideal properties can be found by commercial suppliers. 

One of the main error sources in PIV experiments is the influence of gravitational 
forces if the densities of fluid and tracer particles do not match [117]. The motion 
of particles is often modeled using the Stokes’ drag law, with the assumptions 
that particles are spherical and the Reynolds number is very small [117], [130]. 
Using the described assumptions the velocity of a particle induced by gravity can 
be described with a following formula [117]  

𝑈𝑈𝑔𝑔 = 𝑑𝑑𝑝𝑝2
(𝜌𝜌𝑝𝑝−𝜌𝜌𝑓𝑓)
18𝜇𝜇

𝑔𝑔,     (1.18) 

where 𝑈𝑈𝑔𝑔 is the gravitationally induced velocity, 𝑑𝑑𝑝𝑝 is the diameter of a particle, 
𝜌𝜌𝑝𝑝 is the density of a particle, 𝜌𝜌𝑓𝑓 is the density of a fluid, 𝜇𝜇 is the dynamic 
viscosity of a fluid and 𝑔𝑔 is acceleration due to gravity. 

The estimate of a velocity lag of a particle in a continuously accelerating fluid 
can be derived similarly [117] 

𝑈𝑈𝑈𝑈 = 𝑈𝑈𝑝𝑝 − 𝑈𝑈𝑓𝑓 = 𝑑𝑑𝑝𝑝2
(𝜌𝜌𝑝𝑝−𝜌𝜌𝑓𝑓)
18𝜇𝜇

𝑎𝑎,    (1.19) 

where, 𝑈𝑈𝑈𝑈 is the velocity lag between the fluid and a particle, 𝑈𝑈𝑝𝑝 is the velocity 
of a particle, 𝑈𝑈𝑓𝑓 is fluid velocity and 𝑎𝑎 is the local acceleration vector of a fluid. 
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In practice, especially in case of liquid flows the calculation of 𝑈𝑈𝑔𝑔 and 𝑈𝑈𝑈𝑈 can be 
neglected as it is possible to choose matching particles for the fluid. 

The light scattering efficiency is determined by the difference in index of 
refraction for the fluid and the particles. This difference for liquids and solid is 
quite small, so relatively large particles of about 10 μm are needed. Smaller 
particles may not reflect a sufficient amount of light and larger sizes may affect 
the flow itself. The dynamics of turbulent flows can be altered when the diameter 
of particles is comparable with the Kolmogorov length scale, in laboratory-type 
flows this determined to be about 100 μm [128]. Thus in laboratory scale liquid 
flows the tracer particle sizes are mostly between ~10 μm and 100 μm [129], and 
in the studies of micro scale flows between 200 nm and 2 μm [131]. 

In case of spherical particles with the diameter larger than the wavelength of the 
incident light, the light scattering can be described with Mie’s scattering theory. 
The Mie scattering is characterized by the normalized diameter [117]  

𝑞𝑞 = 𝜋𝜋𝑑𝑑𝑝𝑝
𝜆𝜆

,      (1.20) 

where, 𝑞𝑞 is the normalized diameter, 𝑑𝑑𝑝𝑝 is the diameter of a spherical particle and 
𝜆𝜆 is the wavelength of the incident light. 

According to Mie’s theory when increasing the 𝑞𝑞, the ratio of forward to 
backward scattering intensity increases rapidly (see Figure 1.6). Thus the most 
efficient method to record is forward scatter [117]. However, in practice the 
camera is most commonly positioned perpendicularly to the light sheet, due to 
the limited depth of field. A thorough description of light scattering from different 
particles is given in [132]. 

 

 
Figure 1.6 On the left: Light scattering by a 1 μm glass particle in water. On 
the right: Light scattering by a 30 μm glass particle in water. Reprinted from 
Particle Image Velocimetry A Practical Guide, Second Edition, 2007, Pg. 20, 
M. Raffel, © Springer-Verlag Berlin Heidelberg 1998 2007, With permission 
of Springer. 

Generally PIV measurement seeding should be uniform over the entire 
measurement area. In laboratory studies of liquids closed flow tunnels are often 
used and it is relatively easy to obtain sufficient and uniform seeding, as particles 
can be added to the system before starting the experiment and letting them diverge 
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[129]. In the studies of gaseous fluids it is often not possible to use the closed 
tunnel and therefore the flow has to be seeded directly in front of the experiment 
area, making it more difficult to obtain uniform pattern. Particle image density 
can be too low, and in this case it is possible to detect and track the images of 
individual particles. The corresponding method is called PTV – particle tracking 
velocimetry. In the other extremum when the density is too high, it is not possible 
to detect individual particle images as they overlap and form speckles, in this case 
the measurement method is called LSV – laser speckle velocimetry [117], [133]. 
Approaches of image processing for PTV and LSV are also described in [134] 
and [135]. 

For high quality PIV measurements it is necessary to have about 15 particle 
images per interrogation window [136], for many experimental setups it has 
corresponded to the concentration of about 108 – 1010 m-3 [129].  

In Table 1.1 frequently used particles in the studies of gaseous and liquid flows 
are shown. 

Table 1.1 commonly used particles in PIV  ([119], [129]). 

Gaseous flows Liquid flows 

Material d (μm) Material d (μm) 

TiO2 0.1 – 5 TiO2 3 

Al2O3 0.2 – 5 Al2O3 9.5 

Polycrystalline 30 Conifer pollen 50 – 60 

Glass spheres 0.2 – 3 Polystyrene 15 

Oil 0.5 – 10 Thermoplastic 6 

Smoke  Microspheres <30 

Polystyrene < 1 H2 bubbles  

Glass balloons 0.5 – 10 Aluminum flakes 2 – 7 

Helium filled soap bubbles 30 – 100 Hollow glass 
spheres 10 – 100 

Granules for synthetic 
coating 

1000 – 
3000 Oil 50 – 100 

 10 – 50 Oxygen bubbles 50 – 
1000 
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1.4.3. Imaging 

In the early years of PIV mostly photographic methods were used to record the 
particle images. Today, this has been replaced with digital imaging from CCD or 
CMOS sensors. A thorough comparison of CCD and CMOS cameras for fluid 
mechanics applications is provided by Hain et al. in [137].  Nevertheless photo 
or movie cameras with photographic films might be still used when super high 
resolution or high framerate is required [119], [138]. The resolution of a film can 
be up to 300 lines per mm for a 35 mm (Kodak Technical Pan) [118] which is 
still higher resolution than high speed digital PIV cameras have. 

Three main modes of image acquisition are used. The first one – double-exposure 
recording – is used for both photographic film cameras and digital cameras. Two 
exposures are stored on the same frame, with the help of pulsed light source [117]. 
The advantages of this method is the possibility to use low speed cameras that 
usually are cheaper and getting smaller data amounts. The disadvantage is that 
from a double exposure frame, it is not possible to detect the direction of motion. 

The second option is to use a high speed camera and store the single exposure 
frames continuously. This enables the use of both continuous and pulsed lasers; 
also frames are analyzed in pairs and the sign of the direction of motion is easily 
detectable. 

The third option is to use the double-frame mode (frame straddling). This can be 
realized with a camera that has an electronic shutter. The camera outputs frames 
that each contain a pair of images with half of the vertical resolution. E.g. all odd 
lines comprise the first PIV frame and even lines comprise the second frame 
respectively [117]. Dedicated PIV cameras typically have the frame straddling 
time around 200 ns [139], [140] and even down to 1 ns [141] enabling the study 
of extremely fast flows. This method has also been realized with two 
synchronized cameras [142]. 

Keane and Adrian [136], Westerweel [143], McKeon et al. [100] have determined 
the general imaging criteria for optimal PIV analysis: 

• The optimal particle image diameter is between 1 and 4 pixels; 
• The number of particle images per interrogation area should be about 

15  (10 - 15); 
• The displacement of particle images should be about ¼ of the diameter 

of the interrogation area; 
• The out of plane displacement should be less than ¼ of the diameter of 

the interrogation area; 
• The flow velocity is measured as the displacement of the particle 

images 
𝐷𝐷(𝑋𝑋; 𝑡𝑡′, 𝑡𝑡′′) = ∫ 𝑣𝑣[𝑋𝑋(𝑡𝑡), 𝑡𝑡]𝑑𝑑𝑡𝑡𝑡𝑡′′

𝑡𝑡′ ,   (1.21) 
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where 𝐷𝐷(𝑋𝑋; 𝑡𝑡′, 𝑡𝑡′′) is the displacement of the tracer particles and 𝑣𝑣[𝑋𝑋(𝑡𝑡)] is the 
velocity of the tracer particle. It is assumed that the displacement field provides 
the average velocity over time interval Δt, 𝐷𝐷 cannot be the exact representation 
of the fluid velocity 𝑢𝑢, but rather and approximation with the error 𝜀𝜀 
 

‖𝐷𝐷 − 𝑢𝑢Δt‖ < 𝜀𝜀     (1.22) 
 
In order to 𝜀𝜀 to be negligible the spatial and temporal resolution of imaging must 
be small compared to the spatial and temporal resolution of the flow. If all 
requirements are properly fulfilled then the measurement error typically remains 
1% or less [100]. 
 

1.4.4. Data processing 

In the early years of PIV optical methods it was common to rely on two-
dimensional Fourier transfer of Young’s fringe patterns to extract the velocity 
info from images [117], [119]. Detailed information about fully optical and semi-
optical (the first Fourier transform is made optically and the second in the 
computer with FFT) methods is given in [144], [145] and about Fourier optics in 
general in [146]. 

Due to the development of personal computing power, the advances of digital 
cameras and the complexity of optical PIV (theory and practice of Fourier optics, 
optical and electro-mechanical parts and additionally the need to still use digital 
imaging and computers) the optical PIV evaluation is nowadays rarely used, 
instead digital spatial correlation is used. PIV images are divided into small 
interrogation areas and analyzed statistically. The commonly used method is 
discrete cross-correlation 

𝑅𝑅(𝑥𝑥,𝑦𝑦) = ∑ ∑ 𝐼𝐼(𝑖𝑖, 𝑗𝑗)𝐼𝐼′(𝑖𝑖 + 𝑥𝑥, 𝑗𝑗 + 𝑦𝑦),𝐿𝐿
𝑗𝑗=−𝐿𝐿

𝐾𝐾
𝑙𝑙=−𝐾𝐾    (1.23) 

where 𝑅𝑅 is the spatial cross-correlation, 𝐼𝐼 and 𝐼𝐼′ are the samples extracted from 
images so that 𝐼𝐼′ is larger than the template 𝐼𝐼, 𝑥𝑥 and 𝑦𝑦 are the coordinates of the 
image plane. 

The template 𝐼𝐼 is linearly shifted around in the sample 𝐼𝐼′, each sample shift (𝑥𝑥,𝑦𝑦) 
produces one cross-correlation value. This operation is repeated for a range of 
shifts, ultimately forming a correlation plane. The highest value in the obtained 
correlation plane is then used as the direct estimate of the particle image 
displacement [117], [147], [148]. As this method results in only the first order 
displacement vector (linear shift), the interrogation window size must be small 
such that the second order effects can be disregarded. The computational cost for 
a 𝑁𝑁 × 𝑁𝑁 cross-correlation plane is 𝑂𝑂[𝑁𝑁4] operations. By utilizing the correlation 
theorem the cross-correlation of two functions provides an equivalent complex 
conjugate multiplication of their Fourier transforms. This makes it possible to 

39 



reduce the computational cost to 𝑂𝑂[𝑁𝑁 log2 𝑁𝑁] [149]. Further reading about 
utilization and optimization of FFT in PIV can be found in [150]–[153]. 

The raw data obtained from cross-correlation often contains spurious and missing 
vectors. This can be caused by inhomogeneous seeding or illumination, out of 
plane motion of particles, or even poor quality camera lenses. In order to ensure 
that the PIV data is suitable for scientific work, post processing of the velocity 
fields is required. Common steps in post processing are: detecting and correcting 
spurious vectors, filling in the missing vectors and smoothing the data. In addition 
to the steps outlined in [117], more information about post processing the PIV 
data can be found in [154]–[157] as well as a discussion on the experimental 
uncertainties [158]. 

 

1.5. Conclusions 

This chapter provides an overview of fish swimming, its classifications and 
physics of both the thrust and drag forces. The efficiency of fish (97%) still 
exceeds the efficiency of conventional propeller-based human made vehicles 
(efficiency up to 70%). Their outstanding energy efficiency especially in 
turbulent flows was illustrated with the description of migration on their long and 
difficult routes. However the migration in rivers is often blocked due to human 
made weirs and power plants that fish are not able to overcome, leading to the 
decrease in the population of migrating fish in these rivers. 

The efficient swimming capabilities as well as the ability to adopt to different 
flow conditions properties should be studied in greater detail, resulting in 
underwater vehicles and robots with higher efficiency and capabilities. 

Finally, a better understanding of fish, their locomotion and preferences in 
choosing routes and positions in flow could help engineers to design better fish 
passes to restore the natural migration routes for fish.  

  

40 



2 FACILITIES AND EQUIPMENT USED IN THIS 
THESIS 
This thesis provides an experimental study of the interaction of compliant bodies 
subject to turbulent water flows. Experiments were carried out in different flow 
tunnels, utilizing several velocity and force measurement techniques. This 
chapter describes in details the flow tunnels, measurement equipment and robotic 
fish prototypes. 

 

2.1. Flow tunnels 

Experimental work with a robotic fish and lateral line prototype was carried out 
in three flow tunnels. That includes a closed and submerged tunnel located in the 
Centre for Biorobotics, Tallinn University of Technology, a 27 m long open top 
flow tunnel located in the University of Stuttgart, Germany and a 1:1.6 scale 
vertical slot fishway model located at the Karlsruhe Institute of Technology, 
Germany. The following sub-chapters describe these facilities in detail. 

 

2.1.1. Submerged flow tunnel in Tallinn University of Technology 

All experiments in studies described in Chapters 3, 4 and 5 were conducted in the 
flow tunnel located at the Centre for Biorobotics, Tallinn University of 
Technology, Estonia. The flow tunnel is fully submerged in a tank of dimensions 
4×1.46×1.30 m (width × height × depth) and maximal water column height of 
1.11 m. CAD drawing and a photo of the flow tunnel is shown in Figure 2.1. To 
ensure optical access to the working section, the tank has a glass wall and open 
top; the flow tunnel also has a side wall and top wall made from transparent glass. 
As the tunnel is submerged it is possible to reconfigure it by adding or removing 
parts as necessary with relatively little effort. The working section of the flow 
tunnel is 1.5 m long and has a cross section of 0.5×0.5 m. The flow is generated 
with the help of a AC motor АЙР100S2У3 (Mogilevsky zavod Electrodvigatel, 
Mogilev, Belarus) mounted on a Neptun 23 outboard motor, manufactured by 
The Chernyshev Moscow Machine-Building Enterprise (former Московский 
завод «Красный октябрь», Moscow, Russia). AC motor is controlled using a 
frequency inverter of type MFR-F740 (Mitsubishi Electric Corporation, Tokyo, 
Japan). The relationship between the motor control frequency and flow speed 
from 0.05 – 0.5 ms-1 has been validated with PIV. To achieve uniform flow, two 
sets of collimators with the 0.2 m gap distance are used in front of the working 
section, each of them consists of a grid of 0.15 m long rectangular channels with 
a cross section of 0.009×0.009 m. Further details of design and construction of 
the flow tunnel can be found in [127], with the exception of minor modifications. 
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Figure 2.1 Flow tunnel located at the Centre for Biorobotics, Tallinn 
University of Technology. 

 

2.1.2. Open top flow tunnel in the University of Stuttgart 

The flow tunnel used in experiments in Chapter 3.4. is located at the Institute for 
Modelling Hydraulic and Environmental Systems, University of Stuttgart, 
Stuttgart, Germany. Total length of the tunnel is 27 m, width is 1 m and height 
0.6 m. Tested flow rates are from 32 ls-1 to 276 ls-1 with variable a slope from 0 
to 11.5. The time-averaged flow speeds are from 0.1 ms-1 to 1.2 ms-1. Photo of a 
experimental setup in the flow tunnel is shown in Figure 2.2. 

 
Figure 2.2 Left: typical experimental setup at the open top flow tunnel in the 
University of Stuttgart. 1 – Lateral line probe, 2 and 3 – acoustic Doppler 
velocimeters probe and data logger. Right: close up photo of the probes. 
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2.1.3. Model of a vertical slot fish pass 

The experiments described in Chapter 3.4. were conducted in the 1:1.6 scale 
model of a vertical slot fish pass constructed on the River Rheine in Koblenz, 
Germany. The model is located at the hydraulics laboratory of the Institute of 
Water and River Basin Management, Karlsruhe Institute of Technology, 
Karlsruhe, Germany. The scale model has 3 basins (the actual fish pass has 18 
basins in total) and two user selectable flow rates of 130 ls-1 and 170 ls-1. All 
experiments were conducted in the second basin (middle). A photo and a CAD 
drawing with dimensions of one of the basins is shown in Figure 2.3. More details 
on the model fish pass and its analysis can be found in [159].  

 
 

Figure 2.3 Left: drawing of a model fish pass, red dots represent the 
measurement points, black fish shape represents the lateral line probe and 
cyan arrow shows the flow direction (image on the courtesy of  Juan Francisco 
Fuentes-Pérez). Right: photo of a second pool of the model fish pass and 
lateral line probe mounted on a Cartesian robot. 

 

2.2. Measurement equipment 
The work presented in this thesis was carried out with using multiple self-made 
and commercial measurement devices. The following sub-chapters describe the 
particle image velocimetry system and two force measurement devices designed 
and built in the Centre for Biorobotics, Tallinn University of Technology and one 
commercial particle image velocimetry system. 

 

2.2.1. PIV system Version 1 

The PIV system used for the experiments presented in Chapters 3.1 and 3.2 was 
a low-cost system built in house.  

• As a light source a laser diode from 22x LG DVD writer (LG 
Corporation, Seoul, South Korea) was used, the light sheet was created 
with the help of one cylindrical lens mounted directly on the custom 
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housing of the laser. The wavelength of the laser is around 660 nm 
(red) and the maximum output power is between 200 and 250 mW 
[160], [161]. 

• As a camera, UI-5240HE-M (IDS Imaging Development Systems 
GmbH, Obersulm, Germany) was used. The camera achieves 60 fps at 
the resolution of 1,280 × 1,024 pixels.  

• Due to the low output power of the laser, relatively large particles – 
EPS-5 raw material (Polyston, LLC., Tallinn, Estonia) with a diameter 
of ~1 mm were used.  

• Data analysis was conducted in Matlab 7.1 (The MathWorks, Inc., 
Massachusetts, USA) using MatPIV 1.6.1 [162]. Additional details 
about the choice of software and its improvements are given in [127]. 

 
2.2.2. PIV system Version 2 

The second PIV system is a commercial product built by Dantec Dynamics 
(Dantec Dynamics A/S, Skovlunde, Denmark), it was used for the experiments 
presented in Chapter 3.3. The system consists of: 

• RayPower 5000 – continuous class 4, 5W diode pumped solid state 
laser with a wavelength of 532 nm (green). Light sheet optics consist of 
multiple optical elements making it possible to adjust the fan angle 
from 3⁰ to 30⁰ and width of the light sheet. 

• Synthetic polyamide tracer particles Vestosint 1101 (Evonik Industries 
AG, Essen, Germany) with a density of 1.02 gmm-2 and average 
diameter of 100 μm. 

• Single or stereoscopic cameras (2D or stereoscopic PIV) SpeedSense 
M310 with the resolution of 1280×800 pixels and maximum frame rate 
of 3260 fps at full resolution. 

• Dantec Timer Box 80N77 – enables to control and synchronize the 
camera with laser pulses (if pulsed laser is used) and other optional 
external equipment. 

• DynamicStudio v4 – software package from Dantec Dynamics for 
configuring and controlling experimental equipment, data acquisition, 
pre/post processing and analyzing the data. 

• Dedicated PIV PC – Dell Precision T7600 with two Intel Xeon E5-2609 
processors and 8GB of RAM. 
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2.2.3. Force plate Version 1 

The first version of force plate was designed and built to measure the downstream 
and lateral forces in the flow tunnel and was used in the work described in Chapter 
3. It consisted of two aluminum plates and four load cells with the working range 
up to 10 kg placed to the corners between these plates. Signals were amplified 
with instrumentation amplifiers INA128UA (Texas Instruments, Dallas, Texas, 
United States), digitized with the 16 bit analog to digital converter LTC1867 
(Linear Technology, Milpitas, California, United States) and sent to PC with the 
help of ATmega168 (San Jose, California, United States) using RS-232 port. The 
force plate was calibrated with a commercial force gauge LG-5000A (Lutron 
Electronic Enterprise CO., LTD, Taipei, Taiwan). Force plate version 1 is shown 
in Figure 2.4. 

 
2.2.4. Force plate Version 2 

The second version of the force plate was also custom made at the Centre for 
Biorobotics and was utilized in the work described in Chapters 4 and 5. This 
version has a completely sealed case, CNC milled from Polyoxymethylene 
(POM). In comparison to the previous version, it is also possible to measure the 
torque around the vertical axis. All sensors and electronics are located in a 
watertight compartment. Another upgrade is the changeable rod for attaching 
different objects. The rod can be thin to minimize its hydrodynamic effects or it 
can be larger and contain a DC motor for the devices that need external actuation. 
The force plate consists of four load cells for measuring stream wise and lateral 
forces and extra four load cells to measure the torque. The electronics is similar 
to the previous version, and consists of instrumentation amplifiers INA128UA, 
analog to digital converter LTC1867 and ATmega328 microcontroller. The 
device was calibrated using a LG-5000A force gauge. 

 

2.3. Prototypes 
For the experimental work, the author used two different robotic fish prototypes, 
a set of silicone fish dummies with variable size and a lateral line probe – a novel 
device for measuring water flows from the perspective of fish. All prototypes 
were designed and mostly manufactured in the Centre for Biorobotics as a process 
of continuous studying and research in the fields of fish- and biorobotics. 
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2.3.1. Prototype 1 

All fish models and fish robots used in this thesis are inspired by rainbow trout. 
The first prototype was used for the research described in Chapter 3. The body 
shape of the Prototype 1 was designed using the analytical model describing the 
body using elliptical cross-sections [163]. According to the proposed model the 
major and minor radiuses 𝑅𝑅 and 𝑟𝑟 of the cross-sections along the anteroposterior 
axis 𝑥𝑥 are defined with the following equations  

𝑅𝑅(𝑥𝑥) = 𝑅𝑅1 sin(𝑅𝑅2𝑥𝑥) + 𝑅𝑅3(𝑒𝑒𝑅𝑅4𝑥𝑥 − 1),    (2.1) 

𝑟𝑟(𝑥𝑥) = 𝑟𝑟1 sin(𝑟𝑟2𝑥𝑥) + 𝑟𝑟3 sin(𝑟𝑟4𝑥𝑥),    (2.2) 

where 𝑅𝑅𝑙𝑙 and 𝑟𝑟𝑙𝑙 are constants depending on the species. 

 

Figure 2.4 Prototype 1 mounted on the force plate version 1. 1 – Rigid head, 
black arrows indicating pressure sensors; 2 – compliant tail; 3, 4, 5, 6 – load 
cells; 7 – watertight compartment for electronics. 

As mentioned earlier, trout is a subcarangiform BCF propulsor, meaning that it 
creates thrust by body and caudal fin propulsion with about 3/5 of the posterior 
body. The length of the first prototype is 0.43 m, maximum size on the 
dorsoventral axis is 0.125 m and on the left-right axis 0.06 m. To achieve a 
suitable bending stiffness, the posterior part of the body was casted from the 
combination of two materials Soma Foama® 15 (Smooth-On, Inc., Macungie, 
Pennsylvania, United States) and high performance platinum cure silicone rubber 
Dragon Skin® 10 (Smooth-On, Inc.). The anterior part of the prototype was built 
out of glass fiber and epoxy with a hollow compartment for the pressure sensors 
and electronics. Actuation of the tail was possible with an external DC motor 
mounted onto a force plate. Photo of the Prototype 1 is shown in Figure 2.4. 
Further details of designing and testing the tail, including determining the tail 
material properties can be found in [164]. 
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2.3.2. Prototype 2 – fish dummies 

To investigate the effect of the body size to hydrodynamic forces (research 
described in Chapter 4) in a vortex street, five different fish shaped dummies were 
made. To mimic a trout five freshly killed trout were brought from a local fish 
breeder and used to make gypsum molds. The bodies were casted purely from 
silicone rubber Dragon Skin® R10, the Young’s modulus DragonSkin R10 was 
determined experimentally by Salumäe [164] and found to be 181 kPa. The 
physical parameters of the dummies are shown in a Table 2.1. 

 

Figure 2.5 – Left: a photo of fish dummies. Right: Bending stiffness of fish 
dummies.  

 

Table 2.1 Dimensions of the fish dummies. 
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1 0.162 0.405 0.044 0.020 0.00477 0.0591 7.37×10-5 
2 0.205 0.513 0.052 0.023 0.00674 0.0992 1.66×10-4 
3 0.292 0.730 0.067 0.034 0.01512 0.336 1.38×10-3 
4 0.314 0.785 0.070 0.038 0.01661 0.454 2.31×10-3 
5 0.467 1.168 0.135 0.069 0.04222 1.720 1.39×10-2 

* Normalized against the wake wavelength of the vortex street used (0.4 m) 
** Fish dummy’s moment of inertia with respect to the axis (z) of the measured 
momentum 

After production, body shapes of the dummies were 3D scanned using DAVID-
Laserscanner Software (DAVID Vision Systems Gmbh, Koblenz, Germany) and 
SolidWorks 2013 (Dassault Systèmes SOLIDWORKS Corp, Massachusetts, 
United States) was used to determine the physical parameters. For validation the 
prototypes were also manually weighed, height and width were measured with 
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the step of 0.01 m. The measured cross-sections were approximated as ellipses 
for calculating the bending stiffness. Results are plotted in Figure 2.5 along with 
the photo of dummies. 

 

2.3.3. Prototype 3 – the X-prototype 

Prototype 3 was used in Chapter 5 and is referred to as “the X-prototype” since it 
had to be ready for Christmas 2010. The body motion mimics that of a rainbow 
trout, however the anterior part was constructed to house the electronics. The 
body is 0.5 m long with maximum size 0.15 m along the dorsoventral axis and 
0.08 m along the lateral axis. The 3D-printed head and CNC-milled aluminum 
mid part of the body are rigid and watertight whereas the posterior part consists 
of a 0.22 m long compliant tail made out of a mixture of the Dragon Skin® 20 
(Smooth On, Inc.) and Slacker® (Smooth-On, Inc.) including a 0.08 m long rigid 
tail fin. Cad drawing of Prototype 3 is shown in Figure 2.6.More information 
about the development of the initial and improved versions of the X-prototype 
can be found in [164] and [14] respectively. Modelling of the robot is described 
in [14], [115] and [165].  

The prototype is self-actuating, using a high-power brushless servo motor Futaba 
BLS152 (Futaba Corporation, Mobara, Japan) and a 400 MHz ARM based 
computer running Linux. As a sensory system the X-prototype has an artificial 
lateral line consisting of five piezo resistive absolute pressure sensors MS5407-

 

Figure 2.6 – Prototype 3. 1 – pressure sensors, 2 – 3D printed rigid head, 3 – 
servo motor, 4 – a rigid plate and cables connecting it to the servo motor, 5 – 
soft tail, 6 – rigid caudal fin, 7 – ARM based computer. 
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AM from Measurement Specialties (Measurement Specialties Inc., Hampton, 
United States). 

 

2.3.4. Lateral line probe 

In order to conduct in-situ flow measurements in fish passes on fish migration 
routes, a fish shaped sensor was created. Its body shape is same as of the fifth 
dummy described in Chapter 2.3.2 although exact dimensions due to the different 
manufacturing processes. The first 2/3 of the body is 3D printed out of ABS 
plastic and forms a waterproof enclosure for sensors and other electronics. The 
anterior part is made out of urethane rubber and is slightly flexible. 

The synchronous collocated senor system consists of 16 pressure sensors and two 
3D accelerometers. One pressure sensor is placed at the nose, five sensors to the 
right side of the body, five at the left side of the body and five to the belly. The 
nose sensor together with laterally placed sensors form an artificial lateral line, 
mimicking one sensing modality of the octavolateralis system of real fish [166]. 
Body shape, its dimensions and location of sensors are shown in Figure 2.7. 

 

Figure 2.7 – The lateral line prototype. 2D drawing of the lateral line 
prototype marking its size and locations of sensors. Laterally placed pressure 
sensors are equally placed on both sides. Dimension on the lateral axis (not 
marked) is 0.066 m. 

The pressure sensors used are of type SM5420-C-030-A-P-S (Silicon 
Microstructures, Inc., Milpitas, California, USA) and accelerometers are 
ADXL325BCPZ (Analog Devices, Inc., Massachusetts, USA). Pressure sensor 
signals are amplified in two stages, the first stage has a gain of 20.84 and uses an 
instrumentation amplifier AD8421ARMZ (Analog Devices, Inc.), resulting in a 
resolution of 7.6 Pa/LSB. In the second stage, signals are amplified 16.43 times 
with the operational amplifier AD8656ARMZ (Analog Devices, Inc.), providing 
signals at a resolution of 0.46 Pa/LSB. Sensor readings are sampled at 2500 kHz 
and subject to 10 times oversampling. The sensor data is then transferred to PC 
via virtual COM port, sampling frequency is user selectable from 50 Hz up to 500 
Hz, where the latter is only available without second stage amplification. 

The lateral line probe (LLP) was used in the work described in Chapter 6. 

49 



2.4. Conclusions 

The research presented in this thesis is experimental and utilized multiple robotic 
fish prototypes and a novel measurement devices. Fish robot prototypes were 
developed consecutively and the process ended up with a development of a 
complex measurement device – the LLP. Experimental work was conducted in 
multiple environments – three flow tunnels that were described in this chapter. 
As the tunnels located in Germany are fundamentally different from the one in 
the Centre for Biorobotics, they allowed experiments which would not have been 
feasible or even possible in the flow tunnel located at the Centre for Biorobotics. 
Also the PIV systems and custom made force measurement equipment described 
here made possible the research presented in Chapters 3, 4, and 5. 
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3 POSITIONING IN A VORTEX STREET 
Flow turbulence is considered as disturbance for robots whereas for fish it can act 
as both sources of information and energy reduction (see Chapter 1). Therefore 
an improved understanding of drag and lateral forces considering regular 
turbulence would aid roboticists in future developments and the control of 
underwater robots. One key design requirement in underwater robotics is the 
robot’s energy expenditure. Developing the ability to take advantage of the flow 
and its structures, similar to fish, is one possible way to achieve increased energy 
efficiency and thus extend the working time and or reduce the battery 
requirements.  

This thesis studies the interaction of water and fish shaped objects to better 
understand the design requirements for fish robots. The problem is studied using 
PIV and force measurement techniques described in Chapter 2.2. Chapters 3 and 
4 focus on experimental studies of forces affecting compliant fish shaped bodies 
in turbulent flows, Chapter 5 describes the improvement of indirect and non-
intrusive force measurements using a data-driven method derived from signal 
processing. The final chapter introduces a novel instrument to measure complex 
flows from the fish’s perspective. Thus the focus is not only on developing better 
robots, but also how to leverage fish like sensing to explore natural habitats thus 
making it possible to understand complex hydrodynamic environment – fish 
passes and rivers – from the fish perspective. 

This chapter is based on the research published in [167] (APPENDIX A).  

As described in Chapters 1.1.2 and 1.2.1, fish swim more effectively in 
turbulence, especially in regular turbulence. The aim of this research is to study 
how the magnitudes of hydrodynamic forces affecting the robot change in a 
vortex street depending on the robot’s position. The knowledge gained from these 
experiments can be used when planning swimming routes of fish like robots as it 
shows which regions are favorable and which should be avoided. Experiments 
were performed by inserting a fish shaped robot into different locations behind 
an object that created a vortex street. The robot was rigidly fixed and the forces 
were directly measured. 

 

3.1. Materials and methods 

For the experiments we used Prototype 1 (Chapter 2.3.1) and the first version of 
the force plate (Chapter 2.2.3), all experiments were run in the flow tunnel 
(Chapter 2.1.1). We used two flow configurations – uniform flow and a Kàrmàn 
vortex street created with the help of a D-shaped semi cylinder with an outer 
diameter of 0.1 m. For both cases two free stream velocities were investigated, 
0.31 ms-1 and 0.48 ms-1. Velocities were measured and the presence of a stable 
vortex street was determined with DPIV system 1 (Chapter 2.2.1). A dedicated 
PIV post processing toolbox developed for Matlab by Visentin et al. [168] was 
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used for analyzing PIV data. For validation the theoretical parameters 𝑅𝑅𝑒𝑒, 𝑆𝑆𝑡𝑡, and 
𝑓𝑓𝑣𝑣𝑟𝑟 of the vortex streets were calculated. 𝑅𝑅𝑒𝑒 was calculated using Equation 1.2.  
𝑆𝑆𝑡𝑡 was calculated from 𝑅𝑅𝑒𝑒 with Equation 3.1, this equation holds if the 𝑅𝑅𝑒𝑒 is 
between 250 and 2×105. 

𝑆𝑆𝑡𝑡 = 0.198 �1 − 19.7
𝑅𝑅𝑒𝑒
�,     (3.1) 

The vortex shedding frequency was calculated using the equation 

𝑓𝑓𝑣𝑣𝑟𝑟 = 𝑈𝑈×𝑆𝑆𝑡𝑡
𝐷𝐷

,      (3.2) 

where 𝑈𝑈 is the flow speed and 𝐷𝐷 is the diameter of a cylinder. 

In order to move the force plate and fish robot along x and y axis a custom rig was 
built. The position of the measurement equipment was adjusted manually. In order 
to further investigate the relation between the hydrodynamic forces and the 
downstream position of a fish robot, a series of experiments were conducted 
varying the distance between the cylinder and the nose of the robot between 0.05 
m and 0.35 m with an increment of 0.03 m. The lateral position was kept fixed at 
the center line of the vortex street. The relation between the forces and lateral 
position of a robot was determined by fixing the fish robot 0.2 m downstream from 
the cylinder and varying the lateral position ±0.1 m from the center line using an 
increment of 0.025 m. At each position we recorded the force values for 90 s. 

 
3.2. Results of flow analysis 

For the lower flow speed the velocity profile for 𝑉𝑉𝑥𝑥 and turbulence intensity are 
shown in Figure 3.1 a) and b) respectively. Key values of the vortex street 
parameters are the suction zone length, which was at 0.11 m for both flow speeds, 
the vortex street width of 0.23 – 0.24 m, wake wavelength for lower flow speed was 
0.32 m and for higher flow speed 0.26 m, vortex shedding frequencies 0.68 Hz and 
1.13 Hz respectively. Additional details can be found in Table 1 in APPENDIX A 

 
Figure 3.1 Results of flow analysis of 0.31 ms-1 flow scenario. a) – time 
averaged velocity 𝑉𝑉𝑥𝑥; b) – Turbulence intensity. © 2012 IEEE [167]. 
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A strong correlation between the predicted and measured values was found, and 
the flow field behind the cylinder can be divided into clearly distinguishable 
regions: 

• the suction zone with a negative 𝑉𝑉𝑥𝑥 , The suction zone is also shown in  
Figure 3.1 a) – the blue color indicates the negative (flowing 
backwards) velocity;  

• vortex formation zone – the region where vortices are formed;  
• vortex shedding point – the point where fully formed vortices are 

“detached” and start to move along the flow, this region is marker in  
Figure 3.1 b) with dark red;  

• the vortex street – region where vortices are adverted along the flow at 
nearly constant speed.   

 

3.3. Results of force measurements 

At first comparative experiments of the forces in uniform flow and in Kàrmàn 
vortex street using both flow speeds were made where Prototype 1 was fixed 0.23 
m from the cylinder (directly after the vortex shedding point). Results are shown 
in Figure 3.2. It is seen that for the 0.31 ms-1 flow speed, the drag force (𝐹𝐹𝑥𝑥) is 
42% smaller in the vortex street than in uniform flow, and at 0.48 ms-1 the 
difference is 38%. Lateral forces significantly increased in the vortex street as the 
vortices alternately push the body from the left and the right. 

The relation of forces affecting the robotic fish as a function of its downstream 
position are shown in Figure 3.3, it is seen that the drag force 𝐹𝐹𝑥𝑥 follows the same 
trend with 𝑉𝑉𝑥𝑥 and until the distance of 0.15 m from the cylinder the drag force is 
negative – a passive fish robot tries to move forward. This is in good agreement 
with the suction zone length. It must be noted that even when the anterior end of 
the robot (up to 0.1 m) is in the suction zone, the majority of its body is still 
affected by the downstream flow as the total body length of Prototype 1 is 0.43 
m. In the vortex formation zone (up to 0.19 m) the drag force increases rapidly 
and after which the increase slows down until it terminates as the robotic fish is 
too far from the cylinder to take advantage from the shadowing effect. 

Analysis of lateral velocity 𝑉𝑉𝑦𝑦 and lateral force 𝐹𝐹𝑦𝑦 are done in the RMS domain 
as they are oscillating around zero. Results are plotted in Figure 3.3 b). 𝐹𝐹𝑦𝑦 also 
follows the same trend with the 𝑉𝑉𝑦𝑦 and a rapid increase of 𝐹𝐹𝑦𝑦is seen after the 
vortex shedding point. 

53 



 
Figure 3.2 Comparison of forces measured in uniform flow and in vortex 
street, for the flow speeds of 0.31 ms-1 (30 < t < 120) and 0.48 ms-1 (120 < t 
240). First 30 s and last 60 s corresponds to still water. a) – measurements in 
uniform flow; b) – measurements in a vortex street. © 2012 IEEE [167]. 

 

 
Figure 3.3 Drag force and lateral force versus downstream distance from the 
cylinder at the flow speed of 0.48 ms-1. a) Average drag force versus 
downstream position; b) RMS value of lateral force versus downstream 
position. © 2012 IEEE [167]. 

Study results on the lateral deviation from the center of the vortex street are 
plotted in Figure 3.4. It is seen that the drag force depends entirely on the 𝑉𝑉𝑥𝑥 and 
both of them depend strongly on the lateral position. This result has a strong 
correlation with the PIV flow field indicating that smaller flow speeds are to be 
expected along the center of the vortex street and higher speeds at the edges and 
outside of it. 
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Figure 3.4 Drag force and lateral force versus lateral deviation from the vortex 
street center at the flow speed of 0.48 ms-1. a) Average drag force versus lateral 
position; b) RMS value of lateral force versus lateral positon. © 2012 IEEE 
[167]. 

Plots of  𝐹𝐹𝑦𝑦 and 𝑉𝑉𝑦𝑦 are both M shaped which matches the PIV analysis results – 
peaks for both 𝑉𝑉𝑦𝑦 and 𝐹𝐹𝑦𝑦 are located at the centerlines of the vortex rows (-0.05 
m and +0.05 m from the center of the street) and after the vortices both 𝑉𝑉𝑦𝑦 and 𝐹𝐹𝑦𝑦 
are decreasing rapidly. Measurements in all points except in the center of the 
street follow the same trend. This is caused by the fact that the wake wavelength 
of the vortex street is 0.23 m while the length of Prototype 1 is 0.43 m. Two 
oppositely signed vortices are affecting the prototype simultaneously from both 
sides, counterbalancing the lateral forces. 

 

3.4. Conclusions and discussion 

We conducted experiments with passive fish robot in a flow tunnel using two 
flow speeds and two different flow conditions – uniform flow and vortex street. 
The aim was to study the force-position relationship in a vortex street and 
compare these results to uniform flow scenarios. Experiments show that when 
increasing the flow speed the drag force affecting the robot in uniform flow 
increases considerably while the change (and overall magnitude) in lateral forces 
is negligible. In the vortex street it is vice versa – 𝐹𝐹𝑦𝑦 has higher magnitude and 
also changes more. For the lower flow speed (0.31 ms-1) the drag force is 42% 
smaller compared to the drag force in uniform flow, for the higher flow speed 
(0.48 cms-1) the difference is about 38%. 

In general both 𝐹𝐹𝑥𝑥 and 𝐹𝐹𝑦𝑦 are changing considerably depending on the location of 
a robot in the vortex street. The drag force has a single local minimum along 
longitudinal and lateral axis. This point can be used as a set point for underwater 
robots swimming in a complex environments in order to:  

• hold station to communicate, reload batteries, etc.,  
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• swim forward with a minimum effort, 
• follow another underwater vehicle with minimal energy expenditure. 

 
We have shown that it is possible to minimize drag and thus energy consumption 
by searching for a suitable place in the flow. This can be done by analyzing the 
oncoming flow or by directly monitoring the current consumption of motor(s). 
The results of this study are later used by Salumäe and Kruusmaa to develop a 
control for station holding for Prototype 2 in KVS [169]. The other option to save 
energy is to interact with the flow more akin to real fish (Kàrmàn gaiting) as 
described in section 1.1.2. The second option has been implemented on a 
stationary fish robot with the efficiency gain of 23% by Ježov in 2012 [48]. Both 
methods are valuable when designing underwater vehicles for complicated 
environments or special purposes e.g. trailing either biological or man-made 
objects. While Kàrmàn gaiting is realizable on biomimetic robots, the first 
method is applicable also for traditional robots. 
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4 BODY LENGTH TO WAKE WAVELENGTH 
RATIO 
Experiments with real fish show that not all fish prefer to use the Kàrmàn gaiting 
zone, e.g. in experiments conducted by Liao [56] fish spent 80% of the total time 
in the Kàrmàn gaiting zone while in experiments made by Przybilla [43] this 
value was only 7.9%. It is not known why some fish prefer to utilize the vortex 
street and others do not but on important factor is believed to be the fish body 
length to the cylinder diameter ratio [54], [56]. This chapter focuses on the study 
of hydrodynamic forces acting on different sized fish-shaped objects in a same 
vortex street.  

The aim of this study is to experimentally show how the forces change and if they 
can still be used by fish or robots for energy saving. This knowledge can be useful 
when designing and dimensioning a biomimetic underwater robot for specific 
environments. The research presented in this chapter is based on the results 
published in [170] (APPENDIX B). 

 

4.1. Materials and methods 

In this study the Prototypes No. 2 – fish dummies were used. A detailed 
description of the dummy fish and their production is given in section 2.3.2. Force 
measurements were conducted with the force plate version 2 (details in chapter 
2.2.4) and the flow was measured with the DPIV system 1 (chapter 2.2.1). All 
experiments were conducted in the flow tunnel described in chapter 2.1.1. Force 
and torque were measured with instrumentation uncertainties of 𝑢𝑢�𝐹𝐹𝑦𝑦� = 𝐹𝐹𝑦𝑦 ×
8.27 × 10−5 and 𝑢𝑢(𝜏𝜏) = 𝜏𝜏 × 4.83 × 10−4 at confidence level on 95% while the 
detected standard deviations of the measurement noises were 𝜎𝜎𝐹𝐹𝑦𝑦 = 0.377𝑁𝑁 and 
𝜎𝜎𝜏𝜏 = 0.0025𝑁𝑁𝑚𝑚. 

A Kàrmàn vortex street was generated with the help of a semi cylinder with a 
diameter of 0.1 m. In all experiments the flow speed was fixed to 0.3 ms-1 
resulting in a Reynolds number of 30000. Initial PIV experiments were performed 
without dummies to acquire data about global flow conditions. To cover a longer 
area in the tunnel, two camera positions with a small overlap were used. The first 
field of view started directly behind the straight edge of the semi cylinder and 
covered the horizontal distance of 0 – 0.42 m, the second position covered 0.35 – 
0.77 m as shown in Figure 4.1. The width of the field of view was 0.42 m leaving 
out 0.04 m from both edges of the tunnel. 

After the flow regime characterization the lateral force for the unit area (1 cm2) 
was measured. A metal plate with a surface area of 4 cm2 was mounted on the 
force plate and inserted to the flow tunnel. The force signals were recorded and 
used in MATLAB to generate an idealized force signal with the same amplitude 
and wavelength to estimate the forces affecting on prototypes. 
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This idealized 𝐹𝐹𝑦𝑦 and transverse projected surface areas of fish dummies were 
used to calculate the theoretical torque that would affect the dummies in the flow. 
To simplify the model some assumptions were made. The bodies of prototypes 
were assumed to be stiff and flat, their lengths were rounded to the nearest integer 
and the drag force was ignored. Theoretical torque was calculated with the 
Equation 4.1: 

𝜏𝜏 = ∑ 𝐹𝐹𝑦𝑦𝑖𝑖𝐴𝐴𝑙𝑙(𝑙𝑙𝑙𝑙 − 𝑙𝑙𝑐𝑐𝑐𝑐𝑙𝑙)𝑙𝑙
𝑙𝑙=1 ,    (4.1) 

where 𝜏𝜏 is torque, 𝐹𝐹𝑦𝑦 is the lateral force applied to the unit area, 𝐴𝐴 is the surface 
area of prototypes body at given position, 𝑙𝑙 is distance from the nose (calculation 
point’s coordinate), 𝑙𝑙𝑐𝑐𝑐𝑐𝑙𝑙 is the coordinate of center of mass, 𝑖𝑖 is position 
(coordinate) on the body, and 𝑛𝑛 is number of subdivisions (𝑛𝑛 = bodylength as the 
length of each subdivision is 0.01 m). 

Finally, tests with fish dummies were conducted. Dummies were fixed to the 
force plate with an aluminum rod with a diameter of 12 mm, the rod was isolated 
from the flow using a plastic pipe fixed to the body of force plate. Each prototype 
was one by one fixed to the rod at their center of mass and placed so that the nose 
of the prototype was 0.35 m downstream from the cylinder’s edge. Comparative 
experiments with uniform flow at the same location in the flow tunnel were also 
made. LabVIEW was used to record both the force signals and PIV videos 
simultaneously. Each experiment lasted 120 seconds, the first 60 s were used to 
let the flow conditions fully develop and the following 60 s were used to record 
the data. The sampling frequency for the force plate was 100 Hz and for PIV 
camera 50 Hz, both limited by the hardware specifications. Data processing was 
done later using MATLAB. 

 

4.2. Results of flow analysis 

Before the actual experiments the expected Strouhal number and vortex shedding 
frequency were calculated with Equations 3.1 and 3.2. For the 0.30 ms-1 flow 
speed the theoretical 𝐹𝐹𝑟𝑟 was 0.74 Hz and 𝑆𝑆𝑡𝑡 was 0.2. To determine the presence 
of a stable Kàrmàn vortex street and its parameters 500 frames of PIV data were 
analyzed again with a MATLAB based post processing toolbox. The detected key 
parameters for this study were the following: the vortex shedding frequency was 
0.7 Hz, wake wavelength was 0.4 m, street width was between 0.138 – 0.226 m 
and vortex shedding point was about 0.195 m from the cylinder. More details 
about the vortex street are given in Table 2 in APPENDIX B. As in the previous 
chapter (Chapter 3), predicted values were found to provide an overall 
satisfactory match to the measurements. 

To validate the presence and stability of vortices in the whole experiment area 
the automatic vortex tracking function of the PIV toolbox was used for the both 
camera locations. The results are plotted in Figure 4.1, it is clearly seen that 
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vortices are present in the whole region. From the figure it is also seen how the 
vortex strength grows in the vortex formation region until to the shedding point 
and then starts decreasing when the vortex travels downstream. The average 
vortex strengths measured in the region where fish dummies were placed are 
decreasing slowly, meaning the vortex street is stable and suitable for 
experiments. Strength values vary more when measured further away from the 
cylinder but are still easily detectable by the MATLAB toolbox. 

 
Figure 4.1 Vortex’ strength versus its distance from the cylinder. On left: the 
first position of the camera. On right: the second position of the camera. 

 

4.3. Results of force measurements 

Results from experiments in uniform flow and in the vortex street are plotted 
along with the theoretical torque values in Figure 4.2. Small non-periodic 
fluctuations are seen in the uniform flow measurements, these can be caused by 
the irregularities in the flow and by the defects of the dummy bodies. The results 
show that the heavily simplified model have an acceptable match with the data 
from real experiments. However considering the experimental data, it was found 
that the strength and wake wavelength of travelling vortices varies. It is also seen 
that 𝜏𝜏 is minimal for the two smallest fish dummies. After the point where the 
body length exceeds half of the wake wave length (two opposite signed vortices 
are pushing the body from anterior and posterior end at opposite sides) a higher 
𝜏𝜏 is produced. 
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Figure 4.2 Measured and simulated torque for five fish dummies in uniform 
flow (UF) and in a Kàrmàn vortex street (KVS). Results are plotted in order 
of size starting from the smallest dummy in a) and ending with the larges one 
in e).  

Figure 4.3 show that the RMS values of both 𝜏𝜏 and 𝐹𝐹𝑦𝑦 are increasing along with 
the body size. However since the body mass and moment of inertia are also 
increasing, the yaw and sway motion are reduced.  

 
Figure 4.3 Torque and lateral force versus body length. Body lengths of fish 
dummies are normalized to the wake wavelength of the vortex street. 
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To validate the theory of vortex spacing on the body and resultant forces the PIV 
processing results were plotted along with the force and torque measurements. 
Both measurements were synchronized making it possible to match up the force 
data to the corresponding PIV image frame. Results for the smallest and biggest 
prototype are shown in Figures 4.4 and 4.5 respectively. 

 
Figure 4.4 PIV along the left side of the smallest dummy. a) vector field, yellow 
rectangle marks the region where vorticity analysis were done; b) vorticity, 
red color marks counter clockwise vortex and blue color corresponds to clock 
wise vortices; c) torque and lateral force, red line marks the time 
corresponding to the PIV image. 

 

 
Figure 4.5 PIV along the left side of the largest dummy. a) vector field, yellow 
rectangle marks the region where vorticity analysis were done; b) vorticity, 
red color marks counter clockwise vortex and blue color corresponds to clock 
wise vortices; c) torque and lateral force, red line marks the time 
corresponding to the PIV image. 

From Figure 4.4 it is seen that when a CCW vortex contacts the fish dummy, the 
maximal CW torque is generated. In Figure 4.5 two CCW vortices impinge the 
body, one from the head and one from the posterior part of the body, at the same 
time one CW vortex impacts the body from the opposing side about the center of 
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the body. From the force measurement it is seen that at this point the torque felt 
is almost zero, however there is some net lateral force affecting the body. 

 

4.4. Conclusion and discussion 

In this study we investigated hydrodynamic forces affecting fish shaped objects 
subjected to a Kàrmàn vortex street. We conducted direct force measurements 
with five different sizes of fish dummies as well as PIV experiments of the 
Kàrmàn vortex street with and without fish dummies. Body lengths were in the 
range from 0.16 m to 0.47 m while the wake wave length of the vortex street was 
0.4 m. In previous similar studies with hydrofoil [58] and flexible cylinders [62] 
the body length to wake wave length ratio was less than 0.5. Additionally, a 
simplified model predicting the yaw motion of passive fish shaped body was 
created and its results were correlated with direct force measurements and PIV 
analysis showing experimentally how vortices are traveling along the body and 
how they could induce yaw and sway motions which are part of the Kàrmàn 
gaiting [51].  

One possible explanation to the passive yaw motion is shown in Figure 4.5. If a 
fish or fish like robot is passive, the forces coming from a vortex or vortices on 
the side of it are responsible of the characteristic motions of the Kàrmàn gaiting. 
Figure 4.6a shows a fish dummy with a body length shorter than half of a wake 
wavelength, in this case it experiences high 𝐹𝐹𝑦𝑦 but smaller 𝜏𝜏 compared to a 
dummy whose body is affected by two vortices from opposite sides (see also 
Figure 4.4). This means that if the smallest prototype would not be harnessed it 
would experience heavy sway motion. This result agrees with the previous studies 
of Lupandin where he showed that when the fish body length scale is too small 
compared to the vortex length scale (when the vortex size exceeds two-thirds of 
a fish body length) then vortices distract the fish and its swimming performance 
decreases [171]. 

Interestingly, a completely different situation occurs with the fifth and largest 
dummy. Its body length exceeds the wake wavelength of travelling vortices such 
that it is always affected by two or three vortices. The resultant force of multiple 
vortices depends on their location, swirling direction and strength. From Figure 
4.6e it is seen that when the body is simultaneously influenced by three vortices 
the resultant torque should be zero or minimal and also the lateral motion caused 
by vortices should be small. This is verified by the PIV analysis shown in Figure 
4.5. Two vortices of the same sign work in concert to push the body from anterior 
and posterior ends cancelling out each other and in opposition to the third 
opposite signed vortex on the other side of a body. Although vortices become 
distorted and are dissipated when travelling along the flow due to the surface 
friction and viscous forces they still significantly influence its motion.  
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Figure 4.6 Scaled representations of fish bodies with respect to the vortex 
street for all tested cases (adapted from Liao, 2003). a) fish body length is 
smaller than half of the wake wavelength and fish is affected by only one 
vortex; b) normalized body length is 0.5, and vortices 1 and 2 are affecting the 
fish from the opposite sides, resulting in the maximum rotational torque τ and 
minimal lateral force; c) – d) normalized body length is from 0.5 to 0.8 and 
bodies are affected simultaneously by two vortices; e) normalized body length 
is 1.2, two opposite signed vortices (1 and 2) are generating the torque τ, while 
the third vortex (3) is counterbalancing this effect. 

Fish dummies 2, 3 and 4 have body lengths longer than the first, smallest, one 
and shorter than the fifth, largest one, and their force measurements also fall 
between the first and the fifth one. Starting from the body length to wake wave 
length ratio of 0.5 until to about 1, fish dummies are affected by one or two 
vortices simultaneously depending on their position. From Figure 4.6 it is seen 
that the torque measured for the second dummy is 10 times higher than of the first 
one. Situations when it’s being influenced by one or two vortices alternate 
periodically causing strong oscillating 𝐹𝐹𝑦𝑦 and 𝜏𝜏 which in turn cause alternating 
heave and yaw motions – the characteristic Kàrmàn gaiting movements – 
suggesting that there is a minimal body length that is needed to properly exploit 
vortices. 

One of the aims of this study was to see if there is a specific range of the ratio of 
body length to wake wavelength where the passive Kàrmàn gaiting is efficient 
and what happens if the body length exceeds the wake wavelength. We showed 
experimentally that after this point, 𝐹𝐹𝑦𝑦 and 𝜏𝜏 do not decrease. Instead, the phase 
shift between 𝐹𝐹𝑦𝑦 and 𝜏𝜏 increases along with the body length to wake wave length 
ratio and for the fifth dummy it reaches nearly 180°. However the best phase shift 
for effective energy harvesting is previously shown to be 90° [58]. Secondly since 
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the body mass and inertia also grow, the resultant angular and rotational 
accelerations and thus yaw and sway motions decrease commensurately.  

This work has some limitations which however allowed us to directly measure 
the hydrodynamic forces. Firstly the artificial fish were stiff compared to real 
biological fish and secondly they were rigidly fixed to the force plate which did 
not allow them to yaw or sway. Nevertheless this study supports the hypothesis 
that there is a certain body length to wake wave length ratio when the Kàrmàn 
gaiting of is effective and helps to understand the complex locomotion of fish in 
turbulence. The results are also important when designing fish like robots for 
turbulent environments as they show how the hydrodynamic forces change 
depending on the body size or environment. Based on these new findings, 
roboticists can optimize the body size of a robot or develop control strategies that 
can handle effects caused by hydrodynamic forces. Alternatively, an active 
control of body length or stiffness could help to control the phase angle and hence 
use the energy of vortex streets with different parameters. 
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5 IMPLEMENTATION AND IMPROVEMENT OF 
INDIRECT FORCE MEASUREMENTS 
In Chapters 3 and 4 all forces were measured directly as the testing bodies were 
affixed to the force plate. The method presented chapters allows for the precise 
measurement of forces but is subject to some basic constraints: the submerged 
body (in this case a robotic fish) has to be stationary and in order to measure 
momentum, the yaw motion has to be restricted. Fish however move also laterally 
along with the yaw motion when they swimming in uniform flow and especially 
when slaloming between vortices e.g. Kàrmàn gaiting. In order to measure forces 
without disturbing the natural motion of real fish or fish like robots the 
measurement have to be indirect and ideally could be used both in laboratory 
conditions and in the field, e.g. rivers or fish passes.  

Swimming fish generate a strong vortical wake behind the tail that is easily 
detectable at least 30 s after the fish was swimming in the measurement region 
and distinct particle motion can be detected for as long as 3 minutes [172]. One 
way of measuring forces is to use PIV velocity fields and directly link thrust to 
the geometry and strength of the vortical wake behind the tail [39], [173]–[177]. 

The present chapter focuses on the implementation and improvement of indirect 
underwater force measurements and is based on the work published in [178] 
(APPENDIX C). 

 

5.1. Materials and methods 

All experiments were conducted in the flow tunnel described in Chapter 2.1.1. 
Prototype 3 – the X-prototype (Chapter 2.3.3) was used together with the second 
PIV system and the second version of the force plate, description of these 
measurement systems can be found in Chapters 2.2.2 and Chapter 2.2.4 
respectively. Experiments were divided into two phases, in the first one the 
robotic fish was kept passive (no body actuation), and lateral and stream wise 
forces were measured along with PIV images. Six different flow speeds were 
used, from 0.1 ms-1 to 0.35 ms-1 with the increment of 0.05 ms-1. In the second 
phase the X-prototype was actuated to match the flow speed. The actuation 
frequency was kept constant (2 Hz, the natural frequency of the tail) and the 
tailbeat amplitude was varied according to the following equation [169]: 

𝑉𝑉 = 𝐴𝐴+9.1
1.56

 ,      (5.1) 

where 𝑉𝑉 is the swimming speed and 𝐴𝐴 is tail beat amplitude. If 𝑉𝑉 is equal to flow 
speed the freely swimming robotic fish will hold station. 

The experimental procedure involved the following steps:  

65 



• the fish robot was fixed to the force plate without the possibility to 
move in the streamwise or lateral directions; 

• forces were measured in still water; 
• flow was started and after switching to new flow speed the flow was let  

to develop and stabilize at least 60 s before measurements; 
• force signals (Fs = 80 Hz) and PIV images (Fs = 400 Hz) were recorded 

simultaneously for 10 seconds for every flow speed; 
• Dantec Timer Box was used to synchronize the PIV camera and PC 

with the PC controlling the X-prototype and force plate; 
• flow speeds 10, 15 and 20 were repeated with  X-prototype actuated 

according to Eq. (eelmine valem saba liigutamiseks). 
 

5.2. Data analysis 

Dynamic forces are estimated from velocity vectors by relating the rate of change 
of momentum to the sum of forces. A planar discreet approximation (Equation 
5.2) of Equation 1.9 is used, with small modifications – lateral velocities are 
included and pressure components neglected. The same approach has previously 
been used by Leftwich and Smits in 2011 [177] and Leftwich in 2012 [179]: 
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(5.2) 

where ∆𝑀𝑀𝑥𝑥(𝑡𝑡) is the instantaneous streamwise momentum flux, 𝑢𝑢 and 𝑣𝑣 are 
streamwise and lateral velocities. ∆𝐿𝐿 is PIV spatial resolution (distance between 
vectors) and due to the same dimensions in lateral and streamwise directions 
∆𝐿𝐿𝑥𝑥 = ∆𝐿𝐿𝑦𝑦 = ∆𝐿𝐿. ∆𝑡𝑡 is the time step between PIV images. The terms 1 to 4 
correspond to the surfaces shown in Figure 1.2 and represent the streamwise 
momentum flux through each of those surfaces. 

Errors between directly measured and PIV estimated forces ranged from few 
percent to well over 50%. To compensate against these errors a general transfer 
function enabling robust estimations of 𝐹𝐹(𝑡𝑡) from ∆𝑀𝑀(𝑡𝑡) was created. By using 
the convolution theorem with impulse response ℎ(𝑡𝑡), transfer functions were 
generated separately for all flow speeds and also separately for longitudinal and 
lateral flow speeds. The relationship between measured and estimated forces was 
found to be linear and the general transfer function 𝐻𝐻(𝐻𝐻10,𝐻𝐻15,𝐻𝐻20) for each set 
of experiments was created so that the estimates of 𝐹𝐹(𝑡𝑡) from ∆𝑀𝑀(𝑡𝑡) were as 
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accurate as possible. Three different functions based on the mean, medium and 
modulo were tested. Performance of these three functions for both 𝐹𝐹𝑥𝑥 and 𝐹𝐹𝑦𝑦 is 
shown in Figure 5.1. 

 

Figure 5.1 Comparison of instantaneous force measurements, momentum flux 
estimates and general transfer functions for the turbulent flow experiment at 
15 cm/s: a) measured streamwise forces (𝐹𝐹𝑥𝑥 , black) and the momentum deficit 
estimates (∆𝑀𝑀𝑥𝑥, green) for two tail beat cycles; b) measured lateral forces (𝐹𝐹𝑦𝑦, 
black) and the momentum deficit estimates (∆𝑀𝑀𝑦𝑦, green); c) measured (solid 
black) streamwise forces compared with the mean (solid green), modulo 
(dashed red) and median (dashed blue) general transfer functions; and d) 
comparison of measured (solid black) and mean (solid green), modulo (dashed 
red) and median (dashed blue) lateral general transfer function results. The 
time scale is normalized to the tailbeat period (T). 

 

5.3. Results 

To evaluate the performance of the error reduction functions the time-averaged 
error over a 5 s period as a percentage of the mean force was determined. For a 
passive robotic fish these errors ranged from less than 10% in the streamwise 
direction up to 69% in the lateral direction. Results of general mean, median and 
modulo transfer functions to error reduction for the passive robot are given in 
Table 5.1 and for the actuated robot in Table 5.2. 
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Table 5.1 Error reduction for measurements with passive robot 
Flow 

velocity 
(ms-1) 

Median standard 
error reduction 

(%) 

Mean standard 
error reduction (%) 

Modulo 
standard error 
reduction (%) 

 𝑭𝑭𝒙𝒙 𝑭𝑭𝒚𝒚 𝑭𝑭𝒙𝒙 𝑭𝑭𝒚𝒚 𝑭𝑭𝒙𝒙 𝑭𝑭𝒚𝒚 
0.10 36 47 18 42 22 53 
0.15 20 49 20 31 47 61 
0.20 18 59 14 50 26 68 
0.25 45 77 16 70 63 83 
0.30 33 75 42 42 41 83 
0.35 49 77 24 69 69 81 

 

Table 5.2 Error reduction for measurements with actuated robot 
Flow 

velocity 
(ms-1) 

Median standard 
error reduction 

(%) 

Mean standard 
error reduction (%) 

Modulo 
standard error 
reduction (%) 

 𝑭𝑭𝒙𝒙 𝑭𝑭𝒚𝒚 𝑭𝑭𝒙𝒙 𝑭𝑭𝒚𝒚 𝑭𝑭𝒙𝒙 𝑭𝑭𝒚𝒚 
0.10 79 89 73 88 81 89 
0.15 88 87 64 91 79 91 
0.20 68 75 93 87 68 78 

It is seen that for passive experiments, all transfer functions were able to reduce 
errors considerably, however the modulo transfer function performs better than 
the other two. It leads to the error reduction of 22% - 69% in for 𝐹𝐹𝑥𝑥 and 53% - 
83% for 𝐹𝐹𝑦𝑦. Same transfer functions were applied to the data from actuated fish 
experiments. In this case the performance of the three transfer functions is about 
the same as seen from Table 5.2 and Figure 5.1. In all cases the error reduction 
was between 64% to 93% for 𝐹𝐹𝑥𝑥 and 75% to 91% for 𝐹𝐹𝑦𝑦. 

 

5.4. Conclusions and discussion 

A new method was developed for calibrating instationary force estimates based 
on PIV measurements. A series of hydrodynamic experiments were conducted on 
a passive and moving robotic fish. Measurements were made simultaneously with 
a force plate and with PIV. By using the momentum deficit method, which relates 
the forces to the change of momentum in the flow, instantaneous forces were 
calculated from 2D velocity vectors. Furthermore in order to minimize the errors 
of indirect force measurements, transfer functions enabling robust and accurate 
force estimations from the change of momentum were created and evaluated. The 
use of transfer functions lead to an error reduction of up to 69% in the streamwise 
direction (𝐹𝐹𝑥𝑥) and up to 83% in the lateral direction (𝐹𝐹𝑦𝑦). 
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Large error/difference between the forces calculated from PIV data and directly 
measured forces have multiple sources:  

• The momentum deficit method requires a defined control volume, a 
rectangular region around the object; uniform free stream velocity and 
pressure; negligible viscous dissipation along the boundaries; 
incompressibility and uniform flow density. If all these conditions hold, 
then the loss of linear momentum is equal to the difference in linear 
momentum and static pressure within and through the surface of the 
control volume. However it is not possible to simultaneously satisfy all 
these conditions [180]. 

• The linear momentum should be considered as non-conservative due to 
the exchange between linear and angular momentum [181]. 

• Conservation of linear momentum cannot be assumed in case of a single 
2D velocity measurement of a 3D volume. Complex out of plane fluxes 
exist in the wake of a swimming fish as shown by Hanke and Bleckmann 
in 2004 by measuring the wake in six different layers sequentially [182]. 

• Flow in the flow tunnel is turbulent while the method assumes uniform 
freestream flow. 

• A phase shift exists between the directly measured instantaneous force 
signals and the estimated ones. The primary source of the phase shift is 
caused by direct measurements being conducted at the center of mass of 
the body – where it is fixed to the rod connecting it to the force plate, 
while the PIV images are recorded behind the robotic fish tail. Thus the 
force plate detects the signal immediately when the fish robot moves 
whereas PIV records the result of the downstream wake. 

• Motions of the body transfer to an acceleration of fluid increasing the 
apparent mass of the body – the added mass effect. Even if the robot is 
passive still a limited ability (mm) to move exists and since the whole 
body is not in the PIV field of view, it could generate errors. 

 

From this list it is seen that calculating instantaneous forces affecting robotic fish 
body or created by it from the flow field after the tail is a complex task and often 
may not yield precise results as it is seen from the results in this chapter. However 
this chapter shows that it is indeed possible to considerably reduce the errors and 
phase shift by using calibrated transfer functions. Such correction is critical both 
in robotics and especially biology when experimenting with real fish as the 
motion of real fish is not as predictable and repeatable as in case of robots. 

  

69 



6 LATERAL LINE PROBE FOR STUDYING FISH 
PASSES 
The study of fluid-body interactions in terms of forces affecting fish shaped 
objects is followed by designing a new sensor system capable of measuring 
complex flows from the fish’s point of view. This study helps to understand what 
fish feel when swimming in complex environments with high flow speed and 
turbulence. It also proposes a novel measurement system for evaluating human 
made fish passes. This chapter is based on the work published in [183], reprinted 
in APPENDIX D.  

As described previously in Chapter 1.2.2, fish encounter many obstructions along 
their natural migration. The majority of the obstructions are caused by human 
activities. Today the restoration of fish population in rivers and the 
reestablishment of migration corridors is gaining in importance. A common way 
of remediating upstream migration is to build and monitor fish passes. Currently 
however, are few adequate means to design fish passes with repeatable success 
for as series of reasons.  

Natural flows are a complex mixture of velocity, vorticity and pressure and field 
measurement devices including both propellers and ADVs, are meant for point 
measurements and provide low temporal resolution and thus do not allow for the 
estimation of turbulence metrics. Recent studies however show that fish have a 
strong response to local fluctuations in the velocity and vorticity fields in addition 
to general time averaged flow properties [184], [185]. Secondly, numerical 
modelling can be used to map time and depth averaged hydraulic parameters to 
known fish preferences (observed habitat usage), but do not take into account the 
fluid body interactions in fully turbulent flows. 

This chapter describes experiments with a novel sensor system designed for 
evaluating fish passes and compares results from traditional measuring 
equipment. While conventional measurement techniques are designed to measure 
“the naked flow”, this device is specially designed to measure the interaction of 
flow and the streamlined, fish shaped body. It has higher temporal resolution and 
multiple pressure sensors placed laterally on its body, mimicking the lateral line 
– the sensing organ of real fish. This configuration enables the flow field 
measurement around the fish shaped body also due to multiple sensors. Also, high 
acquisition frequency allows calculations of various flow parameters. Due to the 
robust body design it is possible to insert the device easily into flow tunnels, 
rivers, creeks and fish passes. The lateral line probe (LLP) is described in detail 
in Chapter 2.3.4. 

 

6.1. Materials and methods 

In order to test the LLP against commercially available flow measurement 
instruments two sets of experiments in two different flow tunnels were conducted. 
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The first set of experiments was conducted in an open top flow tunnel located in 
the University of Stuttgart, Germany. Details of the flow tunnel are given in 
Chapter 2.1.2. Water depth was fixed at 0.35 m, and flow speed varied from 0.1 
– 1.2 ms-1 with the increment of 0.1 ms-1. All measurements were repeated 10 
times, data was logged at 250 Hz for 60 s for each experiment. To calibrate the 
velocity estimations of the LLP an ADV from Sontek Flowtracker (Sontek, 
Xylem, Inc., San Diego, USA) was fixed upstream of the fish shaped probe. Photo 
of the flow tunnel and experimental setup is shown in Figure 2.2. 

The second set of experiments were conducted at a model fish pass located in 
Karlsruhe Institute of Technology, Germany. Further details are given in Chapter 
2.1.3. Two different flow rates were measured, 0.130 m3s-1 and 0.170 m3s-1 with 
water column heights of 0.52 m and 0.56 m. The LLP was fixed to a Cartesian 
robot and at 60% of the water depth, 24 locations were measured in the basin. 
Same locations were measured with LDA (2D FlowExplorer System from Dantec 
Dynamics A/S, Skovlunde, Denmark) for validation. Drawing with the 
dimensions of the model fish pass is shown in Figure 2.3 along with a photo of 
the experimental setup. 

 

6.2. Validation results 

Velocity estimations of the probe are based on the Bernoulli equation (Equation 
1.13) which applies the conservation of energy along a streamline to relate the 
pressure difference of stagnation point (nose sensor) and free stream static 
pressure (side sensor). The velocity is calculated the formula: 

𝑈𝑈 = �2𝛽𝛽𝑈𝑈,1∆𝑃𝑃0,1
𝜌𝜌

,     (6.1) 

where 𝑈𝑈 is the magnitude of three Cartesian velocity components, 𝛽𝛽𝑈𝑈,1 is semi 
empirical correction factor depending on the body shape of the LLP and pressure 
sensors used, ∆𝑃𝑃0,1 is the pressure difference between the nose sensor and one 
side sensor and 𝜌𝜌 is density of water. 

Data from the first and the second set of experiments were used to develop a 
methodology allowing the usage of the LLP in field studies without the need of 
calibrating it for every measurement site. For that the mean amplitude estimations 
method [186] were chosen. 

The comparison of velocity measurements with ADV and the LLP is shown in 
Figure 6.1. It is seen that the results are very similar, except the lowest flow speed 
0.1 ms-1 that was over estimated by the LLP system. 
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Figure 6.1 Comparison of the ADV (left) and LLP (right) velocity estimates 
using the mean amplitude method [183]. 

 

 

Figure 6.2 Flow map results for LLP, ADV measurements and CFD models: 
a) LLP flow map, measurement locations are marked with red dots; b) ADV 
measurements; c) RANS CFD model; d) LES (30s averaged) [183]. 

In Figure 6.2 a comparison of measurements with the LLP and ADV at the model 
vertical slot fish pass as well as comparison with CFD simulations with two 
different models is shown. It is seen that the results from the LLP are in good 
agreement with both the ADV measurements and simulations although they 
match more closely to ADV measurements. It is also seen that the velocities from 
the LLP are higher than from ADV especially in the flow jet from the slot. In 
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addition to velocity data similar conventional techniques, our LLP is capable of 
producing velocity and maps of the body oriented pressure distribution. 

 

6.3. Initial evaluation of fishways 

The LLP has been already tested in three real vertical slot fishways located in 
Tyrol, Austria in cooperation with the hydropower company TIWAG – Tiroler 
Wasserkraft AG. The aim was twofold: first, to test the LLP innatura and second, 
to measure fish passes, detect flow conditions and features and see if any 
irregularities can be detected. The data presented here is collected in April 2016, 
processing and analyzing is underway and here only preliminary results of one of 
the measured fish passes is presented. 

The schematics of the fish pass located at the Pitze River near Wenns, Austria is 
shown in Figure 6.3, more details about the river and fish pass can be found in 
[187], [188]. 

 

Figure 6.3 Plan and location of the vertical slot fish way at Pitze River, Austria 
[189]. 

In this fish pass all 28 slots and three reference basins (no. 7, 15 and 22) were 
measured. The LLP was mounted to the metal rod so that its height from the 
bottom was fixed to 40% of the total water depth. For the slot measurements an 
additional metal mounting system was used to hook the probe onto walls so that 
it remained rigidly fixed in the jet and directly facing the flow (see Figure 6.4). 
For basin measurements the probe was inserted along the central cross section 
and moved laterally with 0.2 m increments.  

Preliminary results of slot measurements are shown in Figure 6.4c. The pressure 
fluctuations for each sensor are converted to a unique probability density function 
forming a hydrodynamic signature. Finally, the Kullback-Liebler Divergence 
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metric was used to determine difference of each measurement point from the 
mean signature. In Figure 6.4a and 6.4b mean values of slots along with the four 
most divergent ones are shown.  

 

Figure 6.4 Hydrodynamic signatures of vertical slot fishway at the Pitze River, 
measured in April 2016, with the flow rate of 350 ls-1, a) mean values of all 
slots; b) four most divergent slots detected; c) drawing of a fish pass basin, 
black fish shape indicates the location of the LLP, modifications made in 2015-
2016 to slot configurations are marked with brown. Adopted from [189]. 

Exemplary measurement results for basins are shown in Figures 6.5. It should be 
noted that basins 7 and 22 have the standard geometric configuration common to 
the fish pass, whereas basin 15 is the resting basin with twice the length of the 
regular one. Three clearly distinguishable regions A, B and C were determined 
(see Figure 6.6) for regular basins and two for the resting basin. This agrees with 
previous research as A corresponds to the most typical region of fish passage, B 
is the jet region and region C is used by fish returning from upstream [90], [190].  
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Figure 6.5 Basin cross sections signatures, in basins 7 and 22 and resting 
basin 22. Measured in April 2016 with the flow rate of 350 ls-1 [189]. 

 

 

Figure 6.6 Left: regular basin cross section measurement spots and three 
distinguishable regions A, B and C in basins 7 and 15. Right: measurement 
spots in resting basin and two distinguishable flow regions A and B. Adopted 
from [189]. 

 

6.4. Conclusions and discussion 

This chapter presented innatura experiments with a novel sensor system to study 
the interaction of flowing water and fish or fish shaped objects. The LLP was 
tested in a straight flow tunnel with different flow speeds from 0.1 – 0.5 ms-1 and 
in a 1:1.6 scale laboratory model of a vertical slot fish pass. In both cases flow 
speed estimation results were compared to commonly used and commercially 
available systems – ADV for a flow tunnel data and LDA for fish way data. Data 
from our LLP and methodology were shown to agree with ADV and LDV. 
Considering that the LLP measures via fluid body interaction the probe enables 
to estimate flows from the perspective of fish, contrary to commonly used 
equipment that measures velocity or pressure at a single point. The LLP has also 
been tested innatura fish passes and is shown to be usable for detecting flow 
structures and regions for evaluating and comparing different parts of a fish pass 
and different fishways. 

The LLP and its predecessors have also been used for developing flow 
measurement and classification methods in the works of Tuhtan  [191], [192], 
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Fuentes-Perez [193], Strokina [194] and Fukuda [195]. Furthermore the lateral 
line sensor has successfully been used in robotics by Jezov [48] and Salumäe 
[169] to detect flow features. Muhammad also showed that the sensor system can 
be used for localization and navigation [196], [197]. 

In order to use the LLP to evaluate fish passes more work has to be done. This 
includes analyzing the placement of sensors on the body, body shape and 
improving algorithms that are used to calculate the velocity values, since the LLP 
systematically overestimated lower flow velocity values (< 10 cm/s). Data 
processing algorithms can be further improved to produce new flow based 
metrics for classification. Future work will also include integrating force sensors 
enabling direct measurements of drag force, lateral forces and torque of the 
sensing body. In this way, the data acquired on field can be correlated to 
laboratory experiments conducted with the force plate described in Chapter 2.2.4. 
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CONCLUSIONS 
This thesis strove to further the development of bioinspired, energy efficient 
underwater robots by designing new flow sensing abilities. Four development 
studies were conducted to investigate how hydrodynamic forcing affecting fish 
shaped objects subject to turbulent flows. The experimental work within each 
study made use of the periodic turbulence generated by a Kàrmàn vortex street, 
direct force measurements, DPIV and pressure measurements. 

The first study’s aim was to investigate how hydrodynamic forces affect fish 
shaped robots in a vortex street depending on its position. It was proven that a 
region exists in a wake of an upstream object where a biomimetic robot can 
leverage to maximize its propulsion efficiency. In addition, it was found that 
regions leading to increased energy expenditure can also be clearly identified. 
The gained knowledge can be used in developing a control strategy for undulatory 
underwater vehicles in a complex turbulent flow. To distinguish these regions in 
real time without external force measurement systems this information has to be 
combined with sensors and algorithms capable of distinguishing complex flow 
features using artificial lateral line systems. Based on the described results and 
lateral line sensors a control for station holding for Prototype 3 in a vortex street 
has been developed by Salumäe and Kruusmaa [169]. 

The second study provided relations relating the robotic body length scale to the 
vortex street wake wavelength – it was found that the ratio of these scales 
influences the forces acting on a sensing body and showed how large fish can 
energetically benefit from the vortex street. It was found that the values of forces 
causing yaw and sway motions are driven by lateral forces and modulate torque 
as a function of increasing body length. As natural surroundings such as a river 
bed can change suddenly and act to change local flow patterns and since it is not 
feasible to construct a range of robots, each scaled for exploring a specific range 
of natural hydrodynamic conditions, it is necessary for the underwater robots to 
be able to adapt their control strategy on the local fluid-body interactions. 
Understanding of the forces affecting robots in turbulent flows together with 
previously described studies of the effects of robots position relative to the 
obstacle that is generating the turbulence can lead to the development of novel, 
more efficient underwater robots that are able to adopt to changing environment 
and flow conditions. 

Traditionally in force measurements the object has to be physically fixed to the 
measurement device, this however restricts the characteristic motion of 
undulatory swimmers. Forces can be also estimated from PIV measurements but 
normally this method is sensitive to the control volume size and needs complex 
calibration to get accurate results. The third study outlined in Chapter 5 proposes 
a method to substantially improve the indirect force measurement of undulatory 
swimmers. Longitudinal and lateral forces were calculated from time-resolved 
velocity fields obtained using PIV measurements. A calibrated generalized linear 
transfer function was proposed to reduce the instantaneous force errors, 
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principally by eliminating the phase shift between the signals of directly 
measured forces at the center of mass of the robot and forces calculated from the 
velocity field behind the actuated fish robot’s tail. This methodology provides a 
new way to develop and analyze the performance of underwater robots. Future 
works could apply the method to freely swimming objects in the test tank while 
the forces generated by them as well as hydrodynamic forces affecting them can 
be passively measured. Although the method is not as precise as fixing an object 
to the force gauge directly, it allows for free movement and thus makes possible 
direct and instantaneous measurements of undulatory swimming robots and live 
fish. 

A novel bioinspired flow measurement device was introduced. Chapter 6 
describes innatura experiments using a novel fish shaped measurement system. 
The sensor system was inspired from the lateral line organ of fish and is based on 
the array of pressure sensors. It was shown that velocity estimations from the LLP 
agree with conventional measurement equipment (ADV and LDV). This system 
is designed for measuring flows from “the fish’s perspective” and makes it 
possible to generate pressure and flow maps surrounding a fish shaped body. The 
study was motivated by a lack of outdoor measurement devices capable of 
characterizing complex natural flows in rivers and in fish passage structures. 
Conventional techniques are able to measure the point wise velocity with low 
acquisition frequency, relative to the rapid motion of the water. Biologists and 
engineers designing fish passes therefore require a device that in addition to the 
flow speed, is capable of measuring biologically relevant flow parameters, 
especially the body oriented pressure distribution and turbulence metrics. The 
LLP and methodology introduced in Chapter 6 is a clear step in providing this 
data. In addition to the evaluation of fish passes, this data can also be interesting 
for biologists to understand the complex flows surrounding fish. 

In conclusion this thesis showed that for biomimetic robots in turbulent flows 
favorable and costly regions exist and these can be detected with different 
techniques. Moreover an improved indirect force measurement technique and a 
novel flow field measurement device were introduced. Future work on turbulent 
fluid body interactions with bioinspired underwater robots should focus on 
combining novel sensor systems and building fish-like robots with improved 
swimming strategies to enhance performance. These robots can be used for 
monitoring the challenging conditions found in Nature. Future swimming robots 
could then master rocky river beds, helping us to study the turbulence in fish 
migration structures and aid in understanding the hydrodynamic preferences of 
fish in their natural environments. 
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Appendix B 
G. Toming, L. D. Chambers, and M. Kruusmaa, “Experimental study of 
hydrodynamic forces acting on artificial fish in a von Kármán vortex street,” 
Underw. Technol., vol. 32, no. 2, pp. 81–91, 2014. 
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Appendix C 
J. A. Tuhtan, G. Toming, T. Ruuben, and M. Kruusmaa, “A method to improve 
instationary force error estimates for undulatory swimmers,” Underw. Technol., 
vol. 33, no. 3, pp. 141–151, 2016. 
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Appendix D 
J. A. Tuhtan, J. F. Fuentes-Pérez, N. Strokina, G. Toming, M. Musall,  M. Noack, 
J. K. Kämäräinen, and M. Kruusmaa, “Design and application of a fish-shaped 
lateral line probe for flow measurement”, Review of Scientific Instruments, vol. 
87, no. 045110, pp.1−8, 2016. 
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