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Abstract 

This thesis addresses issues in the field of combinational logic diagnosis. The 
presented work is focused on accelerating diagnostic procedure and improving 
accuracy of identifying possible defect locations in digital systems that employ 
built-in self-test (BIST) facilities. Embedded diagnosis mechanisms inherent in 
very-large-scale integration (VLSI) devices have become extremely important in 
ensuring reasonable quality and reliability as well as enabling to perform accurate 
diagnosis within feasible time in these constantly increasing in complexity devices. 
Continuous decreasing dimensions of the transistors and interconnecting wires 
followed by more sophisticated fabrication techniques of manufacturing integrated 
circuits (ICs) has expanded the variety of possible defects causing a circuit to fail. 
To address the difficulties of handling these newly introduced defects, a fault 
model free approach to fault diagnosis has been proposed in the thesis.  

The main contributions of the thesis are: new methods for optimized fault 
diagnosis applicable in BIST environments, and hierarchical approach of fault 
diagnosis in combinational networks based on the fault model free diagnosis 
concept. 

A novel bisection procedure for fault location is developed in which the 
diagnostic weight of test patterns is taken into account. Another novelty is the 
sequential nature of the procedure which allows pruning the search space and also 
to stop when applicable diagnostic accuracy is achieved. Moreover, methods for 
partitioning a single signature analyzer into a set of multiple signature analyzers to 
improve the diagnostic resolution are developed. The ultimate goal of the proposed 
techniques is to optimize diagnostic procedure by minimizing diagnosis application 
time at the accepted diagnostic resolution.  

The proposed hierarchical approach for fault diagnosis combines two opposite 
and conflicting trends: high-level modeling and defect-orientation. The new 
approach integrates cause-effect and effect-cause reasoning techniques that help to 
cope with the growing complexities of digital circuits and to diagnose a failing 
circuit accurately without using fault models.  
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As a result of the research, a multifunctional e-learning environment to support 
CAD master courses for learning, getting hands-on experience, and carrying out 
laboratory research in developing optimized procedures for locating faults in 
complex electronic systems has been developed. 
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Kokkuvõte 

Käesolev väitekiri on pühendatud digitaalsüsteemide diagnoosi probleemide 
uurimisele. Töö on fokusseeritud diagnoosi kiiruse tõstmisele ja täpsuse 
parandamisele defektide lokaliseerimisel isetestivates digitaalsüsteemides. 
Süsteemide sisse ehitatud diagnoosivahendid on muutunud äärmiselt oluliseks 
komponentideks süsteemide töökindluse ja usaldatavuse tagamisel, mille puhul 
põhikriteeriumiks on rikete avastamine ja diagnoosimine võimalikult täpselt ja 
kiiresti üha kasvava süsteemide keerukuse tingimustes. Transistorskeemide ja 
nendevaheliste ühenduste dimensioonide pidev kahanemine ning kiipide 
valmistamistehnoloogiate üha keerukamaks muutumine on kaasa toonud 
füüsikaliste defektide põhjuste ja iseloomu mitmekesisuse kasvu, mis omakorda 
teeb üha raskemaks adekvaatselt defekte ja rikkeid modelleerida. Nimetatud 
põhjusel ja tehnoloogia poolt püstitatud väljakutsega hakkama saamiseks on 
käesolevas töös rakendatud uut paradigmat – täpset rikkemudelit mitte vajavat 
rikete diagnoosi. 

Väitekirja põhitulemusteks on: uued meetodid rikete diagnoosi optimeerimiseks 
isetestivates süsteemides ja hierarhiline rikete diagnoosi kontseptsioon, mis ei vaja 
rikete mudelite kasutamist. 

Töötati välja uudne testide bisektsioneerimismeetod rikete diagnoosimiseks, 
mis põhineb rikete „kaalude“ mõiste sisseviimisel ja kasutamisel. Uut tüüpi 
sekventsiaalse diagnoosiprotseduuri põhimõte võimaldab efektiivselt juhtida 
diagnostikaprotsesse, saavutamaks parimat diagnoositäpsust etteantud ajaliste 
piirangute juures. Diagnoosi resolutsiooni tõstmiseks on välja töötatud mitme 
signatuuranalüsaatori kasutamisel põhinev aparatuurne meetod ja algoritmiline 
lahendus. Uudsete lahenduste üldeesmärgiks on tagada võimalus optimeerida 
diagnostikaprotseduure, kus kriteeriumiteks on ühelt poolt diagnoosiks kulutatav 
aeg ja teiselt poolt diagnoosi täpsus. 

Uus hierarhiline diagnoosikontseptsioon ühendab kaks teineteisele 
vasturääkivat trendi: kõrgtasemel modelleerimist ja defektidele orienteeritust. See 
põhineb kahe klassikalise strateegia – põhjus-tagajärg ja tagajärg-põhjus 
integreerimisel, mis võimaldab ületada keerukusest tingitud raskusi ja realiseerida 
veamudeli vaba diagnoosi põhimõtet. 
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Töö käigus loodud prototüüplahenduste baasil on rajatud e-õppe keskkond 
digitaaldisaini kursuste toetamiseks ja eksperimenteerimisvõimaluste andmiseks 
tudengitele keerukate süsteemide rikete diagnoosimisel ja kõrvaldamisel. 
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Chapter 1  

INTRODUCTION 

This introductory chapter gives an overview of the area addressed by current 
thesis. At first, the motivation for the work is given followed by the formulation of 
the problem and the outline of main contributions. The last part of the chapter 
describes the organization of the thesis. 

1.1 Motivation 

The impact of the semiconductor integrated circuit (IC) on modern life has been 
so profound that it is now often taken for granted. Nowadays, we entrust heavily 
our lives to electronic appliances and we are being assured in the reliability and 
safety of these devices. Furthermore, we have come to expect increasingly 
sophisticated electronics products at ever lower prices, whereas the business world 
has come to expect greater productivity through improved information technology 
[1].  

The IC industry’s desire to reduce chip area in order to realize higher yields and 
more circuits sites per wafer has been the primary motivation for transistor scaling 
over last decades. That is why Moore’s law continues to drive the scaling of 
complementary metal-oxide-semiconductor (CMOS) technology [2]. The feature 
size of the transistor now has been shrunk well into nanoscale region [3]. Today a 
single very-large-scale integration (VLSI) device can contain over one billion 
transistors. The ever-increasing level of integration has enabled higher performance 
and richer feature sets on a single chip. However, continuous transistor 
miniaturization requires more advanced design techniques to cope with the 
increased process variation, interconnect processing difficulties, and other newly 
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emerging physical effects [4] in order to assure reasonable quality and reliability 
for future products of microelectronics.  

During the IC design and manufacturing cycle, a manufacturing test screens out 
the bad chips. Fault diagnosis is used to find out why the bad chips have failed, 
which is especially important when the yield is low or when a customer returns a 
failed chip. Understanding how integrated circuits fail helps to identify and 
eliminate the causes of failures. Unlike board-level diagnosis, the main objective in 
diagnosing ICs is to understand the failures (to specify the fault or erroneous state) 
and to prevent them from recurring, not to repair the failures. Locating faults in 
chips and analyzing failure trends can lead to corrective design rule changes. 
Failure trends also help to reveal process and manufacturing problems.  

Diagnosis can identify reliability trouble spots in a design and lead to special 
design for reliability (DFR) actions, and in such a way it can have an impact on 
future designs. Diagnosing customer rejects often results in an improved test 
program, which reduces defects per million (DPM) [5].                                  

1.2 Problem formulation 

The need for debug/diagnosis capability is essential since it usually occurs 
during three phases in the lifetime of a chip. After the design is fabricated on 
silicon for first time, popularly known as the “first silicon”, a substantial amount of 
effort is put on debugging the first silicon. Such debug efforts usually weed out 
problems in the design, including design errors and design marginality.  

Due to the growing intricacy of the manufacturing process, device complexity, 
and random variations in the manufacturing process, all fabricated chips do not 
meet targeted specifications. The integrated circuit manufacturers need 
debug/diagnosis capability to identify any persistent anomaly in the manufacturing 
process to achieve better yield and reliability of their products.  

Field diagnosis is the last phase where diagnosis capability is required. Such 
field diagnosis can provide valuable information about the reliability of the device 
and might point out possible weaknesses in the design and/or production process 
for that device [6].  

Development and manufacturing failures are unfortunately an inherent part of 
the microelectronics. The impact of such failures, whether anticipated or sudden, 
ranges from consequential to catastrophic. Because narrow market opportunities 
often drive shortened product cycles, there is need to understand failures and take 
corrective actions quickly. Electrical characterization, statistical analysis, signature 
analysis, and process experiments can provide important clues that allow inferring 
the cause of failure. But only full root-cause physical failure analysis can provide 
the incriminating evidence necessary to correct problems with confidence. When 
rapid corrective actions can be accomplished confidently, yield and reliability 
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learning, time-to-market, and end-customer satisfaction improvements are direct 
benefits of the process. 

The crucial element of failure analysis is fault localization, a task for which both 
hardware and software techniques exist. Trends toward denser circuits and more 
sophisticated packaging, however, are limiting physical access to internal chip 
circuitry and, thus, decreasing the effectiveness of hardware-based diagnostics. 
Therefore, efficient software diagnostics require an aggressive design-for-test and 
diagnostic strategy. However, such a strategy is threatened by the microelectronics 
industry’s strong focus on cost reduction in the design and test phases of product 
development [7]. Therefore, new approaches for efficient, accurate and low-cost 
failure analysis are still emerging.  

1.3 Thesis contribution 

The presented work is focused on accelerating diagnostic procedures and 
improving accuracy of identifying possible defect locations in digital systems that 
employ built-in self-test (BIST) facilities. To overcome the difficulties of handling 
continuously growing variability and complexity of physical defects in today’s 
nanoelectronics technologies, a fault model free approach to fault diagnosis is 
proposed and elaborated in the thesis.  

The main contributions of the current thesis can be divided into two groups: (1) 
optimization of fault diagnosis in digital circuits with BIST, and (2) fault model 
free hierarchical approach to fault diagnosis. 

(1) Optimization of fault diagnosis:  

• A novel optimized fault diagnosis procedure for built-in self-test (BIST) 
environments has been developed. Instead of the classical bisectioning of 
patterns in pseudorandom test sequences by simply counting them, a novel 
bisectioning procedure which takes into account the diagnostic 
information inherent in test patterns is proposed.  

• Another novelty is the sequential approach to diagnosis which allows 
pruning the search space. Opposite to the classical approach which targets 
all failing patterns, in the proposed method not all failing patterns are 
necessarily needed to be fixed for diagnosis. This allows to make a trade-off 
between the speed of diagnosis and diagnostic resolution. The superiority of 
the new method is demonstrated by comparison with three known fault 
diagnosis methods: classical Binary Search, Doubling and Jumping.  

• To improve the accuracy of fault diagnosis in digital systems with BIST 
facilities, a new concept of test response processing with multiple 
signature analyzers is proposed. The concept is based on partitioning of a 
single signature analyzer into a set of multiple independent analyzers, and 
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on optimization of the interface between the circuit under test and the 
analyzer block.  

(2) Fault model free hierarchical fault diagnosis: 

• A conception for diagnosis of digital circuits which does not use fault 
models is introduced. The conception allows to cope with the complexity of 
circuits, with the multiplicity of faults and with the problems of 
continuously increasing variety of physical defects in today’s 
nanoelectronics circuits. 

• A novel hierarchical approach for fault diagnosis in digital circuits has 
been developed. To cope with the complexity of problem, two opposite and 
conflicting trends, high-level modeling and defect-orientation are 
integrated. The key solutions are cause-effect analysis using high-level 
faulty module dictionary, combined with effect-cause diagnosis based on 
the fault model free error reasoning.  

• For calculating the diagnosability of the given circuit, a novel fault model 
free measure of diagnosability has been elaborated which can be used for 
redesign of the circuit to improve the exactness of locating the faults or 
faulty regions in digital circuits.  

As a result of the research, a multifunctional e-learning environment to support 
CAD master courses for learning, getting hands-on experience, and carrying out 
laboratory research in developing optimized procedures for locating faults in 
complex electronic systems has been developed. It is a combination of software 
tools to simulate a system under diagnosis, to emulate a pool of different strategies, 
methods, and algorithms of diagnostic reasoning and fault location, and to 
experiment with different embedded self-diagnosing architectures. Hands-on 
experiments target research teaching issues. The interactive character of the 
environment makes experiments attractive and helps to raise the students' curiosity. 

1.4 Thesis structure 

The presented thesis is organized into 8 chapters. 

Chapter 2 provides background information on digital test and fault diagnosis, 
and makes a review of the state-of-the-art in the area addressed by the thesis.  

Chapter 3 presents an optimized fault diagnosing procedure applicable in    
built-in self-test (BIST) environments and compares it with other known fault 
diagnosis methods. 

Chapter 4 presents a method to improve fault diagnosis accuracy in digital 
systems using BIST facilities. The diagnostic resolution improvement is attained 
by partitioning a single signature analyzer into a set of multiple independent 



 

  

27

analyzers. The algorithms are given to synthesize an optimal interface between the 
outputs of the circuit under test and the signature analyzers.  

Chapter 5 introduces a concept of fault model free diagnosis combined with 
cause-effect analysis in digital systems represented as networks of functional 
blocks. A measure is proposed for evaluating the block-level diagnosability of a 
given network which can be used for redesign of the circuit to improve the 
exactness of locating the faults regions in digital circuits.  

Chapter 6 presents a hierarchical approach for fault diagnosis in combinational 
digital circuits represented as a network of modules. The new approach integrates 
cause-effect and effect-cause reasoning techniques that help to cope with the 
growing complexities of digital circuits and to diagnose a failing circuit accurately 
without using fault models.  

Chapter 7 presents a multifunctional e-learning environment with remote access 
for learning, getting hands-on experience, and carrying out laboratory research in 
developing optimized procedures for locating faults in complex electronic systems.  

Chapter 8 draws conclusions for this thesis and discusses possible perspectives 
for future work. 
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Chapter 2  

BACKGROUND 

This chapter presents background information on the topics related to current 
research. The chapter begins with the brief introduction to digital test and fault 
diagnosis followed by the review of the approaches to digital logic testing. The 
stuck-at fault model is described since it mostly used for fault diagnosis by 
methods proposed in the thesis. Then the brief overview of design for testability 
(DFT), built-in self-test (BIST) and fault analysis techniques is presented, and 
finally, the review of the state-of-the-art in this area is given.  

2.1 Introduction to digital test and diagnosis 

The introduction of integrated circuits (ICs), commonly referred to as 
microchips or simply chips, was followed by the need to test these devices. Testing 
of devices that contained only hundreds of transistors was relatively simple. 
However, in the 1970s, large-scale integration (LSI) devices with thousands and 
tens of thousands of transistors complicated testing considerably [8]. Nowadays, 
very-large-scale integration (VLSI) devices with many millions of transistors are 
widely spread in common computers and electronic appliances. This is a direct 
result of the continuous decreasing dimensions of the transistors and 
interconnecting wires from micron- to nanoscale. The reduction in feature size has 
also resulted in increased operating frequencies and clock speeds, but introduces 
many new testing challenges. 

Recent advances in physics, chemistry, and materials science have allowed 
production of nanoscale structures using sophisticated fabrication techniques. It is 
well known that nanoscale devices have much higher manufacturing defect rates 
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compared to conventional complementary metal-oxide semiconductor (CMOS) 
devices [8]. Nanoscale devices have much lower current drive capabilities and are 
much more sensitive to noise-induced errors such as crosstalk. These devices are 
more susceptible to failures of transistors and wires due to soft (cosmic) errors, 
process variations, electromigration, and material aging. As the integration scale 
increases, more transistors can be fabricated on a single chip, thus reducing the cost 
per transistor. However, the difficulty of testing each transistor grows due to the 
increased complexity of the VLSI device and increased potential for defects, as 
well as the difficulty of detecting the faults produced by those defects.  

Continuous increase in size and complexity of circuits on a chip, often with 
little or no increase in the number of I/O (input/output) pins, produces a testing 
bottleneck [9]. Much more logic must be controlled and observed while the number 
of I/O pins remains the same that makes testing of chip a real challenge. Moreover, 
the need for testing continues to grow in importance since just one single faulty 
transistor or wire can make the entire chip fail to function properly or at the 
required operating frequency. Furthermore, manufacturing defects are unavoidable 
in producing nanoscale devices. As a result, a number of ICs are expected to be 
faulty and, therefore, testing is required to guarantee fault-free products. It is also 
necessary to test components of VLSI devices at various stages during the 
manufacturing process. For example, in order to produce an electronic system, 
first, ICs must be produced and used to assemble printed circuit boards (PCBs), 
and then the PCBs are used to assemble the system. The cost of detecting a faulty 
IC increases by an order of magnitude when moving through each stage of 
manufacturing, from device level to board level to system level and finally to 
system operation in the field [8]. Random defects in individual components may 
not have significant impact on a product success, but a defective manufacturing 
process for a complex VLSI device, or a design error in some obscure function, 
could escape detection until first product returns that may result a very expensive 
product recall [9]. 

Due to advances in semiconductor technologies new electronic design 
automation (EDA) tools allow to design and fabricate chips of greater complexity 
at lower cost. As a result, testing consumes a greater percentage of total production 
cost. It requires also more effort to create a test program as well as more stimuli to 
exercise the chip. Both, the cost of developing tests and the cost of applying test to 
individual units must be considered. In some cases, it becomes necessary to invest 
more effort into initially creating a test in order to reduce the cost of applying it to 
individual units. The difficulty in creating test programs for new designs also 
contributes to delays in getting products to the market. Therefore, new test 
strategies are emerging in response to test problems arising from these increasingly 
complex devices, and greater emphasis is placed on finding defects as early as 
possible in the manufacturing cycle. New algorithms are being devised to create 
tests for logic circuits, and more attention is being given to design for testability 
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(DFT) techniques that require participations by logic designers, who are being 
asked to adhere to design rules that facilitate design of more testable circuits [9].  

2.2 Approaches to digital logic testing 

Testing typically consists of applying a set of test stimuli to the inputs of the 
circuit under test (CUT) while analyzing the output responses [8]. The stimuli are 
called test patterns or test vectors. Each bit of the vector is applied to a specific 
input pin of the CUT. The expected or predicted outcome is usually observed at 
output pins of the device, although some test configurations permit monitoring of 
test points within the circuit that are not normally accessible during operation. A 
tester captures the response at the output pins and compares that response to the 
expected response determined by applying the stimuli to a known good device and 
recording the response, or by creating a model of the circuit (i.e. a representation or 
abstraction of the selected features of the system) and simulating the input stimuli 
by means of that model [9].  

Circuits that produce the correct output responses for all input stimuli pass the 
test and are considered to be fault-free. If the CUT response differs from the 
expected response at any point during the test sequence, then an error is said to 
have occurred. The error results from a defect in the circuit and this CUT is 
assumed to be faulty. A fault is a representation of defect reflecting a physical 
condition that causes a circuit to fail to perform correctly. A failure is a deviation 
in the performance of a circuit or system from its specified behavior and represents 
an irreversible state of a component. A circuit defect may lead to a fault, a fault can 
cause a circuit error, and a circuit error can result in a system failure [8]. 

Generation of effective test patterns is an important part of the test. The patterns 
(input stimuli) can be created in the following ways: 

• generate all possible combinations of input stimuli 
• develop test sequences targeted the functionality of the design (functional 

testing) 
• create test sequences targeted at specific faults (structural testing) 
• generate pseudorandom sequences 

Early approaches to test generation involved the application of all possible 
binary combinations to device inputs to perform a complete functional verification 
of the device. This approach is referred to as exhaustive testing. Application of 2n 
test vectors to a device with n inputs was effective when n was small and there 
were no sequential circuits on the board. Since the number of tests grows 
exponentially with n, this approach quickly became infeasible due to prohibitively 
huge number of patterns to be applied. 

Another approach consists in testing the functionality of a circuit by generating 
sequences of input stimuli intended to drive the circuit through all different internal 
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states, while varying the conditions on the data-flow inputs. This approach is 
referred to as functional testing. If the circuit responds correctly to all applied input 
patterns, it can be concluded that the circuit is defect free. However, it is incorrect 
conclusion since it may occur that one or more defects presented in the circuit were 
not detected by the applied stimuli. Thus, the major problem with this approach is 
an inability to evaluate the effectiveness of the test stimuli. Effectiveness can be 
estimated by observing the number of defective products returned by the customer, 
so-called “test escapes”, but this is a costly solution.  

In 1959, R.D. Eldred suggested to test hardware rather than function [9]. This 
proposed approach relied on generating tests for specific faults. The most 
commonly occurring faults would be modeled and input stimuli created to test for 
the presence or absence of each of these faults. Thus, this approach that employed 
circuit structural information and a set of fault models to generate test vectors was 
referred to as structural testing.  

Structural testing saves test application time and improves test efficiency, as the 
total number of test patterns applied is decreased, because the test vectors target 
only specific faults that would result from defects in the manufactured circuit. On 
the other hand, structural testing cannot guarantee detection of all possible 
manufacturing defects, as the test vectors are generated based on specific fault 
models. However, the use of fault models does provide a quantitative measure of 
the fault-detection capabilities of a given set of test vectors for a targeted fault 
model. The quality, or the effectiveness, of a test is measured by the ratio between 
the number of faults it detects and the total number of faults in the assumed fault 
universe; the ratio is referred to as the fault coverage.  

It may be impossible to obtain 100% fault coverage because of the existence of 
undetectable faults. An undetectable fault means there is no test to distinguish the 
fault-free circuit from a faulty circuit containing that fault. As a result, the test 
evaluation, i.e. fault coverage, can be modified and expressed as the fault detection 
efficiency, also referred to as the effective fault coverage, which is defined as ratio 
between the number of detected faults by given test and the number of detectable 
faults [8]. In order to calculate fault detection efficiency, all undetectable faults in 
the circuit must be correctly identified, which is usually a difficult task.  

Fault coverage is related to the yield and the defect level by the following 
expression [10]: 

Defect level = 1 − yield (1 − fault coverage) 

From this equation results that both, yield and fault coverage, have direct impact on 
a reject rate of total number of manufactured devices. Nevertheless, improving 
fault coverage can be easier and less expensive than improving manufacturing 
yield because making yield enhancements can be costly. Therefore, generating test 
patterns with high fault coverage is very important. Of course, if there is a yield 
crash, i.e. a sudden, significant drop in the number of devices that pass a test, 
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diagnosis must be performed to identify the possible causes. To aid investigations, 
it may be necessary to generate additional test vectors specifically for the purpose 
of isolating the source of the crash. Yield problems commonly arise in the early 
stages of the production, when manufacturing processes are new and unfamiliar to 
employees [9]. As a result, there are likely to be more occasions when it is 
necessary to investigate problems in order to diagnose causes. For mature products 
yield is frequently quite high, and testing may consist of sampling by randomly 
selecting parts for test.  

If the CUT responds correctly to all applied stimuli, confidence in the CUT 
increases. However, it cannot be concluded that the circuit is fault-free. It can be 
only concluded that the CUT does not contain any of the faults for which it was 
tested, but it could contain other faults for which an effective test was not applied. 
Therefore, the goal of test generation is to find an efficient set of test vectors that 
detects all faults considered for that circuit. Because a given set of test vectors is 
usually capable of detecting many faults in a circuit, fault simulation is typically 
used to evaluate the fault coverage obtained by that set of test vectors. As a result, 
fault models are needed for fault simulation as well as for test generation [8]. 

2.3 Logical fault models 

The diversity of possible physical defects inside VLSI device makes generation 
of test patterns extremely difficult. Modeling physical defects as logical faults, 
which represent the effect of physical defects on the behavior of the modeled 
system, helps to facilitate the problem of fault analysis, since it becomes a logical 
rather a physical problem. Thus, the complexity of the problem is reduced 
considerably since many different physical defects may be modeled by a single 
logical fault. 

Fault models are necessary mainly for generating and evaluating a set of test 
vectors. Typically, a good fault model should satisfy two criteria: (1) it should 
accurately reflect the behavior of defects, and (2) it should be computationally 
efficient in terms of fault simulation and test pattern generation. Many fault models 
have been proposed [8]: stuck-at fault, switch-level fault (transistor stuck-open or 
stuck-short), delay fault (gate-delay, transition, path-delay), parametric fault, 
bridging fault (wired-AND/wired-OR, dominant, dominant-AND/dominant-OR), 
crosstalk effects defining fault models, etc. Unfortunately, no single fault model 
accurately reflects the behavior of all possible defects that can occur. As a result, a 
combination of different fault models is often used in the generation and evaluation 
of test vectors and testing approaches developed for VLSI devices.  

Further, more detailed overview of stuck-at fault model is presented, since it has 
been widely employed in the experimental part of the thesis for fault injection, fault 
simulation and fault diagnosis with the goal to prove efficiency of the proposed 
fault diagnosis methods. 
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2.3.1 Stuck-at fault model 

The single stuck-at fault (SSF) is a logical fault model that is also referred to as 
the classical fault model because it has been the first and the most widely studied 
and used [11]. A stuck-at fault affects the state of logic signals on lines in a logic 
circuit, including primary inputs (PIs), primary outputs (POs), internal gate inputs 
and outputs, fanout stems (sources), and fanout branches. A stuck-at fault 
transforms the correct value on the faulty signal line to appear to be stuck at a 
constant logic value, either logic 0 or logic 1, referred to as stuck-at-0 (SA0) or 
stuck-at-1 (SA1), respectively [8]. Although stuck-at fault model validity is not 
universal, it has following useful attributes [11]: 

• represents many different physical faults [12] 

• technology-independent since it can be applied to any structural model 

• experience has shown that tests that target SSFs detect also many          
non-classical faults 

• the number of SSFs in a circuit is quite small compared to other fault 
models; moreover, the number of faults can be reduced by fault collapsing 
techniques and, therefore, simulation of SSFs is computationally very 
efficient 

• SSFs can be used to model other types of faults 

In case of single-fault assumption, the number of possible faults is equal to 2n, 
where n – number of signal lines in the CUT. In reality, several lines can be 
simultaneously stuck-at that result in multiple-fault assumption. Thus, 3n − 1 
various combinations of multiple stuck-at faults may occur in a CUT, where each 
line n can have one of three possible states: SA0, SA1 or fault-free. Of these 
possibilities is excluded a combination where all lines are fault-free, which 
corresponds to completely fault-free circuit.  

When considering multiple stuck-at faults, even relatively small number of 
signal lines n in a CUT leads to problem of “combinatorial explosion”, i.e. the 
number of problems to be solved explodes. Therefore, the attempt to test for every 
multiple stuck-at fault combination is clearly impractical and it has led to adoption 
of the single-fault assumption. When creating a test, it is assumed that a single fault 
exists. Most frequently, it is assumed that an input or output of a gate is SA1 or 
SA0. Many years of experience with stuck-at fault model by many digital 
electronics companies has demonstrated that it is effective [9]. A good stuck-at test 
which detects all or nearly all single stuck-at faults in a circuit will also detect all or 
nearly all multiple stuck-at faults and short faults. There are technology dependent 
faults for which the stuck-at fault model must be modified or augmented. 

The single stuck-at fault model can also be applied to sequential circuits. 
However, high fault coverage test generation for sequential circuits is much more 
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difficult than for combinational ones, since for most faults in a sequential logic 
circuit is needed to generate sequences of test vectors. Therefore, DFT techniques 
are frequently used to ease test generation for sequential circuit [8]. Although it is 
physically possible for a line to be SA0 or SA1, many other defects within a circuit 
can also be detected with test vectors developed to detect stuck-at faults. The idea 
of N-detect single stuck-at fault test vectors was proposed to detect more defects 
not covered by the stuck-at fault model [13]. In N-detect set of test vectors, each 
single stuck-at fault is detected by at least N different test vectors. However, test 
vectors generated using the stuck-at fault model do not necessarily guarantee the 
detection of all possible defects, so other fault models are needed. 

Under the single-fault assumption, two or more faults may result in identical 
faulty behavior for all possible input patterns. These faults are called equivalent 
faults and can be represented by any single fault from the set of equivalent faults 
[8]. The reduction of the entire set of single faults by removing equivalent faults is 
referred to as fault collapsing. Stuck-at fault collapsing typically reduces the total 
number of faults by 50 to 60% [14]. Fault collapsing for stuck-at faults is based on 
the fact that a SA0 at the input of an AND (NAND) gate is equivalent to the SA0 
(SA1) at the output of the gate. Similarly, a SA1 at the input to an OR (NOR) gate 
is equivalent to the SA1 (SA0) at the output of the gate. For an inverter, a SA0 
(SA1) at the input is equivalent to the SA1 (SA0) at the output of the inverter. 
Furthermore, a stuck-at fault at the source (output of the driving gate) of a fanout-
free net is equivalent to the same stuck-at fault at the destination (gate input being 
driven). Thus, fault collapsing helps to reduce both test generation and fault 
simulation times. 

2.4 Design for testability 

During the early stages of IC production history design and test were performed 
by separate and unrelated groups of engineers since they were considered as 
separate tasks [8]. A design engineer implemented the required functionality based 
on design specifications without imaging how the manufactured chip had to be 
tested. Once the functionality was implemented, the design information was 
transferred to test engineers. A test engineer determined the efficient way of testing 
each manufactured device within a reasonable time, in order to screen out devices 
containing manufacturing defects and ship all defect-free devices to customers. The 
final quality of the test was determined by the number of defective devices shipped 
to the customers, based on customer returns, and was measured in terms of 
defective parts per million (PPM) shipped.  

This approach worked well for small-scale integrated circuits that mainly 
consisted of combinational logic or simple finite-state machines. However, it 
became infeasible when complexity of designs had moved to very-large-scale 
integration (VLSI). During the 1980s testing of these VLSI devices was primarily 
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relied on fault simulation to measure the fault coverage of the supplied functional 
patterns. The goal of functional patterns was to navigate through the long 
sequential depths of a design accessing all internal states and detecting all possible 
manufacturing defects. A fault simulation tool was employed to evaluate the 
effectiveness of the functional patterns in terms of quantity. If the available 
functional patterns did not achieve the target fault coverage, additional patterns 
were generated and applied. However, this approach usually did not achieve the 
circuit’s fault coverage beyond 80%, and the quality of the shipped products 
continued to suffer [8].  

It became gradually clear that designing devices without paying much attention 
to test resulted in increased test cost and decreased test quality. Some designs that 
were best in class, concerning their functionality and performance, failed 
commercially due to extremely high test cost or poor product quality [8]. Thus, the 
cost of testing a system has become a major component in the cost of designing, 
manufacturing, and maintaining a system. The cost of testing reflects many factors 
[11] such as the cost of test pattern generation, the cost of fault simulation and 
generation of fault location information, the cost of test equipment and the cost of 
test application time. Because these costs can be high and may even exceed design 
costs, it is important that they are kept within reasonable bounds. Test cost limits 
have led to the development and deployment of DFT engineering in the industry. 
DFT techniques are usually divided into three categories [8]: (1) ad hoc DFT 
techniques, (2) level-sensitive scan design (LSSD) or scan design, or (3) built-in 
self-test (BIST). 

The first DFT techniques introduced in the 1970s were ad hoc methods that 
targeted only those parts of the circuit that would be difficult to test and added 
extra circuitry to improve the controllability or observability [11]. Controllability 
means the ability to establish a specific signal value at each node (line) in a circuit 
by setting values on the primary inputs of a circuit. Observability means the ability 
to determine the signal value at any node (line) in a circuit by controlling the inputs 
and observing the outputs of a circuit. Ad hoc techniques typically employed test 
point insertion to access internal nodes directly. Substantially, ad hoc methods 
have managed to improve the testability of a design and to simplify sequential 
automatic test pattern generation. However, it was still a challenge to obtain more 
than 90% fault coverage for large designs [8]. The reason was that deriving 
functional patterns by hand or generating test patterns for a sequential circuit is a 
much more difficult problem compared to test patterns generation for a 
combinational circuit [15] [14] [16]. 

The next and the most important DFT technique proposed was level-sensitive 
scan design, also referred to as scan design [17]. In a flip-flop-based scan design, 
testability is improved by adding extra logic to each flip-flop in the circuit to form 
a shift register, or scan chain. During the scan mode, the scan chain is used to shift 
in (or scan in) a test vector to be applied to the combinational logic. During one 
clock cycle in the system mode of operation, the test vector is applied to the 
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combinational logic and the output responses are captured into the flip-flops. Then 
the circuit is switched back to scan mode, so as to shift out (or scan out) the 
combinational logic output response while shifting in the next test vector to be 
applied [8]. As the result, scan based design technique reduces the problem of 
testing sequential logic to the problem of testing combinational logic.  

Built-in self-test (BIST) was introduced around 1980 [18] [19] to integrate a test 
pattern generator (TPG) and an output response analyzer (ORA) in the VLSI 
device to perform testing internal to the IC. Since the tester functions reside with 
the CUT, BIST can be applied at all levels of testing, from wafer through system-
level testing. 

2.5 Logic built-in self-test 

Recent advances in semiconductor manufacturing technology have produced 
various testing challenges in the production and usage of VLSI circuits during 
wafer probe, wafer sort, pre-ship screening, incoming test of chips and boards, test 
of assembled boards, system test, periodic maintenance, repair test, etc. Traditional 
test techniques that employ ATPG software have become quite expensive and can 
no longer achieve optimal fault coverage for deep nanometer designs from the chip 
level to the board and system levels [8].  

One way to overcome these testing problems is to incorporate built-in self-test 
(BIST) features into a digital circuit at the design stage [20] [11] [14] [21] [19] 
[22]. Logic BIST is a design for testability (DFT) technique, in which circuits that 
generate test patterns and analyze the output responses of the functional circuitry 
are embedded in the chip or elsewhere on the same board where the chip resides. 
Logic BIST is crucial for many applications, especially concerning life-critical and 
mission-critical ones. These applications commonly found in the automotive, 
aerospace/defense, telecommunications, banking, computer, healthcare and  
networking industries require on-chip, on-board, or in-system self-test to improve 
the reliability of the entire system, as well as the ability to perform remote 
diagnosis [8]. 

BIST techniques can be classified into two categories [11], namely, on-line 
BIST, which includes concurrent and non-concurrent techniques, and off-line 
BIST, which includes functional and structural approaches. 

In on-line BIST, testing is carried out during normal operational mode; i.e. the 
circuit under test (CUT) is not placed into a test mode where normal functional 
operation is locked out. Concurrent on-line BIST is performed simultaneously with 
normal functional operation of the CUT and is usually accomplished using coding 
techniques or duplication and comparison. When an intermittent or transient error 
is detected, the system will correct the error on the spot, rollback to its previously 
stored system states, and repeat the operation, or generate an interrupt signal for 
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repeated failures [8]. In non-concurrent on-line BIST, testing is carried out while a 
system is in an idle state. This is often completed by executing diagnostic software 
routines (macrocode) or diagnostic firmware routines (microcode) [11]. The 
process of testing can be interrupted at any time so that normal operation can 
resume. 

Off-line BIST tests the functional circuitry in not operational mode. This 
approach does not detect any real-time errors but is widely used in the industry to 
perform functional testing at the system, board, or chip level so as to ensure 
product quality. 

Functional off-line BIST tests the functionality of the circuitry based on a 
functional specification and usually employs functional or high-level fault model. 
Typically, such a test is performed using diagnostic software or firmware.  

Structural off-line BIST tests the structure of the CUT. An explicit structural 
fault model may be used. Fault coverage is based on detecting structural faults.  

2.5.1 General architecture of BIST  

Basic components of a typical logic BIST scheme [11] using the structural    
off-line BIST technique are illustrated in Figure 2.1.  

 

 

A test pattern generator (TPG) feeding a large number of scan chains is usually 
built using a linear feedback shift register (LFSR). Similarly, an output response 
analyzer (ORA), which generates final signatures, is also built using a LFSR. A 
BIST control unit controls testing. It initializes the TPG and the ORA, counts 
generated patterns and sets up end of testing signal. When the TPG is initialized it 
generates sequences of bits (test patterns) that are shifted into inputs of the CUT. 

Figure 2.1 Basic BIST scheme 
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Then the output response of the CUT is shifted out of the scan chains and captured 
by the ORA. The ORA generates the signature that includes compressed output 
responses of the CUT during the BIST session. When output responses for all test 
patterns are got the final signature is compared against a fault-free signature to 
ascertain pass/fail for the CUT. More detailed review of methods for generating 
test patterns and signatures using LFSR are considered in the next section. An 
understanding of the TPG and the ORA concepts is essential, since because of 
using LFSR techniques the BIST has its benefits as well as drawbacks. 

There are a number of advantages of using the structural off-line BIST 
technique rather than conventional scan [8]:  

• BIST can effectively detect defects on the board or system and provide 
diagnostic information as required; it can run a test at any time and does 
not need an external tester to be present.  

• Capability to perform at-speed testing, which is inherent in BIST and can 
be used to detect many delay faults. Applying BIST, the origin of errors 
can be easily traced back to the chip; some defects are detected without 
being modeled by software.  

• Low-cost test solution since test application time, tester memory 
requirements and tester investment costs are reduced, because most of the 
tester functions reside on-chip itself.  

However, there are also disadvantages associated with this approach since the 
CUT must comply with additional stringent BIST-specific design rules [11]. 

2.5.2  Linear Feedback Shift Register 

A linear feedback shift register (LFSR) is a shift register whose input bit is a 
linear function of its previous state. There are two ways to implement LFSRs [11]: 
external feedback (Figure 2.2) and internal feedback (Figure 2.3). 
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Figure 2.2 Type 1 (external-XOR) LFSR 
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The cells in Figure 2.2 and Figure 2.3 are clocked D flip-flop triggers, where Sn 
is a current state of an n trigger (can be ‘0’ or ‘1’). Moreover, rn is a binary 
constant, and rn = 1 implies that a connection exists, while rn = 0 implies that no 
connection exists. When rn = 0 the corresponding XOR (Exclusive OR) gate can be 
replaced by a direct connection from its input to its output. In order to better 
understand how to compute the output and the states of flip-flops, necessary 
formulas are presented below: 

External feedback:      Internal feedback:  
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where S – a current state of a register (‘0’ or ‘1’); S′ – the next state of a register;    
i – input (note: usually input is omitted, i.e. ‘0’); o – output; ⊕ – XOR. 

Analyzing these formulas is not difficult to come to a conclusion that all outputs 
and states of flip-flops of LFSR are determined by feedback coefficients (the 
values of r) and the initial state that is called the seed of flip-flops. The polynomial 
of feedback coefficients is also known as the characteristic polynomial (Px) of the 
LFSR and is presented below: 

n
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where n – the degree of the characteristic polynomial which equals to a number of 
bits in a n-bit LFSR pattern. If the input of a LFSR is omitted (i = 0) then an all 
zeroes state is invalid for the LFSR as the state would never change if all bits are 
‘0’. Therefore the maximum number of unique patterns that an n-bit LFSR can 
generate equals to 2n − 1. The characteristic polynomials of an n-bit LFSR which 
results in the generation of maximum possible unique patterns 2n − 1 are known as 
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Figure 2.3 Type 2 (internal-XOR) LFSR 
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primitive polynomials. The primitive polynomials are valid for both types of 
LFSRs. The reciprocal polynomial P*(x) of a primitive polynomial is also 
primitive. P*(x) is defined by the following equation: 
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2.5.3 LFSRs used as pseudorandom test pattern generators 

Sequences generated by LFSRs that apply primitive polynomials are called 
pseudorandom sequences [11], since they have many identical properties of 
random sequences. However, they are pseudorandom, not random, since they are 
periodic and deterministic. Some of these properties are listed below, where the 
sequence of maximum length 2n − 1 produced by n-bit LFSR using a primitive 
polynomial is referred to as an n-sequence: 

• in n-sequence the number of 1s differs from the number of 0s by one 

• n-sequence produces an equal number of runs of 1s and 0s 

• in every n-sequence, one half the runs have length 1, one fourth have 
length 2, one eight have length 3, etc., until the fractions are integral 
number of runs 

These properties of randomness make feasible the use of LFSRs as test 
sequence generators. Although, LFSRs represent the simplest and most commonly 
used pseudorandom TPG hardware, the efficiency of LFSR is far from optimum in 
terms of fault coverage and testing runtimes [23]. LFSR based test is usually up to 
several orders of magnitude longer than the test generated externally by a model-
based ATPG. In general, pseudo-random pattern generator (PRPG) fault coverage 
has such properties like fast initial growth and too long time to complete. This is 
mostly caused by existence of random-pattern resistant faults, i.e. hard-to-test 
faults (HTTF), which can be tested only by a small number of test patterns. For 
example, consider a 5-input AND gate. So as to test inputs for SA0 a single pattern 
exists. The probability of generating the test pattern that contains all 1s will be 
equal to 1 / 25 = 1 / 32 = 0.03125 since standard LFSR produces 1 or 0 on each 
output line with equal probabilities that is 1/2. Thus, there is a need to generate test 
patterns that have different distributions of 0s and 1s. As the result, there are many 
approaches proposed that target improvement of PRPG efficiency. 

A lot of research was devoted to study of alternative PRPG types that have 
better fulfilling criteria of randomness compared to LFSR. These are, for example, 
Cellular Automata [24] and GLFSR [25]. However, the randomness has been only 
empirically proven to improve the quality of testing. On the contrary, larger 
designs, especially those that contain HTTF, need special treatment. As the result, 
methods based on the idea of generating weighted pseudorandom patterns that 
target HTTF were proposed [26]. The essence of this technique consists in adding 
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extra circuitry to PRPG outputs in such a way that the probability of generating 0s 
and 1s would be misbalanced on selected outputs to achieve fault coverage 
improvement.  

The efficiency could be even more considerable when combining directly PRPG 
and ATPG patterns together, which is done, for instance, in bit-flipping BIST 
approach. Similarly to the previous technique, it uses a special circuitry that 
modifies specified bits of selected PRPG patterns in such a way that these patterns 
become equivalent to ATPG patterns that target HTTFs [27]. Another approach, 
called reseeding, allows generating several PRPG sequences where each one is 
optimized to detect a certain number of HTTFs [28] [29]. The final test session 
then consists of several subsequences, where each one starts with a special 
preselected seed loaded from memory. Some approaches replace also the LFSR 
polynomial as well as the seed [28].  

The simplest way of mixed-mode BIST is represented by Hybrid BIST 
technique [30] where the whole test sequence is split into two parts – PRPG and 
ATPG. First, PRPG is set to run for a limited time, and then ATPG patterns are 
loaded from memory with the goal to cover remaining HTTFs. Hence, the less 
memory resources can be allocated, the longer sequence of pseudorandom patterns 
must be generated. From the hardware requirements aspect, it is low-cost solution 
since the patterns sources must be switched over only once. However, when 
memory resources are strictly limited, this method becomes impractical. 

2.5.4 LFSRs used as signature analyzers 

The advantage of using LFSR for signature analysis is based on the theory of 
polynomial division, where the “remainder” left in the register after completion of 
the test process corresponds to the final signature [11]. 

Consider the internal-XOR LFSR shown in Figure 2.4a, where the input 
sequence is represented by the polynomial G(x) and the output sequence by Q(x). 
The highest degree of the polynomials G(x) and Q(x) correspond, respectively, to 
the first input bit to enter the LFSR and the first output bit produced after n clock 
cycles, where n denotes the degree of the LFSR. If the seed of the LFSR contains 
all 0s, then the final state of the LFSR can be presented by the polynomial R(x). 
Thus, all above-mentioned polynomials are related by the following equation: 
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where P*(x) is the reciprocal characteristic polynomial of the LFSR. The P*(x) is 
used because the input sequence corresponds to the first bit of the input stream 
rather than the last bit. Hence, LFSR performs polynomial division on the input 
stream by the characteristic polynomial, producing an output stream that 
corresponds to a quotient Q(x) and a remainder R(x).  



 

  

43

Figure 2.4 Polynomial division 

Figure 2.4 illustrates polynomial division, where a single-input signature 
analyzer (Figure 2.4a) has the reciprocal polynomial P*(x) = 1 + x + x3 and the 
input sequence is 1110001 (the data are entered in the order shown). The input 
sequence and its corresponding polynomial are shown in Figure 2.4b. In         
Figure 2.4c a simulation of the polynomial division of the input by the LFSR is 
illustrated. The first three bits of the output response are ignored since they are 
independent of the input sequence. It is seen that R(x) = 1 + x2 and Q(x) = x2 + x3. 

 

To check correctness of the result corresponding calculations must be performed:                  
P*(x) × Q(x) = (x3 + x + 1) × (x3 + x2) = x6+x5+x4+x3+x3+x2 = x6+x5+x4+x2 and 
P*(x) × Q(x) + R(x) = (x6+x5+x4+x2) + (1+ x2) =  x6 + x5 + x4 + 1 = G(x). 

Signature analysis is the most popular method employed for test data 
compression because it compresses the data significantly and at the same time 
produces a small degree of masking [11]. If initial data is m bits and degree of a 
LFSR is n bits then compression coefficient is m/n; so if m >> n, then the 
compression is very efficient. At the same time, the number of data streams that 
produce a specific signature is 2m / 2n = 2m−n . For a particular fault-free response, 
there are potential 2m−n − 1 erroneous data streams that could produce the same 

Q(x)   Input sequence: 1110001(7 bits) 

   G(x) = x6 + x5 + x4 + 1 
 

G(x) 
S3 

(a) (b) 

S2 S1 

Time      Input stream    Register contents   Output stream 
                          S1 S2 S3  
0     1000111                0  0  0              Initial state 
1       100011        1  0  0 
2              10001                1  1  0 
3                1000                1  1  1 
4                  100                1  0  1                1 
5   10                1  0  0       1 1 
6                      1                 0  1  0       0 1 1 
               Remainder          1  0  1        0 0 1 1    Quotient 
                 

                  R(x) = 1 + x2       Q(x) = x2 + x3  

(c) 
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signature. Since there are 2m − 1 possible erroneous response streams, the masking 
error streams probability is the following: ܲ ൌ  2ି െ 12 െ 1 ؆  2ି 

where approximation is valid for m >> n .Thus, the probability of no masking is        
1 − 2−n , and a 16-bit signature analyzer may detect (1 − 2−16)×100 = 99.9984% of 
the erroneous responses. 

On the other hand, the final signature generated at the end of BIST cannot 
reveal failing patterns since it contains only sum of remainders of the CUT 
responses to a sequence of test patterns. In order to identify a failing pattern it is 
necessary to find two equal sequences of test patterns, one of which has one extra 
test pattern at the end of sequence. Additionally, the first sequence must pass a test 
and the second one must fail. Then, it can be concluded that the last pattern from 
the second sequence is the failing one. This approach requires a lot of tests to be 
run that increase diagnostic procedure application time significantly. Hence, the 
optimal search algorithm should be employed. 

2.6 Logic diagnosis 

Logic diagnosis is the process of narrowing down the possible locations of the 
defect if a logic circuit fails a test. When the candidate locations can be reduced 
down to possibly only a few, subsequent physical defect analysis becomes more 
facilitated when the search for the root causes of failure is performed. For 
integrated circuit (IC) products, logic diagnosis is crucial since it can ramp up the 
manufacturing yield and in some cases can reduce the product debug time as well. 
Typically, a successful IC product goes through two manufacturing stages [8]: (1) 
prototype stage and (2) high-volume manufacturing stage.  

In the prototype stage, a small number of samples are produced to validate the 
functionality of a design on the tester and on prototype boards. During this stage, 
the prototype samples could fail badly due to design bugs or unstable 
manufacturing processes. Some of the reasons are outlined below [8]:  

• Misunderstandings about the functionality. Since a complex product is 
generally defined or built by multiple engineers, there can be ambiguities, 
inconsistencies, and contradictions in the specifications. This can result 
that the actual gate-level netlist or hardware-description language (HDL) 
model may not conform to the desired specification under certain scenarios 
or the specification may simply have been misinterpreted.  

• Circuit marginality and timing failure issues. Fabricated silicon may not 
operate properly at certain supply voltages and temperatures, or may not 
execute as fast as expected based on timing simulations.  
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• Inappropriate layout design. For today’s nanometer technologies, the 
actual geometries of the devices and interconnecting wires fabricated on 
silicon deviate from the drawn layout due to light diffraction effects in the 
lithography process, since the light used has a much longer wavelength 
than the geometries that have to be printed. 

After a design has passed the prototype stage, design bugs and circuit 
marginality issues are mostly resolved and the product can ramp up to high-volume 
production. At the early stage of manufacturing the yield could be low or 
fluctuating. Therefore yield improvement is essential and it can be accomplished 
by tuning the fabrication process. At this stage, the chip failures are mainly due to 
manufacturing imperfections. Some of these failures are permanent and therefore 
catastrophic, and some are parametric due to process variations. 

The problem of diagnosis consists in locating physical fault(s) using a structural 
model of a failing chip. The chip fails if its observed behavior differs from the 
expected behavior of a fault-free model (which is a gate-level circuit or a transistor 
schematic). The fault-free model is referred to as the circuit under diagnosis 
(CUD). Further, some essential definitions applied in fault diagnosis are presented 
[11]. Diagnostic resolution refers to the degree of accuracy to which faults can be 
located, i.e. it refers to the number of faults that are listed as fault location 
candidates as a result of diagnosis. If the list of candidate faults contains only 
functionally equivalent faults, then no external testing experiment can distinguish 
among these faults. The partition of all the possible faults into distinct sets of 
functionally equivalent faults defines the maximal fault resolution which 
characterizes an inherent diagnosability of the system. The faults resolution of a 
test sequence reflects its capability to distinguish among faults and is bounded by 
the maximal fault resolution. A test (sequence) that achieves the maximal fault 
resolution is said to be a complete fault location test. A test vector (pattern) is 
referred to as a failing test vector if it creates a mismatch at any output of CUD and 
a failing chip.  

In logic diagnosis, the failing chip is like a black box that cannot be analyzed. 
The best can be done is to reason upon the CUD. Further, it is assumed that the 
CUD has been implemented with full-scan and its functionality is represented as a 
combinational gate-level circuit.  In combinational logic diagnosis is assumed that 
the faults to be identified are located within the combinational logic. Hence, the 
flip-flops and the scan chains are assumed to be fault free. Thus, fault diagnosis can 
be approached in two different ways: cause-effect analysis and effect-cause 
analysis [11]. 

2.6.1 Cause-effect analysis 

The cause-effect technique begins by mapping the causes of failure to a specific 
fault type, e.g. stuck-at fault (SAF) model. By intensive fault simulation fault 
tables or fault dictionaries are built. Once the fault dictionary is available, the 
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CUD 
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effect (or syndrome) of the failing chip is analyzed using dictionary look-up. If this 
look-up process is successful, the dictionary indicates the corresponding fault(s) in 
the CUD. Thus, cause-effect fault diagnosis is based on fault dictionaries and can 
be characterized as an analysis that starts with possible causes (faults) and 
determines their corresponding effects (responses). 

 

 

 

 

 

 

 

 

 

 

 

 

Consider a CUD that has three inputs { x1 , x2 , x3} and one output y, as shown in 
Figure 2.5a. Assume that four test vectors are generated in advance {t1, t2, t3, t4}. 
Based on the single stuck-at fault assumption, the fault universe will be                
{f1, f2, f3, f4, f5} after equivalent fault collapsing. Figure 2.5b shows the full 
response table of output signal y obtained by complete fault simulation of the fault-
free circuit and the five faulty circuits. Each row corresponds to either fault-free or 
faulty circuit, whereas each column depicts the responses to the corresponding test 
vector. From the simulation results is concluded that the test set has 100% fault 
coverage. Further, a simple fault dictionary will be build, to assist the cause-effect 
diagnosis process.  

A possible fault dictionary is shown in Figure 2.5c (this type of dictionary is 
called a diagnostic tree), which aids to refine the fault candidates iteratively [8]. 
The initial candidate set contains all faults. After examining the response of the 
failing chip to the first test vector t1, the candidate set can be narrowed down to 
either {f1,  f2,  f4}  or { f3,  f5} candidate sets. The refinement continues until the 
cardinality of each candidate set has been reduced to 1 or the responses of all test 
vectors have been examined. The overall diagnosis process consists in passing the 
path from the root of this tree to one of its leaf nodes that represent the final fault 
candidates. For example, if the response of a failing chip at output signal y under 

Circuits 
Input test patterns 

(x1, x2, x3) 
t1 t2 t3 t4 

Fault-free 0 1 0 0 
f1 1 1 0 1 
f2 1 0 1 0 
f3 0 0 0 1 
f4 1 0 1 1 
f5 0 1 1 0 

Figure 2.5 Example of cause-effect diagnosis 
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the four test vectors {t1, t2, t3, t4} is {1, 0, 1, 1}, by traversing the diagnosis tree can 
be immediately deduced that the only fault f4 could be the cause of the failing 
circuit.  

It may take a lot of time and memory to construct the fault dictionary. However, 
once the dictionary is built, fault analysis is usually fast. Because the fault 
dictionary is built only once and in the pre-diagnosis phase, the overall diagnosis 
process is computationally efficient. However, in practice this approach could be 
limited by a number of problems.  

One problem is the large computational effort involved in building fault 
dictionaries for large circuits tested with long test sequences. To reduce 
computational effort, in fault simulation is employed fault dropping, i.e. the 
detected faults are dropped from the set of simulated faults (typically on first 
detection). Hence, all the faults detected for the first time by the same vector at the 
same output will produce the same signature and will be included in the same 
equivalence class. Thus, early fault dropping usually results in lower diagnostic 
resolution. Therefore, a trade-off between computation time and diagnostic 
resolution can be achieved by dropping faults after n > 1 detections. Moreover, 
initially a fault dictionary records every output response of each modeled fault at 
each clock cycle. Without proper compaction, the size of a fault dictionary is 
proportional to the product of three factors F·T·O, where F is the number of 
modeled faults, T is the number of test vectors, and O is the number of outputs, 
which can lead to extremely large storage requirement, so-called dictionary size 
problem [8]. The entire dictionary also has to be regenerated even if a small logic 
change is made. To reduce the amount of data used for fault location, a modern 
fault dictionary does not store the entire response caused by the fault, but only a 
signature usually consisting of list of errors contained in response. Moreover, with 
proper compression techniques, this problem can be relieved to some extent [31] 
[32] [33]. However, the excessive storage requirement and the inability to scale to 
ever-larger circuits still pose a serious limitation to fault dictionary based approach.  

Another problem is that a fault dictionary is constructed only for a specific fault 
universe. If the CUD truly contains only modeled faults, then the diagnostic result 
is highly accurate. A fault that is not equivalent under the applied test sequence to 
any of the simulated faults cannot be located via the fault dictionary, because its 
corresponding response does not match any response computed by fault simulation. 
Moreover, realistic defects may not behave as modeled faults and can easily lead to 
misleading results. 

2.6.2 Effect-cause analysis 

Unlike the fault-dictionary-based paradigm, effect-cause analysis directly 
examines the responses (effects) of the failing chip to derive the fault candidates 
(causes) through Boolean reasoning on the CUD [8].  
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Structural pruning techniques are often used as the first-step process in effect-
cause analysis that can narrow down the potential fault candidate area in the CUD 
[8]. Firstly, the approach identifies mismatched outputs in the CUD for given 
sequence of test vectors. The primary output in the CUD is called a mismatched 
output whereas the corresponding primary output in the failing chip is called a 
failing output, if there exists a test vector t which when applied to both the CUD 
and the failing chip produces different binary values at corresponding outputs. 
Secondly, the fanin cones of mismatched outputs are estimated that define the fault 
candidate area in the CUD. The fanin cone of an output in the CUD refers to the 
collection of the logic gates that can reach this output structurally.  

Depending on the number of faults in the failing chip, there can be employed 
cone intersection or cone union to prune out those logic gates that could not 
possibly produce the faulty behavior [34], as illustrated in Figure 2.6. If there is 
only one fault, then the intersection of the fanin cones of the mismatched outputs is 
taken and the resulting area of gates is the fault candidate area (Figure 2.6a). On 
the other hand, if there is more than one fault in the failing chip, then cone union 
should be accomplished instead (Figure 2.6b). The reason is that every gate in the 
fanin cone of any mismatched output could now be responsible for the observed 
error partially, if not completely. The pruning capability of cone intersection is 
much more effective than that of cone union. However, the number of faults, that 
force the chip to fail, is unknown in advance before the diagnosis process. So, cone 
union is a conservative and safer technique, whereas cone intersection could lead 
to an empty fault candidate area if there are multiple faults. 

 

 
Figure 2.6 Structural pruning techniques 
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When structural pruning is completed and fault candidate area determined, a 
more accurate procedure to pinpoint the fault locations is applied. Backtrace is one 
such procedure which corresponds to functional pruning technique. Functional 
pruning disqualifies candidates from the fault candidate area by examining the 
signal values inside the CUD with simulation [8]. Backtrace is similar to critical 
path tracing, which was originally proposed by [35] for fast fault simulation and 
then subsequently applied to logic diagnosis [36]. The backtrace algorithm iterates 
through each failing test vector performing, first, a fault-free simulation on the 
CUD and then checking the mismatched outputs one at a time. From each 
mismatched output, it traces the CUD backward to identify the signals that can 
cause the output mismatch. 

Figure 2.7 demonstrates the backtrace algorithm on a simple circuit. Here is 
made no distinction between a logic gate and its output signal. The figure shows a 
trace starting from mismatched output signal e where the fault candidate area is 
marked by bold lines. At the end of the backtrace algorithm there will be one fault 
candidate set for each mismatched output under a specific failing test vector. There 
will be an issue in combining these fault candidate sets into a final set. In case of a 
single fault assumption, the intersection of all of these fault candidate sets will 
indicate the final fault candidate set. If the final set occurs to be empty, then 
multiple faults should be implied to present in the failing chip. 

 

 

The backtrace algorithm is generally efficient, but in some cases it may not be 
accurate enough. To address this issue, [37] pioneered an alternative method, 
referred to as the inject-and-evaluate paradigm. Computationally, it performs a 
sequence of fault injections and evaluations to diagnose a failing circuit. 

Figure 2.7 The backtrace algorithm demonstration 
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2.7 State-of-the-art 

2.7.1 BIST environment challenges for fault diagnosis  

As process technologies shrink and designs become more complex, built-in self-
test (BIST) is gaining increasing acceptance as an industry-wide test solution [14], 
because it provides a low-cost solution to both test generation and test application 
[38], offers the promise of low hardware overhead with the clear advantage of     
at-speed testing (delay testing) [39], enables testing at the operation frequency of 
circuits under test (CUT) and reduces test application time in comparison with 
automatic test equipment (ATE). 

Despite such benefits, the BIST approach has not been adopted as the primary 
test methodology, because of weak diagnostic capabilities [38]. A problem with it 
is that the signature provided by output response analyzer (ORA) at the end of the 
test session does not contain enough diagnostic information, either to identify 
failing vectors or to precisely identify error-capturing scan cells. The pass/fail 
information obtained from ORA is usually insufficient to diagnose the failure via 
effect-cause analysis [40]. Thus debug in BIST environment is complicated.  

To ensure its overall success, a BIST environment must be able to provide 
similar diagnostic capability as a conventional scan-based external testing 
environment. Any new method proposed to eliminate this drawback of BIST 
technique is faced with following challenges in the diagnosis process to be solved 
[39]:  

• achieving full diagnostic information, i.e. detecting all faulty items 
(whether scan cells, test vectors or logic blocks)  

• minimizing diagnostic time, since this translates to reduction in total 
testing time 

• minimizing hardware overhead, i.e. the amount of hardware needed to 
support built-in self-diagnosis (BISD) 

Early works on BISD have focused on extracting diagnostic information hidden 
in the BIST signature based on identification of fault-detecting test vectors [41] 
[42] [43]. However, if there are faults that are detected by a number of vectors, 
aliasing problems make it impossible to place an accurate diagnosis [42]. 
Therefore, the researchers have attempted to collect more information by repeating 
the same test [doubling, jumping], by adjusting signature analyzer (SA) parameters 
or observation outputs or by increasing signature register size [44] [45] [46] [47]. 
However, the previous attempts based on the analysis of a single signature have 
failed to provide effective methods for current designs [48]. On the other hand, SA 
partitioning based diagnosis schemes [45] [46] [47] [49] have been introduced that 
have proven highly effective for large industrial circuits. 
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Research on identification of fault-embedding scan cells in scan-based BIST 
design has concentrated on increasing the diagnostic information through multiple 
applications of the same test, each time modifying the way that the test responses 
are compacted. Observation of the test responses can be modified by either 
changing the outputs to be observed through partitioning schemes [48] [49], or 
changing the signature compactor [47]. The approaches based on multiple 
repeating of full test sequences lead to long diagnosis procedures, and the control 
circuits needed for repeated partitioning or repeated changing of signature 
analyzers lead to higher area overhead.  

Another approach is to organize the diagnostic procedure as a sequence of 
selected test sequences with the goal to identify failed test patterns. These 
approaches are using cause-effect strategy and are implemented as a classical 
search procedure which can be optimized to reduce the total diagnosis time. The 
drawback of this type of known approaches is the high amount of memory space 
needed to store the pre-computed fault tables.  

As logic BIST is increasingly being adopted to improve test quality and reduce 
test costs for rapidly growing designs, the search for efficient methods for BISD 
that provide the same benefits as BIST is relevant. Although many methods have 
been offered [38] [39] [40] [6], there is still a potential to improve them. Thus the 
problem of looking for efficient fault diagnosis methods remains. 

2.7.2 The strategies for diagnosis 

Diagnostic analysis is based on two main principles: cause-effect or effect-cause 
approaches [8]. Cause-effect analysis [31] is based on pre-computed fault 
dictionaries whereas effect-cause analysis [50] [51] is based on processing the test 
responses of a circuit (effect) in order to locate the fault (cause).  

Cause-effect analysis is also called a fault-dictionary based paradigm or 
combinational diagnosis approach [52]. As designs grow in complexity, dictionary-
based diagnosis becomes infeasible due to prohibitively large dictionary sizes. The 
disadvantage of the cause-effect approach lies also in the need of fault models or 
fault lists, and in the inability to handle multiple faults. 

Effect-cause analysis, while not using expensive fault dictionaries, requires, 
however, significantly higher computational power during diagnosis, compared to 
the cause-effect approach. For every failing circuit, an expensive diagnostic 
simulation of the circuit has to be processed. The test responses have to be 
analyzed by using fault simulation and backtracking to identify the causes            
[50] [53] [54] [55]. Because of sequential character of reasoning this approach is 
called also sequential fault diagnosis. Effect-cause analysis is superior to the fault-
dictionary-based paradigm at least in the following aspects [8]: a) it does not 
assume a fault model and thus is more suitable for handling non-stuck-at-faults; b) 
it can be easily adapted to cases where there are multiple faults in the failing chip. 
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Effect-cause algorithms are simple when the single fault assumption is adopted. In 
this case intersections of input cones of failing outputs are calculated [56], or 
backtrace critical paths from failing outputs are processed [57]. 

Computational and storage requirements for fault dictionaries are high due to 
the large number of faults, outputs and test patterns. Reduction in size is possible 
by storing only subsets of the dictionary, at the expense of reduced diagnostic 
resolution [58] [33]. Also, a combination of the two approaches, cause-effect and 
effect-cause analysis, can have a synergy to overcome the pre-diagnosis and     
post-diagnosis simulation costs.  

2.7.3 Fault models 

Traditional approaches to the cause-effect fault diagnosis lay on the stuck-at-
fault (SAF) model. Due to the advances in manufacturing technologies, more and 
more defects lead to failures that can no longer be modeled by classical stuck-at 
faults. Numerous actual failures exhibit timing or parametric behaviors that are not 
represented by stuck-at faults. Therefore, many researchers have focused on 
developing new fault models for particular types of failure mechanisms like signal 
line bridges [59] [60], transistor stuck-opens [61] [62] or failures due to changes in 
circuit delays [63].  

However, the variety of possible physical defects or error causes in an 
electronic circuit is practically infinite, and therefore all the possible faults are not 
countable. On the other hand, the know-how about realistic physical defects in 
microelectronic circuits is quickly getting obsolete. New semiconductor processes 
introduce new types of defects and fault effects. New failure mechanisms are 
emerging that are not fully understood. This makes defect model based fault 
diagnosis extremely difficult, and the traditional diagnosis methods based on using 
different error or fault models are becoming outdated. To overcome the difficulty 
of counting the physical defects in microelectronic circuits and bugs in designs, 
new fault model free approaches to debug and diagnosis are emerging.  

Consequently, another trend has been to develop general fault modeling 
mechanisms and corresponding test tools that can effectively analyze arbitrary fault 
types like in [64] where D-cubes are used to model any arbitrary change in the 
logic function of a circuit block. A generalization of this approach has been found 
in the input pattern fault model [65] and in the pattern fault model [66] which can 
model any arbitrary change in the logic function of a circuit block, where a block is 
defined to be any combinational subcircuit described at any level of the design 
hierarchy.  

A similar pattern related fault modeling approach called functional fault model 
was proposed earlier in [67] for the module-level fault diagnosis in combinational 
circuits based on solving systems of Boolean differential equations. The functional 
or pattern fault model allows an arbitrary set of signal lines to be grouped into 
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activation conditions for a single fault site, allowing a variety of fault types to be 
modeled. The functional faults can be either static or dynamic [68].  

In [69], a similar model called conditional fault was proposed for test 
generation purposes, and in [70] for diagnosis purposes. A conditional fault allows 
additional signal line objectives to be combined with the detection requirements of 
a particular fault or physical defect.  

The single location at a time (SLAT) technique [71] [72] [73] relaxes the single 
fault assumption, and is a fault model independent approach which uses the SAF 
model only to localize the suspected area of the circuit. The drawback of the SLAT 
paradigm based on the conditional SAF model is the fact that only patterns with 
SLAT property are used, all the other patterns are not taken into account. An 
adaptive diagnosis approach as an extension of the SLAT technique is proposed in 
[74] [75]. It combines a novel effect-cause pattern analysis with high-resolution 
ATPG. 

2.7.4 Fault simulation 

Fault models are used in test generation and fault diagnosis whereas the 
efficiency of both relies heavily on the efficiency of the fault simulation. For some 
of the advanced fault models dedicated fault simulation methods has been 
developed, e.g. symbolic X-fault simulation [76], simulation of resistive bridging 
faults based on resistance intervals [77] etc.  

For most of the proposed fault models it is possible to divide the fault 
simulation into two phases:  

• traditional SAF simulation to determine which nodes in the circuit are 
“active”, i.e. observable via fault propagation to primary outputs at the 
given test pattern 

• dedicated defect analysis according to the selected advanced fault model to 
determine which realistic defects can influence the signals at observable 
(active) nodes  

The final efficiency of the fault simulation is highly depending on the speed of 
the first phase – SAF simulation. 

2.7.5 A hierarchical approach to fault diagnosis 

Rapid advances in the areas of nanoscale electron technology and design 
automation tools enabled engineers to design larger and more complex integrated 
circuits. On the other hand, the increasing integration densities pose severe 
problems with respect to the quality assurance. The quality and reliability of 
microelectronic circuits depend essentially from the efficiency of debug and 
diagnosis of failures in circuits. Traditional approaches to automate the diagnostic 
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processes focus on gate-level designs [78] [79] [80] [74] [57]. However, due to the 
continuous increasing of the gate count in circuits under diagnosis, the gate-level 
methods are becoming less efficient. This phenomenon, on one hand, and the fact 
that the conversion of a register-transfer level (RTL) design into gate level is fully 
automated, on the other, results in the efficiency of gate-level based methods [81]. 
Also, as most errors are designer-introduced [82], the ability of directly pinpoint 
the errors in hardware-description language (HDL) designs can provide the design 
engineer with a better understanding of the nature of the design failure. 

Two main trends can be observed when searching solutions for the problems of 
testing and diagnosis: defect-orientation, and high-level modeling [8]. The trend 
towards high-level modeling helps to cope with the complexity, but moves even 
more away from the real life of physical defects and, hence, from accuracy of 
diagnosis. To handle adequately defects in nanoscale technologies, new fault 
models and defect-oriented diagnosis methods should be used. But, the defect-
orientation is increasing again the complexity. To get out from the deadlock, these 
two opposite trends – high-level modeling and defect-orientation – should be 
combined into hierarchical approaches.  

2.7.6 E-learning in digital fault diagnosis 

The importance of testing and fault diagnosis in technical systems as a teaching 
objective is often underestimated in engineering education. The more complex 
electronic systems are getting the more important it becomes to solve the problems 
of testing and fault diagnosis because of the complexity of these problems and high 
cost of solutions. Today, design and test are no longer separate issues. Entering into 
the system-on-chip and network-on-chip era means that test and diagnostics must 
become an integral part of the electronic system design courses. However, fault 
diagnosis is not only an electronic systems related issue, it has an important 
didactic role for engineering education in general: (1) it is a method to learn how to 
ask right questions, (2) it develops abilities to analyze cause-effect or effect-cause 
relationships, (3) it forces to look for answers to the questions like what is the 
reason of what has happened.  

The electronics world because of its inherent logic complexity could be the best 
objective for learning the concepts of diagnostic reasoning for any technical 
systems in general. It is not only a system design or manufacturing issue, it is a 
problem to be solved every day in the field when a system stops working because 
of a fault. 

A student is not coming to university to be taught, he is coming to learn how the 
professor thinks. Students should not be asked to press simply on buttons in 
laboratories to get results which only confirm what they have heard in classes or 
what they know already. The real targets of education are: creativity, critical 
thinking, and problem solving skills. Therefore, teaching and learning at a 
university should be research oriented.  
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2.7.7 Conclusions 

• Despite the benefits of the BIST approach as test methodology, it has weak 
diagnostic capabilities. Methods are needed which allow to develop 
embedded fault diagnosis methods on the basis of standard BIST solution, 
and which would provide cost-effective, fast diagnosis procedures and high 
diagnostic resolution. 

• Broadly spread fault dictionary based cause-effect diagnosis is a fast and 
efficient approach; however it is not scaling, and cannot be used for 
complex digital systems. High-level or hierarchical methods are needed to 
cope with the growing complexities of fault dictionaries to make the cause-
effect approach scalable. 

• The drawback of effect-cause analysis is significantly higher 
computational power needed for diagnosis, compared to the cause-effect 
approach. A combination of both, cause-effect and effect-cause paradigms 
coupled with hierarchical approaches could be a way to develop cost-
effective and fast diagnosis procedures and high diagnostic resolution. 

• Two main trends in testing and diagnosis – defect-orientation, and high-
level modeling – are conflicting with each other. High-level modeling 
helps to cope with the complexity inherent in physical defect level 
modeling, but provides poor accuracy of diagnosis. To cope with the 
difficulties of handling defects in nanoscale technologies fault model free 
diagnosis should be taken as a new paradigm of fault diagnosis in today's 
digital systems. Two opposite and conflicting trends - high-level modeling 
and defect-orientation - should be combined into hierarchical approaches. 

• The importance of fault diagnosis in technical systems as a teaching 
objective is often underestimated in engineering education. Entering into 
the system-on-chip and network-on-chip era means that test and diagnosis 
must become an integral part of electronic system design courses. There is 
a need for low-cost and simple tools for hands-on training in system 
diagnosis, to support these courses and to foster in students creativity, 
critical thinking, and problem solving skills. 
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Chapter 3  

FAULT DIAGNOSIS IN THE BIST 

ENVIRONMENT 

This chapter presents an optimized fault diagnosing procedure applicable in 
built-in self-test (BIST) environments. Instead of the known approach based on a 
simple bisection of patterns in pseudorandom test sequences, a novel bisection 
procedure is proposed where the diagnostic weight of test patterns is taken into 
account. Another novelty is the sequential nature of the procedure which allows 
pruning the search space. Opposite to the classical approach which targets all 
failing patterns, in the proposed method not all failing patterns are necessarily 
needed to be fixed for diagnosis. This allows to make a trade-off between the speed 
of diagnosis and diagnostic resolution. The proposed method is compared with 
three known fault diagnosis methods: classical Binary Search, Doubling and 
Jumping. Experimental results demonstrate the feasibility and efficiency of the 
approach. 

3.1 Search procedures for diagnosis 

In the following an overview of diagnostic algorithms in the connection of 
using in BIST is given. Consider the BIST environment consisting of 
pseudorandom test pattern generator (TPG) and multiple input signature register 
(MISR) as an output response analyzer (ORA) for circuit under test (CUT) as 
depicted in Figure 2.1. 

Denote by N the length of the pseudorandom test sequence T generated by TPG, 
by F the set of possible faults in the CUT, by F(t) ⊂ F the set of faults detected by 
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the test pattern t ∈ T, and by T(f) ⊆ T the set of test patterns failed because of the 
fault f ∈ F. Denote by a test session (query) the procedure where a part of test 
sequence T is applied with the subsequent comparison of the signature in MISR 
with the expected one. 

The diagnosis problem can be formulated as follows: Given a set F of faults, 
identify the subset of faults F* ⊂ F, where in general case, the number of faults to 
be localized d = |F*|  is unknown, using the minimum number of queries. The 
number of queries is directly proportional to the amount of time needed to diagnose 
the BIST system. 

Below four algorithms are discussed: Binary Search, Digging, Doubling and 
Jumping that attempt to solve the diagnosis problem. 

3.1.1 Binary Search 

The classical Binary Search algorithm is based on bisection of patterns, and a 
large variation of this approach has been published [83] [84] [85] [86]. Consider 
here the case d = 1 where the circuit contains a single fault f*∈ F. The following 
procedure describes how to find all the failing patterns T(f*) ⊆ T within the 
pseudorandom sequence  [1, N] of test vectors T generated by BIST, if after N 
patterns the signature is corrupted [87]: 

Algorithm 3.1: (see Figure 3.1) 

1. Perform BIST for all patterns within [1, N/2] 
2. IF the signature after N/2 patterns is correct:                   

       Find all the failing patterns within [N/2+1, N] 
ELSE          
       Find all the failing patterns within [1, N/2]                
       Load the correct seeds for the pattern N/2+1 into the TPG and MISR 
       Find all the failing patterns within [N/2+1, N]  

 

Figure 3.1 Binary search algorithm description 
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After the set of all failing test patterns T(f*) is determined the set of faults can 
be calculated as follows: 


*)(*)(
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containing the suspected faults which cannot be distinguished from f*. 

3.1.2 Digging 

The Digging algorithm can be considered as an improvement to the Binary 
Search. Digging reduces the number of queries, especially for low values of d 
(number of faults in the CUT) [88] [89]. Observe that if there are two sets of 
suspected faults F1 and F2, with F1 ⊂ F2, then the result of the query F1 renders the 
result of the query on F2 useless. Hence, with Binary Search there is a potential for 
many queries to produce no additional information for the diagnosis process. This 
suggests that once a suspected set of faults F (f*) is found, the searchable fault f* 
should be identified from this particular set F (f*). This process is referred to as 
Digging [89].  

In general case with d > 1, once a fault f* is identified, f* is removed from F*, 
and digging is resumed on the remaining items. Digging requires d × log2n queries.  

3.1.3 Doubling and Jumping 

Given that the value of d is unknown, the Doubling algorithm attempts to 
estimate the value of d.  If d is small then the algorithm finds large fault-free sets; 
otherwise, the algorithm finds small suspected fault sets. To deliver this 
functionality, the algorithm tests disjoint sets sizes 1, 2, 4, …, 2i, where i = 0, 1,…, 

until a suspected fault set is found. At this point, the algorithm has used 2i − 1 test 
patterns with positive results and has identified a fault by using a set of test patterns 
of size 2i, using i + 1 queries. The algorithm then identifies the fault within a 
sequence of 2i test patterns using binary search, which requires i  queries.  

Consequently, in a general case, the algorithm uses 2i + 1 queries and detects 2i 
items (2i − 1 fault free and 1 faulty). This Doubling algorithm is presented in [39] 
[90]. 

An interesting modification to Doubling is Jumping [91]. Here the test sets of 
sizes 1+2, 4+8, ..., 2i + 2i+1 are used until a faulty set is found. Using these “jumps” 
in the ordered test sequence, the algorithm identifies fault-free subsequences with 
i/2 tests instead of i tests. However, a faulty test subsequence is of size 3 × 2i, 
rather than of size 2i as in Doubling; it therefore requires more than one query on a 
subset of size  2i  to reduce the faulty set to either 2i or to size  2i+1  with  2i  fault-
free items. More detailed analysis of Jumping algorithm is presented in [39] [91]. 
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3.1.4 Summary 

In this section four most effective algorithms for finding failing patterns in a 
sequence of test patterns have been discussed. The effectiveness of the presented 
methods mainly depends on the number of failing patterns and their location in the 
sequence of test patterns. Thus in some cases one algorithm is better than other and 
conversely.  

The algorithms of Binary Search, Doubling and Jumping to be used in the BIST 
environment were implemented to make a comparison with the proposed searching 
algorithm described in the next section. Since in the thesis was considered only the 
case d = 1 (assumption of a single fault), the Digging algorithm was not 
implemented. In fact, indirectly the main idea of the Digging algorithm about 
successively concentrating the search on current sets of suspected faults is covered 
by the proposed algorithm. 

3.2 Diagnosis with bisection by fault coverage 

3.2.1 Built-in self-diagnosis environment 

In Figure 3.2 a BIST based architecture is presented which is used to conduct 
the embedded fault diagnosis. The environment consists of pseudorandom TPG, 
ORA for fixing output responses, memory for storing diagnostic data, and BIST 
control unit. 

 

Figure 3.2 BIST for fault diagnosis 
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idea of bisection of faults instead of bisection patterns as used in former methods is 
employed. Selected patterns in the test sequence are serving as diagnostic points 
(DPs). The number of DPs is determined by trade-off between the cost of memory 
and diagnostic resolution. Generally, patterns which detect new faults not yet tested 
by previous patterns are selected as DPs. 

Diagnostic data (DPs) in the memory (see Figure 3.2) consist of: 

• the numbers j of selected test patterns tj  

• signatures s(tj) corresponding to the content of ORA if the test pattern tj 
would be the final pattern of the test session  

• the sets of faults F(tj) detected by the test patterns tj  

For each test pattern tj can be calculated the set of faults F(Tj) detected by the 
test sequence Tj with final pattern tj as: 


jj Tt

jj tFTF
∈
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and the fault coverage FCj reached by the test sequence Tj with final pattern tj as:   

FCj = | F(Tj) | / | F | 

where F is the set of all possible faults detected by the test sequence. 

Besides using static tables of the numbers, the signatures and the sets of faults 
of test patterns, there is also a need to keep in memory a dynamic table of set of 
faults F(T Bj B), a list of suspected faults and numbers of the first and  the last  patterns 
of current test sequence, to be able to run the diagnostic procedure. Moreover, extra 
hardware is needed to perform basic logical operations to support the proposed 
method (necessary logical operations will be discussed further).   

3.2.2 Algorithm description 

In Algorithm 3.2, step – 0...100% defines the interval of patterns used for the 
diagnostic test session (query) where % means percentage of fault coverage, i.e. 
step = 100% (Fs) means that a test sequence T = [tstart , tstep] must test all suspected 
faults Fs . Initially, all faults in F are being suspected and therefore step = N (index 
of the last test pattern in initial test sequence). Notations start and end represent the 
index of a pattern in the test sequence. 

Firstly, a test containing all the test patterns is applied to the CUT. In case, the 
test fails, i.e. the signature s(tend) does not correspond to the expected one, a 
subsequence of the initial test is selected in such way that the new test sequence     
T = [tstart , tend] detect tend = step/2 = 50% of faults in Fs . The calculation of the 
index tend is completed employing information from total fault table {F(Tj)}. If the 
new test detecting 50% of faults in Fs passes, i.e. the signature s(tend) corresponds 
to the expected one, the list of suspected faults is updated Fs = Fs − F(T [tstart , tend]). 
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The bisection procedure of searching the failing pattern tf is continued until a 
failing test sequence that contains only a single test pattern (tstart = tend) is found. 
Then the list of suspected faults Fs = Fs ∩ F(tf ) as well as fault tables {F(tj)} and 
{F(Tj)} are updated. Further, a decision is made either to continue the searching 
procedure or to finish the diagnosis if applicable diagnostic resolution is achieved. 

Algorithm 3.2: 

Initial states:  
 1.  Initial fault table {F(tj)} and total fault table {F(Tj)}  
 2.  Suspected faults Fs = all faults in F      
 3.  T = [tstart , tend] initial test sequence, where tstart = 1 and tend = N 

 4.  step = 100%(Fs)  
 

  Do  
 5.  Load correct seeds for tstart into the TPG and the ORA  
 6.  Perform BIST for all patterns within T = [tstart , tend] 

   // (1) diagnose, update Fs  
 7.  If (s(tend) is correct) // test passed 
 8.          Fs = Fs − F(T [tstart , tend])  
 9.  Else // test failed 

     10.         If (start = end) // single tf is found 
     11.               Fs = Fs ∩ F(tf )  

       
     12.   If (Fs updated) 
     13.         start = end + 1 

        // (2) update {F(tj)} and {F(Tj)}, where j א [start, N] 
     14.      {F(tj)}[j] = initial {F(tj)}[j] ∩ Fs  

     15.         {F(Tj)}[j] = {F(tj)}[j]  ∪ {F(Tj)}[j-1] 

     16.      If (tf is found) 
     17.             step = 100%(Fs) 
     18.      Else // test passed 
     19.             step = step/2  // (3) calculate step 
     20.     Else // test failed, but the failing pattern cannot be extracted yet 
     21.         start = start 
     22.        step = step/2 // (3) calculate step 

   
     23.     end = step  

  While (tstart ≤ N) 

By Algorithm 3.2 a diagnostic tree (DT) can be created where the nodes 
represent test sessions (Figure 3.4 and Figure 3.5). Each path in DT represents a 
diagnostic procedure as a sequence of test sessions.  

For fault diagnosis, in fact, the explicit full diagnostic tree is not needed. For the 
fault location, only a single path of such a tree should be created and carried out 
according to Algorithm 3.2. The last node of the path corresponds to a failing 
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pattern tj which allows to determine the set of suspected faults as the result of fault 
diagnosis: 

D = F(tj) − F(Tj − tj) 

If the diagnostic resolution | D | is acceptable the procedure can be finished, 
otherwise the fault diagnosis will be continued. Now it will take into account the 
knowledge of D in deciding the tstart and tend patterns for further test sessions. In this 
procedure the same bisection algorithm will be used where the fault coverage of 
the patterns involved in test sessions will be updated by using D. 

The search for new failing patterns to improve the current diagnosis D (to 
reduce the number of suspected faults in D) proceeds until either all failing patterns 
are found or acceptable diagnosis resolution is achieved. The maximum number of 
iterations equals to the number of all failing patters in the given sequence of test 
patterns. The main difference of the proposed method compared to [87] is in 
searching and processing only a part of all failing patterns to reach still acceptable 
resolution. 

3.2.3 Example of bisection detected faults 

In the following example, the problem of diagnosis will be described as a set of 
possible diagnostic procedures in a form of diagnostic tree. If the full diagnostic 
tree is given then the average length of the diagnostic procedure (the number of test 
sessions or queries) can be calculated. On this small example is also demonstrated 
how the average length of the diagnostic procedure can be reduced by the proposed 
method of bisection faults compared to the former method of bisection test 
patterns. 

Consider as an example the small circuit c17 from the ISCAS’85 benchmark 
family [92] [93] depicted in Figure 3.3.  

 

Figure 3.3 A schematic of circuit c17 
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In Table 3.1 the diagnostic data for circuit c17 generated during stuck-at fault 
(SAF) simulation of the pseudorandom test sequence are presented, where |F(tj)| 
denotes number of stuck-at faults tested by the test pattern tj , |F(Tj)| − |F(Tj-1)|  – 
number of new faults, not jet tested by previous patterns, |F(Tj)|  – cumulative 
number of tested faults, and FCj %  – cumulative fault coverage in percentage. In 
this example all the test patterns are considered as DPs since each test pattern 
detects new faults. 

Table 3.1 Fault simulation data for circuit c17 

# 
Input 

Patterns 
|F(tj)| 

# faults 
|F(Tj)| − |F(Tj-1)| 

# new faults 
|F(Tj )| 

# cumulative faults 
FCj % 

1 11001 5 5 5 16.7 

2 10010 10 10 15 50.0 
3 00100 9 1 16 53.3 
4 01000 6 1 17 56.7 
5 10001 10 3 20 66.7 
6 00011 10 1 21 70.0 
7 00111 11 4 25 83.3 
8 01111 12 1 26 86.7 
9 11110 11 3 29 96.7 

10 11100 6 1 30 100.0 

3.2.3.1 Primary diagnostic tree 

Based on information about new faults detected by test patterns and cumulative 
fault coverage FCj% given in Table 3.1, the proposed algorithm builds up the 
primary diagnostic tree to perform diagnostic procedure (fault diagnosis).  
According to the Table 3.1, the sequence of two first patterns testing 50% of faults 
should be carried out as the first test. The collected signature is compared to the 
expected one. If the test fails then a fault has been detected and the second test 
session will now consists of only the first pattern. In the opposite case, if the test 
passes, the new test session must test 50% / 2 = 25% of not yet tested faults. The 
new test will contain patterns from 3 to 6 since cumulative fault coverage of  
pattern 6: FC6 = 70% − 50% = 20% is closer to 25% of faults than of pattern 7:                        
FC7 = 83.3% − 50% = 33.3% . The diagnostic procedure is continued until a failing 
test containing a single pattern is found. 

In Figure 3.4 the diagnostic trees for comparing the classical binary search with 
bisection of patterns (Figure 3.4a) and the proposed algorithm with bisection of 
detected faults (Figure 3.4b) are presented. From each node in the trees the 
algorithm proceeds to the left if a fault is detected by the corresponding test 
session, and to the right in the opposite case. The numbers at the outputs of the 
leaves on trees correspond to the diagnostic resolution achieved by this particular 
procedure. The trees allow calculating the length of the diagnostic procedure.  
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For example, in Figure 3.4b the path to faults detected by pattern 3 lies through 
nodes 2, 6, 5, 4, 3 and corresponds to 5 tests with the length of 2 + (6−2) + (5−2) + 
+ (4−2) + (3−2) = 12 clocks (test patterns). From nodes 6, 5, 4, 3 is subtracted 2 
since the first test containing two first patterns (node 2) passes and therefore the 
following test sessions starts from pattern 3, not from pattern 1. Similarly, in 
classical binary search tree (Figure 3.4a) the path to node 3 lies through nodes 5, 2, 
3 that corresponds to 3 test sessions and 5 + 2 + (3−2) = 8 clocks.   

 

 

 

For this particular case, the classical binary search approach outperforms the 
proposed method. However, if to carry out deeper analysis of the diagnostic tree, it 
is evident that the tree based on bisection of faults is not height-balanced (shifted to 
the right). Considering the numbers at the outputs of the leaves on the tree that 
correspond to the diagnostic resolution, the path through nodes 2 and 1 detects 50% 
of all faults ((5 + 10) / 30 × 100% = 50%) only by 2 tests. Whereas, the classical 
binary search tree uses 3 tests – a path through nodes 5, 2 and 1. As a result, the 
average lengths of test sessions and clocks, that are needed to identify a failing 
pattern over all stuck-at faults, for the proposed method are 3.06 and 6.43, whereas 
for the classical binary search are 3.33 and 8.67, respectively.  

For complex circuits, where a lot of test patterns needed for test and diagnosis 
since a large number of stuck-at faults are possible in CUT, the values of        
|F(Tj)| − |F(Tj-1)| will progressively decrease with growing  j. This is the reason why 
for more complex circuits the algorithm using bisection by fault coverage will 
produce the diagnostic trees even more shifted to the right. This means that 50% of 
faults can be always analyzed by a small number of test sessions. The difference is 
significant when for fault diagnosis is applied a sequence of pseudorandom test 
patterns. 

Because of the right-shifted primary diagnostic tree, the proposed method on 
average finds out the first failing pattern more effectively than the classical binary 
search tree. Although in the given example the difference between primary trees is 
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Figure 3.4 Primary diagnostic trees for c17 



 

  

66

not evident, i.e. the average lengths of test sessions and clocks differ slightly; the 
superiority of the proposed method becomes obvious when examining secondary 
diagnostic trees, a case when the first failed pattern is already found. 

3.2.3.2 Secondary diagnostic tree 

Consider the case when pattern 2 fails. From the Table 3.1, the number of faults 
to be suspected as a result of fault diagnosis is equal to 10 (new faults detected by 
pattern 2), since from the number of cumulative faults |F(T2)| is subtracted faults 
|F(T1)| detected by pattern 1. The diagnostic resolution is weak since                     
10 / 30 × 100% ≈ 33.33% of all possible stuck-at faults are suspected to present. 
The fault diagnosis can be continued to improve the resolution. A secondary 
diagnostic tree should be built up to perform a search of other failing pattern.  So as 
to support the generation of the secondary tree, initial fault table {F(tj)} and total 
fault table {F(Tj)} must be updated according to the proposed algorithm. 

Table 3.2 Updated fault table for circuit c17 

Table 3.2 provides more detailed diagnostic information for circuit c17, where 
columns correspond to faults and the rows to test patterns whereas the following 
notation is used: X – no faults, 0 (1) – stuck-at-0 (1) fault detected by the test 
pattern. Moreover, Table 3.2 contains updated information of tables {F(tj)} and 
{F(Tj)} after pattern 2 has been found as failed. 

In the case of bisection of patterns (Figure 3.5a) a secondary diagnostic tree DT 
is built up by bisection of the reminder set of DPs (from 3 to 10), and starts with 
the test that contains patterns from 3 to 6. For the proposed method, the rows from 
3 to 10 in Table 3.2 are updated. Pattern 3 detects 8 faults (marked in light grey) 
from the suspected list (marked in dark grey). Pattern 4 and 10 are not needed for 
building up a secondary DT since they do not detect any suspected fault. Pattern 5 
detects 2 suspected faults not yet tested by pattern 3. Patterns 6-9 also not used for 
a secondary DT since they detect suspected faults that are already covered by 
patterns 3 and 5. Therefore, according to the proposed algorithm, a secondary 
search tree DT (Figure 3.5b) consists of only two nodes: 3 and 5, since patterns 3 

 F(tj) F(Tj) F(Tj) − F(Tj-1) FCj % 

1 X X X X X 0 0 X X 1 X X X 0 0     
2 1 1 X X X X 1 1 X 0 0 0 0 1 1     
3 X X 1 X X X 1 1 X 0 0 0 0 1 1 8 8 8 80 
4 X X X X X 0 0 X X 1 X X 1 0 0 0 8 0 80 
5 1 1 X X X X 1 0 0 0 0 1 X 0 1 6 10 2 100 
6 1 X X X 1 X 1 0 0 0 0 1 X 0 1 5 10 0 100 
7 0 X 1 0 0 X X X 1 0 0 0 0 1 1 6 10 0 100 
8 0 X 1 0 0 1 X X 1 0 0 0 0 1 1 6 10 0 100 
9 0 0 0 0 0 1 X X X X 1 0 0 1 0 3 10 0 100 

10 X X X 1 X 0 0 X X X X X 1 0 0 0 10 0 100 
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and 5 together test all the suspected faults and one of them will definitely fail 
during next test session. 

 

If now to make a comparison between secondary diagnostic trees of the 
proposed algorithm and the classical binary search, the difference becomes evident. 
The tree in Figure 3.5b contains only nodes (test patterns) that are really suspected 
to fail, while the classical binary search tree contains all nodes. As a consequence, 
for the secondary tree of the proposed method average number of test sessions is   
(8×1 + 2×2) / 10 = 1.2 and average number of clocks equals to (3−2)×8 + ((3−2) + 
+ (5−3))×2 = 1.4 compared to classical binary search (3×8 + 3×2) / 10 = 3 and   
(((6−2) + (4−2) + (3−2))×8 + ((6−2) + (4−2) + (5−4))×2) / 10 = 7, respectively. 
The superiority of the proposed method consists in supposition that the more failed 
patterns are found, the less faults are under suspect and as a result secondary trees 
will contain less nodes and less test sessions will be needed to identify a new 
failing pattern. 

To conclude the description of the proposed algorithm main features are listed 
below to draw attention to it main concepts.    

Main features of the proposed method: 

• The diagnostic information inherent in test patterns is taken into account: 

o fast search of the first failing pattern (search tree shifted to the right) 

o allows pruning the search space (patterns that do not detect suspected 
faults are omitted, not used for building up a search tree) 

o not all failing patterns are necessarily needed to be fixed for diagnosis, 
i.e. diagnosis is finished when an appropriate diagnostic resolution is 
achieved 
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Figure 3.5 Secondary diagnostic trees for c17 
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3.2.4 Logical operations needed to support the proposed method 

Support of the proposed method in BIST environment can be complicated since 
there is a need for extra memory to keep dynamically updated fault tables. There is 
also a need for extra hardware to perform some calculations with fault tables, so as 
to define new tests and to update a list of suspected faults. However, these 
calculations are simple logical operations and can be easily implemented in 
hardware. According to the proposed algorithm, described in section 3.2.2, there 
are two basic operations employed to perform effective search of failing patterns:   

• calculation of total fault vectors 

• updating list of suspected faults with failed or passed patterns 

3.2.4.1 Calculation of total fault vectors 

Calculation of total fault vectors F(Tj) for total fault table {F(Tj)} generation is 
essential since the end pattern tend of a new test is defined by total fault coverage 
FCj derived from {F(Tj)}. The formula for total fault table {F(Tj)} generation is 
presented in the description of the proposed algorithm:  

{F(Tj)}[ j] = {F(tj)}[ j] ∪ {F(Tj)}[ j-1] 

where  j denotes the number of test pattern (DP) in the table. Thus, a new total fault 
vector F(Tj) for a test pattern tj is calculated by adding the new faults detected by 
pattern F(tj) to the faults detected with preceding patterns  F(Tj-1).  

In each cell of a fault table is stored only one of four different values: “X” – no 
faults, “0” – stuck-at-0, “1” – stuck-at-1 and “&” – both stuck-at faults detected. 
These values can be coded using 2 bit-code as shown in Table 3.3. Then the 
required calculation can be performed using simple logical bitwise OR operator. 
The correctness of results obtained with bitwise OR operator can be checked 
against values in Table 3.4, where all possible combinations of operands and 
results are presented. Indeed, if symbols “X”, “0”, “1” and “&” in operands F(tj) 
and F(Tj-1) substitute with corresponding codes “00”, “01”, “10” and “11” and 
apply bitwise OR operator, then the same sequence of symbols as in F(Tj) comes 
out after decoding.  

Table 3.3 Coding the data of fault table by 2-bit code 

Fault Code 
X 00 
0 01 
1 10 
& 11 
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Table 3.4 Calculation of total fault vectors by bitwise OR operator 

F(tj ) X X X X 0 0 0 1 1 & ࢇ 
  F(Tj-1 ) X 0 1 & 0 1 & 1 & & ࢈ 

F(Tj ) X 0 1 & 0 & & 1 & & ࢇ   ࢈

Moreover, before total fault table generation, when the first failed pattern is 
already found, the initial fault table {F(tj)} has to be updated by the list of suspected 
faults Fs : 

{F(tj)}[ j] = initial {F(tj)}[ j] ∩ Fs 

This operation is identical to updating the list of suspected faults Fs by a failed 
pattern and will be considered in the next section. 

3.2.4.2 Updating list of suspected faults 

Initially, before diagnosing a failed CUT, all possible SAFs in the CUT are 
considered as suspected. When diagnostic procedure has started and the first failed 
pattern has been found (i.e. a leaf of the primary diagnostic tree has been reached), 
the list of suspected faults is reduced to the number of new faults detected by the 
failed pattern. If an acceptable diagnostic resolution is not reached, the procedure 
of searching failing patterns proceeds. Two different outcomes can occur: either a 
new failed pattern is found or the end of test sequence is reached without 
identifying a new failing pattern. 

Considering the first case, an intersection of suspected faults Fs and faults 
detected by the new failed pattern F(tf) has to be found in order to obtain an 
updated list of suspected faults:  

Fs = Fs ∩ F(tf ) 

If apply the same coding as for calculation of total fault vectors, then the update 
of a list of suspected faults with a failing pattern can be accomplished using bitwise 
AND operator as shown in Table 3.5. 

Table 3.5 Updating a list of suspected faults with a failed pattern 

Fs X X X 0 1 1 & & & & ࢇ 
F(tf ) X 0 1 0 1 0 X 0 1 & ࢈ 

Fs X X X 0 1 X X 0 1 & ࢇ ת  ࢈

Considering the second case, where tests were applied, but a fault was not 
detected. It means that faults tested by passed patterns F(Tp) = F(T [tstart , tend]) do 
not cause the circuit to fail. These faults must be removed from the list of suspected 
faults: 

Fs = Fs − F(T [tstart , tend]) 
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Moreover, when a new failed pattern is found, there could be a number of 
passed patterns between two failed patterns. The faults detected by these passed 
patterns must be also removed from the list of suspected faults. The subtraction can 
be also performed by bitwise AND operator, where inverted values of F(Tp) are 
employed as shown in  Table 3.6. 

 Table 3.6 Updating a list of suspected faults with passed pattern(s) 

      

In conclusion, it must be mentioned that the operations needed to support the 
proposed method in BIST environment, are simply implemented in hardware and 
also very fast to perform in parallel. All required computations are carried out each 
time when a failed pattern is found and it is needed to perform the same number of 
operations as the number of remaining patterns in a test sequence. Due to a 
probable significant number of iterations needed to perform fault diagnosis for a 
large circuit using the proposed method, the diagnostic procedure can slow down 
compared to others algorithms that do not use additional computations. On the 
other hand, the proposed method may save more time running less number of tests 
and achieving acceptable diagnostic resolution without identifying all failed 
patterns. 

3.2.5 A modification to implementation of the proposed method in 
BIST environment 

While performing fault diagnosis in BIST environment based on the proposed 
method, test patterns are being selected from a pseudorandom test sequence and are 
serving as diagnostic points (DPs). Diagnostic data of DPs are stored in BIST 
memory due to significant importance for the diagnostic procedure.  

Initially, when a development of the proposed method had started, by default 
was decided that a test pattern is selected as DP only if it detects new faults, not yet 
detected by preceding patterns. As a result, the diagnostic data provided by most 
patterns of the pseudorandom test sequence was unused and the initial sequence of 
test patterns transformed to significantly smaller one, since only a small number of 
test patterns were DPs compared to the number of all patterns. Diagnostic data 
provided only by DPs speeded up the diagnostic procedure since a search tree 
contained a small number of nodes. Also, when a leaf of the tree was reached (a 
failed pattern was found), only faults detected by this failed pattern were being 
suspected. This number of faults was usually quite small since a single pattern 
could not test a lot of them. Advantages of such selection of DPs were evident, but 
unfortunately this approach did not meet the demands of the BIST environment. 

Fs X X X 0 1 1 & & & & ࢇ 

F(Tp) X 0 1 0 1 0 X 0 1 & ࢈ 

  Fs X X X X X 1 & 1 0 X  ࢇ ת ഥ࢈
b a
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Consider, as an example, a test sequence of 10 patterns where as DPs are 
selected patterns 1, 2, 5, 7 and 10 (see Figure 3.6a). Assume that during fault 
diagnosis of a CUT the first pattern to fail was pattern 2. Since patterns that detect 
new faults are selected as DPs, then as a first result of diagnosis, all new faults 
tested by pattern 2 are suspected. According to the proposed algorithm, the 
procedure of searching new failing patterns must be continued from pattern 5, since 
it is the next DP. Thus, diagnostic data of patterns 3 and 4 are omitted. For 
instance, if the new test session contains two DPs, patterns 5 and 7, then its 
execution in the BIST environment will be complicated. First, pattern 5 has to be 
loaded into TPG and then applied to inputs of the CUT. After that, TPG must be 
stopped and pattern 7 should be loaded into TPG and applied as input stimuli. Then 
a signature obtained with ORA is compared to the fault-free signature stored in 
BIST memory to ascertain pass/fail of the CUT. Thus, this approach is not taking 
into account diagnostic data of pattern 6 as well as it needs loading patterns in TPG 
twice (or simply shifting the values of pattern 6 in TPG registers without loading 
them into the inputs of the CUT).  

 

So as to avoid the loss of diagnostic data and simplify the diagnostic procedure 
in the BIST environment, a following modification is introduced. In diagnostic data 
of DPs must be stored not only faults detected by the corresponding DP as was 
before, but also faults detected  by a set of patterns located between given DP and 
the preceding DP as shown in Figure 3.6b.  Let go back to the test that contains the 
same DPs, pattern 5 and 7, as before. Now, when pattern 5 is loaded into TPG the 
generation of pattern 6 and 7 is done automatically by shifting values in LFSR 
registers. Moreover, if pattern 7 denoted as DP fails then now faults detected by 
patterns 6 and 7 are being suspected. 

Experimental comparison and analysis of the results between the initial and the 
modified methods are presented in the next section. 

Figure 3.6 Transformation of initial sequence of fault vectors (a) to a sequence of DPs (b) 
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3.3 Experimental data 

Experiments were carried out on the ISCAS’85 benchmark circuits [92] [93] 
using Turbo Tester toolset [94] for generating pseudorandom test patterns and for 
stuck-at fault simulation.  

The general data of the circuits and test sequences are presented in Table 3.7. 
“All” means the full length of the pseudorandom test sequence, “Eff” stands for the 
number of “efficient” patterns which detect new faults not yet tested by previous 
patterns (only these patterns as DPs are involved in the diagnostic analysis),         
“Tested Faults” means the number of tested stuck-at faults by given test sequence, 
and “All Faults” – all possible stuck-at faults in the circuit. The average and worse 
diagnostic resolutions (the numbers of suspected faults at the end of diagnostic 
procedure) are calculated over all possible diagnosis results (over all tested faults in 
the circuits) that can be achieved for the given circuits by the given pseudorandom 
test sequences. The best diagnostic resolution for all circuits was 1. For instance, if 
circuit c432 has failed during the test then as a result of fault diagnosis on average 
3.2 faults will be suspected, and 10 faults in the worst case, to be the cause of an 
error. Also, 616 − 573 = 43 faults in circuit c432 cannot be diagnosed since they 
are not tested by given test sequence. The main goal of experiments was to 
compare different algorithms for searching failing patterns and not to generate 
optimal pseudorandom test sequences that detect all possible stuck-at faults in 
minimal test sequence length.  

Table 3.7 Diagnostic data for ISCAS’85 circuits 

Circuit
# Patterns # Faults 

Diagnostic 
resolution 

All Eff Tested All Average Worse 
c432 223 65 573 616 3.2 10
c499 1373 100 1194 1202 2.3 5
c880 2692 108 994 994 1.9 10

c1355 1438 113 1610 1618 3.1 5
c1908 4420 175 1723 1732 3.3 16
c2670 22862 116 2328 2626 4.1 45
c3540 9631 249 3149 3296 2.4 28
c5315 1793 214 5364 5424 2.3 20
c6288 42 28 7693 7744 3.3 11
c7552 24337 309 6684 7104 2.7 13

3.3.1 Analysis of results obtained during comparison between the 
initial method and the modified method 

As was mentioned in section 3.2.5, a modification to the diagnostic data of DPs 
stored in memory must be performed to meet demands of the BIST environment. 
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Therefore experiments were carried out with the same ISCAS’85 benchmark 
circuits to find out consequences of the introduced modification.  

The obtained results of the comparison are shown in Table 3.8, where best, 
average and worse diagnostic resolutions achieved as a result of fault diagnosis, as 
well as minimal, average and maximal number of test sessions needed to find out 
all failing patterns for both methods are presented. The ratio of average results of 
the modified method relatively to average results of the initial method is calculated 
and presented at the bottom of Table 3.8. According to it, the average number of 
test sessions has been increased by 1.84 times while the average diagnostic 
resolution has been improved by 1 / 0.95 = 1.05 times. The main reasons for that 
consist in a fact that in the modified approach diagnostic data of all test patterns are 
taken into account, not only from effective patterns (DPs) as in the initial approach.  

Table 3.8 Comparison of results between the initial and the modified methods 

Circuit Method 
Diagnostic resolution Test sessions 

Best Average Worse Min Average Max 

c432 
Initial 1 3.2 10 6 12.0 45 

Modified 1 2.6 10 6 15.4 54 

c499 
Initial 1 2.3 5 6 26.2 65 

Modified 1 2.3 5 6 44.0 92 

c880 
Initial 1 1.9 10 7 17.0 51 

Modified 1 1.8 6 7 27.1 71 

c1355 
Initial 1 3.1 5 7 27.5 76 

Modified 1 3.1 6 7 43.9 100 

c1908 
Initial 1 3.3 16 7 31.2 124 

Modified 1 2.9 16 7 62.8 168 

c2670 
Initial 1 4.1 45 5 20.6 120 

Modified 1 4.1 45 5 37.2 120 

c3540 
Initial 1 2.4 28 6 27.0 148 

Modified 1 2.2 28 6 53.9 203 

c5315 
Initial 1 2.3 20 8 25.9 129 

Modified 1 2.2 13 8 45.4 170 

c6288 
Initial 1 3.3 11 9 15.9 25 

Modified 1 3.3 8 9 17.4 26 

c7552 
Initial 1 2.7 13 8 42.8 214 

Modified 1 2.6 14 8 105.3 260 

Ratio 
Initial 1 1 1 1 1 1 

Modified 1.00 0.95 0.93 1.00 1.84 1.27 

For instance, assume that in Figure 3.6 only patterns 5 and 6 can detect a fault, 
where pattern 5 is selected as DP. Both methods will find out that pattern 5 fails. 
But the initial approach will suspect only faults detected by pattern 5, while the 
modified method will also suspect faults detected by patterns 3 and 4.  
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In the initial approach the result of diagnosis DI will be following: ܦூ ൌ ହ݂ െ ሺ ଵ݂  ଶ݂  ݂  ଵ݂ሻ  
where  fj  means faults tested by pattern j. In the modified approach a test session 
containing the DP 7 (patterns 6 and 7) will also fail because of pattern 6 and a 
result of diagnosis DM will be different:  ܦெ ൌ ሺ ଷ݂  ସ݂  ହ݂ሻ ת ሺ ݂  ݂ሻ െ ሺ ଵ݂  ଶ݂  ଼݂  ଽ݂  ଵ݂ሻ  

For the modified method additional test session is needed to identify DP 7 as 
failing. Therefore average number of test sessions in the modified method is 
higher. On the other hand, the diagnostic resolution has been slightly improved, 
because tests patterns that are not selected as DPs now assist in reducing the list of 
suspected faults. 

3.3.2 Comparison of searching algorithms 

Comparison of the four algorithms: classical Binary Search, Doubling, Jumping 
and the proposed algorithm in numbers of test sessions needed for fault diagnosis is 
presented in Table 3.9. Minimum, average and maximum numbers of test sessions 
over all possible diagnosis results for the given circuits at the given pseudorandom 
test sequences are presented, where a search of failing patterns was carried out only 
among the set of effective patterns selected as DPs (see Table 3.7). 

Table 3.9 Comparison of fault diagnosis methods 

Circuit 
Binary Doubling Jumping Proposed 

min avrg max min avrg max min avrg max min avrg max 

c432  6 29.0 201 5 26.3 80 7 24.1 120 6 12.0 45 

c499  7 106.0 342 7 66.3  121 7 70.7 181 6 26.2 65 

c880  6 56.9 289 6 42.3  117 7 41.1 143 7 17.0 51 

c1355  7 113.4 419 10 72.2  140 9 76.2 214 7 27.5 76 

c1908  7 149.5 757 8 84.9  208 6 89.6 351 7 31.2  124 

c2670  6 76.0 686 7 52.3  146 6 52.4 345 5 20.6 120 

c3540  7 126.3 990 8 80.1  293 7 78.8 436 6 27.0 148 

c5315  7 109.8 819 6 79.0 252 7 75.6 368 8 25.9 129 

c6288  5 33.9 69 7 26.2 38 7 28.1 54 9 15.9 25 

c7552  8 243.6 1497 7 138.9  368 8 141.9 616 8 42.8  214 

Average  6.60 104.44 606.90 7.10 66.85  176.30 7.10 67.85 282.80 6.90 24.61 99.70  

The proposed method outperforms all other methods. According to Table 3.10 
which is based on results presented in Table 3.9, the average length of test sessions, 
for the proposed method is 4.24 times shorter than for the classical Binary Search, 
2.72 times shorter than for the Doubling and 2.76 times shorter than for Jumping 
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algorithms. Regarding the worst (longest) test session, the proposed method 
outperforms the Binary Search by 6.09 times, Doubling by 1.77 times and Jumping 
by 2.84 times. All the algorithms give rather similar results when comparing the 
shortest test sessions. 

Table 3.10 Comparison of average test lengths 

Algorithms 
Ratio of test sessions 

MIN AVRG MAX 
Proposed 1 1 1

Binary 0.96 4.24 6.09
Doubling 1.03 2.72 1.77
Jumping 1.03 2.76 2.84

Since the goal of all the algorithms in given experiments was to find out all the 
failing patterns then the achieved diagnostic resolutions for all the algorithms are 
the same as presented in Table 3.7. In Figure 3.7 the diagnostic resolutions for 
circuit c2670 over all stuck-at faults that were possible to diagnose by given test 
sequence are depicted. The figure helps easily to identify large blocks of 
indistinguishable faults. For given case, there are blocks of size 25, 29 and 45 
faults whereas for most faults the diagnostic resolution is between 1 and 5. For 
instance, for 664 of faults the diagnostic resolution is 2 according to Figure 3.7. If 
the achieved diagnostic resolution is not acceptable for all the faults, then either 
additional DPs have to be selected from the test sequence or extra test patterns have 
to be generated in order to split large blocks of indistinguishable faults into smaller 
ones. 

 

Figure 3.7 Diagnostic resolutions for c2670 
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3.4 Conclusions 

 A new method is proposed for embedded fault diagnosis in digital systems with 
BIST environments. Compared to the classical bisection of test pattern sets, in this 
thesis two novelties have been introduced:  

• instead of test patterns as in the classical Binary Search, the detected 
fault sets are the objectives of bisection which allows to reduce the 
average length of the diagnostic procedure 

• due to the sequential character of the new method the set of suspected 
faults during the diagnostic procedure is continuously updated in a way 
which allows to prune the search space and to exclude the need of 
finding all the failed test patterns as in the case of the classical Binary 
Search, which additionally increases the speed of diagnosis 

The proposed method is compared with three known fault diagnosis methods: 
classical Binary Search, Doubling and Jumping. Experimental results demonstrate 
that the new method outperforms considerably the others methods. The average 
length of test sessions for the proposed method is 4.2 times shorter than for the 
classical Binary Search, and about 2.7 times shorter than for the Doubling and 
Jumping algorithms. 
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Chapter 4  

METHODS FOR INCREASING 

DIAGNOSTIC RESOLUTION 

In this chapter a method to improve fault diagnosis accuracy in terms of fault 
resolution in digital systems using built-in self-test (BIST) facilities is proposed. 
The diagnostic resolution improvement is attained by partitioning a single signature 
analyzer into a set of multiple independent analyzers. The algorithms are given to 
synthesize an optimal interface between the outputs of the circuit under test and the 
signature analyzers. Experimental results demonstrate the feasibility and efficiency 
of the approach. 

4.1 Fault diagnosis challenges in BIST environment 

In Chapter 3 a modification of the Binary Search driven by bisection of fault 
coverage instead of the classical bisection of patterns [83] [84] [85] [86] has been 
proposed. It has been already shown that the new method outperforms the known 
algorithms in the average length of the diagnostic procedure. However, there is still 
a motivation for further investigations because the pseudorandom essence of BIST 
is not providing high diagnostic resolutions.  

Three directions in development of the proposed approach can be considered: 

• improvement of diagnostic resolution  
• decrease in number of used diagnostic points (DPs) 
• decrease in number of test sessions needed for diagnosis 
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In Table 3.7, the last column “worse diagnostic resolution” shows the largest 
blocks of indistinguishable faults, as the result of fault diagnosis. The largest sizes 
of blocks are obtained for circuits c2670 and c3540. The achieved diagnostic 
resolution 45 and 28 faults, respectively, is not acceptable and must be improved. It 
may be attained by selecting additional DPs that split large blocks of 
indistinguishable faults into smaller ones. It is easy to find them out by looking up 
the fault table where diagnostic data for all test patterns are stored. Thus, the 
number of DPs needed for fault diagnosis will grow with diagnostic resolution 
improvement. 

On the other hand, solving the first challenge aggravates the second one, 
decrease in number of used DPs. Hence, there is need for an efficient algorithm 
that will be able to select minimal number of DPs to achieve highest diagnostic 
resolution. Selecting minimal number of DPs is essential for embedded fault 
diagnosis since it saves the memory needed to store diagnostic data of DPs and also 
speeds up diagnostic application time since fewer nodes are used in building up a 
search tree. Considering complex circuits, where long sequences of pseudorandom 
test patterns are applied to test a huge number of possible stuck-at faults in a circuit 
under test (CUT), the selection of the optimal DPs will be extremely time-
consuming. The selected DPs will be very efficient only for given test sequences. 

The third challenge consists in decreasing a number of test sessions in order to 
augment the superiority of the proposed method compared to others methods 
considered in Chapter 3. It could be attained by searching and processing only a 
part of all failed patterns to reach still acceptable resolution, as was mentioned 
earlier.  

In this chapter a further improvement of the diagnostic procedure by using 
multiple signature analyzers will be presented. The approach attempts to solve both 
fault diagnosis challenges in BIST environment: improvement of diagnostic 
resolution and decrease in number of test sessions. 

4.2 BIST with multiple signature analyzers 

Assume a CUT with a set of faults F has n outputs where each output i may be 
influenced by a subset of faults Fi ⊆ F. Introduce m, 1 < m ≤ n, signature analyzers 
(SA) which should be connected to the outputs of the CUT. An example of such a 
BIST for fault diagnosis with three SAs is shown in Figure 4.1. 

Denote by Ij the set of outputs of the CUT connected to the signature analyzer 
SAj . Depending on the faults detected by the outputs Ij , each SAj may be influenced 
by the following subset of faults: 

ܵ ൌ  ራ ூೕאܨ  
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In other words, if there is a fault  f ∈ F in the CUT, this fault will be detected by 
all signature analyzers SAj where f ∈ Sj . As an example, the fault in the CUT 
highlighted in Figure 4.1 can be detected via two output lines by SA1 and SA2 . 

 

Figure 4.1 BIST with multiple signature analyzers 

Introduce for a set of m signature analyzers a codeword Ck as a sequence of bits 
Ck = (cm , cm-1 , ... , c1), so that the index k represents the decimal value of the binary 
codeword Ck . Represent by Ck the result of testing, so that cj = 1 when the 
signature analyzer SAj has detected a fault, and otherwise, cj = 0 when no faults has 
been detected by SAj . 

The case when no faults has been detected by a set of signature analyzers    
{SAm , SAm-1 , ..., SA1} corresponds to the codeword C0 . For any other codeword Ck , 
k ≠ 0, a diagnosis can be stated as a subset of suspected faults: ܦ ൌ ଵܨ െ ܨ ൌ   ሩ ܵ െ:ೕୀଵ ራ ܵ ؿ :ೕୀܨ  

where ܨଵ is the intersection of subsets Sj of faults tested by SAs with erroneous 
signatures (cj = 1), and ܨ is the union of subsets Sj of faults tested by SAs with 
correct signatures (cj = 0). It is evident that for all  l ≠ k , 1 ≤  l,k  ≤ 2m − 1,            
Dl ∩ Dk  = ∅, and ራ ܦ ൌ ୀଵ,ଶ,…,ଶିଵܨ  

In Figure 4.2, seven intersections of fault sets are shown to illustrate the fault 
diagnosis by three signature analyzers. For example, if a fault is detected by 
analyzers SA1 and SA2 , the codeword C3 = (011) will be produced, which 
corresponds to the subset of suspected faults:  ܦଷ ൌ ଵܵ ת  ܵଶ െ ܵଷ 

as the result of diagnosis. 

 
Test pattern generator 

CUT

SA1 SA2 SA3

Fault
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Figure 4.2 Diagnosis by the set of three signature analyzers 

It is evident that the best diagnostic resolution will be achieved when the 
suspected subset of faults for any result of diagnosis, i.e. for any codeword Ck , will 
be minimal. From this statement the following task can be formulated to find the 
best interface between the outputs of CUT and the set of signature analyzers by 
connecting the SAs to CUT in such a way that: ݇, ݇ ൌ 1, 2, … , 2 െ 1: ቂ |ி|ଶିଵቃ  |ܦ| ൏ ቂ |ி|ଶିଵቃ  1  (4.1) 

Here ሾݔሿ denotes the largest integer that is less than or equal x. In the ideal case, 

provided that 
|ி|ଶିଵ is integer, the situation should be reached where ܦଵ ൌ ଶܦ ൌ  …  ൌ ଶିଵܦ ൌ 2|ܨ| െ 1 

4.3 Design of the interface between CUT and SAs 

Algorithms of designing the best interface between CUT and the set of SAs has 
been developed so that the condition (4.1) is as closely as possible satisfied.  

4.3.1 Algorithm “Equal Subsets” 

In the “Equal Subsets” algorithm an interface is constructed as a procedure 
where the outputs of a CUT are assigned to SAs step by step in such a way that in 
each step the condition (4.1) is satisfied as closely as possible. 

To give the words “as closely as possible” a countable meaning, the following 
notions are introduced: 

• ideal size of the set Dk measured as ܦௗ ൌ |ி|ଶିଵ 

• distance of Dk from the ideal size measured as ∆ൌ ௗܦ  െ  |ܦ| 
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In the ideal case the fault resolution, i.e. the number of suspected faults is for all 
faults equal and minimal. Practically, the situation should be strived where the 
average number of suspected faults for all faults will be minimal, i.e. the average of 
Δk should be minimized. 

The whole procedure of designing the interface consists of two parts. In the first 
part (Algorithm 4.1), to each SA an initial output of CUT is assigned. In the second 
part (Algorithm 4.2), on each step an arbitrary output of CUT is selected, and a SA 
is found as the best solution to be connected to the selected output of CUT. 
Consider only the practical situations where the number of outputs n of CUT is 
much greater than the number m of SAs, m << n and n >> 2. In the extreme case of 
m = n, each output of CUT is separately observable, and no SAs is needed. 

Algorithm 4.1: 

1. Order the set of outputs OUT of CUT so that ⏐Fi⏐≥⏐Fi+1⏐≥⏐Fi+2⏐≥ …,       
i ∈ [1, n]. Take all Sj = ∅. Take j = 1.  

2. Take the first | Fi |, i =1. 
3. Assign i to SAj ,  Sj = Sj ∪ Fi . Remove i from OUT.  
4. Modify j = j + 1.Take the next SAj . 
5. Calculate for all i ∈ OUT :    

BEGIN                   ܨሺ݅ሻ ൌ ܨ  ራ ܵ
ୀଵ , ,ௗܦ      ൌ ሺ݅ሻ|2ܨ| െ 1 

        Calculate for all Ck , k = 1, 2, ..., 2 j − 1:          ܦ ൌ ሩ ܵ  െ:ೕאೖ, ೕୀଵ ራ ܵ:ೕאೖ, ೕୀ  ; ݇ߜ   ൌ ݈ܽ݁݀݅,݅ܦ െ  |݇ܦ|
         ∆ ൌ  ଶೕିଵߜ

ୀଵ  

END 

6. Find i*, so that Δi* = min Δi , where i ∈ OUT.      
7. Assign i* to SAj ,  Sj = Sj ∪ Fi* . Remove i* from OUT. 
8. If  j < m, go to 4, otherwise END. 

To engage right in the beginning into the intersection procedure as many fault 
as possible, it is reasonable to start the Algorithm 4.1 with assigning to the first SA 
the output of CUT with the largest set of detected faults (Steps 1-3). In Step 4, as a 
current solution  j outputs have been assigned to j different SAs, so that the average 
distance Δk  from the ideal diagnostic resolution is minimal. In Steps 5-7 the next 
output to be assigned to the next SA is chosen, so that the average distance Δk from 
the ideal diagnostic resolution will be minimal. The algorithm is finished when to 
all SAs a single output of CUT is assigned (connected). 



 

  

82

The goal of the Algorithm 4.2 is to assign the remaining outputs to SAs in the 
way that the average distance Δk from the ideal resolution will be minimal to reach 
the best resolution for all of faults in CUT. 

Algorithm 4.2: 

1. Take the next i from OUT.  

2. Calculate:  ܨሺ݅ሻ ൌ ܨ  ڂ ܵୀଵ ; ,ௗܦ    ൌ |ிሺሻ|ଶିଵ 

3. Calculate for all Sj :  
BEGIN 

Sj = Sj ∪ Fi    

Calculate for all Ck ,  k = 1, 2, ..., 2m − 1:  ܦ ൌ ሩ ܵ  െ:ೕאೖ, ೕୀଵ ራ ܵ:ೕאೖ, ೕୀ  ; ݇ߜ       ൌ ݈ܽ݁݀݅,݅ܦ െ  |݇ܦ|
∆ ൌ  ଶିଵߜ

ୀଵ  
Restore initial Sj  

END 

4. Find j*, so that Δj* = min Δj ,  j = 1, 2, ..., m 
5. Assign i to SAj* ,  Sj* = Sj* ∪ Fi  
6. Remove i from OUT. 
7. If OUT  ≠ ∅, go to 1, otherwise END. 

Differently from Algorithm 4.1 where a selection of an item was made from the 
set of outputs of CUT for a given SA, in Algorithm 4.2, a selection is made from 
the set of SAs for a given output of CUT. In Step 2, a set of all faults F(i) ⊆ F will 
be calculated which are detected by the outputs already connected to SAs and by 
the output selected in Step 1 for connection. In Step 3, the average distance Δj  from 
the ideal diagnostic resolution for all the SAs is calculated with assumption that the 
selected output i is already connected to SAj . In Steps 4-6 the best connection 
between the output i and the SAs is decided. The Algorithm 4.2 is finished when all 
the outputs of CUT are connected to SAs. 

The Algorithms 4.1 and 4.2 are targeting the optimum interface to achieve the 
highest diagnostic resolution when diagnosing a failing circuit. The algorithms are 
based on the greedy technique. 

A number of experiments were performed to approve effectiveness of the 
algorithm “Equal Subsets”. The obtained results (see section 4.5.1) and also deeper 
analysis of circuits in Table 4.1 give an understanding that the ideal case when ܦଵ ൌ ଶܦ ൌ  …  ൌ ଶିଵܦ ൌ 2|ܨ| െ 1 
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is practically impossible to achieve when constantly increasing the number of 
signature analyzers. The cause of it is that most faults can be detected only by 
single or several outputs. In Table 4.1 faults detection statistics by outputs for 
ISCAS’85 circuits [92] [93] are presented. “# faults” means number of possible 
stuck-at faults, “# outs” – number of outputs for given circuits. Columns “1-10” 
contain percentage of stuck-at faults that can be detected with given number of 
outputs. For instance, in circuit c1908 46.3% of faults are detected only by a single 
output. “sum %” denotes the sum of values from columns “1-10”. For circuit 
c1908, each of 100% − 57.7% = 42.3% of all faults can be detected by more than 
10 outputs whereas the circuit has only 25 outputs.   

Table 4.1 Faults detection statistics for ISCAS’85 circuits 

circuit # faults # outs
# faults detected by given number of outputs (%) 

sum % 
1 2 3 4 5 6 7 8 9 10 

c432 616 7 13.3 4.2 4.6 10.1 23.7 29.6 14.6 0 0 0 100 

c499 1202 32 32.0 0 0 6.7 0 0 0 0 0 0 38.6 

c880 994 26 55.7 6.6 3.0 3.0 5.0 5.0 2.8 5.0 9.1 2.4 97.8 

c1355 1618 32 31.6 0 0 4.9 0 0 0 0 0 0 36.6 

c1908 1732 25 46.3 0 0 0 0 0.4 1.9 9.2 0 0 57.7 

c2670 2626 140 15.0 15.8 31.6 15.0 1.8 4.4 4.7 2.7 0 2.8 93.8 

c3540 3296 22 12.9 1.9 2.6 0 32.3 6.3 3.3 2.4 2.3 10.0 74.0 

c5315 5424 123 28.8 9.7 0.2 0.7 30.6 16.3 2.4 0.2 0.9 0.3 90.2 

c6288 7744 32 3.2 0.4 0.8 1.2 1.6 2.0 2.4 2.8 3.3 3.7 21.3 

c7552 7104 108 39.3 17.5 6.7 7.7 6.0 6.8 0.2 0.2 0.5 0.5 85.4 

Average 27.80 5.61 4.95 4.93 10.11 7.08 3.23 2.26 1.61 1.97 

According to Table 4.1 a reasonable decision can be taken about the number of 
SAs to be used in fault diagnosis, so as to get the most efficient improvement in 
average diagnostic resolution that could be up to 2m − 1 times better than initial 
one, where m denotes the number of employed SAs. 

4.3.2 Algorithm “Unique Faults” 

Based on information obtained in Table 4.1 and also on an assumption that 
quite large amount of faults are detected by a single output, the algorithm “Unique 
Faults” has been introduced that attempts to assign outputs of circuits to SAs in a 
different way than the “Equal Subsets” algorithm.  
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Algorithm 4.3: 

1. Order the set of outputs OUT of CUT so that ⏐F*
i⏐≥⏐F*

i+1⏐≥⏐F*
i+2⏐,       

i ∈ [1, n], where ⏐F*
i⏐– number of “unique” faults 

2. Take all Sj = ∅.  
3. Assign single i to each SAj from ordered set of outputs OUT.                 

Sj = Sj ∪ F*
i . Remove i from OUT.  

4. Take the next i from OUT 

5. Calculate: כܨሺ݅ሻ ൌ כܨ  ڂ ܵୀଵ כ,ௗܦ ; ൌ |ிכሺሻ|  

6. Calculate for all Sj :  
BEGIN 

Sj = Sj ∪ F*
i    

Calculate for all Sj :   ݆ߜ ൌ כ,ௗܦ െ  ൌ∆                 |כ݆ܦ|  ߜ
ୀଵ  

     Restore initial Sj 

END 

7. Find j*, so that Δj* = min Δj ,  j = 1, 2, ..., m 
8. Assign i to SAj* ,  Sj* = Sj* ∪ F*

i  
9. Remove i from OUT. 
10. If OUT  ≠ ∅, go to 4, otherwise END. 

Firstly, in Step 1 the Algorithm 4.3 finds out “unique” set of faults  F*
i  for each 

output i , i.e. faults detected only by given output, and sorts them in decreasing 
order. In Steps 2 and 3, a single output  i  is assigned to each  SAj  from the ordered 
set of outputs OUT. Then, in Steps 4-9, the next output from the sorted set is taken 
and assigned to an analyzer in such way that the number of “unique” faults would 
be equally distributed between analyzers. The Algorithm 4.3 is finished when all 
outputs have been assigned to SAs. It takes less time to run, since most 
computations are made at each iteration of assigning a new output to SA, and the 
algorithm “Unique Faults” calculates only  m  times the deviation  δ  from the ideal 
case compared to 2m − 1 times as for the algorithm “Equal Subsets”, where  m – 
number of SAs. The difference is slight when employing only a few SAs, but with 
a large number of SAs it becomes significant. For m equal to 10, the algorithm            
“Unique Faults” runs approximately (210 − 1) / 10 = 102.3 times faster than the 
“Equal Subsets” algorithm. The effectiveness of the considered algorithms is 
compared in the section 4.5.1. 
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4.4 Fault diagnosis with a set of SAs 

The fault diagnosis algorithm is a generalization of the algorithm proposed in 
previous chapter that is based on bisection by fault coverage, but for the case of a 
set of m signature analyzers. To implement the algorithm in BIST environment a 
table of diagnostic data is created that consists of:  

• the numbers  j of test patterns  tj  selected as DPs 
• signatures  sk(tj)  corresponding to the contents of SAk , k = 1, 2, ..., m, if 

the test pattern  tj  would be the final pattern of the current diagnostic test 
session 

• the sets of faults  Fk(tj)  detected by  SAk  after the test patterns  tj  

For each test pattern  tj  the set of faults  Fk(Tj)  detected in  SAk  by the test 
sequence  Tj  with the final pattern  tj  is calculated: ܨ൫ ܶ൯ ൌ ራ ೕ்אሻ௧ೕݐሺܨ  

The cumulative fault coverage reached by the test sequence Tj with final pattern 
tj  is also calculated: ܥܨ ൌ ራ ൫ܨ ܶ൯  /  |ܨ|

ୀଵ  

where F is the set of all possible faults detected by all the SAs and the whole 
pseudorandom test sequence. 

Consider as an example in Figure 4.3 a table where the rows correspond to the 
test patterns selected as DPs from pseudorandom test sequence, and the contents of 
rows illustrate the codewords as the results of testing for the case of m = 3. The 
column “No” refers to the number of the test pattern, and the column “Diagnosis” 
refers to the sets of suspected faults found at the given test pattern. 

In the first step the whole test sequence is carried out with the last test pattern v. 
In this step according to the codeword C7 = 111 as the result of test all the SAs fail 
and the following diagnosis can be made D1 = R1’ ∩ R2’ ∩ R3’. To improve the 
diagnostic resolution according to the bisection algorithm, the partial test sequence 
up to the test pattern k is carried out. A possibly improved diagnostic resolution 
results: D2 = R1’’ ∩ R2’’ − R3’’ , where |D2| ≤ |D1|. Further diagnostic resolution by 
reducing can be achieved by continuing the bisection algorithm using the results of 
only SA3. The best resolution will be obtained at the test pattern l where the SA3 
fails for the first time. The result of fault diagnosis will be: |R3| ≤ |R3’’| ≤ |R3’|. 
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Now the fault diagnosis is continued by bisection algorithm based on the results 
of SA1 and SA2. A test sequence with the final pattern i is carried out. Since SA2 
does not fail, the test is continued until the pattern j is found where SA2 the first 
time fails. As the result, the subset of suspected faults |R2| ≤ |R2’’| is obtained. Then 
the algorithm is continued based on the results of SA1 only, until the pattern h is 
found where SA1 the first time fails. The final diagnosis will be D3 = R1 ∩ R2 ∩ R3 
where |D3| ≤ |D2| ≤ |D1|. 

4.5 Experimental data 

Experiments were carried out on the same ISCAS’85 benchmark circuits [92] 
[93], applying the same sequences of pseudorandom test patterns and simulating 
the same number of stuck-at faults as in Chapter 3 (see Table 3.7). The goal of 
experiments was to prove efficiency of exploiting multiple signature analyzers for 
diagnostic resolution improvement and also to reduce diagnosis application time by 
preventing the search of remaining failing patterns when applicable diagnostic 
resolution has been achieved. 

4.5.1 Algorithms of designing the interface between CUT and SAs 

In Table 4.2 the results of two different algorithms that design the interface 
between the CUT and the SAs are presented. In column 3, “ES” means the “Equal 
Subsets” algorithm and “UF” stands for the “Unique Faults” algorithm. Further, the 
average diagnostic resolutions over all possible diagnosis results are presented 
where different number of SAs (1-5) was applied for test responses analysis, and 
the diagnostic procedure was stopped when either only the first failing pattern     

No 
Codeword 

Diagnosis 
SA3 SA2 SA1

h 0 0 1 R1 
   

i 0 0 1 R1’’’ 
   
j 0 1 1 R2 
   

k 0 1 1 R1’’ , R2’’ 
   
l 1 1 1 R3 
   

v 1 1 1 R1’ , R2’ , R3’ 

v

k

i

l

h

j

R1 

R2 

R3

R1’ , R2’ , R3’ 
R1’’’

R1’’ , R2’’

P 

F/111

F/111

F/011

F/001

F/011 

Diagnostic tree

F/001 

Figure 4.3 An example of fault diagnosis with a set of three signature analyzers 
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(“1 tf”) had been found or all failing patterns (“all tf”) had been detected. In given 
experiments for the fault diagnosis only effective patterns selected as DPs were 
used, in which the diagnostic data of remaining patterns were also stored, as 
described in section 3.2.5. Thus, the average diagnostic resolution for single SA as 
a result of fault diagnosis, where all the failing patterns were detected, corresponds 
to the data in Table 3.8 for the modified method.    

Table 4.2 Comparison of algorithms designing the interface between CUT and SAs 

circuit # outs Algo- 
rithms

Average diagnostic resolution at given number of SAs (1-5) 
1 2 3 4 5 

1tf all tf  1tf all tf  1tf all tf  1tf all tf   1tf all tf   

c432 7 
ES 

21.3 2.6
10.6 2.1 7.8 2.0 6.1 2.0 5.8 2.0 

UF 10.8 2.0 8.0 2.0 7.0 2.0 5.8 2.0 

c499 32 
ES 

80.2 2.3
71.6 2.0 72.8 2.0 71.2 2.0 62.3 2.0 

UF 54.3 2.0 46.0 2.0 44.6 2.0 41.7 2.0 

c880 26 
ES 

51.7 1.8
24.2 1.7 17.6 1.7 12.7 1.7 11.6 1.7 

UF 22.7 1.7 16.3 1.7 12.8 1.7 10.4 1.7 

c1355 32 
ES 

50.9 3.1
46.7 2.9 47.6 2.9 46.5 2.9 45.6 2.9 

UF 34.2 2.9 29.4 2.9 27.3 2.9 26.3 2.9 

c1908 25 
ES 

99.0 2.9
47.1 2.4 29.2 2.4 20.7 2.4 41.0 2.5 

UF 45.9 2.3 36.1 2.3 22.6 2.3 17.6 2.3 

c2670 140 
ES 

151.5 4.1
73.6 4.0 43.9 3.4 34.9 3.3 27.3 3.3 

UF 65.2 3.9 39.9 3.3 30.9 3.3 27.5 3.3 

c3540 22 
ES 

104.6 2.2
45.1 2.2 24.3 2.1 21.3 2.1 15.6 2.0 

UF 43.3 2.1 27.8 2.1 17.5 2.0 17.6 2.0 

c5315 123 
ES 

232.8 2.2
92.0 2.0 55.7 2.0 41.0 2.0 40.7 1.9 

UF 87.1 2.0 54.2 2.0 36.5 1.9 28.8 1.9 

c6288 32 
ES 

1206.1 3.3
475.5 2.6 295.5 2.2 162.7 1.9 101.1 1.8 

UF 414.5 1.9 214.5 1.8 137.0 1.8 97.9 1.8 

c7552 108 
ES 

262.4 2.6
106.8 2.2 95.2 2.1 65.6 2.1 47.9 2.1 

UF 103.4 2.2 66.9 2.1 53.4 2.1 45.1 2.0 

Average 
ES 

226.1     2.7
99.3 2.4 69.0 2.3 48.3 2.2 39.9 2.2 

UF 88.1 2.3 53.9 2.2 39.0 2.2 31.9 2.2 

If analyze results in columns “all tf”, then it is obvious that in most cases either 
both algorithms give the same results or the “UF” is slightly better. Since all the 
failing patterns are used for fault diagnosis and average diagnostic resolution for 
single SA is very high and varies only from 1.8 to 4.1 for all considered circuits, 
then an employment of multiple SAs is unreasonable. The improvement of the 
average diagnostic resolution is insignificant.  For circuit c2670, exploiting of two 
SAs instead of single enhances the average diagnostic resolution from 4.1 only to 
3.9 for the “UF” algorithm.  

The number of used SAs becomes relevant for fault diagnosis when the 
diagnostic procedure is stopped after the first failed pattern is found. The best 
average diagnostic resolution improvement is gained for circuit c6288 by 12.3 
times, from 1206.1 for single SA to 97.9 for the set of 5 SAs applying the “UF” 
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algorithm. The obtained result is due to more or less equal distribution of faults 
between different numbers of outputs as shown in Table 4.1. However, in the ideal 
case the improvement could be by 25 − 1 = 31 times when exploiting 5 SAs. One of 
the worst results is obtained for circuit c1355, where the resolution is improved 
only by   50.9 / 26.3 = 1.9 times when using 5 SAs. This is also caused by structure 
of the circuit since 31.6% of faults are detected by single output and almost each of 
remaining ones can be detected by more than 10 outputs as shown in Table 4.1. 
This makes the distribution of 32 outputs between 5 SAs inefficient since there is a 
high probability that for most faults all the 5 SAs will fail and there will be no 
possibility to distinguish faults.  

The results for all the considered circuits and numbers of SAs presented in row 
“Average” show that the “UF” algorithm outperforms the “ES” algorithm.  In some 
certain cases, when analyzing results in columns “1 tf”, the “ES” algorithm 
achieves better resolution. For instance, results for circuit c1908 when were used 2 
SAs are 29.2 for the “ES” and 36.1 for the “UF” algorithms. However, sometimes 
the “ES” makes the resolution even worse when increasing the number of SAs. For 
example, considering the same circuit c1908 the resolution for 4 SAs was 20.7 
whereas for 5 SAs it became 41.0. Thus, the preference is given to the “UF” 
algorithm since it designs the interface between CUT and SAs more efficiently, 
and it is less time-consuming than the “ES” algorithm.    

4.5.2 Comparison of different fault diagnosis methods  

In this section following algorithms are compared: classical Binary search (6) 
[83] [84] [85] [86], doubling (4) [90], jumping (5) [91], the proposed method (3) of 
bisection detected faults, the proposed method (2) based on multiple SAs 
(Mult_SA) where five analyzers were used, and the proposed method (1) where 
after detecting 5 failed patterns the procedure stopped (Mult_SA_short). For the 
methods (2)-(6) all failed patterns were used for diagnosis. For experiments were 
taken the ISCAS’85 circuits c2670, c5315 and c7552 since they have large number 
of outputs and faults are quite equally distributed between different numbers of 
outputs which must enhance the efficiency of using multiple SAs. The average 
results for these three circuits over all faults are depicted in Table 4.3. 

A considerable improvement in the speed of diagnosis can be observed for the 
proposed method of bisection faults (3) compared to the previous methods (4), (5) 
and (6). The methods (2)-(6) made the diagnosis on the basis of all failing patterns. 
This is the reason why the diagnostic resolution is equal for all of the methods. 
Using multiple signature analyzers (2) did not reduce much the test length 53 
compared to the proposed method (3) of bisection faults with test length 63. The 
reason was that all the failed test patterns were targeted. Also the multiple SAs did 
not have any impact on the diagnostic resolution because of finding all the failing 
patterns already provided all the needed information which was enough to achieve 
the best fault resolution at the given test sequence. 
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Table 4.3 Comparison of different methods 

Method 
Number of 

test sessions 
Diagnostic 
resolution 

Average Max Average Worse 

(1)  Mult_SA_short 12 18 2.7 22 

(2)  Mult_SA 53 182 2.4 22 

(3)  Bisect_faults 63 183 2.4 22 

(4)  Doubling 90 255 2.4 22 

(5)  Jumping 90 443 2.4 22 

(6)  Bisect_patterns 143 1001 2.4 22 

The real dramatic impact of the multiple SAs emerged when was allowed to 
stop the procedure at the reduced number of failed test patterns (Mult_SA_short). 
In the experiment the procedure was stopped after finding 5 failed patterns. The 
average test length 12 of the diagnostic procedure decreased now in average by 5 
times compared to the method (3) with test length 63 while the diagnostic 
resolution achieved was almost the same as for other methods.  The strategy of 
Mult_SA_short is efficient because it exploits the improved resolution effect of 
multiple SAs already at the beginning stage of the procedure, which allows to stop 
it after detecting only a small fraction of failing patterns (Figure 4.4). As the result, 
a dramatic decrease of the test length as shown in Table 4.3 was achieved.  

 

Figure 4.4 Dependency of the resolution on the test length 

How quickly the resolution will be improved already by the second failing test 
pattern for the analyzed circuits in the case of using 5 SAs can be seen in       
Figure 4.4. After the second failing pattern the improvement in diagnostic 
resolution slows down significantly since the accuracy of fault location is reaching 
its limits. 
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4.5.3 Trade-off between time cost and accuracy of the fault diagnosis 

Table 4.4 shows how the diagnostic resolution (Res) in the case of 5 SAs can be 
improved by increasing the number of failed patterns to be found, i.e. by increasing 
the test length (Length). The data in Table 4.4 and in Figure 4.4 are averages over 
all the stuck-at faults in the circuits compared. 

Table 4.4 Influence of the test length on the resolution 

# Failed 
patterns 

c2670 c5315 c7552 
Res Length Res Length Res Length 

1 27.5 5.3 28.8 5.8 45.1 6.1 
2 7.1 7.7 4.2 8.9 7.4 9.1 
3 4.4 9.1 2.4 10.2 3.4 10.6 
4 3.9 9.9 2.1 10.9 2.7 11.5 
5 3.7 10.6 2.0 11.6 2.4 12.4 
6 3.7 11.2 2.0 12.2 2.3 13.1 
7 3.5 11.7 2.0 12.8 2.2 13.8 
8 3.5 12.3 2.0 13.4 2.2 14.6 

All 3.3 29.5 1.9 38.9 2.0 88.0 

In Table 4.5 the impact of the number of SAs on the diagnostic resolution is 
shown. Three ISCAS circuits are compared and only the average and worse 
resolutions are calculated over all possible faulty cases. The best resolution for all 
circuits was 1. Since the influence of the multiple SAs is high especially in the 
beginning of diagnosis, the diagnostic procedure was stopped at the first failing 
pattern to determine more exactly the sensitivity of the resolution on the number of 
SAs. The short test sequence (diagnosis on the basis of a single failed pattern) is 
the reason why the resolution values (numbers of suspected faults) in Table 4.5 are 
rather high. 

Table 4.5 Influence of the number of SAs on the resolution 

#SA 
c2670 c5315 c7552 

Av Worse Av Worse Av Worse 
1 151.5 379 232.8 676 262.4 806 
2 73.6 190 92.0 342 106.8 364 
3 43.9 146 55.7 228 95.2 433 
4 34.9 113 41.0 165 65.6 333 
5 27.3 87 40.7 220 47.9 217 
6 25.4 120 27.6 117 45.7 214 
7 24.8 130 23.7 141 41.4 195 
8 21.5 108 23.8 156 34.6 158 
9 21.7 112 21.3 97 34.4 169 

10 21.4 115 19.9 83 33.7 154 

In Table 4.6 the impact of the selected number of DPs on the diagnostic 
resolution as well as on the test length for circuit c2670 is shown. Experimental 
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results are presented for the cases when were used 1, 5 and 10 SAs (column          
“# SA”), the diagnostic procedure was stopped after the 1, 2, 3, 10 and all failing 
patterns were detected, and for diagnosis were used initial set of effective test 
patterns selected as DPs (1x). The notations 2x, 4x and 8x mean which DPs were 
used for fault diagnosis from the initial set of DPs (2x – each second, 4x – each 
fourth, 8x – each eighth), i.e. how many times less DPs were used compared to the 
initial number of DPs. Circuit c2670 is tested by the pseudorandom sequence of 
length 22862 where only 116 patterns are effective, i.e. selected as initial DPs. 
Thus, in the case of 8x for diagnosis are used only 116 / 8 = 14.5  15 patterns 
that saves the BIST memory since less diagnostic data must be stored and also 
reduces the length of test since searching tree becomes much smaller, however, it 
has a negative impact on the diagnostic resolution.  

Table 4.6 Influence of the number of DPs on resolution and test length for c2670 

# SA # DP 
Diagnostic resolution Test length 

# failed patterns # failed patterns 
1 2 3 10 All 1 2 3 10 All 

1 

1x 151.5 24.3 8.2 4.4 4.1 5.3 8.7 10.7 16.4 37.2 
2x 295.7 64.6 29.2 5.2 4.3   4.3 7.4 9.3 15.6 28.3 
4x 519.5 204.1 114.0 46.7 39.0 3.5 5.9 7.7 14.0 21.8 
8x 831.6 473.5 346.8 201.0 201.0 2.6 4.3 5.7 11.9 14.2 

5 

1x 27.5 7.1 4.4 3.4 3.3 5.3 7.7 9.1 13.3 29.5 
2x 47.2 12.1 7.4 3.7 3.5 4.3 6.7 8.0 12.6 22.5 
4x 72.7 26.5 15.5 9.4 8.7 3.5 5.5 6.8 11.7 17.8 
8x 99.9 43.1 32.0 16.7 14.7 2.6 4.2 5.3 10.2 12.1 

10 

1x 18.2 5.9 4.2 3.4 3.3 5.3 7.5 8.7 12.8 29.0 
2x 27.8 9.0 6.0 3.6 3.5 4.3 6.4 7.6 12.1 22.0 
4x 43.0 18.4 12.1 8.3 7.8 3.5 5.4 6.6 11.4 17.4 
8x 57.4 27.6 21.4 12.1 11.4 2.6 4.1 5.2 10.0 11.9 

The main message of the Table 4.4, Table 4.5 and Table 4.6 is to show how the 
proposed method allows to make a trade-off between the time cost (test length), the 
accuracy (resolution) of the fault diagnosis, and also the hardware cost (DPs stored 
in memory, implementation of a set of SAs). For example, in the case of the circuit 
c2670 and using a single SA the diagnostic resolution is 4.1 at the test length 37.2    
(Table 4.6). In this case all the failing patterns will be found which means that the 
average diagnostic resolution 4.1 is the best possible, however the test length is 
rather high. When using 5 SAs (Table 4.4) even better resolution 3.7 will be 
achieved at the cost of test length only 10.6 which is 3.5 times better than using a 
single SA. The resolution can be further improved up to 3.3, however at the cost of 
increasing test length up to 29.5. According to Table 4.6, one of the best solutions 
for fault diagnosis of circuit c2670 is to exploit 5 SAs, 2x DPs and to stop the 
diagnostic procedure when 10 failed patterns are found which results the average 
diagnostic resolution 3.7 and the test length 12.6. 
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Figure 4.5 illustrates the trade-off between number of SAs, average diagnostic 
resolutions and test lengths for three circuits c2670, c5315 and c7552. The figure is 
based on data presented in Table 4.4 and Table 4.5, where additionally average 
resolutions and test lengths for three circuits were calculated. Figure 4.5 
demonstrates that initial diagnostic procedure application time, which is 
proportional to the number of test sessions that was equal to 62.6, where was used 
a single SA and all failing patterns were targeted during fault diagnosis, could be 
speed up approximately by 5.4 times. To achieve it, a set of 5 SAs must be 
introduced and not more than 5 failing patterns must be used for fault diagnosis. 
This approach guaranties the average test length of 11.5 while the average 
diagnostic resolution is even improved from initial 3.0 to 2.7. Thus, presented 
tables and figures in this section give an overview of possible strategies for 
implementing efficient fault diagnosis for ISCAS’85 circuits. 

 

Figure 4.5 Trade-off between resolution, test length and number of SAs 
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4.6 Conclusions 

A method is proposed for embedded fault diagnosis in digital systems with 
BIST environments:  

• the proposed approach employs compressed fault tables to minimize the 
amount of memory space needed to store essential diagnostic data 
derived from a long sequence of pseudorandom test patterns 

• a method for optimized partitioning of a single signature analyzer into a 
set of analyzers  has been  developed to improve the fault resolution 
when using the information only from small sets of failed patterns 

• algorithms are proposed to design an optimal interface between the 
circuit under test and the set of signature analyzers to achieve the best 
diagnostic resolution for given test set; the partition is done only once in 
a single way for the whole diagnosis procedure and in this way it does 
not bring any additional increase in the area overhead compared to the 
case of a single signature analyzer 

• an overview of possible strategies for fault diagnosis is presented where 
a trade-off analysis between the time cost (test length) and the accuracy 
(resolution) is carried out 

Experimental results demonstrate that the proposed method for increasing the 
diagnostic resolution and optimizing diagnosis application time is feasible and 
efficient. 
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Chapter 5  

FAULT MODEL FREE HIGH-LEVEL 

FAULT DIAGNOSIS 

This chapter introduces a concept of fault model free diagnosis combined with 
cause-effect analysis in digital systems represented as networks of functional 
blocks. The diagnosis is considered as a task to locate a faulty block in the network 
by using concise block-level topological fault dictionary. The dictionary does not 
need fault simulation and represents only the connectivity of blocks to observable 
checkpoints. The distances between the entries (codewords) in the dictionary are 
defined, and they are used to match the observed test responses to the entries of the 
dictionary. A measure is proposed for evaluating the block-level diagnosability of a 
given network which can be used for redesign of the circuit to improve the 
exactness of locating the faults or faults regions in digital circuits. Experimental 
results provide the data which characterize the proposed measure and show the 
efficiency of using topological fault dictionaries for the ISCAS benchmark family. 

5.1 Block-level fault-model free diagnosis 

Consider a combinational circuit C with a set of observable outputs (e.g. 
primary outputs) OUT, a set of controllable by test inputs IN, and a set of internal 
fanout nodes FN. Denote by FB ⊂ FN a subset of nodes on fanout branches from 
the internal nodes of FN. Consider the circuit C as a topological network of blocks 
(subcircuits) where each block si ∈ S represents a fanout-free region (FFR) with an 
single output node yi ∈ OUT ∪ FN and with a set of input nodes Xi ⊂ IN ∪ FB.  In 
particular case the block si ∈ S may consist of a single node of a primary input if it 
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has fanout branches. The connections between blocks may be logic signal lines or 
buses. The functionalities of blocks may be represented by logical and arithmetical 
expressions or by procedures. The objective of the diagnosis is to locate the faulty 
block s ∈ S in a set of all networked blocks of S by applying a test T and analyzing 
the test response R(T) on the primary outputs of the circuit.  

Represent the network C as a directed graph G = (S, Γ ) where the nodes 
represent the blocks s ∈ S and Γ  is a mapping from S to S. Here Γ (s) ⊂ S denotes 
the set of successor nodes (blocks) of s, and Γ -1(s) ⊂ S denotes the predecessor 
nodes (blocks) of s. By Γ *(s) ⊂ S and Γ -1*(s) ⊂ S the transitive closures of            
Γ (s) ⊂ S and Γ -1(s) ⊂ S are denoted respectively. For all the nodes sj ∈ S which 
represent the output blocks of the network,  j: yj ∈OUT, is valid Γ (sj) = ∅. For all 
the nodes sj ∈ S which represent the blocks with only primary inputs of the 
network, j: Xj  ⊂ IN, is valid Γ -1(sj) = ∅.  

An example of such a graph is presented in Figure 5.1, where each node 
represents a FFR of the circuit. The task of the fault diagnosis, instead of locating 
predefined faults (e.g. stuck-at faults) inside FFRs, will be to locate the faulty FFR 
if the circuit has failed during test. There will be no restrictions to the fault types 
inside the FFRs. The only restriction for sake of the ease of calculating the measure 
of diagnosability will be the assumption of a single faulty block. However, the 
measure can be used also for estimating the diagnosability of a system in a general 
case of multiple faulty blocks. 

 

 

5.2 Diagnostic matrix of a network 

The block-level topological fault dictionary for the given combinational circuit 
C is represented as a diagnostic matrix DM = | | dij | | where i denotes a node si ∈ S 
(a block in the network) and j denotes an observable output node sj ∈ S where          
Γ (sj) = ∅ . The notation dij = 1 is used, if there is a path from si throughout the 

Figure 5.1 A graph representing a network of blocks 

S11

 S1  S2  S3  S4

 S5  S6  S7

 S8  S9 S10
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graph G to the output node sj, otherwise dij  = 0. The notation  dij  = 1 means that the 
erroneous value on the output of the block si ∈ S  can be propagated to the 
observable primary output yj  ∈ OUT of the network. The subset of all observable 
nodes reachable from the output of the block si can be calculated as              
OUT(si) = Γ *(si). 

Let call the row vectors CWi = (di1 , di2 , ... , din) of the matrix DM as diagnostic 
codewords. Here n = | OUT |  is the number of observable nodes (primary outputs) 
of the network. Each block si has its own binary codeword where dij  = 1 means that 
a fault in the block si is able to change the value of the observable output yj if a 
signal path from the output of the block si  up to  yj ∈ OUT  is activated.  Several 
blocks may have identical diagnostic codewords. 

The procedure for generating the diagnostic matrix from the graph G which 
describes the structure of the circuit is as follows. 

Algorithm 5.1: 

For all j: Γ (sj) = ∅   
BEGIN  

djj  = 1 
For all k: dkj ∈ Γ -1*(sj) set dkj  = 1  

END 
 

An example of the diagnostic matrix DM created from the graph G in Figure 5.1 
according to the Algorithm 5.1 is shown in Table 5.1.  

Table 5.1 Diagnostic matrix of the circuit in Figure 5.1 

 y1 y2 y3 y4

s1 1    
s2  1   
s3   1  
s4    1 
s5 1 1   
s6   1  
s7    1 
s8 1 1   
s9   1  
s10   1 1 
s11 1 1 1  

In this approach is assumed that all the outputs of the network can be observed 
independently, in other words, it is assumed that each primary output has its own 
signature analyzer (SA). Because of the redundancy of pseudorandom test 
sequences in the sense of repeated detection of faults, it may be expected that if 
there is a fault in a block si of the network, this fault will show it as an erroneous 
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output signal at least once on each primary output of the network, corresponding to 
the diagnostic codeword CWi of the block. 

In the case of embedded diagnosis when not all primary outputs are separately 
observable, and the groups of outputs are merged to joint SAs the diagnostic matrix 
should be respectively modified. To represent the diagnostic model of such a case 
of a multi-SA structure (see Chapter 4) where the number of SAs is less than the 
number of primary outputs of the network, a new diagnostic matrix                     
DM m = | |d m

ik | | must be constructed, where   k = 1, 2, ..., m, and m is the number 
of SAs. The matrix DM m will be generated from DM by merging the columns for 
the outputs connected to the same SA. Suppose that the subset of outputs         
OUTk ⊂ OUT is connected to the signature analyzer SAk. Then the entries of the 
column k in DM m are calculated as logic sums:  ݅: ݀ ൌ ሧ ݀אை்ೖ  

where OUTk is the subset of columns in DM to be merged in DM m . 

The diagnostic matrix DM can be used for fault diagnosis in a similar way as 
traditional fault tables or fault dictionaries by looking for matches between the 
diagnostic results and the codewords in DM. However, without special 
manipulations to be explained later the diagnosis may remain inaccurate or even 
impossible. 

Denote by R(T) = (r1, r2, ... , rn) the test response where  rj = 1 when a fault has 
caused an error during the test on the output node yj ∈ OUT at least once, and rj = 0 
otherwise. Introduce the following diagnostic property of the test which is used for 
fault diagnosis. 

Property 5.1. All the possible faults in the block si in the network C are 
activated during the test at least once to all observable nodes OUT(si) reachable 
from si .  

Assume first, that the Property 5.1 is valid. In this ideal case, the faults in a 
block si will always produce a match R(T) = CWi  in the fault dictionary.     
Property 5.1 may be valid also partially, for a subset of all faults. 

In general case, it may happen that R(T) ≠ CWi . However, it is not difficult to 
realize that in general case always R(T) ≤ CWi , i.e. ∀j, j = 1, 2, ... , n: rj ≤ dj . This 
statement follows from the assumption of a single faulty block in the network. 

As an example, consider the network in Figure 5.1, and the diagnostic matrix in 
Table 5.1. The response for a test experiment T will be represented as a 4-bit 
codeword R(T). The rows of the matrix DM will correspond to the expected 
codewords for different faulty cases as responses to the test experiment (in the case 
when the Property 5.1 of the test is valid). For example, if R(T) = 0011, then from 
DM can be concluded  that the block s10 should be faulty. On the other hand, in the 
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case of the codeword 0010 the diagnosis will be ambiguous, since there are three 
rows in the table with such codeword. The subset of suspected faulty blocks in this 
case is: {s3, s6, s9}. 

The general case, when the Property 5.1 is not valid, will be considered in 
section 5.4. 

5.3 Lower bound of average block-level diagnosability  

Consider the ideal case when according to Property 5.1 all the possible faults in 
a block si will be propagated during the test to all nodes of OUT(si). This property 
may be used as a criterion to be considered during test generation for block-level 
diagnostics purposes. For example, in the case of embedded diagnosis based on 
pseudorandom sequences produced by BIST, the probability of propagating faults 
to all reachable outputs will be the higher the longer is the test sequence. The test 
generation problem itself is not discussed here. 

Lemma 5.1. If the two codewords CWk and CWm in the matrix DM are different 
CWk ≠ CWm , then the faults in the corresponding blocks sk and sm are 
distinguishable.  

Proof. Since CWk ≠ CWm , there exists at least one column  j  in DM where       
dkj  ≠ dmj  which means that only one of these two blocks is able to influence the 
value of yj ∈ OUT. Consequently, in the case when a faulty behaviour is detected 
with either R(T) = CWk or  R(T) = CWm , then the faulty or non-faulty behaviour of 
yj ∈ OUT  will exactly explain which of these two blocks is faulty and which is not. 

From the Lemma the following Corollary results. 

Corollary. If the two codewords CWk and CWm in the matrix DM are equal then 
the faults in the corresponding blocks sk and sm are indistinguishable with the given 
method. 

From the Corollary and the Property 5.1 it follows that in order to improve the 
diagnostic resolution it is needed either to improve the test (when Property 5.1 is 
not valid), or to redesign the circuit e.g. by adding observable checkpoints in such a 
way that in the new diagnostic matrix the codewords CWk and CWm become 
different. 

Theorem 5.1. If all the codewords in the matrix DM are different from each 
other, then all the faults in the network C are distinguishable with accuracy of 
block locations. 

The proof of the Theorem 5.1 follows from the Lemma 5.1.  

Let | S | be the number of rows in DM of a network C where S is the set of all 
blocks to be determined as faulty or not faulty. Partition all the blocks in S into a 
set of groups M = {Mk}, so that the codewords of the blocks in a particular group 
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Mk ∈ M are the same. Let Mk be the number of blocks with the same codeword 
CWk in Mk . Obviously, M  ≤  S , and  M  =  S  only  in the case when all 
the rows in DM are different.  

Taking into account the indistinguishability of faults in Mk ∈ M, redefine now 
the task of diagnosis.  

The objective of the diagnosis is to locate the faulty group of blocks Mk ∈ M by 
reasoning the test response R(T).   

Now the average block-level diagnosability of the given network C can be 
calculated as follows: ܦ ൌ ∑ |ெೖ||ಾ|ೖసభ|ெ|        (5.1) 

As an example, for the diagnostic matrix DM in Table 5.1 the following 
partition is obtained: 

M = {{s1}, {s2}, {s3, s6, s9}, {s4, s7}, {s5, s8}, {s10}, {s11}} 

In this partition, there are three groups of indistinguishable faulty blocks:        
M3 = {s3, s6, s9}, M4 = {s4, s7}, and M5 = {s5, s8}. The average diagnosability of the 
network according to (5.1) is D = 1.57. 

The value of D refers to the block-level diagnostic resolution achievable by the 
diagnostic test with Property 5.1. In other words, the value of D means the average 
number of suspected blocks as the result of fault diagnosis.  

For the general case when the Property 5.1 is not valid, two possibilities may 
take place during diagnosis: (1) no match will be found for R(T) in DM, or (2) the 
match will be „wrong“, in other words, the resolution of the diagnosis will be 
worse. The both cases will be discussed in the next section.  

As can be seen further, in the general case when Property 5.1 is not valid, the 
block-level diagnostic resolution may be worse, and the number of suspected 
blocks may be higher than D calculated by (5.1). Therefore, the value of the 
formula (5.1) can be interpreted as the lower bound of average block-level 
diagnosability. 

5.4 Diagnosis with adjusting the test responses 

Consider now the general case where the Property 5.1 is not valid for the given 
test, i.e. the case where a fault located in the circuit during the test sequence will 
influence not all the primary outputs dictated by the diagnostic codeword of the 
block containing the fault. 
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Denote by E(CWi) the number of ones in the codeword CWi. Then the codeword 
CWi is called reducible to CWj if E(CWi) > E(CWj) and CWj can be produced from 
CWi by only changing ones to zeroes. The codewords are called comparable if one 
of them is reducible to another. The notation CWi > CWj is used when CWi is 
reducible to CWj .  

 Denote by L(i,j) the Hamming distance between two comparable codes CWj 
and CWi calculated as L(i,j) = E(CWi) − E(CWj). Introduce a codeword distance 
graph  Ω  = (CW, Δ) where CW is the set of all codewords in DM, and Δ represents 
a mapping from CW to CW. Denote by Δ(CWi) ⊂ CW the subset of the closest 
smaller codewords for CWi ∈ CW. The nodes CWj ∈ Δ(CWi),  CWi > CWj , are 
successors of  CWi , and the nodes  CWj ∈ Δ-1(CWi) , CWi < CWj , are predecessors 
of CWi in Ω. Denote by Δ*(CWi) and Δ-1*(CWi) the transitive closures of Δ(CWi) 
and Δ-1(CWi), respectively. Note that there exists a connection between two nodes 
CWi and CWj in Ω only if the codewords CWi and CWj are comparable.  

An example of the codeword distance graph Ω  for the network in Figure 5.1 is 
represented in Figure 5.2. The notation in the nodes is: i: CWi /Mi . 

During the fault diagnosis with a test T in case of a faulty block s ∈ Mi , the 
following cases may happen:  

(1) R(T) = CWi  

(2) R(T) does not match with any of the codewords in Ω  

(3) R(T) matches with another codeword CWj which does not correspond to Mi 

(1) The first case corresponds to the correct diagnosis, the other cases mean a 
distortion of the diagnosis because of not detecting the fault on all outputs 
OUT(Mi) dictated by the codeword due to the fault no propagated to all outputs it 
may affect, or due to aliasing taking place in SAs.  

(2) Suppose that R(T) ≠ CWi , and there is no match between R(T) and any other 
CWj in Ω. Assume, also that there is no CWj in Ω , such that  R ≤ CWj < CWi . Then, 

Figure 5.2 The codeword graph of the network in Figure 5.1 

1: 1110 / (s11) 2: 0011 / (s10) 

3: 1100 / (s5, s8) 4: 0010 / (s3, s6, s9) 5: 0001 / (s4, s7) 

6: 1000 / (s1) 7: 0100 / (s2) 
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R(T) can be corrected to match with CWi , and produce the correct diagnosis 
according to the following theorem. 

Theorem 5.2. If there exists no codeword CWk , so that CWj < CWk < CWi . Then 
all test responses R(T) , where CWj < R(T) < CWi , can be corrected to CWi referring 
exactly to the suspected set of faulty blocks Mi . 

Proof. Suppose by a contradiction that there is another faulty set of blocks Mk ,  
k ≠ j, able to produce the same test response R(T). Then two cases are possible, 
either CWk = CWi , if Property 5.1 is valid for the given fault, or R(T) = CWk < CWi 
which both are in contradiction with the presumption of the Theorem 5.2. 

 (3) Assume now that E(CWi ) − E(R(T)) ≥ k, and there is a node CWj in Ω , so 
that R(T) = CWj . In this case the faulty block may locate in a subset of blocks 
represented by a subset of codewords Δ*(CWi) ∩ Δ-1*(CWj). This means a decrease 
of the diagnostic resolution. 

As an example, consider in Figure 5.2 the case when there is a fault in s11 and  
R(T) = 0110. There is no such codeword in the graph. However, R(T) can be 
adjusted to 1110, and the correct diagnosis s11 will be achieved. As a second 
example, let R(T) = 1100. There is a match now with {s5, s8}. If can be proven that 
s5 and s8 are correct, the diagnostic procedure should continue in the blocks 
represented by Δ*(CWi) ∩ Δ-1*(CWj) = Δ*(1110, 1100, 0010) ∩ Δ-1*(1100, 1110)=  
= (1110), i.e. in the block s11 . Because of the test with less diagnostic capability the 
diagnostic resolution was also less – instead of only s11 , three blocks {s5, s8, s11} 
are suspected as fault candidates. 

5.5 Probabilistic diagnosability measure  

Let return to the case (3) in the previous section, where because of the distortion 
R(T) matches with another codeword CWj in Ω which does not correspond to Mi . 
Then following assumptions are valid, E(CWi) − E(R(T)) ≥ k and R(T) = CWj . 
Regarding the diagnosability, this means that the suspected candidate set of faulty 
blocks should be increased:  

          Mi 
*

 = Δ*(CWi) ∩ Δ-1*(CWj)    (5.2) 

In such a way, by using formula (5.2) to each possible faulty situation, a set of 
blocks can be determined as candidates for being faulty at a given response R(T). 
From the discussion above, a measure follows for a probabilistic diagnosability: 

ܦ  ൌ ଵ ∑ ሺ · ሻ|כܯ| ൌ ଵୀଵ ∑ ቀ|ி||ி| · ቁୀଵ|כܯ|    (5.3) 

where  n  is the number of nodes in the codeword graph Ω , Mi 
*

  is the set of blocks 
suspected as candidates for being faulty with probability pi . For a particular case, 
when the possible faults can be enumerated, and the faults have equal probabilities, 
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the probabilities in (5.3) can be calculated as pi = |Fi| / |F|, where F is the set of all 
faults, and Fi is the set of faults in Mi . 

In case a set of faults is enumerable the following algorithm can be used for 
calculating the probabilistic diagnosability. 

Algorithm 5.1: 

  1.   Calculate the reference R for the given test sequence T 

  2.    For all nodes CWi of the graph Ω 

  3.          Set up Cluster (CWi) of blocks consisting of a node CWi 

  4.          For all blocks Mi of the node CWi 

  5.   For all faults f in the block Mi 

  6.                      Calculate output response R(f) 
  7.              Find the closest codeword CWj to R(f) 
  8.             Update Cluster (CWi) = Cluster (CWi) ∪ (Δ*(CWi) ∩ Δ-1*(CWj)) 

END_for_all_faults 

  9.  Calculate the number of blocks in Cluster (CWi): Mi 
*
 = |Cluster (CWi)| 

10.  Calculate the number of faults Fi in block Mi 
11.  Calculate the probability pi = Fi / F 

      END_for_all_blocks 

   END_for_all_nodes 

12.   Calculate the average diagnosability according to (5.3) 

  END_of_Algorithm 

5.6 Improving the diagnosability 

To improve the diagnostic resolution, the original network can be redesigned for 
better diagnosability by inserting additional observable checkpoints in such way 
that in the final diagnostic matrix all the rows will be different.  

If an error is detected by the test response R(T), and a match R(T) = CWi is 
found, then a fault is expected to be in the subnetwork represented by the subset of 
blocks Mi ∈ M. If | Mi | is too big, the diagnostic resolution may not be satisfactory. 

Consider a network C as a graph G = (S, Γ ), and the subnetworks of blocks Mi 

with same codewords CWi as subgraphs Gi = (Mi , Γ ) where Mi ⊆ S. Denote          
ni = | Mi |, N = | S |, and r = | M |  is the number of subsets of blocks with the same 
codeword. 

All the blocks s ∈ Mi in any Mi may be the candidates to become a checkpoint 
to improve the diagnostic resolution (diagnosability) of the system. By choosing    
s ∈ Mi as a checkpoint then a partitioning of Mi = Mi,1 ∪ Mi,2 is obtained so that  
Mi,1 ∩ Mi,2 

 = ∅. Denote Mi,1 = Γ * (s) ∩ Mi and Mi,2 
 = Γ -1* (s) ∩ Mi , where           
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s ∈ Mi,2 . Because of adding a new checkpoint (observable node) the length of all 
codewords will increase by 1, and the subsets of blocks Mi,1 and Mi,2 will have now 
different codewords. As the result, the faulty blocks in Mi,1 and Mi,2 become 
distinguishable. An example of the impact of adding a checkpoint to the node s6 in 
Figure 5.1 is shown in Table 5.2. 

Table 5.2 Diagnostic matrix after adding a checkpoint 

si 
Codeword bits Partitions 

1 2 3 4 5 Mi M3,e 
s1 1 0 0 0  M1  
s2 0 1 0 0  M2  
s3 0 0 1 0 0

M3 
M3,1

s6 0 0 1 0 1
M3,2s9 0 0 1 0 1

s4 0 0 0 0  
M4 

 
s7 0 0 0 0   
s5 1 1 0 0  

M5 
 

s8 1 1 0 0   
s10 0 0 1 1  M6  
s11 1 1 1 0  M7  

Assume the probabilities that a block is faulty are equal for all blocks in the 
network. Then, pi = ni / N, is the conditional probability that in case of detecting a 
fault the cause of the fault is in Mi . Denote the number of blocks in the partitioned 
subnetwork Mi,2 with checkpoint by mi =

  |Γ -1* (s) ∩ Mi |. 

To select sequentially depending on the test responses the optimized set of 
checkpoints to achieve as maximum improvement of diagnosability as possible by 
minimum inserted checkpoints the following Theorem can be used. 

Theorem 5.3. To achieve the maximum improvement in diagnosability of the 
network G = ( S, Γ ) with subnetworks Gi = (Mi , Γ ), i = 1, 2, ..., r, where Mi ⊆ S, 
the checkpoint should be inserted to the block s∈Mi where mi(ni − mi) is maximum.  

Proof.  Consider the initial diagnosability of a system as: 

D = p1 n1 + p2 n2 + ... + pi ni + ... + pr nr           (5.4) 

After insertion of the checkpoint to a block s∈Mi the diagnosability will be 
changed: 

D’ = p1n1+ p2 n2 + ...+pi [p(s)mi + (1 − p(s))(ni  − mi)] +...+ pr nr  (5.5) 

where p(s) = mi / ni is the conditional probability that in case of faulty subnetwork 
Mi the fault will be located in Mi,2 ∈ Mi .  
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To have D − D’ = max, the following must be valid: 

         pi ni − pi [ p(s)mi + (1 − p(s))(ni  − mi)] = max           (5.6)                        

After substituting the probabilities and dropping for simplicity the subscripts: మே െ ே ቀమାሺିሻమ ቁ ൌ మିమିሺିሻమே ൌ ଶሺିሻே ൌ  (5.7)    ݔܽ݉

From that it follows that to achieve the maximum improvement in 
diagnosability at each step the checkpoint should be inserted to the node s∈Mi 
where mi(ni  − mi) is maximum. 

As an example, consider the network in Figure 5.1 which according to (5.4) has   
D = 1.9. The value of mi(ni  − mi) will be 2 (maximum) for the blocks s6 and s9,       
1 for the blocks s7 and s8, and 0 for other blocks. If choosing either s6 or s9 for the 
checkpoint then D’ = 1.54 which is the maximum increase in diagnosability by a 
single additional checkpoint. If choosing either s7 or s8 a worse result will be 
obtained D’ = 1.73. 

5.7 Experimental data 

The goal of the experimental research was to evaluate the conception of fault 
model free diagnosability by using the ISCAS’85 [92] [93] and ISCAS’89 [95] 
benchmark circuits. The reason of choosing these circuits was twofold: (1) since 
the objectives of this research are the networks of components where only the 
topology of connections is of importance and not the functionality of components, 
these benchmark circuits provide rather complex topologies; (2) second, the 
circuits allowed to demonstrate the feasibility of using the proposed approach also 
at the logic level. In the experiments, the fan-out free regions (FFRs) of the circuits 
were considered as blocks to be diagnosed as faulty or fault-free. 

In Table 5.3 the following data are shown: #Out – number of outputs, #Blocks – 
number of blocks, #Groups – number of groups with the same codeword, D_B – 
average block-level diagnosability calculated according to formula (5.1), i.e. the 
lower bound of average block-level diagnosability, D_P – average block-level 
diagnosability calculated according to formula (5.3), i.e. the probabilistic 
diagnosability with assumption that all blocks have equal probabilities to fail and 
Property 5.1 is valid, Max – maximal number of suspected blocks with the same 
codeword (the minimal number for all circuits was 1), and HD – average Hamming 
distance between the codewords. The lower bound of average block-level 
diagnosability D_B of all the circuits except c6288 is 2.6 which indicates a rather 
high inherent diagnosability of ISCAS benchmark circuits. The circuit c6288 
representing a 32-bit multiplier is an exceptional case, where despite the huge 
number of possible codewords (232 = 4294967296) there is only 63 different 
codewords (groups) compared to a large number of blocks 1488. Thus, the most 
blocks influence on the same outputs of the circuit (a large number of blocks with 
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the same codeword), causing in this way very low block-level diagnostic 
resolution. Column Max and D_P (probabilistic diagnosability) indicate the 
circuits which contain large groups of indistinguishable blocks and where the 
achieving high block-level diagnostic resolution during fault diagnosis will be 
complicated without redesigning the circuit for better diagnosability. For instance, 
in circuit c1355 the largest group consists of 185 indistinguishable blocks whereas 
there are 291 blocks in all. If all blocks have equal probabilities to fail then in    
(185 / 291) × 100% = 63.5% of cases the block-level diagnostic resolution will be 
equal to 185. However, practically all blocks have different sizes, i.e. contain 
different number of gates and, consequently, different number of possible defects. 
Thus, all blocks do not have equal probabilities to fail and the real probabilistic 
diagnosability can be considerably better (or even worse). On the other hand, the 
ISCAS’89 circuits demonstrate very high inherent diagnosability, where the worst 
probabilistic diagnosability D_P = 7.3 is obtained for circuit s5378 and the best 
D_P = 1.7 is for circuit s832. 

Table 5.3 Block-level diagnosability 

Circ. #Out #Blocks #Groups D_B D_P Max HD 
c499 32 187 43 4.3 69.0 113 15.1 
c880 26 151 68 2.2 5.2 15 3.0 

c1355 32 291 43 6.8 118.6 185 15.4 
c1908 25 248 48 5.2 69.1 129 7.6 
c2670 140 430 206 2.1 12.3 41 2.3 

 c3540 22 378 111 3.4 11.5 33 2.4 
c5315 123 633 350 1.8 14.9 64 5.2 
c6288 32 1488 63 23.6 60.9 91 8.3 
c7552 108 920 315 2.9 20.2 48 4.2 

s832 24 63 50 1.3 1.7 4 4.6 
s1196 32 187 138 1.4 2.1 8 3.2 
s1423 79 259 181 1.4 2.5 12 11.2 
s3271 130 555 377 1.5 5.4 42 3.3 
s5378 228 1083 662 1.6 7.3 28 4.2 

s15850 684 2202 1477 1.5 4.8 42 16.4 
s13207 790 2014 1424 1.4 4.2 60 5.1 

Average 3.9 25.6 57.2 7.0 

Investigations were carried out to evaluate the efficiency of correcting test 
responses using the Hamming distances between diagnostic codewords of network 
blocks. The results are depicted in Table 5.4, where as the test were used sequences 
of pseudorandom patterns with length in column 2 and stuck-at fault coverage in 
column 3. If the fault coverage did not increase any more, the sequence was 
interrupted. The pseudorandom test was chosen for two reasons: to get easily a test 
with a feature of N-detection [8] to make the Property 5.1 valid for as many as 
possible faults and to investigate the feasibility of the approach for BIST based 
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embedded diagnosis. The test response for each stuck-at fault (SAF) has been 
calculated and compared with the codeword of the block where the fault was 
located. Here was assumed that each primary output is independently observable, 
i.e. it has its own SA. The columns 4 and 5 show the percentages of match and 
mismatch of test responses R(T) with correct entries CWi in fault dictionaries 
(diagnostic matrices DM) before correction, and the columns 6 and 7, respectively, 
after correction.  

Table 5.4 Test response correction data for the case of stuck-at faults 

Circuit
Test Properties 

Response before
correction, % 

Corrected 
response, % 

#Patterns FC  % Correct Wrong Correct Wrong 
c499 1373 99.33 51.91 47.42 99.33 0.00 
c880 2694 100.00 91.85 8.15 98.79 1.21 

c1355 1438 99.51 54.20 45.30 99.51 0.00 
c1908 4420 99.48 51.67 47.81 98.73 0.75 
c2670 22682 88.65 68.28 20.37 85.38 3.27 
c3540 9631 95.54 57.43 38.11 79.67 15.87 
c5315 1793 98.89 79.09 19.80 89.86 9.03 
c6288 42 99.34 6.66 92.68 97.82 1.52 
c7552 24337 94.09 48.80 45.28 69.01 25.08 

s832 11974 98.53 98.53 0.00 98.53 0.00 
s1196 29248 99.70 71.06 28.64 92.58 7.12 
s1423 29848 98.76 69.26 29.50 96.61 2.15 
s3271 28577 100.00 89.14 10.86 95.30 4.70 
s5378 47270 98.95 76.11 22.83 98.02 0.93 

s15850 78460 92.19 69.05 23.14 90.06 2.13 
s13207 71017 98.07 69.63 28.44 91.15 6.92 

Average 97.56 65.79 31.77 92.52 5.04 

For example, for c1908 first only 51.67% correct matches were obtained. After 
correcting the test response R(T) using Hamming distance, the percentage of match 
was raised to 98.73% whereas only 0.75% of all faults were matched to a “wrong” 
codeword. However, the term “wrong” means here not a wrong diagnosis, rather 
that only the diagnostic resolution for these faults will be worse than the lower 
bound given in the column D_B in Table 5.3. The percentages in the column 7 give 
the idea how far the current diagnosability remains from the lower bound of 
diagnosability. The “wrong” matches which reduce the diagnosability are 
explained by the hard-to-test faults (HTTF) for which the Property 5.1 is not valid. 
To reduce the percentage of HTTF, the test quality should be improved to meet the 
Property 5.1. 

From Table 5.3 and Table 5.4 can be seen that in general, the bigger is the 
average Hamming distance between the codewords, the more exact can be the 
diagnosis (the less is the number of mismatches). Rather big average Hamming 
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distance between the codewords shows that there is rather high potential to correct 
the „distorted” test responses to match the correct block codewords, and to reach in 
such a way high diagnostic resolution. 

In Figure 5.3, the curves for ISCAS’85 and ISCAS’89 circuits show for every 
value of x on the horizontal axis the probability P(x) that the Hamming distance 
HD between the real fault codewords and faulty block codewords is less or equal to 
x. The curve AVERAGE shows the average probabilities for the whole family of 
circuits. The relationships in Figure 5.3 illustrate only rough general trends of the 
discrepancies between the real fault codewords and faulty block codewords, and do 
not represent the real probabilities of diagnosis inaccuracy. The reason is that a 
majority of fault codewords can be rectified due to the unidirectional distortions as 
shown in Table 5.4. For example, in Figure 5.3 for circuit c6288 only 
approximately 40% of test responses that mismatch the expected codewords are 
distorted by 10 or less bits. However, according to Table 5.4 the procedure of 
adjusting test responses can reduce considerably the number of “wrong” codewords 
from 92.68% to 1.52% whereas the average HD is 8.3 and the number of outputs 
equals to 32 as shown in Table 5.3. 

 

Figure 5.3 Integrated percentages of distances between fault responses and faulty block 
codewords for ISCAS’85 and ISCAS’89 benchmarks 

5.8 Conclusions 

In this chapter a conception was discussed to carry out block-level fault 
diagnosis in digital networks without using fault models. Instead of traditional SAF 
model based diagnosis, a method is proposed for locating faulty areas in the circuit 
with accuracy of FFR blocks as network components. Since no fault model is used, 
the method is applicable for both, debugging design errors and locating the 
manufacturing defects. Any type of defect, single or multiple, is allowed to take 
place in a block. The size of the block-level fault dictionary depends linearly on the 
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number of blocks to be determined as faulty or not faulty. The size of the blocks, 
however, will be the trade-off between the complexity of the fault dictionary and 
the diagnostic resolution. 

A measure for characterizing the lower bound of block-level diagnosability of a 
given network was proposed, and was shown how this measure can be used for 
improving the diagnosability of networks by inserting additional observable 
checkpoints. 

A measure of Hamming distance between the codewords of entries in the fault 
dictionary was introduced, and a fault diagnosis method was presented which uses 
these distances to adjust the not matching test response to match the correct entry 
in the dictionary to locate the faulty block. This adjustment of test responses is 
similar to using Hamming distances for correcting errors in signal transmission.  

By experiments the feasibility of the block oriented fault diagnosis for a 
subclass of SAF model was analyzed. The results were promising: the lower bound 
of average block-level diagnosability was 3.9, rather high average Hamming 
distance 7.0 between codewords allowed quite efficiently to correct “wrong” test 
response codewords to match the available codewords in the fault dictionary. 
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Chapter 6  

HIERARCHICAL FAULT DIAGNOSIS 

This chapter introduces a hierarchical approach for fault diagnosis in 
combinational digital circuits represented as a network of modules. As modules 
either library components (e.g. complex gates) of digital circuits or arbitrary 
subcircuits are considered. The higher level fault diagnosis is carried out in two 
phases. In the first phase, faulty modules are located by cause-effect analysis using 
high-level fault dictionary. The size of the dictionary depends linearly on the 
number of modules in the circuit. In the second phase, the set of suspected faulty 
modules is pruned by reasoning of the defective behavior. At the lower level, the 
physical defects are directly located in suspected faulty modules using defect 
libraries of the modules or by effect-cause reasoning inside the module. The 
proposed approach to fault diagnosis helps to cope with the growing complexities 
of digital circuits. The experimental results show high module-level diagnostic 
resolution of the proposed approach.  

6.1 General description of the method 

The main objective of the proposed method is to combine the cause-effect fault 
diagnosis in combinational circuits with the physical defect oriented approach 
based on the general conditional fault model [65] [66] [67] [68] [69] [70]. The 
approach is hierarchical and is carried out at two levels (Figure 6.1). 

At the high-level, the model of a circuit is presented as a network of modules. 
Each module represents a fanout-free region (FFR) of the circuit with a different 
number of gates. The modules may be library components (complex gates) and/or 
arbitrary single output logic subcircuits. Thus, instead of enumerating all the 
possible fault cases (or defects), in the high-level fault dictionary are listed only the 
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modules as potential faulty items in the circuit. This helps to cope with the 
complexity of the fault dictionaries. Initial modules can be grouped even into larger 
modules to reduce the size of fault dictionary. In general, there are no restrictions 
set to the fault types inside the modules. The task of the high-level diagnosis is to 
locate the candidate faulty module or a subset of candidate faulty modules. 

dijti

mjModules
Global

test 
patterns 

Δijti

ΔjDefects
Local
test 

patterns

Modules 
dictionary

Defects
dictionary

Located 
faulty 

module

Located 
defect

 

Figure 6.1 Illustration of the hierarchical approach to fault diagnosis 

First, by cause-effect diagnosis approach based on using the high-level fault 
dictionary, an initial set of candidate faulty modules is determined. On the next 
step, by using effect-cause high-level module reasoning, the initial subset of 
candidate faulty modules will be suppressed (Figure 6.2). The high-level module 
reasoning is defect oriented; however, the direct defect analysis is avoided. The 
defects are modeled indirectly by using the functional fault model which is 
represented by pairs of stuck-at faults (SAFs) and defect conditions [67] [70]. In 
the process of reasoning, only the defect conditions are considered, which allow to 
avoid dealing directly with the whole huge list of defects in the circuit. 

At the low-level, the fault diagnosis is carried out in the modules determined 
during the high-level reasoning as faulty. For low-level diagnosis purposes, the 
modules are represented by the sets of local test patterns which are treated as 
conditions for activating physical defects in modules (Figure 6.1). This diagnostic 
information is captured in the form of defect dictionaries and is stored in the 
component libraries. Using pre-generated defect dictionaries, low-level cause-
effect reasoning is carried out to locate the defects in the modules. If the defect 
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location with the help of defect dictionaries is not possible, or if no dictionaries for 
given modules are available, effect-cause low-level defect reasoning should be 
carried out to locate the defects in suspected modules (Figure 6.2). 

 

 

 

6.2 Cause-effect high-level fault diagnosis 

Consider a combinational circuit C synthesized as a network of modules with a 
single output (library complex gates or arbitrary subcircuits) with a set of primary 
outputs OUT, a set of primary inputs IN, and a set of internal nodes INT. The 
network C consists of a set of modules M where each module mj ∈ M has an output 
node yj ∈ OUT ∪ INT and a set of input nodes Xj ∈ IN ∪ INT.  

The circuit represents a graph C = (M, Γ ), where the nodes correspond to the 
modules m ∈ M, and Γ  is a relation on M, where Γ (m) ⊂ M denotes the successor 
nodes of m and Γ -1(m) ⊂ M is the set of the predecessor nodes of m.  For all the 
output nodes mj ∈ M,  j: yj ∈ OUT, is valid  Γ (mj) = ∅. For all the input nodes     
mj ∈ M which represent the modules with only primary inputs j: Xj ⊂ IN is valid    
Γ -1(mj) = ∅. 

Example 1. An example of a combinational network C is presented in       
Figure 6.3 where to each network component (functional block F ) a module 
corresponds.  The topological graph C = (M, Γ ) of the network is depicted in 
Figure 6.4, where are shown modules that correspond to respective functional 
blocks (e.g. F11) and the connections between the modules (e.g. F1 is connected 
to F4 and F7). The task of the high-level fault diagnosis is to locate the faulty 
module if the testing of the circuit has failed. 
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Figure 6.2 The hierarchical fault diagnosis flow 
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In general case, there will be no restrictions to the fault types inside the modules 
(some restrictions considered later may be introduced to simplify the fault 
diagnosis at the cost of worse diagnostic resolution).  

 

Figure 6.3 A combinational circuit 

The first phase of the high-level fault diagnosis is carried out in the network of 
modules according to the cause-effect approach by using its pre-generated fault 
dictionary. The module-level fault dictionary is represented as the matrix               
D = dijwhere i denotes the number of test pattern, and j denotes the module          
mj ∈ M (a subcircuit or a library component in the network). The notation dij  = 1 is 
used if the test pattern  ti  may detect a faulty signal on the output yj  of the module 
mj .   

 

Figure 6.4 A graph representing the combinational circuit in Figure 6.3 

Let Mi 
 = {mj} ⊂ M  be the subset of modules corresponding to the i-th row of 

the matrix D,  so that mj ∈ Mi  if  dij  = 1.  

Consider a test set T to be used for fault diagnosis. Partition the set T in 
accordance with the results of test experiment into two subsets: T = TF ∪ TP where 
TF ∩ TP = ∅, TF is the subset of test patterns which failed during the test, and TP is 
the subset of test patterns which passed. Denote by the vector: ܯி ൌ ራ ಷ்א:௧ܯ  

the subset of all modules suspected as faulty on the basis of failing subset of test 
patterns TF, and by the vector: ܯ ൌ ራ ು்א:௧ܯ  
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the subset of tested modules which have shown correct behavior on the basis of the 
subset of passed test patterns TP.  

Consider now the subset of modules M * = MF − MP . It is easy to understand 
that if M * ≠ ∅ then the modules in M * should be suspected as faulty to explain the 
failing of test patterns TF .  

Consider another subset of modules determined as M 1
cond = MF ∩ MP . All these 

modules in  M 1
cond  should be treated as ambiguous, because they may explain the 

failing of test patterns TF , however, not necessarily. Let call this subset as 
conditionally suspected modules after the first phase of high-level fault diagnosis. 
The total subset of modules suspected as faulty after the first phase of high-level 
diagnosis is determined as M 1 = M * ∪ M 1cond .   

Example 2. Table 6.1 represents an example of the module-level (high-level) 
fault dictionary D.  

Table 6.1 Module-level fault dictionary 

Test 
Modules 

m1 m2 m3 m4 m5 m6 m7 m8 
t1 1  1   1 1 1 
t2 1      1 1 
t3   1   1 1 1 
t4  1 1   1 1 1 
t5    1 1  1 1 

Assume the test patterns t1 and t2 failed during the test, e.g. TF = {t1, t2}, and 
other three test patterns TP = {t3, t4, t5} passed. Hence, MF  = {m1, m3, m6, m7, m8}, 
and  MP = {m2, m3, m4, m5, m6, m7, m8}. On this basis, the result of the first phase of 
high-level fault diagnosis is following: M * = {m1} and M 1

cond = {m3, m6, m7, m8}. 
The modules m3, m6, m7 and m8  remain conditionally suspected as faulty. 

In this phase of high-level diagnosis the information from the passed patterns  
TP = {t3, t4, t5} cannot be used to reduce the subset of suspected faulty modules in 
M 1

cond , because there is no data in module-level fault dictionary which defects 
have been tested in modules  M 1cond  during the test sets TF and TP . 

6.3 Defect reasoning in modules by using the conditional 
stuck-at fault model 

This section describes how the functional fault model consisting of pairs of SAF 
and defect conditions can be used for high-level defect reasoning in suspected 
faulty modules.  
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Consider a module m ∈M  which is represented by a Boolean function  y = f (X), 
X = (x1, x2, ..., xn). Introduce a symbolic Boolean variable Δ for representing a 
given defect in the module, which converts the fault free function  f  into another 
faulty function  f Δ . Construct for this defect a generic parametric function: 

ΔΔ∨Δ=Δ= ffxxxfy n ),,...,,(** 21  

to model the defect of the module m as a function of the defect variable Δ , which 
describes jointly the behavior of the module for both, fault-free and faulty cases. 
For the faulty case, Δ = 1, and for the fault-free case, Δ = 0, i.e.  y* = f Δ   if Δ = 1,  
and  y* = f   if Δ = 0.  The solutions Wy(Δ) of the Boolean differential equation 

1
* =

Δ∂
∂f                                                         (6.1) 

describe the set of conditions (input signals of the module) which activate the 
defect Δ  to produce an error on the output line y of the module. To find the 
conditions Wy(Δ) for a given defect Δ , the corresponding logic expression for the 
faulty function f Δ has to be created, either by logical reasoning or by carrying out 
defect simulation directly, or by carrying out real experiments to learn the physical 
behavior of different defects. The described method represents a general approach 
to map an arbitrary transistor level physical defect inside the module m to the 
higher logic (or module) level. 

Example 3. As an example, assume there is a short inside the transistor circuit 
in Figure 6.5 described by the function: 

54321)( xxxxxXfy ∨==
 

The short changes the function of the circuit as follows:  

))(()( 53241 xxxxxXfy ∨∨== Δ  

 

Figure 6.5 Transistor circuit with a short 

 

Short
x1

x2

x3

x4

x5

y

Short
x1

x2

x3

x4

x5

y



 

  

117

Using the defect variable Δ for the short, a generic Boolean differential equation 
is created and solved as follows: 

=
Δ∂

Δ∨∨∨Δ∨∂
=

Δ∂
∂ )))(()((* 5324154321 xxxxxxxxxxy  

15432154315421 =∨∨= xxxxxxxxxxxxx  

From the equation three possible solutions follow: 10x01, 1x001, 01110 where 
x is do not care value. Each of them can be used as a test pattern for the given 
short, or used as the defect condition for SAF at the output y. According to the 
definition of the functional fault model for the defect Δ , the input conditions are              
Wy(Δ) = {10x01, 1x001, 01110}. 

The full set of conditions Wy = {Wy(Δ)} is called as the  functional fault model 
to represent all the physical defects through functional deviations in the behavior of 
the module m: a physical level defect Δ produces a higher logic level erroneous 
signal on the module output y if Wy(Δ) = 1 [69] [70]. 

By using the set of conditions Wy it is possible to map the defects from lower 
physical level to higher logic level for fault simulation purposes or vice versa, to 
map the faulty logic signals from the module-level to physical defects for fault 
diagnosis purposes. If the modules of the circuit represent standard library 
components (e.g. complex gates) the described analysis for finding conditions 
should be made once for all library components, and the sets of calculated 
conditions Wy will be included in the form of defect dictionaries into the library of 
components. 

6.4 Effect-cause high-level fault reasoning 

The effect-cause high-level fault reasoning as the second phase of high-level 
fault diagnosis is defined as follows. The set of all conditional candidate faulty 
modules M 1

cond = MF ∩ MP found in the first high-level diagnosis phase is taken, 
and the sets of fault conditions XF,j for all modules mj ∈ M 1

cond suspected 
conditionally are created. The set M 1

cond  can be interpreted as the effects evoked 
locally by the possible defects in the modules mj ∈ MF ∩ MP . In these suspected 
modules indirect defect reasoning has to be carried out either to determine the 
possible defect causes or to remove the not faulty modules from suspicion. The 
task of the second phase of high-level fault diagnosis is to locate the faulty module 
or to reduce the set of suspected faulty modules as much as possible. 

Denote by Xij the local input condition of the module mj at the test pattern ti . 
Then group all these input conditions for all the modules in such a way that XF,j 
contains all the local input conditions of the module mj during the test patterns, 
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which tested the module and failed, and XP,j contains all the local input conditions 
of the module mj during the test patterns, which tested the module and passed.  

Each condition wF ∈ XF,j , so that wF ∈ Wj(Δ), refers to a defect Δ which may 
have been detected by the test patterns in TF , and therefore should be suspected 
because all the test patterns in TF failed. On the other hand, each input condition  
wP ∈ XP,j , so that wP ∈ Wj(Δ), refers to a defect Δ which should have been detected 
by the test patterns in TP. However, since all the test patterns in TP passed, the 
defect Δ cannot be any more suspected. 

From the above reasoning it results that only these defects in the module mj 

which are activated by the conditions w ∈ (XF,j − XP,j) ∩ Wy may be suspected. 
Hence, a module mj ∈ M 1cond can be suspected as faulty only if   

(XF,j  − XP,j) ∩ Wy  ≠ ∅                                         (6.2) 

The reasoning proceeds in the following way. From all conditions XF,j where   
mj ∈ M 1

cond  are deleted the conditions XP,j trying to suppress the set M 1
cond . The 

result of the second phase of high-level fault diagnosis will be the reduced set of 
candidate faulty modules M 2 = M* ∪ M 2

cond , where M 2
cond ⊆ M 1

cond , and for all 
mj ∈ M 2cond  the condition (6.2) is valid. 

Example 4. Consider again the example in Table 6.1 where the first two test 
patterns failed during the test experiment, and the other three passed. Let the 
module m3 had the local input vector X11 = (1011) during the test pattern t1 which 
tests the module, according to Table 6.1. Assume here that the module has 4 input 
lines. Since t1 failed, it means that in the module m3 , a defect Δ , activated by the 
conditions wF  = (1011) ∈ W3(Δ) on the inputs of the module, should be suspected. 
On the other hand, let the same module had on its inputs the same condition         
wP  = wF  = (1011) during the test pattern t4 which tested the module m3 as well, but 
passed. Since the test pattern t4 activated the same defect Δ which was under 
suspicion after the test pattern t1 , there is a contradiction, and the defect Δ cannot 
be present. So, the module m3 can be removed from the set of suspected modules  
M 1

cond = {m3, m6, m7, m8}. After such a procedure of the indirect effect-cause 
reasoning of defects on the module-level, in the ideal case M 2

cond = ∅ may be 
obtained. In this case, the result of the high-level fault diagnosis shows that a single 
module, M 2 = M * = {m1}, should be suspected as faulty.  

In the case of multiple faulty modules, fault masking may lead to equivalent 
conditions on modules in the passing and failing cases. As the consequence, too 
many suspected modules may be pruned. To avoid such mistakes, several methods 
for ranking suspected modules in M 1

cond can be proposed. For example, the more 
contradictions will be used for deleting the conditions from  XF,j of a module mj , 
the less is the probability that all of the deletions were mistakes because of fault 
masking, and consequently, the less is the probability that the module removed 
from  M 1cond  is still faulty. 
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6.5 Low-level fault diagnosis 

Low-level fault diagnosis is carried out in the modules determined during the 
high-level reasoning as faulty. It may be carried out either by cause-effect 
diagnosis based on the defect dictionaries pre-computed for the library 
components, or by effect-cause diagnosis inside the modules if the defect libraries 
are not available. 

Consider as an example the fault dictionary in Table 6.2 for a library complex 
gate AND2,2/NOR2 [96] regarded as a module in the circuit under diagnosis. In 
the table, 25 different defects (shorts between inputs or internal nodes of the 
module) are considered with corresponding names in column 2 and erroneous 
functions in column 3. Other columns form the defect dictionary and correspond to 
the input patterns of the 4-input module (given with decimal numbers). The entries 
“1” in columns show which defects are tested by which patterns. 

Table 6.2 Defect library for a gate AND2,2/NOR2 [96] 

 

Assume that as the result of the test experiment, for this particular module mj 
has been found that XF,j = {w3, w12}, and XP,j = {w0, w5, w8, w10, w13, w15}. The input 
patterns not exercised during the test are highlighted by grey colour. It is easy to 
see that the defects Δ2 and Δ8 should be suspected as present. For better diagnostic 
resolution, to distinguish these defects, additional input patterns should be used for 
testing, e.g. w7 or w11 .  

 k Fault  Δk 

Erroneous 

function  f Δk
 

Local input test patterns wj

0 1 2 3 4 5 6 7 8 9 1
0

1
1

1
2

1
3

1
4

1 
5 

1 A/C not((A*C)*(B+D)) 1 1 1 1
2 A/D not((A*D)*(B+C)) 1 1 1 1

3 A/N1 not(B*(not(A)+C+D)+C*D) 1 1 1 1
4 A/Q A*(not(C*D)) 1 1 1 1 1 1 1 1 1
5 A/gnd not(C*D) 1 1 1
6 A/vdd not(B+(C*D)) 1 1 1
7 B/C not((B*C)*(A+D)) 1 1 1 1
8 B/D not((B*D)*(A+C)) 1 1 1 1
9 B/N1 not(A+C*D) 1 1 1
10 B/Q B*(not(C*D)) 1 1 1 1 1 1 1 1 1  
11 B/gnd not(C*D) 1 1 1
12 B/vdd not(A+(C*D)) 1 1 1

13 C/N1 Not((A+B+D)*(A*B+not(C)+D)) 1 1 1 1 1
14 C/Q C*(not(A*B)) 1 1 1 1 1 1 1 1 1
15 C/gnd not(A*B) 1 1 1
16 C/vdd not(D+A*B) 1 1 1

17 D/N1 not(A*(B+C+notD)+B*notD+not((A+B)*D) 1 1 1 1 1
18 D/Q D*(not(A*B)) 1 1 1 1 1 1 1 1 1
19 D/gnd not(A*B) 1 1 1
20 D/vdd not(C+A*B) 1 1 1
21 N1/Q not(A*B*C*D) 1 1 1
22 N1/gnd sa-0 for Q 1 1 1 1 1 1 1 1 1
23 N1/vdd not(C*D) 1 1 1
24 Q/gnd sa-0 at Q 1 1 1 1 1 1 1 1 1
25 Q/vdd sa-1 at Q 1 1 1 1 1 1 1 
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If no diagnosis is possible with using the defect dictionary, for example when 
the real existing defect is not covered by the dictionary, or in the case when the 
defect dictionary for a module is missing, the low-level effect-cause defect 
reasoning inside the module is needed. This can proceed for example by the 
method of critical path tracing.  

6.6 Experimental data 

The goal of the experimental research was to evaluate the achievable high-level 
module-based diagnostic resolution (Table 6.4) and to compare it with traditional 
stuck-at fault (SAF) based diagnostic resolution (Table 6.5). Experiments were 
carried out with ISCAS’85 [92] [93], ISCAS’89 [95] and ITC’99 [97] [98] 
benchmark circuits (Table 6.3). All the circuits were presented as networks of 
modules where as modules the fanout-free regions (FFR) were selected. Three 
different types of tests were used for evaluating the diagnostic resolution        
(Table 6.4): long pseudorandom test sequences, short deterministic test sequences, 
and combination of both sequences. The pseudorandom test sequences were 
generated by LFSR based test generator and optimized by selecting proper seeds 
and polynomials. The LFSR was stopped when no useful test patterns were found 
in a reasonable time. The pseudorandom test was selected to have more test 
patterns for detecting the same fault with the goal to improve the distinguishability 
of the faults. The deterministic test patterns were synthesized by a genetic test 
generator. The quality of test patterns, i.e. the maximum possible test coverage was 
not the target. The goal was not to generate the best test sequences, rather to 
evaluate and compare the diagnosability, i.e. diagnostic resolutions for two 
methods and for a given test sequence. To generate diagnostic tests with as good as 
possible diagnostic resolution is the task not considered in this section. 

Table 6.3 Characteristic data of benchmark circuits 

Circuits Inputs Outputs 
Nodes 
(lines)

Modules 
Complexity 
reduction 

c1908 33 25 1394 248 11.2 
c2670 233 140 2075 430 9.7 
c3540 50 22 2784 378 14.7 
c5315 178 123 4319 633 13.6 
c7552 207 108 5795 920 12.6 
s9234 247 250 5597 1263 8.9 

s13207 700 790 12441 2014 12.4 
s15850 611 684 14841 2202 13.5 
s35932 1763 2048 32624 7343 8.9 
b12_C 126 127 1000 512 3.9 
b14_C 277 299 19491 2708 14.4 
b15_C 485 519 18248 2872 12.7 

Average 11.4
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In Table 6.3, the characteristic data of the benchmark circuits are presented. In 
columns 2 - 4, the numbers of inputs, outputs and nodes (lines) are presented, 
respectively. The number of lines indicates the number of possible stuck-at faults 
in the circuit. Column 5 lists the number of modules, and in column 6 the 
complexity reduction in the module-level network is shown compared to the gate-
level network. The complexity reduction is calculated as follows: number of lines 
is multiplied by 2, since SA0 and SA1 fault per line can present, and divided by 
number of modules where for each module is used 1-bit notation: faulty or fault 
free. The reduction in average 11.4 times reflects the decrease of the complexity in 
fault dictionaries in case of using FFR-modules instead of gates and SAF lists. If 
the obtained complexity reduction is not satisfied, which is especially actual for 
very-large-scale integration (VLSI) designs, the initial FFR-modules can be 
grouped into larger modules to reduce the size of high-level fault dictionary at the 
cost of diagnostic resolution. 

In Table 6.4, the results of diagnostic resolution for three different test types are 
presented. In each section, the characteristics of tests are given: test length and 
stuck-at fault coverage (SAF %), and the average diagnostic resolutions (the 
number of suspected modules) after the first and the second phases of high-level 
diagnosis are depicted.  

Table 6.4 Diagnostic resolution for high-level module-based diagnosis 

Circuits 

Pseudorandom test Deterministic test Both tests 

Test 
length 

SAF 
 % 

Average  
resolution Test  

length 
SAF 

% 

Average  
resolution Test  

length
SAF 

% 

Average  
resolution 

Phase1 Phase2 Phase1 Phase2 Phase1 Phase2 
c1908 4420 99.48 86.6 1.42 121 99.48 110.6 2.08 4541 99.48 86.1 1.41 
c2670 22682 88.65 223.9 3.45 72 88.46 235.8 4.39 22754 90.36 221.0 3.24 
c3540 9631 95.54 69.6 2.53 155 95.54 85.7 3.89 9786 95.54 69.6 2.51 
c5315 1793 98.89 213.2 1.85 119 98.89 238.4 3.45 1912 98.89 212.0 1.84 
c7552 24337 94.08 287.5 2.60 188 95.18 304.0 2.90 24525 95.52 285.7 2.58 
s9234 29873 86.21 271.3 6.32 365 92.19 398.0 6.75 30238 92.23 205.0 4.50 

s13207 29694 96.81 781.3 10.53 434 98.19 1035.5 9.98 30128 98.19 701.6 7.60 
s15850 29360 90.99 669.4 10.50 370 94.19 886.0 10.45 29730 94.22 557.3 4.12 
s35932 168 90.81 3748.4 63.85 55 88.49 4391.1 17.87 223 90.81 3554.5 6.45 
b12_C 27205 98.33 151.4 4.15 155 99.77 239.6 5.05 27360 99.83 126.8 2.83 
b14_C 29388 88.86 249.8 18.29 848 92.76 655.7 6.15 30236 95.69 531.7 2.69 
b15_C 39198 86.56 756.5 14.06 498 88.77 1069.1 17.67 39696 94.74 929.1 11.08 

Average 625.7 11.6 804.1 7.55 623.3 4.2 

Due to large circuits (number of possible stuck-at faults) and long 
pseudorandom test sequences only one randomly selected stuck-at fault per each 
module was injected and simulated. Thus, the number of simulated SAFs equals to 
the number of modules (Table 6.3). The pseudorandom test was selected to have 
more test patterns for detecting the same fault with the goal to improve the 
distinguishability of the faults and also to meet demands of embedded fault 
diagnosis. However, the desired effect of applying pseudorandom test sequences 
for distinguishing the faults has not been achieved when comparing the final 
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diagnostic resolutions of pseudorandom and deterministic test sequences. The 
difference of results after the Phase 2 is not significant although the test lengths of 
pseudorandom sequences for some circuits are hundred times longer. The average 
diagnostic resolution has been improved when the combined test sequences 
consisting of pseudorandom and deterministic patterns were applied. For example, 
for large circuit b14_C the diagnostic resolution after Phase 2 was 18.29 and 6.15 
for pseudorandom and deterministic tests, respectively. The combined test 
enhanced the accuracy of diagnosis to 2.69. 

According to Table 6.4 the Phase 2 has reduced the average number of 
suspected modules in a case of SAF considerably compared to Phase 1. Thus, the 
diagnostic data of passed patterns are playing an important role when suppressing 
candidate faulty modules by the procedure of deleting failed conditions by passed 
conditions. For the combined test and over all circuits the average number of 
suspected modules 4.2 is quite low. Taking into account the structural locations of 
suspected modules, and generating tests dedicated for diagnostic purposes, the 
diagnostic resolution can be further reduced. 

Table 6.5 shows the comparison results of the proposed module-level based 
diagnosis with traditional SAF-based diagnosis obtained from experiments 
performed on ISCAS’85 benchmark circuits using the same pseudorandom tests. 
The values in column 4 depict the average number of suspected SAFs as a result of 
fault diagnosis over all tested SAF by given test sequences, whereas column 5 
shows the average number of modules where these suspected SAFs were located. 
The values in column 6 depict the results of module-based approach that in average 
are 2.4 / 1.4 = 1.7 times worse compared to SAF-based approach. The difference in 
diagnostic resolution is due to that SAF-based method directly targets SAFs while 
the proposed approach identifies candidate faults with accuracy of module 
locations. On the other hand, the module-based approach reduces fault dictionary 
complexity significantly, in average by 12.3 times; although the obtained 
diagnostic resolution 2.4 remains quite high that indicates the feasibility of the 
proposed module-based approach. 

Table 6.5 Comparison of SAF-based and module-based diagnosis 

Circuits 

Test characteristics Diagnostic resolution Fault dictionary 
complexity 
reduction Length SAF % 

SAF-based Module-based 

saf modules modules 

c1908 4420 99.48 2.9 1.2 1.4 11.2 

c2670 22682 88.65 4.1 2.0 3.5   9.7 

c3540 9631 95.54 2.2 1.2 2.5 14.7 

c5315 1793 98.89 2.2 1.1 1.9 13.6 

c7552 24337 94.08 2.6 1.5 2.6 12.6 

Average 2.8 1.4 2.4 12.3 
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6.7 Conclusions 

• The main drawbacks of the traditional cause-effect diagnosis methods are 
the dependency on the fault model and poor scalability of fault 
dictionaries. 

• A novel method for high-level fault diagnosis based on module-level fault 
dictionaries is developed. No fault models are used, and the objective of 
diagnosis is faulty module in a given network of modules. As modules, 
either library components (e.g. complex gates) of digital circuits or 
arbitrary subcircuits are considered.  The method combines cause-effect 
and effect-cause strategies. The approach is scalable, and helps to cope 
with the growing complexities of digital circuits. No restrictions to fault or 
defect multiplicity inside the modules are set. 

• In addition, a novel hierarchical approach is developed, which combines 
the high-level module-oriented and low-level defect-oriented reasoning to 
improve the diagnostic resolution in the case when information about 
possible defects in modules is available. Two methods are proposed for 
locating defects in candidate faulty modules: cause-effect reasoning based 
on defect libraries of modules, and effect-cause reasoning inside the 
modules. 

• The complexity of the proposed method compared to the flat logic level 
and fault model based diagnosis is reduced. The size of the high-level fault 
dictionary for the whole circuit depends linearly only on the number of 
modules to be determined as faulty or not faulty, and not on the number of 
possible faults or defects as traditionally. The size of the modules, 
however, will be the trade-off between the complexity of the high-level 
dictionary and the diagnostic resolution. 

• The complexity of the diagnosis problem is reduced in average 11.4 times 
for the case of FFR-based modules compared to gate-level diagnosis. The 
diagnostic resolution in the module-based diagnosis is slightly worse than 
in the case of SAF-based fault diagnosis due to significant reduction of 
diagnostic data stored in module-based dictionary. 

• The high diagnostic resolution at the module-level was achieved by 
implementing a novel high-level effect-cause reasoning based on the 
concept of functional fault model (conditional SAF model). This concept is 
based on indirect mapping of physical defects from transistor level to 
module-level, so as to carry out indirect defect based fault reasoning at 
higher module-level. 
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Chapter 7  

IMPLEMENTATION OF THE 

RESEARCH RESULTS IN THE 

TEACHING ENVIRONMENT 

This chapter presents a multifunctional e-learning environment with remote 
access for learning, getting hands-on experience, and carrying out laboratory 
research in developing optimized procedures for locating faults in complex 
electronic systems. It is a combination of a collection of software tools which 
simulate a system under diagnosis, emulate a pool of different strategies, methods, 
and algorithms of diagnostic reasoning and fault location, and allow to experiment 
with different embedded self-diagnosing architectures. Hands-on experiments 
target research teaching issues. The interactive character of the environment makes 
experiments attractive and helps to raise the students' curiosity. 

7.1 Overview of fault diagnosis problems 

There are two basic problems related to the engineering fields of verification 
and testing of technical systems: test program generation and failure diagnosis     
[8] [99]. Diagnosis is the most time-consuming process in the digital hardware 
design cycle. The causes of failures may be design errors or physical defects called 
also faults. Design error diagnosis is necessary when the design description fails 
testing due to bugs introduced either by designers or by design tools. Fault 
diagnosis is used after a fabricated chip fails testing due to defects in the 
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manufacturing process. The objective of fault diagnosis is to determine the cause of 
failure in a system, circuit or chip.  

There are two general approaches to fault diagnosis: fault model based 
diagnosis and model-free fault diagnosis. The first one is a traditional approach. 
Modern diagnosis approaches are model-free processes that identify the faulty or 
erroneous areas in a circuit or system without assuming any specified fault lists or 
error models. 

Diagnosis techniques are usually classified into cause-effect and effect-cause 
techniques. Cause-effect diagnosis, also known as dictionary-based diagnosis, 
usually pre-compiles the failing responses of all modeled faults for a design and 
stores them in a dictionary. Effect-cause diagnosis identifies initial candidates by 
simulating failing input vectors followed by a reasoning process. 

As process technologies shrink and designs become more complex, built-in self-
test (BIST) is gaining increasing acceptance as an industry-wide test solution, 
because it provides a low-cost solution to both test generation and test application. 

Both, model based and model-free approaches as well as cause-effect and 
effect-cause techniques are supported in the presented environment. Also different 
embedded BIST and self-diagnosis architectures are emulated to evaluate the 
efficiency of diagnosis. 

7.2 Description of the environment 

In the following a new laboratory tool Diagnozer for investigation, modeling 
and simulation of diagnostic processes for locating faults in complex electronic 
systems is presented. Diagnozer is a part of the tool set called BIST Analyzer & 
Diagnozer [100].  

BIST Analyzer (BISTA) [101] is a training and research tool for learning basic 
and advanced issues related to PRPG-based test pattern generation. Linear 
feedback shift registers (LFSR) and other pseudo-random pattern generators 
(PRPG) have become one of the central elements used in test and self-test of 
contemporary complex electronic systems like processors, controllers, and high-
performance integrated circuits. Unlike other similar systems, this tool facilitates 
study of various test optimization problems, allows fault coverage analysis for 
different circuits and with different LFSR parameters. The main didactic aim of the 
tool is presenting complicated concepts in a comprehensive graphical and 
analytical way. The multi-platform JAVA runtime environment allows for easy 
access and usage of the tool both in a classroom and at home. The BISTA 
represents an integrated simulation, training, and research environment that 
supports both analytic and synthetic way of learning. 
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The Diagnozer environment consists of the following three components:  

(1) object under investigation (the model of a system to be diagnosed)  

(2) diagnostic environment (a software for modeling the behavior of diagnostic 
hardware/software tools to be used for fault location in the system) 

(3) set of strategies, methods and algorithms to control the fault location 
procedures with available diagnostic tools 

The user interface of the system is illustrated in Figure 7.1. Different test 
generators can be chosen, different stored models of systems under diagnosis can 
be imported, the interface between system and diagnostic analysis block is the 
objective of research, design and optimization. 

 

Figure 7.1 User interface of the diagnosis environment 

The model of the system (object under investigation) can be imported from the 
electronic design interchange format (EDIF) or VHSIC hardware description 
language (VHDL) formats and can be represented either in gate-level or module- 
level. The tools for diagnostic modeling of the given system support two different 
approaches for fault diagnosis:  

Test 
genera-  

tors 

System 
under 

diagnosis

Inter-
face 

Block of 
Diagnostic 
Analysis 

 Network 

DM 



 

  

128

• the classical stuck-at-fault (SAF) model based diagnosis  

• a novel fault model free diagnosis approach where the goal of diagnosis is 
to locate the faulty module  

To investigate the embedded self-diagnosis architectures and to analyze their 
properties and efficiencies, the following methodical approaches and means are 
addressed: methods for generating the set (or sequence) of test patterns and 
methods for observing and processing the response data. 

The test generation tools include [101]:  

• deterministic, genetic or random test generators for producing test 
sequences to be stored in the tester memory 

• pseudorandom test generators for producing on-line test sequences  

• hybrid BIST architectures implementing the store-and-generate concept 

Test response analysis possibilities. The test response can be fixed: 

• by direct capturing and storing of all the responses  

• by processing the responses with single signature analyzer (SA) 

• by processing the responses with multiple SAs 

The following architectures for signature analysis can be used (Figure 7.2):  

• Multiple Input SAs (MISR) where all the outputs of circuit under test 
(CUT) are connected to a single multiple input signature register (MISR)  

• a set of MISR-s where each MISR is connected to a different subset of 
outputs of CUT 

• single output SAs where for each output of the CUT a dedicated SA is 
available 

    

Figure 7.2 Architectures for signature analysis 
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There are tools to design and optimize the interface between the outputs of the 
system and the block of multiple signature analyzers with the goal to achieve the 
best possible diagnostic resolution.  

The structure of the system under diagnosis will be analyzed, and the diagnostic 
model as a network of components will be created and represented as a diagnostic 
matrix to be used in fault diagnosis, evaluation of the diagnosability, and redesign 
of the system for better diagnosability. 

Four strategies of fault diagnosis are implemented: binary bisection of test 
patterns, binary bisection of detected fault sets, doubling and jumping algorithms. 
The diagnostic environment includes different possibilities for selecting diagnostic 
points (DP) in test sequences, different possibilities to define the breakpoint for 
diagnostic procedure and different options to identify a set of suspected faults 
among failing patterns. 

Using this environment the following problems of diagnosis can be addressed in 
the laboratory:  

• methods and strategies of organizing diagnostic experiments  

• methods for optimization of diagnostic procedures  

• methods for improving the diagnostic resolution  

• methods for finding trade-offs between the time cost of fault diagnosis 
(length of the diagnostic procedure) and the diagnostic resolution  

• methods for evaluating the diagnosability of systems 

• methods for improving the diagnosability of digital systems by redesigning 

7.3 Laboratory research scenarios 

In the following a series of three laboratory research scenarios are described 
which are based on the presented diagnostic environment:  

1. Diagnostic circuitry: design and optimization of the built-in response 
analyzing circuitry  

2. Diagnostic algorithms: investigation of the properties of different 
diagnostic strategies 

3. Object of diagnosis: evaluation and design for diagnosability of digital 
systems 

Inputs files for Analyzers, Diagnosability and Diagnosis tools are the following: 

• Structurally Synthesized Binary Decision Diagram (SSBDD) model format 
(.agm) – model of a circuit 
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• test vectors format (.tst) – sequence of test patterns with corresponding 
fault table for given circuit 

Output data (results) of the tool are presented either graphically or in the form 
of tables that can be saved in .csv format (text delimiter is semicolon “;”) for 
comfort and easy reading using Microsoft Excel or OpenOffice. 

The presented scenarios are adapted for both analytic and synthetic study, where 
the students first learn the subject by observation (using prepared examples) and 
then generate and/or solve their own specific exercises. The scenarios cover 
various strategies and methods of organizing and optimizing test generation and 
fault diagnosis.  

7.3.1 Research Scenario 1: Diagnostic Circuitry 

Goals of the work:   

Investigations of the properties of the response analyzing circuitry based on 
partitioning a single signature analyzer into a set of analyzers. Examples of the 
architecture of the response analyzing circuitry are shown in Figure 7.2, 
representing the circuit under test with a fault, and a block of response analyzers 
implemented as multiple input signature analyzers (see Chapter 4). 

Description of the research environment and the functionality of tools: 

Functions of the tool:  
• The main function of the tools used in this research is to assign in an 

optimal way the selected number of signature analyzers to the outputs 
of the circuit under diagnosis, using different optimization algorithms 

Workflow for the research scenario is depicted in Figure 7.3: 

 

Options (ANALYZERS panel in Figure 7.1):  

• Analyzers:  

o 1…10 – number of applied signature analyzers  

Figure 7.3 Workflow for research scenarios 1 and 2 
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• Assigning algorithm:  

o Unique Faults.  First, finds a unique set of faults for each 
output (faults detected only by this single output) and sorts 
them in decreasing order. Second, takes the output from the 
sorted set and assigns it to an analyzer in such way that unique 
faults would be equally distributed between analyzers. 

o Equal Subsets.  First, to each SA an initial output of CUT is 
assigned. Second, on each step an arbitrary output of CUT is 
selected, and a SA is found as the best solution to be connected 
to the selected output of CUT in a such way that the diagnostic 
resolution would be equal for all subsets Dj . Ideally,              
Dj = | F | / (2m − 1) where | F | – number of possible faults and    
m – number of SAs. 

Output data of the tool (Analyzers tab in Figure 7.1):  

• a table “Analyzers” where is shown which outputs are assigned to 
which analyzers if the number of analyzers is selected greater than 1   

Tasks of the work: 

1. Compare the dependency of the diagnostic resolution on the number of 
analyzers for the given method of fault diagnosis and for the single first 
failed test pattern. Create the curves or diagrams of this dependency. An 
example of such diagram is depicted in Figure 7.4 where circuits c2670, 
c5315 and c7552 are considered and the diagnostic resolution, obtained 
after the first failing patterns has been found, is compared for different 
number of SAs. 

 

Figure 7.4 Dependency of the resolution on the number of SAs for Task 1  
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2. Compare the dependency of the diagnostic resolution on the number of 
analyzers for the given method of fault diagnosis and for the full diagnostic 
procedure, i.e. for all failed test patterns. Create the curves or diagrams of 
this dependency. An example of such diagram is depicted in Figure 7.5. 

 

Figure 7.5 Dependency of the resolution on the number of SAs for Task 2 

3. Compare the effectiveness of assigning algorithms based on the results 
obtained in previous tasks. 

7.3.2 Research Scenario 2: Diagnostic Algorithms 

Goals of the work:   

Investigations of the properties of different methods and strategies of fault 
diagnosis: binary bisection of patterns, binary bisection of faults, jumping and 
doubling (see Chapter 3). 

Description of the research environment and the functionality of tools: 

Functions of the tool:   

• The tool simulates injection of each stuck-at fault tested by given      
sequence of test patterns and performs fault diagnosis using following 
options 

Workflow for the research scenario is depicted in Figure 7.3. 

Options (DIAGNOSIS panel in Figure 7.1):  

• Diagnosis application time (number of test sessions): 

o Searching Algorithm: 
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 Binary bisection of test patterns 

 Doubling  

 Jumping 

• Diagnosis Accuracy (diagnostic resolution): 

o Diagnostic points – test patterns that are used for fault 
diagnosis from a test sequence 

 All patterns – time-consuming when a very long 
sequence of pseudorandom test patterns 

 Effective – patterns that detect new faults compared to 
previous patterns in a given sequence of test patterns 

 Effective/2 –  each second of effective patterns is used 

 Effective/4 – each fourth of effective patterns is used 

 Effective/8 –  each eighth effective patterns is used 

o Fault intersection. For instance, if there are two failed patterns 
t1 and t2 that detect faults F(t1) and F(t2), and two signature 
analyzers SA1 and SA2 , where SA1(t1) fails and SA2(t1) passes, 
whereas SA1(t2) and SA2(t2) both fail. Following equations   
F(t1) = SA1(t1) ∪ SA2(t1) and F(t2) = SA1(t2) ∪ SA2(t2) are valid. 

 Yes (single fault assumption) – the set of suspected 
faults equals D = (SA1(t1) ∩ SA1(t2) ∩ SA2(t2)) − SA2(t1) 

 No (multiple fault assumption) –  D =  SA1(t1) ∪ F(t2)  

 Half (multiple fault assumption) –   
    D =  SA1(t1) ∪ (SA1(t2) ∩ SA2(t2)) 

o Test sessions – number of failed patterns found and used for 
fault diagnosis: 

 1…10 – diagnostic procedure is finished when given 
number of failed patterns is found or the end of test 
sequence is reached 

 All – diagnostic procedure proceeds until all failing 
patterns are found 

o Resolution: 

 1…10  –  diagnostic procedure proceeds until selected 
diagnostic resolution is achieved or all failing patterns 
are found 
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From two options “Test sessions” and “Resolution” only one can be chosen at 
a time.  

Output data of the tool (Diagnosis tab in Figure 7.1): 

• tables “Tests” and “Resolution” where for each stuck-at fault is 
presented the number of tests used for diagnosis and the achieved 
diagnostic resolution, respectively 

• a curve “Tests” where  is illustrated how many SAFs are tested by 
given or less number of tests, and a curve “Resolution” where is shown 
how many SAFs have been diagnosed by given or better diagnostic 
resolution 

• a table “Diagnosis” where minimum, average and maximum number of 
tests and diagnostic resolution over all tested SAFs is presented 

• a histogram “Frequency” where is illustrated frequencies of detections 
different SAFs by given sequence of test patterns 

Tasks of the work: 

1. Calculate the cumulative numbers of all faults F diagnosed by N or less test 
sessions for different methods of diagnosis. Create the curves of these 
dependencies for all the investigated methods. Compare the efficiency of 
the methods. An example of such curve is depicted in Figure 7.6. 

 

Figure 7.6 Comparison of different diagnosis methods for circuit c2670 
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2. Calculate the diagnostic resolution as the function of test length that is 
proportional to the number of failing patterns detected during the fault 
diagnosis. An example is depicted in Figure 4.4. 

3. Compare the dependency of the diagnostic resolution and test length on the 
number of selected DPs for given method. Create the curves or diagrams of 
this dependency.  

4. Perform a number of experiments with different adjustments so as to find 
out an optimal trade-off between the number of SAs, the time cost (test 
length) and the accuracy (resolution) of the fault diagnosis. An example is 
depicted in Figure 4.5. 

7.3.3 Research Scenario 3: Object of Diagnosis  

Goals of the work:   

Investigations of the potentials of the fault model free diagnosis by comparing it 
with classical stuck-at fault model diagnosis. Getting acquainted with conceptions 
of the diagnostic matrix of the circuit network, the graph of codeword distances, 
the method of rectification of diagnostic responses, and optimized redesign of the 
circuit for better diagnosability (see Chapter 5). 

Description of the research environment and the functionality of tools: 

Functions of the tool (DIAGNOSABILITY panel in Figure 7.1):   

• The tool builds up the Diagnostic Matrix (DM) and the Codeword 
Graph. Then evaluates the diagnosability of given circuit and performs 
redesigning of the circuit for better diagnosability according to selected 
criteria. 

Workflow for the research scenario is depicted in Figure 7.7. 

 

 

 

 

Select an 
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Evaluate block-level 
diagnosability 

Select criteria for 
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matrix 

Figure 7.7 Workflow for research scenario 3 
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Options: 

• Graphs 

o Build DM and Codeword Graph 

• Redesign for Diagnosability 

o Check Points 

 1...10 – number of check points to be inserted into a 
circuit for better diagnosability 

o Diagnosability 

 1…10 – the diagnostic resolution to be achieved as a 
result of redesigning the circuit 

From two options “Check Points” and “Diagnosability” only one can be 
chosen at a time.  

Output data of the tool (Diagnosability tab in Figure 7.1): 

• a table “DM outs” (or “DM SAs”) where is presented diagnostic matrix 
DM that shows the blocks (modules) connections to the outputs (or 
SAs) 

• a table “Codewords outs” (or “Codewords SAs”) where is presented a 
graph of codewords in case of observing outputs directly (or via SAs) 

• a table “DM Groups outs” (or “DM Groups SAs”) where is presented 
number of different codewords (groups) and average diagnosability 
with accuracy of the block (module) locations in case of observing 
outputs directly (or via SAs) 

• a table “Diagnosability” where is presented average bit distance 
between codewords and diagnosability measures for stuck-at faults as a 
result of diagnosis with accuracy of block locations and adjusting the 
test responses 

• a table “Distortions” which presents bit distance probabilities between 
the real test response (codeword) and the expected codeword over all 
stuck-at faults tested in the circuit 

• a table “Redesigned DM” which presents the updated diagnostic matrix 
where selected number of checkpoints is inserted into the circuit for 
better diagnosability 

Tasks of the work: 

1. Calculate the values of diagnosability measures for the given set of 
circuits. 
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2. Redesign the circuit by inserting optimal diagnostic check points into given 
circuit. Create two curves of average diagnosability as the function of the 
number of inserted check points: (1) for the case of randomly inserted 
check points, and (2) for the case of the optimal insertion of check points. 
In Figure 7.8 “worst case” and “best case” scenarios of average block-level 
diagnosability improvement are represented for circuit c1355. 

 

Figure 7.8 Diagnosability improvement range for circuit c1355 

7.4 Conclusions 

The presented conception of the environment for carrying out different research 
scenarios to get hands-on experience in the field of fault diagnosis of complex 
digital systems allows students to inspect the taught subjects by individual research 
experiments. The proposed diagnostic environment is mainly dedicated for 
investigating digital systems but it may be used also for learning diagnostic 
problems for a wide class of electrical or even mechanical systems represented in a 
topological way as a network of components (or sub-functions) in a form of “black 
boxes”. The proposed environment supports distance learning as well as a        
web-based computer-aided teaching. The interactive modules are focused on easy 
action and reaction, and learning by doing, encourage students for critical thinking, 
and educate students to be in the future creative engineers. 

The described environment is introduced into the teaching process at the Tallinn 
University of Technology in Estonia in the programs of master study. 
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Chapter 8  

CONCLUSIONS 

The current thesis is focused on embedded fault diagnosis in digital circuits and 
addresses the following challenges: diagnostic resolution improvement and 
diagnostic application time optimization to cope with continuously growing 
complexities of digital circuits. To address the difficulties of handling the large 
variety of physical defects in nanoscale technologies caused by transistor ultimate 
scaling, a fault model free approach to fault diagnosis is proposed.  

8.1 Main results 

The contributions of the thesis are summarized as follows. 

 New methods for optimized fault diagnosis in BIST environments: 

• A new concept for bisectioning of test patterns for fault diagnosis is 
developed where instead of counting the test patterns as in the classical 
Binary Search, the diagnostic capability of patterns is selected as the criteria 
for bisectioning. The new bisection algorithm allows considerable reduction 
in the average length of diagnostic procedures.  

• A sequential algorithm is developed to allow a trade-off between the speed of 
diagnosis and diagnostic resolution. Opposite to the classical approach which 
targets all failing patterns, in the proposed method not all failing patterns are 
necessarily needed to be fixed for diagnosis. The set of suspected faults is 
continuously updated during the diagnostic procedure, which allows to prune 
the search space and to additionally increase the speed of diagnosis.  
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• The proposed approach employs compressed fault tables to minimize the 
amount of memory space needed to store essential diagnostic data derived 
from a long sequence of pseudorandom test patterns.   

• A new concept of test response processing to improve the accuracy of fault 
diagnosis in digital systems with BIST facilities is proposed. The concept is 
based on partitioning of a single signature analyzer into a set of multiple 
independent analyzers. Algorithms are proposed to design an optimal 
interface between the circuit under test and the set of signature analyzers to 
achieve the best diagnostic resolution for given test set without causing any 
increase in the area overhead. 

In this way, simultaneously many techniques are combined together to reach the 
best synergy. Because of using the fault table, the proposed method classifies as a 
cause-effect approach, and because of organizing the diagnosis as a sequential 
search based on intermediate fault analysis during the adaptive search, the method 
has also elements of effect-cause strategy. The ultimate goal of the proposed 
method is to optimize diagnostic procedure by minimizing the number of 
diagnostic test sessions (queries) at the accepted diagnostic resolution. 
Experimental results demonstrate that the proposed method for increasing the 
diagnostic resolution and optimizing application time is feasible and efficient. 

 Novel hierarchical approach to fault diagnosis without using fault models: 

• A novel method for high-level fault diagnosis based on module-level fault 
dictionaries is developed. No fault models are used, and the objective of 
diagnosis is faulty module in a given network of modules. As modules, either 
library components (e.g. complex gates) of digital circuits or arbitrary 
subcircuits are considered.  The method combines cause-effect and effect-
cause strategies. The approach is scalable, and helps to cope with the 
growing complexities of digital circuits. No restrictions to fault or defect 
multiplicity inside the modules are set. 

• A measure for characterizing the lower bound of block-level diagnosability 
of a given network is proposed which is based on topological fault dictionary 
that does not need fault simulation and represents only the connectivity of 
blocks to observable checkpoints. The measure can be used for redesign of 
the circuit to improve the exactness of locating the faults or faults regions in 
digital circuits by inserting additional observable checkpoints.  

• In addition, a novel hierarchical approach is developed, which combines the 
high-level module-oriented and low-level defect-oriented reasoning to 
improve the diagnostic resolution in the case when information about 
possible defects in modules is available. Two methods are proposed for 
locating defects in candidate faulty modules: cause-effect reasoning based on 
defect libraries of modules, and effect-cause reasoning inside the modules. 
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• The high diagnostic resolution at the module-level was achieved by 
implementing a novel high-level effect-cause reasoning based on the concept 
of functional fault model (conditional SAF model). This concept is based on 
indirect mapping of physical defects from transistor level to module-level, so 
as to carry out indirect defect based fault reasoning at higher module-level. 

The complexity of the proposed method compared to the flat logic level and 
fault model based diagnosis is reduced. The size of the high-level fault dictionary 
for the whole circuit depends linearly only on the number of modules to be 
determined as faulty or not faulty, and not on the number of possible faults or 
defects as traditionally. The size of the modules, however, will be the trade-off 
between the complexity of the high-level dictionary and the diagnostic resolution. 

To perform experiments and to prove efficiency and feasibility of the fault 
diagnosis approaches proposed in the current thesis, a multifunctional e-learning 
environment with remote access for learning, getting hands-on experience, and 
carrying out laboratory research in developing optimized procedures for locating 
faults in complex electronic systems has been developed. It is a combination of a 
collection of software tools which simulate a system under diagnosis, emulate a 
pool of different strategies, methods, and algorithms of diagnostic reasoning and 
fault location, and allow to experiment with different embedded self-diagnosing 
architectures. 

8.2 Future work 

In the thesis the method for high-level fault diagnosis that employs no fault 
models has been proposed. This is a new paradigm for fault diagnosis, which as 
shown in the thesis has good potentials to localize physical defects not covered by 
existing fault models. The objective of diagnosis is to identify candidate faulty 
modules in a given network of modules without knowing which defects were 
causing the erroneous behavior of the module. Fault diagnosis by the algorithm 
developed in the thesis is performed accurately when a single faulty module is 
present at a time. No restrictions to fault or defect multiplicity inside the faulty 
modules are set. The method can also target multiple faults in different modules. 
However, in this case fault masking may sometimes occur, which can lead to the 
possible decrease of diagnostic accuracy. 

Hence, further improvements of the proposed high-level fault diagnosis 
approach might increase the diagnostic accuracy of handling multiple faulty 
modules, and can be considered as one of the possible directions for future 
research. As one way to cope with fault masking in case of multiple faulty modules 
could be a method of ranking candidate faulty modules according to fault masking 
probabilities that could be taken into account, when pruning the sets of candidate 
faulty modules.  
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A related problem to the same multiple fault diagnosis issue is the question how 
to generate test patterns for detecting and diagnosing multiple faults. In case of 
multiple stuck-at fault assumption, an n-line circuit may have 3n − 1 faulty 
situations, which makes it impossible to generate tests on the basis of counting 
multiple faults. Therefore, it is more reasonable to attempt to verify the correctness 
of selected part of a circuit instead of targeting the faults themselves as objectives 
of testing. In this case, for such selected parts of a circuit, dedicated subsets or 
groups of test patterns should be generated, which would be able to identify or 
prove the correctness of the related parts of the circuit regardless the effects of all 
possible faults, which might be present in other places of the circuit. In this way, it 
would be possible to continuously narrow down the potential faulty area in the 
process of diagnosis. Investigations in such directions have already begun [102]. 
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