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Abstract
Drawing Strategies Analysis for Embedded Figure Drawing Tests

This thesis analyzes multicube-type embedded figure drawing tests to help psychologists
study links between education and cognitive ability. It studies drawing tests made by two
different test groups to find segments and patterns that can be compared to each other. The
second goal is to develop a methodology that can be applied to different subject groups
and drawing tests. The final aim is to test if this data can be used in a wider scope such as

making machine-learning algorithms.

In order to achieve these goals a workflow consisting of automatic segmentation based on
pressure, object detection, ordered drawing sequence generation, pattern finding and data
visualization is developed. To complete the second stage of these tasks a deep-learning
computer vision model and a data mining technique are used to extract the data required
and the author makes a set of methods to format the data into an explainable form that
enables psychologists to analyze these subject groups. Also, a classification algorithm
using the data in a formatted way shows that this method can be used to train and optimize

prediction models.

The main results of this thesis are presented in the form of pattern and sequence heatmaps, a
bar chart, and a line graph. A difference in the behavior of which two groups was observed
in the patterns and sequences that they had used and how they had used them. There is
also a demonstration of using this workflow to show that the results can be constructed
on a different drawing test. The classification model is also tested and some optimization

techniques that can be useful in the future are demonstrated.

The thesis is written in English and is 46 pages long, including 5 chapters, 18 figures and 3
tables.



Annotatsioon

Joonistamise strateegiate analiiiis manustatud joonistustestide jaoks

Kéesolev 10put66 analiilisib kuubiku tiitipu manustatud figuurjoonistusteste, et aidata
psiiholoogidel uurida seoseid hariduse ja kognitiivsete voimete vahel. Selle t66 testrithmad
jagunevad kaheks kelle joonistusteste uurides saab leida segmente ja mustreid. Teiseks
eesmirgiks on arendada metoodika nii, et seda saaks rakendada veel teiste uurimisgruppide
ja joonistustestide peal. Viimaseks eesmorgiks on testida kas arendatud andmete vormi

saab rakendada laiemas ulatuses nagu néiteks masinOppe algoritmide peal kasutamisega.

Nende eesmirkide saavutamiseks toodati vélja toovoog, milles osa koosneb rohul pShinev-
ast automaatsest segmenteerimisest, pilttuvastusest, diges jarjekorras joonise segmentide
jadade genereerimisest, mustrite leidmisest ja andmete visualiseerimisest. Nende iile-
sannete kdigus kasutati vajalike andmete saamiseks siivadppe arvuti- nigemise mudelit,
andmekaevet ning metoodikat, millega tulemusi vormistada lihtsalt tdlgendatavasse vormi.
Samuti kasutati klasifitseerimise algoritmi kasutates andmeid, mis on saadud eelmistest

tulemustest, et ndidata kuidas saab masindppe mudeleid treenida ja optimiseerida.

Loputdo tulemused on esitatud mustrite ja segmentide soojuskaartidega ning tulpdiagrammi
ja joondiagrammi kujul. Kahe rithma kéditumise erinevust tidheldati nende poolt kasutatud
mustrite ja segmentide abil. Samuti nédidati, et seda sama téovoogu saab kasutada ka teise
joonise peal. Klasifitseerimise mudelit testiti samuti ning moned optimiseerimise viisid on

ka vilja toodud, mis voivad tulevikus kasulikuks tulla.

Ldputdo on kirjutatud inglise keeles ning sisaldab teksti 46 lehekiiljel, 5 peatiikki, 18

joonist, 3 tabelit.
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1. Introduction

The analysis of drawing strategies in embedded tests constitutes the scope of the present
thesis. Although embedded tests were introduced nearly 100 years ago [1], [2] they did
not receive as much attention as the Archimedes Spiral Drawing (ASD) test [3] or Luria’s
alternating series tests [4]. The goal of the embedded test is to assess the strategy (sequence
of using different elements in drawing or tracing reference shapes) of the drawing process.
The rationale behind this choice is that, unlike the simpler tests, it allows the freedom to
choose in which sequence different elements of the reference figure will be drawn. At
the same time, the reference figure has only 3 types of elements which simplifies the
recognition task. The main novel component is the type of tests to be analyzed and the
objective of the analysis. In the best knowledge of the author, Al-based approaches have
not been used yet to extract and analyze drawing strategies. The latest positions this type of
test between simpler tests like Archimedes’ spiral drawing or Luria’s alternating series and
more complex tests such as Poppelreuter-Ghent’s overlapping figures or clock-drawing test
(CDT). During the test, the reference shape is shown to the patient, and then the patient is
asked to trace (with a pen) the contours of the reference shape embedded in another figure.
Compared to simpler tests, embedded tests provide more freedom to the patient, but are

still more limited compared to Poppelreuter-Ghent or clock drawing tests.

The digitization of drawing tests started by [5] led to very precise results to support the
diagnostic process. Statistical machine learning techniques were used successfully on a
battery of tests by [6] later [7] demonstrated the necessity of supervised feature selection.
For simpler tests, the main focus is mainly on the kinematic and pressure properties that
describe the testing process. The ability of deep learning techniques to capture shape-
related information has been acknowledged in [8] and some other articles. Although deep
learning has also been shown to be a tool for research in the area of diagnostics [9] and [10].
Some results benefit from combining deep learning techniques as a drawing segmentation
tool and statistical machine learning techniques as the classification tool working with
kinematic and pressure features of the segments [11]. The latest work inspired current
research. While the YOLO algorithm [12] is used to classify different image segments,
the associative pattern mining algorithms [13], will be used to find strategies peculiar to
different groups of subjects tested. It is important to note that the current thesis does not
aim to support diagnostics but rather to provide machinery for academic research in the

area of drawing test analysis.



Although digitization of drawing tests coupled with machine learning and artificial intelli-
gence, after this shortened as Al, techniques resulted in highly accurate methods to support
the diagnosis of neurologic diseases, the feedback from practitioners clearly points out the
necessity of the tool to support medical and psychological research in the analysis of fine
motor movements. Without such research developed methods, the risk remains in the areas
of Al that it never will be used by practitioners on an everyday basis. Formally, the present
work aims to provide the algorithm that segments the drawing into strokes and classifies
each stroke to represent test drawing by the sequence elements. The working hypothesis
stated by psychologists is that these sequences are expected to vary between subjects with
different literacy levels. Researchers studying drawing tests from the psychological or
medical side are interested in having such sequences not only to support diagnostics or
find subjects with deviations in the education process but also to perform different studies

uncovering the influence of education on motor skills.

The objective of this thesis is to construct sequences, patterns, and strategies from drawings
depicting a multicube made by individuals from different backgrounds. These elements can
help psychologists to better analyze the aforementioned study groups to find differences
and similarities in their behavior and decision-making process. Moreover, the secondary
aim of this project is to create methods that can be applied to analyze subject groups
other than the one used in this paper. The final aim is to show that a machine-learning
algorithm can be trained, optimized, and evaluated so that if in the future there is more

data a prediction model can be made to classify individuals by their drawing pattern usage.

While previous research has delved into the analysis of drawing tests through the examina-
tion of semantic and kinematic parameters, as demonstrated in the work by [14], and has
also investigated automated segmentation and analysis, as discussed in [15], the primary
objective of this project is to establish a workflow and methodology tailored to enable

psychologists to examine and compare strategies employed by distinct subject groups.

To complete this task a methodology solving image recognition, a way of describing a
picture processable by algorithms and pattern finding must be developed. Even more, a
very important task is to visualize the results in a way that psychologists can use easily to

see the overall data that they want to analyze.
To solve these tasks, in this thesis, a workflow consisting of a computer vision algorithm,

sequence generating method, a data mining technique, and data visualization libraries has

been implemented.
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The chapters of this paper consist of the following:

1. The rest of Chapter I introduces the background that this project relies on and also

formalizes the problem statement.

2. Chapter 2 gives an overview of the data used in the project.

3. Chapter 3 lists the tools used and also how the workflow is conducted in the imple-

mentation.

4. Chapter 4 describes the results of the work and explains the meaning of them.

5. Chapter 5 is the conclusion of the thesis.

1.1 Background

Education is a fundamental aspect of human development that shapes the way individuals
perceive, interpret, and interact with the world around them. It plays a pivotal role in
molding thinking patterns, which are integral to decision-making processes in various
aspects of life, including those that involve cognitive abilities and creative expressions

such as drawings.

As we navigate through the diverse educational landscapes and their impact on thought
patterns, it becomes evident that education levels differ significantly among various popu-
lations. These differences can have profound implications on the cognitive patterns that
shape our understanding of the world [16]. The influence of these thought patterns ex-
tends beyond academic learning and impacts the decisions we make, whether they involve

complex problem-solving or the creative expression manifesting in our drawings.

The common ground between different levels of education, thought patterns, and cognitive
disabilities is yet to be fully explored. For instance how the thought patterns differ
from people who are illiterate or disabled to those who have at least basic education.
Understanding the correlation between education and thought patterns can help with

providing methods to discover or understand these people better.

While tablet and touch-screen technology is constantly evolving, numerous research studies
present digitized versions of miscellaneous handwriting tests, that investigate drawings of

circles, stars, spirals, and clocks. Others analyze sentences and character sequences.

11



The term strategies in this paper comes from psychology where it is defined as a plan
designed to achieve a particular goal or target. These are the set of rules that are planned so
that a person may achieve his goal without any trouble and with more facilitation [17]. In
the context of this thesis, the term delineates the manner in which individuals execute their
tests. The key attributes used to characterize these strategies encompass patterns, drawing
strokes, their sequencing order, and the quantity of strokes required to finalize the image.
Additionally, a feature of the strategy involves analyzing the distinctive patterns employed
by each subject group.

Additionally, the administration of drawing tests in psychological or cognitive assessments
has been made easier with the widespread use of tablets and touch-screen devices. The
advent of digital handwriting tests, featuring various shapes such as cuboids, hexagons, or
clock figures, enhances standardization and efficiency in data collection for research in
these domains. Research studies have introduced digitized versions of diverse handwriting
tests, ranging from the examination of drawings like pi-lambda lines or clocks, as demon-
strated in works such as [15] [18], to the analysis of sentences and character sequences, as

explored in studies like [19].

To shed light on the complex interplay of education, thought patterns, cognitive disabilities,
and tablet-based assessments, we must also explore the technology that underpins the
analysis of this intricate relationship. Computer vision, as a subfield of Al, is instrumental
in the automated interpretation of visual information. In the context of this thesis, it serves
as the key to unlocking insights from drawings and cognitive assessments conducted on
tablets.

What’s more, data mining is a process of understanding data by cleaning it, finding patterns,
and creating models from the results. It is comprised of statistics, machine learning, and
data management systems like databases [20]. In the context of this thesis data mining
plays a central role in translating the data into a better format that can be used in the

construction of the analysis.

Furthermore, the tasks of classification have been made easier with machine learning,
which is also a subset of Al, by equipping us with tools to train automatic classifiers
making it a valuable asset in analyzing for instance drawing and thought patterns that are
from different individuals [21]. By employing machine learning classification techniques,
we can discover patterns and anomalies in the cognitive responses recorded on tablets,
shedding light on the impact of education and cognitive impairments. This novel approach
offers the potential to find hidden insights, further enhancing our grasp of the intricate web

of human cognition and educational influences.

12



In addition, classification techniques can be further used to train supervised machine-
learning models such as Random Forests [22] or Decision Trees [23]. Moreover, an array
of feature selection methods like Fisher score [24] and GridSearchCV [25] have been
developed so that the training process can be optimized. This complimented with an
evaluation method called Nested Cross-Validation [26] has made testing classification

algorithms more accessible on smaller datasets.

In this thesis, all of the previously mentioned knowledge is applied by using methods
already developed and also creating new methods to detect patterns and find strategies by
analyzing multicube type drawings, that are made by people who have different educational
backgrounds. These patterns can be found by using segmentation, classification, data
mining, and data visualization techniques. The patterns can be used by psychologists to
better understand the thinking process of people who have different levels of education.
Moreover, the methods that are developed to complete this task can also be used to further
analyze other types of drawings made by different study groups for example people who
have different types of diseases that affect cognitive skills such as Parkinsons’ disease.
Finally, the pattern format can be used to train, optimize and evaluate a machine-learning

model.

13



1.2 Problem statement

In this thesis, the primary focus of the investigation pertains to drawing patterns and
strategies. Patterns are a set of commonly occurring sequences in a certain group of test
subjects. Strategies on the other hand are the similar ways that the drawing process has
been carried out in the test groups, this either being difference in pattern usage or in

drawing sequences.

Embedded test is a drawing test that assesses the strategy and drawing process of the
subject. The test involves drawing or tracing reference shape depicted for them to mimic.
In the context of this thesis, the tests were carried out on two groups the literate who have

received an education and the illiterate who have not.

The present research applies a deep neural network classifier to drawing tests to find
ordered segments and use those to discover common drawing patterns used by the subjects
who have drawn the figures. From these patterns, segments and data gathered from the
drawing process, strategies can be deducted that can be used to compare and analyze the
testing groups by psychologists. Moreover, the second aim of this thesis is to develop the
methodology in such a way that it could be used on similar drawing tests on other test
groups. It is also shown that with this workflow and data representation, a classification

algorithm can be trained and optimized.

To achieve this objective, several challenges must be addressed:

1. Develop a method for determining the segments with the correct drawing order

within a closed figure.

2. Classify each segment.

3. Devise a mechanism to investigate the most common subsequences of strokes to

compare the two groups with different educational backgrounds.

4. Create a visualization strategy for presenting both the intermediate and final results

in a format applicable to analysis.

5. Find a way to train and optimize a classification algorithm.

14



2. Data

All test data was in JSON format and contained recorded data of the drawing tests, which
included metadata (session id, test type, anonymous identification number) and an array of
data records containing dynamic features. The following dynamic features (timesequences)
were captured by the tablet: X-coordinate (mm); Y-coordinate (mm); timestamp (sec);
pressure (arbitrary unit of force applied on the surface: [0,..., 6.0]); altitude (pen inclination,
rad); azimuth (pen orientation, rad). It is also apparent that each subarray was one stroke of
the entire picture because either the starting or finishing element always had the pressure
parameter as 0. JSON format that can be turned into drawings is more useful since the data

in its raw format can be easily used to segment different lines.

15



2.1 Drawing tests

Embedded drawing tests are tests where the test subject has to find or copy a certain object

that has been shown to them.

2.1.1 Multicube drawing tests
Multicube drawing test is used to measure visuospatial ability and to a lesser extent measure
constructional praxis. In the multicube test, the person drawing has to find and mimic the

top example cube in the bottom object.

Here is the test that the participants have to complete:

Figure 1. Multicube test reference shape

16



2.1.2 Hexagon drawing test

The other test considered for this thesis is a hexagon drawing test. In this task, the person

who is drawing has to copy the object that is presented to them in the test on a white page.

The following figure shows the hexagon object that the test subjects had to copy:

Figure 2. Multicube test example

It was decided that the main figure to be researched in this thesis would be the multicube.
Even though the author didn’t include the hexagon figure as the main test to be researched
it was used to show that the methodology can be applied to other object types besides the

multicube.

2.1.3 Training and validation data

The author decided that the training of a YOLOVS8 algorithm that can detect three different
shapes and the testing data was limited the author created some data for training manually.
The author drew 18 images in extra from which he could get segment images for detection
training, there were 6 hexagons, 6 multicubes, and 6 line images drawn. The line images
are images where the author drew just the 3 different shapes as much as possible so that
there would be enough data to train on. In the end, 609 different segments for training and

validation were created of which 36 were for validation and 573 for training.

17



2.1.4 Test data

There were 70 multicube drawing tests in total gathered from the subjects with different

levels of literacy. The distribution of the patients by education level is the following:

e 18 literate

e 52 illiterate

Since the distribution of data is very uneven modifications had to be done in order to work
with it. We have to balance the data so that the classes have the same amount of subjects
because otherwise, the results could not be analyzed by comparing the two groups, this

resulted in the following distribution:

e Literate - 18 individuals

¢ [lliterate - 18 individuals

2.1.5 Note about data acquisition

The data acquisition, anonymization and processing were conducted in accordance with
the privacy-preserving laws and with the permission of the ethics committee. Principal
investigator: Aaro Toomela Research project name in Estonian: Kultuuri-, bioloogiliste
ja arenguliste tegurite roll kognitiivse reservi mehhanismides ja kognitiivse taandarengu
ennetamises Taotlus nr 6-5.1/14 Permitted by: Ethics committee of Tallinn University 12.

mai 2021 decision nr 12.

18



3. Implementation
The workflow was done with Python(3.11) [27] programming language in PyCharm IDE.

Author used the Conda package manager [28] and Jupiter Notebook [29]. In addition, the

following libraries, GitHub open-source projects, and a online tool were used:

3.1 Overview

1. Matplotlib — a Python library used for visualization of data. This was the main

library used for generating and enhancing images [30].

2. NumPy and Pandas - open-source libraries for more effective computation in Python
[31], [32]. These libraries were used for data storage, manipulation and overall

utility

3. Ultralytics - a library that provides state-of-the-art Al tools for image detection and
classification like YoloV8 model [12].

4. PyTorch - is a machine learning framework based on the Torch library, used for

applications such as computer vision and natural language processing [33].

5. Seaborn - is a Python data visualization library based on Matplotlib. It provides a

high-level interface for drawing attractive and informative statistical graphics [34].

6. Gsppy - a project on GitHub that has an easy-to-use Generalized Sequence Pattern

used for sequence data mining [35].

7. NMS-python - a project on GitHub that provides a good Non-Maximum Suppression
algorithm for bounding-box selection [36].

8. CVAT.ai - is an online tool that is used for picture annotation [37].

9. Scikit-learn - is a Python library used for Machine Learning algorithms in the

classification step [38].
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3.2 Descriptions

To have a better understanding of the technologies and algorithms used here are brief

descriptions of the methods used.

3.2.1 Pytorch

Pytorch is an open-source machine learning framework based on the Python programming
language and the Torch library. Torch is an open-source machine-learning library used for
creating deep neural networks and is written in the Lua scripting language [39]. In the
context of this paper, the framework was used to support GPU-based image model training.
TensorFlow was also considered as an alternative but because Pytorch is easier and lighter

to work with the latter option was picked.

3.2.2 Convolutional Neural Networks

Convolutional Neural Network or CNN for short is a type of Deep Learning neural network
architecture commonly used in images, audio, and text for classification. Moreover,
it works by predominantly extracting features from a grid-like matrix dataset, where
for example data patterns play an extensive role. A CNN consists of multiple layers
like the input layer, convolutional layer, pooling layer, and fully connected layers. The
convolutional layer applies filters to the input image to extract features, the pooling layer
downsamples the image to reduce computation, and the fully connected layer makes the
final prediction. The network learns the optimal filters through backpropagation and
gradient descent. The output from the fully connected layers is then fed into a logistic
function for classification tasks like sigmoid or softmax which converts the output of each

class into the probability score of each class [40].

20



3.2.3 YOLOvS

You Only Look Once in short abbreviated YOLO, also in the context of different versions
shortened as YOLOvVX for example YOLOVS, is a state-of-the-art computer vision model
built by Ultralytics. The model can do object detection, classification, and segmentation
tasks which are all accessible through a Python package. The algorithm uses end-to-end
neural networks that make predictions of bounding boxes and class probabilities all at
once. While other Convolutional Neural Networks work by detecting possible regions
of interest using the Region Proposal Network and then performing recognition on those
regions separately, YOLO performs all of its predictions with the help of a single fully
connected layer. YOLO also only performs a single iteration over the image making it a lot
faster than the alternatives. The model has had many versions from YOLOv2 to YOLOv7
but in this project, the newest version YOLOv8 was used because of improved developer

experience, like being able to install the library through a package manager [12].

3.2.4 Data annotation

Data annotation is the process of labeling data with relevant descriptions to make it easier
for computers to understand and interpret. Usually, data annotation is done manually
but as machine learning algorithms advance the procedure is becoming more and more
automated. Because there isn’t a public data set that has the necessary objects required to
train a computer vision object detection model needed for this project, the author made
one with the data annotation tool Computer Vision Annotation Tool or for short CVAT.ai
[37]. It’s a free, open-source digital image annotation tool that has all the methods to make

the data set the training process needed.
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3.2.5 Generalized Sequential Pattern algorithm

Generalized Sequential Pattern(GSP) algorithm is used for data sequence mining. Usually,
it is used for databases but it can be used also for other applications. The algorithm
uses apriori on its base level to find commonly occurring items. It starts with finding
the frequent items of size one and then passes that as input to the next iteration of the
GSP algorithm. The database is passed multiple times to this algorithm. In each iteration,
GSP removes all the non-frequent itemsets. This is done based on a threshold frequency
which is called support. Only those itemsets are kept whose frequency is greater than
the support count. After the first pass, GSP finds all the frequent sequences of length-1
which are called 1-sequences. This makes the input to the next pass, it is the candidate
for 2-sequences. At the end of this pass, GSP generates all frequent 2-sequences, which
makes the input for candidate 3-sequences. The algorithm is recursively called until no

more frequent itemsets are found or the maximum item size is reached [41].

3.2.6 Non-Maximum Suppression algorithm

Non-maximum suppression(NMS) is a post-processing technique that is commonly used
in object detection tasks to eliminate duplicate detections and select the most relevant
bounding boxes that correspond to the detected objects. It is a critical step in many
computer vision applications such as face detection, pedestrian detection, and object
recognition. In the context of this paper, it is used after YOLOVS8 object detection. This
is because picture segments can get two or more bounding boxes even though they only
should have one [42]. This algorithm has an open-source implementation available which

was used in the development of the methods [35].
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3.2.7 Data visualisation

Matplotlib is a Python library used for creating visualizations. The main feature of the
extension is the ability to plot graphs with x and y parameters. This feature enables doing a
lot of the necessary tasks like plotting a multicube-shaped object from the JSON file or its
individual elements. It also enables saving the plots in PNG, PDF and other formats which
makes it ideal for creating images [30]. Seaborn is an extension of Matplotlib. It adds
more useful and easy-to-use methods that are common in data visualization. For example,
the library adds: Relational plots, Distribution plots, Categorical plots and many more
useful plots that make work more efficient when dealing with more complex data-related
tasks [34]. This project requires that a lot of different styled plots be used in order to show

the final results in a simple and meaningful way and that is why this library is used.

3.2.8 Classification

Classification is a supervised machine-learning process where input data is categorized
into classes based on one or multiple features. It can be performed in structured and
unstructured data to predict if the data will fall into predetermined categories. It generates
a probability score for the data so that it can be determined if the label is correct or not.
Some applications for machine learning would be Image classification, Medical diagnostic
tests or Malware classification. Classification models are trained on a pre-labeled dataset

from which the probabilities for predictions are concluded from [43].

3.2.9 Decision Tree

Decision Tree is a supervised machine-learning algorithm used for both classification and
regression problems. It uses a flowchart-like tree structure where each node is a feature,
branches denote the rules and leaf nodes give the results [23]. In this thesis, a Decision

Tree implementation from the Scikit-learn library is used [38].

3.2.10 Random Forests

Random Forests is a supervised machine-learning algorithm that uses a combination of tree
predictors such as Decision Trees to classify input data. The method depends on the value
of a random vector sampled independently and with the same distribution of all the trees
in the forest. Random Forests can be tuned to use different amounts of trees to decrease
the error rate that a single tree would have [22]. Scikit-learn [38] has an out-of-the-box

implementation for this algorithm which is used in this project.
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3.2.11 Supervised Feature Selection

Large datasets can have a lot of features to train a classification model on. This can become
a problem since only some parameters can give a better prediction than others for a specific
training set. Supervised Feature Selection can improve this process by picking out the best

descriptors for the specific target that needs to be predicted [44].

3.2.12 Cross-Validation

Cross-validation is a statistical method used to estimate the skill of a machine-learning
model. It is commonly used when a limited data sample is only available by splitting the
data into different folds that are used as training sets and a test set and then evaluating the
model design. This in turn can be used to determine if the data is suitable for making a
prediction model or not [45]. In this thesis, the StratifiedKFold algorithm from Scikit-learn
[38] was used which can shuffle randomly and divide the data so that each fold has an

equal number of classes that in turn will decrease fold bias [46].

3.2.13 Fisher Score

Fisher Score is a supervised feature selection method that finds which parameters are the
most important in the group. It selects each feature independently according to their scores
under the Fisher criterion which leads to a suboptimal subset of features. Fisher’s score

uses a ratio of between-class variance to within-class variance. [24].

3.2.14 GridSearchCV

GridSeachCV is a tool for fine-tuning the parameters for a machine-learning model such
as Random Forests. It generates combinations of all the specified candidate features from
a grid parameter value that is given an input. The model and data used are specified
beforehand as variables that the search uses to then evaluate with cross-validation. There
is a downside to GridSeach in that if it is used with cross-validation it takes a lot of time
to cumulatively evaluate the best parameters [25]. In this project Scikit-learn was used to
apply GridSeachCV [38].
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3.2.15 Nested Cross-Validation

Nested Cross-Validation is an approach to model hyperparameter optimization and model
selection that attempts to solve the problem of overfitting the dataset [26]. The method
uses an inner validation split which means has a double-loop consisting of an outer loop,
that will serve for assessing the quality of the model, and an inner loop that provides model
or parameter selection. Both of the loops are independent so one step of cross-validation

does only one thing [47].

3.3 Workflow overview
Since in the project, a computer vision model needed to be trained the workflow is divided

into two different step-by-step working orders. The first workflow is about YOLOvV8 model
training with a custom data set. The second one is about the pattern and strategy finding.

3.3.1 Workflow for training

1. Data pre-processing and segmentation

(a) Training and validation data generation. Using the same type of tablet that the
data was gathered with, draw different types of lines that are the main classifiers

for the pictures.

(b) Creation of segments from the whole picture that is formatted as a JSON file so

that we have a sequence of lines that make up the whole drawing.

(c) For the training and validation data, the pictures are annotated using the CVAT.ai

tool to make them usable with the YoloV8 detection algorithm.

(d) Training pictures and labels are separated into different folders so that they can
be used for the YOLOvVS algorithm correctly.
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2. Training server setup

(a) Because the YOLO algorithm requires a lot of resources, TalTechs Al-Lab
server, which has the GPU power to better train computer bision models, is

used.

(b) Set up all of the required packages with the Conda package manager so that a
server can be used to train the YOLOV8 model.

3. Detection training

(a) Using the YOLOVS algorithm to train a detection model for the different shapes

being used as classifiers.

26



3.3.2 Workflow for pattern finding and classification tests
The stages for finding patterns are the following:

1. Data pre-processing and segmentation
(a) Dividing data into 2 separate groups.
(b) Randomly balancing testing data so that the size of both of the classes is equal.

(c) Creation of segments from the whole picture that is formatted as a JSON file so

that we have a sequence of lines that make up the whole drawing.

(d) All of the testing data, that is used to find patterns, is structured in the directories
so that the test subjects’ data is in one folder that contains the sequence of
pictures that are ordered by the drawing order.

2. Using detection to classify pictures

(a) Using Non-Max Suppression to combine overlapping similar bounding boxes
that have been detected.

(b) Generate sequence patterns that correlate to the sequences that are detected in

the picture.
(c) Order sequence so that the line drawing order is correct.
3. Pattern mining

(a) Format sequences in a comma-separated file-like format so that they could be

used for sequential pattern mining.

(b) Use the Generalized Sequence Pattern mining algorithm to find patterns.
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4. Pattern matching

(a) From the sequences generated find corresponding patterns for each drawing
sequence.

(b) Match the corresponding subject identifier and sequence to the array of patterns

that they have used.

5. Result generation and visualization

(a) Heatmaps

i. Generate heatmaps for pattern distribution throughout drawing iterations.

ii. Generate heatmaps for segment distribution throughout drawing iterations.

(b) Generate bar charts to show pattern frequency between the different study

groups.

(c) Generate a filled line graph that shows how many people are drawing each

segment drawing iteration from different study groups.

6. Classification testing

(a) Convert the patterns to a frequency table where each subject pattern usage and

class is represented.

(b) Test the patterns as features with Nested Cross-Validation to show that the data
can be used for classification.

i. Use Fisher Score to find good patterns that predict if the person is educated

or not by testing the subfeatures with a Decision Tree.

ii. Use Random Forests with GridSeachCV to find the number of trees that

provide good results.
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4. Results

This chapter gives the descriptions of the results from the implementation of the algorithms
and discusses them. It also shows that the workflow can be used on other drawing tests

and that the data formatting can be used for training a classification algorithm.

4.1 Segmentation by pressure

From the pictures that were generated, the author came to the conclusion that just a simple
classification of the whole image would not work because the pictures varied in quality,
and having all the possible variations of drawings to train a computer vision model is
nearly impossible. To deal with this problem a detection model that recognizes separate
segments of the whole drawing would be a better classifier because with it multiple objects
can be detected from a single image while the main shapes that have to be detected would

be simple.

Three different segment lines were chosen by which objects in the picture can be discovered

and classified with:

1. Horizontal line

2. Vertical line

3. Diagonal line

With these three segment types, all of the pictures can be classified. Furthermore, these
three elements make it easier to describe drawing sequences in a text format which is

important in the next steps.

Due to the fact that segment order is important in the results then the proper ordering of
the drawing must be maintained throughout the object detection part of the project. This
is done by not detecting objects from the drawing as a whole but splitting the picture up
into many smaller pictures that have a segment that is drawn as one stroke. A stroke in
this context means that a line is drawn without lifting the pencil tip from the tablet. The
drawing can be easily divided into many smaller pictures because it’s in JSON format

where each drawing point has pressure as a parameter and each stroke is a sublist. This
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way of partitioning the picture has two positive effects:

* Objects can be detected more easily by dividing them into smaller parts.

* The order of the strokes is preserved during detection
All of the pictures were split into multiple smaller pictures by pressure. Each drawing has

its own directory where all the smaller pictures are stored and the pictures are enumerated

by drawing order.
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4.2 Yolo tuning

Because there aren’t any public models with the kind of objects this work requires a custom
YOLOvS8 model to be tuned in a way that the three different segment types can be detected..
The training data was generated manually by the author and in the end, it consisted of 609
different annotated pictures for training and validation of which 36 were for validation
and 573 for training. The annotation of the pictures was done manually as well using the
CVAT.ai tool [37].

After the data was gathered it was formatted to be used by the YOLOVS training algorithm.
It consists of separating the validation and training data into separate folders and also

separating the labels from the pictures.

YOLO also has an in-built picture augmenter which was used. After testing with different

parameters the optimal way of training was the following:

degrees=5.0

e translate=0.2

e perspective=0.00001

e scale=0.5

¢ shear=0.1

e mosaic=0.2

* mixup=0.2

During the training of the YOLO detection model, 268 layers were created and a total of
43 608 921 parameters were used. The whole process was 400 epochs - iterations - and

lasted a bit over 2.5 hours. The overall results are in the following table:
Precision tells the accuracy of the detected objects, indicating how many decisions were

correct. Recall denotes the ability of the model to identify all instances of objects in the

images.
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Table 1. YOLOVS training performance metrics

Results
Class Precision Recall
all 0.826 0.974
vertical 0.988 1
horizontal 0.603 0.923
diagonal 0.886 1

Considering the limited amount of training data that is available and also that the YOLO
algorithm made augmentations to the pictures to widen the variety of data the results were
considered to be acceptable. Moreover, while it is true that for instance, horizontal segment
training could be better the main motivation of this thesis is not to train the most precise

Computer Vision model but to use that model in other tasks.

4.3 Object detection

After the model is trained and each picture is split by drawing pressure into multiple

pictures the object detection can be applied.

To begin with, during the object detection, there is a common error where one object had
multiple bounding boxes. This is due to the fact that the computer vision model has not
been trained perfectly but as a fix to this problem the author is using the Non-Maximum
Suppression algorithm which eliminates duplicate detections and selects the most relevant
bounding box to represent the object. Since the bounding box size precision isn’t important,
but just the classification of what is on the picture then this method works for this task.
The maximum overlap that the objects can have is 20%. Also, 5%, 10%, and 50% are
tested but they don’t have as good of a result as the 20% overlap.

Figure 4 demonstrates the object detection. The upper left picture is the detection before
the NMS and the bottom one is after the algorithm has been used. The picture on the right

shows where the line resides in the picture as a whole.

It can be seen that before the duplicate elimination, there are 2 bounding boxes over the

single horizontal line. After the algorithm, only one remained.
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horizontal stroke with object detection before NMS Current line

horizontal stroke object detection after NMS

Figure 4. Multicube segment Non-Maximum Suppression(NMS)

4.4 Sequences
A drawing sequence is the order and type of strokes with which the picture is made with.
The sequences were generated by:

* Classifying objects in the segmented pictures that belong to a drawing.

* The segments from classified pictures are converted into sequences in the format

where:

— ’d’ - diagonal

— ’h’ - horizontal

— v’ - vertical

* Lists of these elements from the picture that they belong to are then added to the
sequence that is ordered starting from the first picture up to the last picture that

belongs to the drawing.
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» All of these sequences from one education category are then added to a nested list

where each sublist is the drawing sequence of one whole picture.

Example of one drawing sequence that was generated by this method:

)d)’ )h)’ )v)’ )d)’ )d)’ )h," )v)’ )v)’ ’h)
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4.4.1 Heatmap

From these sequences, it is already possible to find most popular drawing segments used.
Each individual has a certain drawing order which may be the same with other people’s
drawing orders. The following picture shows the segment normalized frequency overlap
between the illiterate class of test subjects. The Y-axis is the drawing iteration and the X-
axis has the three drawing segments: d, h, v. The left picture has the normalized frequency
of all the strokes made in each iteration, where the darker the color higher the frequency as
can be seen from the color bar next to the heatmap, and the right figure shows the most

popular segment drawn a each certain drawing moment.
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Figure 5. Multicube illiterate sequences normalized and most popular
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For comparison here is the literate dataset sequence heatmaps that are generated with the
same methods. As can be seen, they differ from each other when it comes to the most

popular segment used in each drawing moment.
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Figure 6. Multicube literate sequences normalized and most popular

Between the two classes, the main noticeable difference is that illiterate subjects use the
horizontal line a lot more, that being 23 out of 47, often than the literate where the sequence
occurred as the most popular one 9 times out of 36. Moreover, the literate tend to be more
spread out with their most popular segment of drawing initially where the distribution of
the most popular segments is the following for the first 12 rows: 6 diagonal, 2 horizontal
and 4 vertical. The reverse is true for the illiterate who tend to focus more on drawing
horizontal lines where in the first 12 iterations most popular segments were: 1 diagonal, 10

horizontal and 1 vertical.
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4.4.2 Drawing count

The difference in drawing strategies can also be shown by the number of people who are
drawing at one moment. The following graph shows how many people are drawing at one
stroke moment in each class. The X-axis is the current drawing iteration and the y-axis is
the number of people drawing at one moment. In the graph, the illiterate and literate are

marked as green and blue respectively, their overlap has a dark turquoise-like color.

N literate
[ lliterate

Number of sequence elements

O 5 10 15 20 25 30 35 40 45

Iterations

Figure 7. Multicube Drawing Iterations Graph

As can be seen, most of the literate study group has finished around the same stroke
drawing moment interval which is between the 4th and 14th iterations. On the other hand,
the illiterate group had a similar finishing curb but a bit later starting around 8th and ending
at 15th segment drawing moment, and overall they had more variety in finishing moments
because their graphs decline starts to even out around the 17th iteration. Moreover, the
illiterate group tends to make more drawing strokes than the literate because the iterations

where the number of drawers in the educated group is higher than the uneducated is only
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between the 5th and 10th x-axis points whereas in the rest of the graph, the latter group

has always more participants then the former one.

4.5 Patterns

For a better and more detailed analysis patterns are found that emerge from the sequences

of the two different groups.

4.5.1 Generalized Sequence Pattern

Utilizing the Generalized Sequential Pattern Mining algorithm, which has an open-source
implementation in Python, specifically the gsppy library by Prado Lima, was employed
[35]. The algorithm was executed on distinct datasets representing literate and illiterate
groups independently. The primary objective was the identification of patterns capable of

distinguishing between these two observable groups.

Experimentation was conducted by varying the sizes of patterns and exploring configu-
rations with 3, 4, and 5 items per pattern. Additionally, different support, ranging from
0.6 to 0.2, were examined. Following this iterative process, the optimal configuration was

determined to be patterns comprising 3 items each, with a support of 0.3.

After setting the optimal parameters for data mining the patterns were found and matched to
all of the sequences where they occur and in their occurrence order. Moreover, overlapping
pattern instances are also included in this. This way all of the patterns used by each
individual were found and a comparison between the two study groups could be made by

analyzing the patterns those groups use.

At this point, it should be addressed that there is a problem with this approach which is
that the results of the algorithm cannot be validated. Apriori algorithm was tested to verify
the results but this turned out not to work because of the data structure the sequences were
in. The author looked into other ways to validate the algorithm but there weren’t any good
solutions to be found. Even though this problem could not be solved it was decided that

the results would be used to finish the project.
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4.5.2 Bar chart

For comparing the two classes a bar chart is generated where each data point on the
horizontal is a pattern and on the vertical axis are the number of occurrences ranging from

0 to 25. The illiterate group is marked as the blue bar and the literate as the orange bar.
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Figure 8. Multicube Pattern Occurrences Bar Chart

From this figure, a comparison between the two groups can be made. Firstly, only 4
pattern types overlap between the two groups. Here is a list of overlapping and individual

patterns:

1. Overlapping: vhh, hhv, hvv, vdh

2. Illiterate: vvh, hhh, hhd, vvd, dvh, hvh

3. Literate: hvd, vdd, ddv, dvd
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Furthermore, It is apparent that the illiterate group has used a bigger variety of patterns
and that the usage of these patterns has happened more often than in the literate group.
This can be seen as there are 6 elements where the count is over 10 in the illiterate group
whereas in the literate group, there are none. The explanation for this can be derived from
the fact that the illiterate group has made more strokes overall while drawing the picture

and because of that the patterns also occur more.

Moreover, in the literate section, the patterns have a more equal distribution where all the
pattern usages are between 5 and 10. While in the illiterate part, certain elements, hhh, hvv,
hhv, have occurred more than 15 times, vhh, vvh, dvh more than 10 times and hdd, vdd,
vdh, hvh less than 10 times.

4.5.3 Heatmap

To conduct more analysis a heatmap similar to the sequences one is used to show pattern
distribution over time and to discover if there are any differences between the two groups.
On the X-axis are the different patterns that the groups have used. These patterns can differ
by class as seen in the bar chart before. The Y-axis represents each drawing moment that
a stroke has been made. Because different people require a diverse number of strokes to

make one drawing then the Y-axis length can also differ from class to class.

In the following images, the frequency at which each pattern appears is normalized to the
number of patterns drawn initially. In this way, we will see that there are higher frequencies
at the beginning of the heatmap but in the end, there aren’t that many used patterns anymore.

This is because fewer people are using common patterns at these moments.

The right image in Figures 10 and 6 show the most popular pattern in each drawing iteration

by representing them in black squares.
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Firstly, the illiterate group had the following patterns in their heatmap: dvh, hhd, hhh, hhyv,

hvh, hvv, vdh, vhh, vvd and vvh an the maximum amount of patterns that someone applied
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Figure 9. Multicube illiterate patterns normalized and most popular

It can be seen that in the beginning, the patterns that start with h: hhd, hhh, hhv and hvh,
except for huv, are more popular than the other ones. This is also apparent from the second
image where initially all of the most popular patterns start with the horizontal line. After
the 6th drawing moment, the pattern slots usage starts to decline in the sense that on the
7th iteration, 4 boxes are only over 0.0 which means that 60% of the patterns aren’t used in
each iteration from that point onward, this being either because the subjects have stopped

drawing or they are not using popular patterns anymore.
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The literate group on the other hand had the following patterns: ddv, dvd, hhv, hvd, hvv,
vdd, vdh and vhh. Their heatmaps were constructed the same way as the illiterate ones.

The maximum amount of patterns that had been made was 12.
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Figure 10. Multicube literate patterns normalized and most popular

The most popular pattern and iteration was hhv in the first row. Moreover, patterns that start
with a horizontal line seem to be the most popular initially, followed by patterns starting
with the diagonal line. There seem to be fewer patterns used overall because, after the 4th
pattern drawing moment, there is only 1 slot out of 8 used till the end, meaning that 12.5%
of the boxes were used after that. This can be either because they have stopped drawing
or because they do not use a common pattern anymore. By looking at the sequences in
Figure 7 it can be concluded that only 1 test subject didn’t finish their drawing after the
20th stroke. Due to this, it can be concluded that there are less patterns overall because
all but 1 of the individuals have finished their test after the fourth or 4th pattern drawing

moment.
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4.6 Method on different data
To show that these methods can be applied to more shapes than the multicube the same

methodology is applied for showcase sake to the hexagon shape with 2 groups of observ-

ables.

4.6.1 Object detection

Here is a visual example of a drawing line being extracted from the hexagon test and then
it is detected with YOLOVS.

diagonal stroke with object detection before NMS Current line

diagonal stroke object detection after NMS

-

Figure 11. Hexagon segment with Non-Maximum Suppression(NMS)
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4.6.2 Sequences

The sequences detection worked the same way as it did in the section 4.4 and after applying

the same methods that were used in the subchapter. The results were the following.
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Figure 12. Hexagon literate sequences normalized and most popular
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Figure 13. Hexagon illiterate sequences normalized and most popular

From both of the sequence heatmaps, it is apparent that the groups have made more strokes
as a whole at the start of the sequence heatmap. Also, the horizontal segment is not as
common in these sequences as it was in the multicube. The literate group has used diagonal
lines more frequently than the illiterate group and the former has it as their most popular

segment throughout the iterations.
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Figure 14. Hexagon Drawing Iterations Graph

The Figure 14 tells us that the literate did more drawing strokes in general while painting
but the longest stroke count was in the illiterate group. Moreover, the literate group has
a steep decline from 12 to 5 in participants drawing between the 45th and 5th iterations
which means that 7 people finished their test in the rage of these strokes. On the other
hand, the illiterate test group had a more steady decline which means that the amount of

strokes taken varied more than in the literate group.
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4.6.3 Patterns

For patterns an occurrence graph was constructed again but this time it has different

patterns and frequencies compared to the multicube Figure 8.

mm iliterat

m literat
200
150
£100

vvd vdv dvv vdh dhv hvv vdd ddh dhh hvd ddv dvh ddd dvd vvv dhd hdd

Groups

Figure 15. Hexagon Occurrences Graph

From the frequency graph, it can be seen that there are 10 overlapping patterns but their
count is different between the two groups. Particularly the ddd element has appeared over
200 times in the literate group whereas the illiterate have used it less than 100 times. The
patterns dhd and hdd have only appeared in the literate group and the vhd, hvv, dhh, hvd

and dvh have been only used by the illiterate test subjects.
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The pattern distribution gives a better view of how the used sequence patterns play out over
time. It is apparent that the ddd pattern is the most prevalent in the literate heatmap, where
in the first 30 iterations it is the most popular 28 times whereas, in the illiterate graph, it is
only 10. It also reinforces the observations made in Figure 12 where ddd is the most used

pattern overall.

From these results, it can be concluded that the methodology implemented can be used

with other drawings that are done in the same JSON format.

4.7 Classification

To show that the results can be used in multiple ways, a classification algorithm is trained
to demonstrate that if more data were to be gathered and we would have a type of person
not determined beforehand then using the bigger dataset a prediction can be made which
tells the class that the individual is in. The patterns were chosen as the features that are
used in the training and prediction. For the classification Scikit-learn [38] Decision Tree
[23] and Random Forest [22] are used.

4.7.1 Data

For training and testing purposes, a frequency table is made where each column is a pattern
and each row is an individual. There are in total 14 columns and 36 rows, where 18
represent the literate and 18 are the illiterate test subjects. This table therefore represents

how many times each individual uses a certain pattern.

4.7.2 Fisher score

Since there are in total of 14 features, some of which don’t describe both of the subject
groups, Fisher’s score is used to determine the best descriptors to be used in the classifica-
tion algorithm. This makes running the algorithm faster and overfitting less likely [24].
This was carried out in a way that the data was split into 3 equally distributed folds using
StratifiedKFold so that the labels would have equal weight [46] from scikit-learn [38].
Each fold got a different set of 3 features from the Fisher’s score method and then the
features are evaluated using nested cross-validation [26] on a Decision Tree [23] to evaluate
how good the features are. Some of the best pattern combinations using this method are
shown in the table 2. The metrics here are obtained with the help of a classification report

method provided by Scikit-learn.
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Table 2. Feature testing results

Results
Features Precision Recall Accuracy
“hhh’,’hhd’,’vvd’ || 0.88 0.83 0.83
’vhh’,hhh’hhd’ || 0.76 0.75 0.75
’vhh’,vdh’,dhv’ | 0.39 0.42 0.42

The best accuracy and precision were from the features hhh, hdd, vdd. It should be noted
here that all of these patterns only occurred in the illiterate drawings and the other results -
for instance, vhh, hhh, hdd - some patterns only happen in one group as well. In this case,
it can be concluded that the best predictors are the ones that don’t overlap between the two

groups.

4.7.3 Random forest

To optimize for the best results for classification Random Forest algorithm is used. Random
Forest is made up of multiple Decision Trees where the number of trees can be configured
to optimize the results. For this optimization, Nested Cross-Validation is used with
GridSearchCV and Cross-Validation Score from the Scikit-learn library. The number of
trees tried for was from 1 to 101 with the step of 3. Table 3 shows the best result obtained.

Table 3. The best result achieved with Random Forest Nested Cross-Validation

Results
Type Precision Recall Accuracy Number of Trees
Nested Cross- || 0.92 1.0 0.94 10
validation score
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Graph 18 shows how the performance metrics are distributed with different number of
trees in a Random Forest algorithm. The tree size range is the same as in the Random
Forest subsection. The metrics are the same besides the three lower spikes that occurred
before 22, at 58, and at 100. Since there is not a lot of data these results should not be
taken too seriously, but still, it has been shown that with a larger dataset the training of a

classification model is possible.
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Figure 18. Nested cross-validation with different tree sizes

From this graph, it can be seen that by trying out different tree sizes the classification

model is tunable and parameter tuning can be applied to get a better result.
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5. Conclusions

This research aimed to find sequence patterns and strategies that groups with different
educational backgrounds have on the multicube drawing test. To achieve this goal, a
workflow with developed methodologies using a computer vision model and data mining

technique was implemented.

In the first part, a way of describing the objects as an input to the computer vision model
had to be constructed and a dataset corresponding to those requirements had to be made.
Moreover, the previously mentioned set was used to train a YOLOvS8 model that can detect

and classify objects from pictures.

Furthermore, in the second part, a methodology had to be worked out where the object
detection would classify the given lines in the pictures in the right order. This was done
by splitting the pictures, based on pencil pressure, into smaller pictures that contain only
one segment drawn as a single stroke. From these fragments, a sequence of elements was
put together each of which describes how a drawing has been made in each iteration of
a stroke. These sequences can be put together to visualize the group behavior in each
drawing moment and to give a picture of how many strokes a group needed to finish the
task.

In the next part, the Generalized Sequence Pattern algorithm was used to find common
patterns in both of the study groups. There was a problem with this approach in that the
patterns could not be validated and thus there is a problem that the results of this algorithm
cannot be verified. After the patterns were found, an ordered sequence of patterns used
was generated for each individual from the segment sequences found in part two. These
patterns were formatted in a way that a pattern usage graph over the drawing iteration
could be put together for the whole group. Moreover, the pattern frequency by group was

constructed which describes the different popular elements used in the test drawing.

All of these methods were made so that they could be used in the future to be used on other
drawing analysis-related work like cognitive disease or group behavior research. To prove
this the author demonstrated the same methods work on different 2 group datasets where

as a task a hexagon shape had been drawn.

53



The analysis concluded that by comparing both groups outlining differences but also a
few similarities were found. The main notable features that set the two groups apart were
the number of strokes made to finish the drawing, the patterns used by the group, and the

pattern frequencies.

From the sequence heatmaps, it can be concluded that both the study groups took different
approaches for drawing the tests where the literate had a greater variety in the distribution

of initial drawing sequences and the illiterate used the diagonal stroke more than any other.

Figure 7 showed that while both the subject groups had a drop in the number of people
drawing at one moment, the literate began to finish earlier than the illiterate where most of
the former group had finished their drawing before the 15th stroke but the latter between
and after the 15th and 20th strokes.

Moreover, in Figure 8 both of the study groups had a few unique patterns that they used.
The literate had 4 and the illiterate 6 while there were also 4 overlapping patterns. The
illiterate also have used some patterns way more than others where hhh, hvv and hhv have
been used more than 15 times and where the other patterns are below that threshold. On
the other hand, all of the literate pattern occurrences range between 5 and 10 which makes

the distribution throughout the bar chart more equal.

The pattern heatmaps also showed a difference in approach where the frequency at which
the patterns occur over time dropped in the literate group after 4th drawing iteration to
12.5%. This is in comparison to the illiterate heatmap, where there is a drop to 60% after
the 6th iteration. Furthermore, the y-axis on both of the graphs differs between the two

groups where the educated had 12 iterations at maximum and the less educated had 19.

In addition, it is evident from the Classification subsection in the Results that a machine-
learning algorithm can be trained in the format presented in this thesis. There are also
optimizations with the parameters where Fisher score determined that the best patterns that
describe both of the groups are hhh, hhd, vvd and that the best number of trees required in

a Random Forests model is 10.
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In conclusion, the methodology and workflow were developed and the goal of this thesis
was met. The segmentation and object detection were done in a way that the sequences
would be generated in the correct order and in a format that could be processed by a
text-based algorithm. Patterns were found with the help of the Generalized Sequence
Pattern algorithm, even though it worked the results could not be validated. Lastly, the
results were converted to a picture format which can be used by psychologists to more
easily analyze the two groups. These methods and workflow were made so that they could
be used on similar datasets to analyze other test groups in the future. The results achieved
in this thesis show that the proposed methodology and workflow could be successfully
implemented in this particular domain and be applied in the analysis of other drawing tests
as well.
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