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Introduction
This thesis presents the research and development work carried out by the author duringPhD studies at Tallinn University of Technology (TalTech). Most of this workwas conductedat TalTech. However, very important parts of the work were performed during joint re-search work in the Netherlands at Delft University of Technology. The work started fromthe Horizon 2020 project "MIGRATE (Massive InteGRATion of power Electronic devices)",which the author had the pleasure of being a part of.
Motivation and Background

The electric power system is in a constant state of evolution, starting from the commis-sioning of the first power plants in the 19th century. Across over 100 years the power sys-temhas evolved into themodern large interconnected power systemswe know today. Theevolution, however, is ongoing, andwith it comes challenges. Themodern interconnectedpower grid can be considered a reservoir, where all the connected generators deliver theirproduced energy and any load can tap into that reservoir to receive the amount of energyit needs. It is impossible to knowwhich generator produces the energy a load consumes inthe network at any given time. The interconnected nature of the modern electric systemenables the transmission of energy from the generators to loads effectively, and allows forthe consumers to access the reservoir of energy. As there is currently no effective way tostore large amounts of energy, the generated power must be consumed immediately byall loads connected to the grid as well as the various losses in the system itself, otherwisethe imbalance between consumption and production will result in changes in frequencyin the power network. Thus, a large deficiency or surplus in the power system may leadto a blackout if not reacted to.The power sector is a large contributor to greenhouse gas emissions [1], and with thepush towardsmore sustainable energy sources, an increasing number of power plants areconnected to the power grid, which use renewable energy sources, e.g. wind or solar en-ergy, in order to reduce the emissions of the power sector. These sources [2, 3] are usuallyintermittent in nature, meaning, that their electrical output is dependent on the specificweather conditions at any given time. The intermittent nature of these energy sourcesmakes using a traditional synchronous machine impractical for producing electric power.Therefore, these power plants are commonly connected to the bulk system by using in-verters, which means, that the primary energy source is decoupled from the alternatingpower grid. This usually means that the renewable energy sources using inverters pro-vide little to no mechanical inertia (which is inherent to synchronously connected units)to the power network. The aforementioned issue, in turn, makes the power systemmoresusceptible to disturbances.Additionally, due to the intermittent nature of the renewable energy sources, the com-position of the generating units in the network becomes unknown. This adds additionalstress on the operation of the power systems in terms of balancing load as well as theexisting protection systems in the network, which necessitates faster and more accuratemeasurement techniques to better understand the system state. Driven by the need toensure a more detailed understanding, there is a rapid increase in the adoption of wide-areameasurement systems (WAMS) in power grids [4]. WAMS allow for better situationalawareness, which can be used to maximise power grid transfer capacity as well as helpmitigate risks of major disturbances through enhanced monitoring.Thus, the inclusion of asynchronously-connected resources is expected to influencethe existing unit and system integrity protections in the power system. The influences ofinverter-based resources on unit protections have been thoroughly studied in large-scale
11



research projects, e.g. in [5]. However, the effects on system protection have not beenwidely studied in a similar manner or extent thus far as there is a limited amount of re-search performed. Therefore, it becomes essential to understand the nature of this impactand its consequences to existing system protection systems in order to have confidencein the protection operation in cases of system level events, such as the European trans-mission system separation in 2021 [6]. This event culminated in the European system notbeing able to maintain synchronous operation, and the out-of-step (OOS) protection in-stalled in the network successfully splitting the network into two separate areas, avoidinglarge oscillations in voltages and currents which can cause equipment damage. This sys-tem level event resulted in a total of 1.7GW of load being disconnected from the networkin order to continue stable operation.OOS protection is designed, in principle, to detect loss of synchronism between a sin-gle generator and the rest of the system, or between neighbouring generator groups. Lossof synchronism between parts of the system or interconnected system can be caused bymajor disturbances such as faults on transmission lines. It is preferable to separate theseasynchronous parts as soon as possible in order to avoid equipment damage and furtheroutages. During unstable swings, the rotor angle difference will keep increasing because abalance between power generation and consumption cannot be retained, leading to lossof synchronismbetween generators or parts of the network. Fast separation of desynchro-nised regionswithin a systembecomes necessary in such a condition to protect equipmentfrom damage, and prevent further system outages. For this, a reliable OOS protectionmethod must be determined, which is robust and able to cope with the changing natureof the power system.
Main Objectives and Tasks of the Thesis

The key research question asked in this thesis is "How can we reliably detect and act
on out-of-step conditions in future electric power systems?". The answers to this ques-tion should form an understanding of how the currently used protection system copeswith changing generation mix in the network and develop a protection mechanism thatcan consistently provide reliable results in identifying out-of-step conditions in the futurepower system.To answer the key question formulated for the thesis, several hypotheses were de-vised:

• Changing composition of generators in the power grid results in changes in sourceimpedances, which has an adverse effect on currently existing out-of-step protec-tions.
• It is possible to determine the source impedance behind the observed transmissionlines from real-time wide-area measurements.
• It is possible to realise an improved out-of-step condition detection using deter-mined source impedances.
• It is possible to create an algorithm for out-of-step condition detection, which doesnot make use of any pre-calculated values.
Based on the hypotheses listed above, the following tasks were formulated:
• Assess the effects of changing source impedance, due to the changes in generatorcomposition, on commercially available out-of-step protection devices.
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• Develop a scalable test model for real-time testing in order to assess the perfor-mance of existing out-of-step protection devices with changing generation mix inthe power network.
• Develop amethod for out-of-step protection, that utilises the computed impedancesseen from the terminals of the observed transmission line in real-time.
• Develop an algorithm for out-of-step protection which negates the necessity ofcomputing the source impedance values at the observed transmission line termi-nals.
• Analyse and compare the performances of existing and developed out-of-step pro-tection algorithms.

Contribution of the Thesis and Dissemination

Theoretical contribution:

• Issues related to the changes of the generation mix in the power grid regarding theability to detect out-of-step conditions by using commercially available protectionshave been described.
• A method for computation of system impedance at the ends of transmission lineshas been developed and the accuracy of the method verified.
• A novel algorithm for out-of-step protection has been developed utilising the de-termined power system impedances.
• An advanced algorithm decoupled from the power network parameters has beendeveloped.

Practical contribution of the dissertation:

• Three types of existing out-of-step protection devices have been extensively testedand performance concerns are detailed.
• Developed protection algorithms are confirmed to outperform the existing com-mercially available impedance-based out-of-step protection.
• The novel algorithms has been tested using real-time simulations and event record-ings.
• Adeveloped protection algorithmhas been implemented by Landsnet in the Icelandpower system.

Dissemination of the Research WorkThe first part of the research and development work for this dissertation has been pre-sented at the scientific conference of IEEE (publication [I]). Twomaster’s theses [7, 8] weredefended on the related topic. The work on the computation of system impedances aswell as utilising the computed impedances for out-of-step protection has been publishedin a peer-reviewed journal paper [II] as well as in the RTDS Technologies’ User Spotlight2.0 webinar [9] and Power System Protection Center’s Communication Based Protectionseminar [10]. In addition, the work on the developed discrete angle derivative algorithmand the implementation of the aforementioned algorithm in the Iceland transmission net-work has been published in a journal paper [III].
13



Outline of the Thesis

The thesis is divided into four main chapters to form a complete picture from the powersystem transient stability, out-of-step phenomenon, the existing protection devices aswellas the developed two protection algorithms and the performance of difference out-of-step devices. Chapter 1 focuses on the phenomenon of transient stability, the power swingphenomenon, monitoring and reacting to power swings by using commercially availabledevices and the challenges that the current methods face in future power systems. Chap-ter 2 develops a new out-of-step protection algorithm based on determined networkimpedances using a wide-area measurement system. Chapter 3 develops an out-of-stepprotection concept, that is decoupled from network parameters and relies on discretederivatives of measured angle difference. Chapter 4 presents several case studies prov-ing concerns in the capability of out-of-step condition detection by the existing protectiondevices and displaying the effectiveness of the novel developed protection approaches.The thesis ends with conclusions and recommendations for further work.
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1 Power Swings - Phenomenon, Monitoring and Protection
This chapter first explains the phenomenon of power system transient stability using asimplified power system. Following the simple system example is the explanation of wide-area measurement systems, which allow for more detailed observations and monitoringof the power system in real-time. The structure and devices used in a wide-area mea-surement system are discussed. Using a wide-area measurement system opens the wayfor creating different system-level protection applications, including out-of-step protec-tion functions. Existing proven and commercially available methods for detecting powerswings and out-of-step conditions are also discussed. Furthermore, the challenges relatedto existing out-of-step protection systems in the context of changing power grids are alsoanalysed.The objective of this chapter is to explain themechanism of stable and unstable powerswings in the network, highlight thewide-areamonitoring systemand it’s structure aswellas introduce commercially available out-of-step protection methods and the vulnerabilityof existing methods to changing power system production or grid scenarios.
1.1 Power System Stability and Power Swing Phenomena
An electric power system is considered to be a backbone for the modern society. It iscritical that the power system remains operational at all times. In normal conditions, thepower system is operated very close to its nominal frequency of 50 Hz (or 60 Hz) withvery small deviations in magnitudes of several tens of mHz for larger electric power sys-tems [11]. In these nominal conditions the system power generation and consumption arebalanced at any given moment and electric power is being transmitted across transmis-sion lines. A simple system, shown in Fig. 1 below can be used to illustrate the powertransmission as well as the transient stability phenomenon in the power system.

Figure 1 – Simple system equivalent scheme.

According to the physical properties of alternating power [12], the active electricalpower transmitted between the two busbars in the system depends on angle differencebetween the receiving system voltage phasor and the power source internal voltage pha-sor, the magnitudes of voltage phasors and the total system impedance between the twopower sources. Therefore, the first power source’s electrical output power of the simplesystem scheme can be represented by the equation (1),
Pe(δ ) =

|E1||E2|
|Zt |

sinδ (1)
where
|E1|, |E2| - are the equivalent internal voltage magnitudes of the machines;
|Zt| - is total reactance between the two sources which is equal to sum of elementreactances as |Zt|= |Zs +Zl +Zr| , and
δ - is angle by which E1 leads E2 phasor.
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The power-angle characteristic, shown in Fig. 2a, graphically describes the relation-ship between the power transmission across a transmission line and the angle differencebetween the two sources. Based on the characteristic the power transfer increases whilethe angular difference is increasing from0 to 90°, and thereafter with the further increasein angular difference, the power transfer is decreasing. Power systems are normally op-erated well below the maximum power transfer point indicated by δm.
P

P
0

LSAm
 = 90°

0

(a) (b)

(c) (d)

Figure 2 – Power-angle curves for the two-machine system, δLSA denotes the Last Stable Angle point.
(a) - Curve displaying the steady state operation, (b) - Curve showing the faulted state in the network
(c) - Power-angle curve with a case of short fault clearing time δ1 and δ2 denote the angle values
after fault clearance and themaximumangle after deceleration, respectively (d) - Power-angle curve
with a case of long fault clearing time δ1 denotes the angle value after fault clearance.

By using the power-angle characteristic, the transient stability of this simple systemcan be studied. The stability is directly linked to the internal angle differences of the twoequivalent sources. On the power-angle characteristic, two operating points can be fixedusing the mechanical input power of the machine, marked as P0, and the electrical powercharacteristic as shown in Fig. 2a. The operating point located in the first half of the char-acteristic is a stable operating point, shown as δ0. The second operating point denotes themaximum angle difference between the sources for a recoverable power swing accordingto the Equal-Area Criterion (EAC) [13] and is marked as δLSA. Further increase of the anglebeyond δLSA point results in an unstable generator operation.When a large disturbance, such as a fault on the generator E1 busbar, occurs in thenetwork, the power transmitted is suddenly reduced, according to Equation (1) due to thevoltage values being reduced and the transmission impedance increasing in the network.This is represented by the lowered curve in Fig. 2b, which drops to 0 for the case of afault on the busbar. During the fault the electrical output of the source E1 decreasesto a faulted value, whereas the mechanical input power P0 remains equivalent to themechanical torque applied before the disturbance. This imbalance causes the rotor angle
16



to start accelerating, and consequently, the angle δ , to increase.In this context, the machine dynamics can be represented by the swing equation (2):
M
ωs

d2δ

dt2 = Pm−Pe(δ ) (2)
where
M - inertia constant of the equivalent machine;
ωs - rotor speed of the generator;
δ - internal voltage angle of the generator;
Pm - mechanical input power of the generator;
Pe - electrical output power of the generator.

It has to be noted that this approach is simplified and does not take into account theoperation of turbine governors that can influence the mechanical input, and generatorautomatic voltage regulators (AVR) that control the excitation and can therefore effectthe machine voltage magnitudes.When a fault is cleared from the network after some time, the electrical angle hasincreased to a value of δ1. At this point, the electrical power is now greater than themechanical input power P0 and the machine will start to decelerate. Due to inertia, themachine rotor angle will continue to increase, reaching amaximum value of δ2, where theenergy used for acceleration during the fault, marked as A1, will be equal to the deceler-ating energy represented by A2, as shown in Fig. 2c.If the fault is cleared from the network quickly, the deceleration area A2 can becomeequal to the acceleration areaA1 before the angular difference can exceed the limiting laststable angle value δLSA, and upon reaching a maximum angle value, the rotor angle willstart decreasing. After some oscillations the generator will eventually settle in a steadystate operation point located at δ0. This is referred to as the equal-area criterion in powersystem transient stability, and the previously described process is also known as a stablepower swing in the network.Contrastingly, when the fault clearance in the network is slow, the angle δ1 will ad-vance too far during the fault. Subsequently, the area A1 becomes large enough so thatthe remaining area A2 cannot become equal to the acceleration area before the last sta-ble angle δLSA is reached, as shown in Fig. 2d. Beyond the δLSA point the electrical powerbecomes lower than the mechanical input power, which in turn means that the rotor willbe accelerated once again. Thereupon the synchronising torque between the two ma-chines is lost and the angular difference will continue to increase beyond 180° and whatis known as a pole slip will occur. This means that synchronous operation between thetwo machines is no longer possible and the machines will continue to rotate at differentspeeds. The described situation is considered as an unstable power swing or an out-of-step condition.
1.2 Wide-Area Monitoring Systems
Situational awareness of the state of the power system is necessary to operate the powersystem effectively and reliably. For this monitoring systems are used, the most commonof which is the supervisory control and data acquisition (SCADA) system. However, theseSCADA systems usually come with a limit in respect to the speed of monitoring. In recentyears the need for faster monitoring for more effective decision making as well as moreprompt reaction to events in the network has emerged. Due to this the usage ofwide-areameasurement systems has become more prevalent in the electric power grid.
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Wide-area measurement systems (WAMS) are measurement systems that are basedon the transmission of analogue and/or digital information through telecommunicationsystems and utilising synchronisation techniques (time stamping) of the measured datausing a common time reference [14]. Measuring devices, referred to as phasor measure-ment units (PMUs), used by WAMS have their own clocks synchronised with a commontime reference using synchronization devices, e.g. GPS clocks. This concept is not new, andhas been used for many years [15]. The opportunity of measuring synchronised voltageand current phasors in an electric power system creates several new control possibilities:
• Monitoring the operation of a large system from the point of view of voltage anglesandmagnitudes, and frequency. This is referred to aswide-areamonitoring (WAM).
• Application of special power system protection based on measurement of phasorquantities in parts of a power system. Such protection is referred to as wide-area
protection (WAP).

• Application of control systems based onmeasuring phasors in large parts of a powersystem. Such control is referred to as wide-area control (WAC).
WAMS integrated with these applications and monitoring techniques are referred toas wide-area measurement, protection and control (WAMPAC). The wide-area measure-ment system makes use of phasor quantities, where the definition of a phasor is closelyconnected to the concept of representing a periodic waveform as a rotating vector.A rotating vector ~Vm is rotating with an angular velocity ω with respect to a stationaryreference axis. Its position at any instant of time can be represented as

~Vm(t) =Vme j(ωt+θ) (3)
where
Vm - amplitude of the periodic signal;
θ – phase shift with respect to the reference frame Re;

The reference frame together with an orthogonal axis Im constitutes the rotating com-plex plane Re-Im. This is illustrated in Fig 3.The projection of the vector ~Vm on the horizontal axis is periodically time-varying (Fig.3b), and is expressed as v(t) = Vmcos(ωt+θ). The frequency atwhich the periodic changehappens is related to the angular velocity byω = 2πf = 2π/T , where theT represents theperiod of the rotation. The RMS value of the sinusoidal waveform is given by V = Vm/
√

2,therefore Equation 3 can be transformed as follows:
~Vm(t) =Vme j(ωt+θ) =

√
2 Ve jθ e jωt =

√
2 V e jωt (4)

The vector V = Vejθ t is referred to as a phasor. The length of the vector (magnitude)is V and it is equal to the effective value of the periodic waveform v(t). The angle θ isdefined by the location of the rotating vector with respect to the axis Re.The definition shown above assumes that the reference frame Re and the complexplane rotate at the same velocity ω as the vector ~Vm. However, those two velocities maybe different, i.e. the vector ~Vm may rotate with velocity ω , while the reference framemay rotate with a velocity ωre f 6= ω . In this case the phase shift θ is not constant butchanges with a velocity that is equal to the difference between the two rotational speeds
dθ/dt =∆ω , where ∆ω = ω−ωre f . A special case is when ω oscillates around ωre f , themovement of the phasor on the complex plane is referred to as swinging.
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(a)

(b)

Figure 3 – Graphical representation of phasor formation. (a) a rotating vector, (b) - a corresponding
time-domain signal.

A power network generally has a multitude of nodes. The phasors of all the nodalvoltages can be placed in common complex coordinates. A state of the network is deter-mined by the voltage magnitudes and the differences between the voltage angles, whichmeans that the common coordinates used can be changed by rotating them by an anglevalue, since adding the same value to all phase angles does not equal the differences be-tween the phasors. The freedom to choose any common coordinates is important for themethodology of phasor measurements using a WAMS system. The common coordinatesfor thewholeWAMS are obtained by synchornising themeasurements using a time signal,which is usually obtained from the GPS system.

Phasor measurement units

A measurement system allowing measurement of the phasors of voltages and currents inan electric power system is referred to as a phasor measurement unit (PMU) and theblock diagram of its components is shown schematically in Fig. 4. Voltages and cur-
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rents are measured as analogue input values, for which the phasors need to be deter-mined, getting the signals from voltage and current transformers installed in the powernetwork. Each analogue signal passes through an anti-aliasing filter and thereafter themeasurement signal is sent to an analogue to digital converter. In the conversion, the sig-nal is sampled and converted in to digital format. The sampler impulses are generatedby an phase-locked oscillator, which together with the GPS time synchronisation providesa phase-locked loop system. Consequent data samples and the time stamps are sent toa processing unit containing a microprocessor, which then constructs a phasor quantityfrom the measurements.The components of the phasors are usually calculated at every sampling time step andthe calculated values assigned to a time corresponding to the centre of the measurementwindow. This means that theoretically the phasor available at any given moment on thePMU output is delayed by the time resulting from half of the measurement window andby the time consumed by the phasor calculation algorithm. The processor then reportsthe data using a communication interface to other WAMS devices using a PMU-specificdata protocol (C37.118 [16]). The reporting time interval for PMU devices can vary, typicallybeing in the range of 20 - 100ms for a 50 Hz system.
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Figure 4 – Functional diagram of PMU device.

The IEC60255-118-1 [16] standard defines two classes of PMUs: P-class, which is ded-icated to protection systems and M-class, provided for other needs related to measure-ments in the power system . The P-class is characterised by a shorter reaction time tochanges and as an example the P-class reference model filtering has a step response thatis monotonic (free of over-and undershoot) and fully settled within one cycle. TheM-classis characterized by smaller errors than P-class; however, this comes with the drawback ofslower responses to a change in the measured signal. Due to this the P-class PMU is moresuitable for use in wide-area protection systems.
Structure of WAMS systems

The basic elements of a WAMS system are: the time source for timestamping (GPS clock),PMUs, phasor data concentrators (PDCs), data transmission networks and informationsystems for processing the measurement data for control, state estimation, protection,etc. An example of a structure of a wide-area measurement system is shown in Fig. 5. AWAMS systemmay have a different structure depending on the telecommunications used.Utilising point-to-point connections, the structure may be multi-layered where measure-
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ment data from PMUs is sent to local PDCs. One local concentrator may service a num-ber of PMUs, depending on the capability of the concentrator (20-40 PMUs). Thereafter,the data from data concentrators are sent to computers executing SCADA/EMS or WAMSmonitoring, control or protection functions based on phasor data.
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Figure 5 – An example of a layered structure ofWAMS system including protection and control. PMU
- Phasor Measurement Unit; PDC - Phasor Data Concentrator.

It has to be noted that in each stage of data transmission delays are incurred. Con-centrators in the local layer, closest to the PMUs, may not only supply data for monitoringpurposes, but also for protection and control functions, due to the lowest delays in thedata transmission. The regional-level PDCs are usually used to combine data from indi-vidual areas of an electric power system. The data there can be used for some protectionor control functions. The central PDC receives data from regional PDCs and usually hasdata from all over the monitored power system. Since at this stage the delays are longest,the central PDC may mainly be used for monitoring and SCADA/EMS and protection func-tions that are not very time critical in nature. Some examples of time delays introducedby various elements of the WAMS are analogue input filtering, sampling and calculationalgorithms, data processing by the PMU and PDC, and data transfer using the telecommu-nication link. Delays of 100 - 150 ms [17] related to measurement and data transmissionare considered acceptable for most wide-area protection and control applications [18, 19].
1.3 Power Swing Detection and Out-of-Step Protection Methods
Disturbances in power systems can cause oscillations in machine rotor angles, which canresult in unstable power swings. These in turn cause large current and voltage oscillationsleading to excess heat generation and extra mechanical stress in power system compo-nents [20, 21]. Therefore, it is important to detect these types of swings as fast as possible.Detection of unstable swings and out-of-step conditions is commonly realised by specialrelays. Out-of-step relays are usually installed on transmission lines and generators. Thealgorithms for detecting out-of-step conditions on transmission lines and generators arepresently based on the same principle, while the settings for the algorithms are deter-mined by specific grid conditions at the installed relay location. The relay manufacturersoften provide guidelines, and, together with the network parameters, the utility can com-pute the specific settings needed for the protection operation.Most of the out of step algorithms in use in today’s power systems have been devel-oped considering the availability of synchronous generation. For the future it is seen thatmore power electronic (PE) based renewable generation is integrated into the system [22]and it is currently unknown how these types of protection will behave in the future. From
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the literature [23, 24, 25] it is seen that the out-of-step algorithms are usually tested andproven in numerical simulations. There have also been tests performed using real devicesand real-time simulations, e.g. in [26]. These results however have not clarified the per-formance of the algorithms in situations where the synchronously connected units aresubstituted by PE-based (power electronics based) solutions. Therefore, it is not techni-cally clear how the existing algorithmswould perform, while the composition of the powergeneration is changing to include significant levels of inverter-based resources (IBR).There are multiple approaches to detect out-of-step conditions in power systems. Theadvantages anddisadvantages of themainmethods commercially available for out-of-stepdetection used in power systems are summarised in Table 1.
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Figure 6 – General classification of OOS detection methods.

In the context of this dissertation the most common conventional solutions are con-sidered, and in the following part an overview of the methods’ workings is given.
Impedance based out-of-step detection

Impedance based out-of-step detection is realised in distance protection IEDs in the powersystem and it can be implemented in multiple different approaches. To understand howan impedance relay can be used for out-of-step detection and operation, it is essential to
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Table 1 – Comparison of commercially used power swing and out-of-step detection methods.

Method Advantages Disadvantages

Impedance-baseddetection
Depending onimplementation theability to differentiatestable and unstableswings.

Difficulties detectingvery fast swings.Rigorous analysis isrequired for setting theblinders.
R-Rdot detectionmethod Faster detection thanimpedance basedalgorithms

Dynamic stability studiesneeded to providefunctional settings.

Superimposed currentdetection
Very quick power swingidentification. Ability todetect faster oscillations.

Difficulties withdetection of slowerpower oscillations.Inability to differentiatebetween stable andunstable power swings.
Swing-centre voltagedetection Easy to set up. Knownfor its reliability. Longer time to detectout-of-step conditions.

Direct voltage phasorcomparison detection
Quick identification ofout-of-step condition.Detects unstable swingsat the swinging centre ofthe system.

Requires directcommunication linkbetween two ends oftransmission line.

Angle-controlled method
Provides more reliableand faster detectionthan impedance-baseddetection.

Requires power systemstudies to determineequivalent impedancesettings.

show how the relay measurement is affected during power swings in the network [27].Fig. 7 shows the simple power system scheme together with an impedance relay installedon the transmission line at the Bus 1 side. The voltages and currents are measured by theprotective relay can be calculated by the following equations:

Figure 7 – Simple system equivalent scheme with impedance relay installed at Bus 1 side on the
transmission line.
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Il =
E1−E2

Zs +Zl +Zr
(5)

V 1 = E1− Il ·Zs (6)
where
Il is the current flowing through the transmission line;
E1 and E1 - are the equivalent electromotive force values inside the two machines;
Zs, Zl and Zr - are the impedances of machine 1, transmission line and machine 2;

Based on the voltage and current, the impedance seen by an impedance relay at therelay location at Bus 1 is calculated as:
Zrelay =

V 1

Il
(7)

where
V1 is the voltage measured by the relay at Bus 1;
Il is the current measured by the relay in the transmission line;

During power swings the frequencies of the two sources, f1 and f2, become different,and the instantaneous values of the voltages and currents have to be calculated utilisingthe time-varying rotor phase angles of both machines. The rotor angles of both of themachines at any point in time can be represented as:
φE1(t) = ΦE1 +2π f1t (8)
φE2(t) = ΦE2 +2π f2t (9)

where
ΦE1 is the initial rotor angle of machine 1;
ΦE2 is the initial rotor angle of machine 2;
f1 is the frequency of machine 1;
f2 is the frequency of machine 2;

Using the variations of machine frequencies, the currents and voltages at Bus 1 andBus 2 can be computed as follows:
|V1|e jφV1 (t) = |E1|e jφE1 (t)−|Il |e jφIl (t) · |Zs|e jΦZs (10)
|V2|e jφV2 (t) = |E2|e jφE2 (t)+ |Il |e jφIl (t) · |Zr|e jΦZr (11)

|Il |e jφI(t) =
|E1|e jφE1 (t)−|E2|e jφE2 (t)

|Zt |e jΦZt
(12)

The time-varying quantities computed by Eq. 10, Eq. 11 and Eq. 12 above representsingle-phase quantities. A power swing in the network is generally a three-phase phe-nomenon. The phase B and phase C quantities can be also computed by shifting the initialangles by ±120°. For illustration, Fig. 8 shows a plot of three phase voltages and currentsduring an out-of-step condition.
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Figure 8 – Variations in currents and voltages during out-of-step conditions.

The positive sequence impedance seen by the relay at Bus 1 in Fig. 7 in the directionof the line at any point in time can be calculated by the equation:
Zrelay(t) =

|V 1|
|Il |

e j(φV1 (t)−φIl (t)) (13)
Assuming the sources have equal impedance amplitudes, the positive sequence im-pedance related to a particular phase angle δ is represented by the following equation:

Zrelay(δ ) = Zt
E1∠δ

E1∠δ −E2
−Zs (14)

In Fig. 9 the impedance locus seen by a distance relay at Bus 1 in Fig. 7 is shown. Thetrajectory during a power swing depends on the ratio of the source voltage amplitudes(E1 and E2) at either side of the transmission line, as well as where the electrical centreof the system is located.The electrical centre is the midpoint of the total system impedance Zt. As seen inFig. 9, when both power source internal voltages are equal, the resulting swing locus isa straight line, which is perpendicular to the total system impedance, and the locus ispassing through the electrical centre, at which the angular difference δ of the two ma-chines is equal to 180°. A point labelled "M" is also shown in Fig. 9, where the δ = 90°,and the resulting measured phasor of the impedance relay on Bus 1 during that particularsituation.When the electromotive force located behind the impedance relay (E1) is greater thanthe electromotive force at the opposing end of the transmission line (E2) the impedancetrajectory follows a large circle that passes the total impedance above the electrical cen-tre. When E1 is lower than E2 the trajectory is a circle passing below the electrical centre.If the frequency of the power source on Bus 1 (f1) is greater of the Bus 2 power sourcefrequency (f2) the impedance locus follows the trajectory from right to left, as indicatedin Fig. 9, whereas, the impedance locus will move from left to right if f1 is smaller than f2.
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Figure 9 – Impedance trajectories seen by a distance relay at Bus 1 depending on the angle difference
δ between the twomachines. Top trajectory shows the seen impedance locus in the case ofE1/E2 >
1, middle trajectory in the case of E1/E2 = 1 and bottom trajectory indicates impedance trajectory
in the case of E1/E2 < 1.

In a real power system, the machines are not ideal power sources as have been con-sidered in the equivalent two-machine system example. Furthermore, the voltages of themachines are controlled by the existing automatic voltage regulation. Therefore, duringpower swings, the ratio of the two power source voltage magnitudes is not a constantvalue. Thismeans that the resulting locus of themeasured impedancewill move smoothlyfrom one circle to another, depending on the instantaneous magnitude ratio of the twoequivalent sources [28]. Fig. 10 shows a family of impedance trajectories for differentratios of |E1/E2| to show the effects of voltage magnitude ratios for impedance measure-ment. As the ratio of |E1/E2| increases, the impedance locus becomes a circular trajectorythat moves away from the measurement location, whilst in the case of a decrease in theratio of |E1/E2|, the impedance trajectory moves closer to the measurement location.
Based on the explanation above, it is clear that the power swings present themselvesin the impedance plane. Conventionally, the power swing detection methods measurepositive-sequence impedance seen by the relay and the rate-of-change of measured im-pedance. Several characteristics can be implemented for detecting stable and unstablepower swings, e.g. blinder schemes, concentric impedance characteristics and continu-ous measurement of impedance.
During normal operation the impedance measured by the relay represents the loadcurrent, and is normally situated on the far right or left, near the active impedance axison the impedance plane. When a fault occurs in the network, themeasured impedance bythe relay jumps immediately from the load impedance to a point on the impedance planerepresenting a fault. However, when a power swing takes place, themeasured impedancemoves slowly at a certain speed that represents the slip frequency between the parts ofthe network, and following some trajectory in the impedance plane. The three situationsare depicted in Fig. 11. The difference in the impedance change speed and continuity ofmovement is used to differentiate between faults and power swings.
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Figure 10 – Impedance trajectories for various ratios of |E1/E2|. While the ratio of the voltages
increases the impedance trajectory moves further away from the measurement location, and as the
ratio decreases the impedance trajectory moves closer to the measurement location.

Figure 11 – Impedance trajectories in the case of unstable swing, stable swing and faulted conditions
in the network.

Thismethod of differentiation is usually implemented by using two impedance charac-teristics, which are separated by a known impedance value ∆Z and a timer with a knownvalue ∆t. This may be realised by a double blinder or a concentric characteristic scheme,which are shown in Fig. 12 and Fig. 13, respectively. The timer is started when the mea-sured impedance crosses the outer blinder (labelled "A" in Fig. 12). For a fault conditionthe measured impedance moves immediately to the fault point and crosses the inner
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blinder stopping the timer before it expires. In the case of a power swing, the impedance,shown in Fig. 12 as impedance trajectory, moves more slowly from the load area towardsthe distance protection characteristic. The timer ∆t will expire before the swing locuscrosses the inner blinder in point B in Fig. 12, in which case a power swing is declared. Ifthe swing continues its trajectory and crosses the inner blinder on the other side of theimpedance plane the power swing is unstable, and an out-of-step condition is declared(point "C" in Fig. 12). This is referred to as "trip on the way out (TOWO)" or "delayedtripping".Another approach is to trip immediately when the inner blinder is crossed and a powerswing has been declared. This is referred to as "trip on the way in (TOWI)", "predictivetripping" or "early tripping". The drawback of this approach is that the power swing maybe a stable swing, however, if the relay is set to trip early, it may worsen the situation forthe network in general.

Figure 12 – Double blinder scheme. Point "A" represents the starting of a timer value for power swing
detection, point B is where the timer value is stopped and a power swing is declared. Point "C" is
where an OOS condition is declared.

The concentric characteristics scheme (Fig. 13) for power swing detection uses thesame principle as the double blinder scheme, but the impedance characteristics are usedfor the impedance movement speed measurement are placed concentric to each other.The inner impedance zone can be an existing distance protection zone, or it may be an ad-ditional impedance element specifically for the purpose of detecting power swings. Theouter zone is usually an additional element only used for the detection of power swings.Additionally, a counter can be set to operate the out-of-step protection after a set numberof pole slips in the network, instead of operation on the first pole slip. Concentric out-of-step protection schemes include a range of characteristics with varying levels of complex-ity, flexibility, security and dependability [29]. Fig. 14 shows some of these concentriccharacteristic types. the Mho-type concentric characteristic is used for transmission linesand generators, the lens-type characteristic ismost commonly found for generator protec-tion and the polygonal characteristic is commonly found for transmission lines [21, 27, 29].
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Figure 13 – Concentric characteristic scheme. Point "A" represents the starting of a timer value for
power swing detection, point B is where the timer value is stopped and a power swing is declared.
Point "C" is where an OOS condition is declared.

(a) (b) (c)

Figure 14 – Examples of concentric characteristic types. (a) - mho characteristic, (b) - lens character-
istic, (c) - polygonal characteristic.

The concentric characteristic scheme allows for more control over the limits of detec-tion and reaction to power swings by the relay compared to the double blinder scheme.This is desirable. Because of the impedance relay being installed in a certain network loca-tion, limiting that particular relay’s ability to react to power swings too far in the networkis essential for the prevention of maloperation of the relay. Due to this, the concentriccharacteristic scheme is used in most of the commercially available impedance protec-tion relays.
The single-blinder scheme shown in Fig. 15 can be used for detecting unstable powerswings or out-of-step conditions. It uses a single set of blinder characteristics. The single-blinder cannot distinguish between a fault and an out-of-step condition - due to this lim-itation this scheme is unsuitable for blocking distance protection during power swings.The scheme is secure against false out-of-step trips because a command is only given af-ter the swing has already passed both blinders, and there has been a pole slipped duringan unstable swing.
Some versions of the single blinder scheme require additional logic in order to deter-mine the direction fromwhere the swing entered and where it left. When the impedance
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Figure 15 – Single blinder scheme. Point "A" is when the OOS detection element is started and an
out-of-step condition is declared when the impedance crosses the second blinder at point "B".

locus during a power swing crosses one blinder, indicated by point "A" in Fig. 15, from oneside a timer is started. An out-of-step condition is declared, when the measured impe-dance stays between the two blinders until the timer expires and the locus later crossesthe other blinder going the opposite direction from where it entered (indicated by point"B").This makes the scheme more sensitive to the system swing rate in order to assessthe stability of the power swing. Additionally, if the impedance does not exit the blindercharacteristic following the fault clearance, this scheme will not operate until the secondpole slip. Similarly to the double blinder of concentric characteristic scheme, a countercan be implemented to provide tripping after several pole slips have occurred.The continuous impedance calculation and its rate of change scheme are shown inFig. 16. This method consists of monitoring the progression of the impedance locus in thecomplex plane according to three criteria [30]. For this the positive sequence impedanceis usually computed every 1/4 cycle. The criteria used for power swing detection are:
• Trajectory monotony - During a power swing, the measured impedance has a direc-tional course of movement.
• Trajectory continuity - During a power swing, the distance between two subsequentmeasurement values shows a clear change in resistive or inductive impedance.
• Trajectory uniformity - During a power swing, the ratio between the two subsequentchanges of resistive or inductive impedance will not exceed a threshold value.

The criteria for monotony verify that the trajectory does not change direction by checkingthe successive ∆R and ∆X have the same signs. Continuity criteria ensures that the impe-dance trajectory is not motionless and requires the successive ∆R and ∆X to exceed a cer-tain threshold. Finally, the uniformity criterion verifies that there are no sudden changesin the impedancemeasurement by looking at the ratios of∆R and∆X , whichmust remain
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under a threshold. A power swing is declared when three criteria have been fulfilled forsome consecutive measurements.

Figure 16 – Continuous impedancemeasuring scheme. The impedance locusmovement is constantly
tracked and the ∆R and ∆X values computed in order to verify the trajectory monotony, continuity
and uniformity.

The continuous impedance calculation scheme is supplemented by a concentric char-acteristic to detect very slow swings. An advantage of this method is that it does not re-quire setting calculations, and is able to detect very fast power swings. However, withoutthe addition of a concentric characteristic, this method is unable to differentiate betweenstable and unstable power swings.
R-Rdot detection method

The rate of change of apparent resistance method for detecting out of step conditionswas first proposed in [31]. This scheme was applied to the US Pacific AC Intertie [32]. Themethod utilises resistance measurement and computed rate of change of resistance. Inthe R-Rdot characteristic the x-axis is used to display the resistance valuemeasured at therelay, whereas the reactance value is replaced by the rate of change of the measured re-sistance. The principle of R-Rdot method creates an additional impedance-based controllaw for OOS detection by defining the following function:
U1 = (Rm−R1)+T1

δR
δ t

(15)
where:
U1 - control variable;
Rm - is the resistance value measured by the relay;
R1,T1 - are setting values derived from system studies.

The advantage of the R-Rdot method compared to conventional impedance-basedpower swing detection methods is that the relay becomes less sensitive to the location ofthe swing centre, and therefore could have superior performance because of the inclusionof the rate of change of resistance as an additional input [11, 31, 32].Fig. 17 shows an example of R-Rdot relay characteristic, where the switching lineU1 isdefined by the parameters R1, and a slope of T1 in the R-Rdot plane. Operation is initiated
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when the output of the control variable U1 becomes negative. In the actual implemen-tation the relay uses a linear characteristic consisting of two line segments rather than astraight line shown in Fig. 17.

1 1 1

1

Figure 17 – R-Rdot OOS characteristic in the phase plane [11].

Themain drawback of the R-Rdot method is the need for conducting dynamic stabilitystudies in order to determine the functional values of R1 and T1. This requirement is thesame with impedance-based out-of-step protection, and due to impedance relays beingcommon in the transmission network, the R-Rdot protection has not seen widespreadadoption in existing power systems.
Superimposed current detection

During a power swing the phase current measured at locations between asynchronousareas undergoes magnitude variations. A power swing detection method [25] is devel-oped based on this characteristic current magnitude variation during power swings. Fig.18 shows a typical current waveform during a power swing. It is seen that the magnitudeof the measured current increases with each period during the swing process. The su-perimposed current method compares the present values of currents with a buffer thatis taken two cycles earlier. A delta current ∆I is detected if the difference between thecurrent amplitudes is more than 5 %.The main advantage of this method is that it can detect very fast power swings, par-ticularly for heavy load conditions. The main drawback, however, is that this method hastrouble detecting very slow power swings with frequencies in the range of 0.1 Hz, becausethe current amplitude change cycle per cycle may be lower, than the required thresholdfor swing detection [11, 25, 33]. Additionally, this method can identify the power swing,but cannot determine, if the power swing is unstable or stable, therefore it needs to becomplemented by other methods to provide out-of-step protection.
Swing-centre voltage based detection

In a two-machine equivalent system the electrical centre is the electrical midpoint of thetotal impedance of the line and two sources [34]. When a power swing occurs the voltagemagnitude at the electrical centre reaches zero when the angle difference between the
32



Figure 18 – The incremental increase in measured current values during a power swing.

twomachines are 180° apart. The voltage at the electrical centre of the system is referredto as the swing-centre voltage (SCV ). Fig. 19 illustrates the voltage phasor diagram of ageneral two-machine system, with the swing-centre voltage as the phasor from the originof the point ’o’.
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ZS·Il
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SCV
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δ

ϕ

Figure 19 – Voltage phasor diagram of a two-machine system. The swing-centre voltage used by this
method is shown by the blue phasor, the locally measured voltage is shown asV1 and the measured
current Il in red [34].

When a two-machine system loses stability the angle difference of the two sources(δ ) increases as a function of time. The magnitude of the swing-centre voltage changesbetween 0 and 1 per unit of system nominal voltage, and is directly linked to the angular
33



difference between the two equivalent sources. Under normal conditions the magnitudestays constant.One approximation [11] of the SCV is obtained by locally available quantities accordingto Eq. 16 [35].
SCV ≈ V1 · cos(φ) (16)

where:
|V1| - magnitude of the locally measured voltage;
φ – the angle difference between locally measured voltage and current phasors.

Using this method, it is possible to successfully approximate the swing-centre voltagemagnitude based on local quantities, when the system impedance angles are close to 90degrees. For the purpose of power-swing detection, it is the rate of change of the SCV thatprovides themain information of system swings, therefore some differences inmagnitudebetween the real and approximated SCV value have little effect in detecting power swings.It has to be noted, however, that when there is no load flowing in the transmissionline, the current measured from the line terminal is the line charging current, which leadsthe voltage by about 90 degrees. In this case the local estimate of SCV is close to zeroand does not represent the true value of SCV. Additionally, the local estimate of the SCVintroduces a sign change in its value when the angle difference δ of the two equivalentsources goes through zero degrees [35].
Direct voltage comparison based detection

The direct voltage comparison algorithm is using two IED’s for directly comparing the volt-age vectors in each end of the transmission line, using telecommunication between thetwo devices. The principle scheme of the protection is shown in Fig. 20a. Voltage UA isacquired by IED A, and corresponding voltage UB is acquired by IED B. Using a telecom-munication channel between the relays, the voltage data at both terminals are providedto the respective opposite terminals. Voltage phasor obtained from IED A is used as a ref-erence and is fixed on the x-axis of the protection characteristic. In the case of unstableswings compared to the reference voltage UA, the second voltage phasor UB will appearin second or third quadrant (α-zone or β -zone) of the protection zone that is shown inFig. 20b. In order for the protection to issue a tripping command the voltage vector UBneeds to be stable in each quadrant for at least 1.5 cycles to avoid tripping from transientsituations [36].The drawback of the direct voltage phasor comparison out-of-step tripping is that forthe algorithm to function, the electrical center of the swing needs to be located on theprotected line.
Angle-controlled out-of-step protection

The angle control-based method relies on the detection of the angle difference betweentwo equivalent voltage phasors, measured at critical network locations. The protectionalgorithm operates when the angle difference between two modelled voltage phasorsexceeds the maximum allowed value. For the algorithm operation measurement of localvoltage and current values is needed, as well as setting values of the equivalent networkimpedance [38]. The two modelled voltage phasors U1 and U2 are used to monitor theangle difference φ between the equivalent generation sources and the rate-of-change ofthe angular difference. The voltage phasors are modelled as follows:
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(a) (b)

Figure 20 – Principle scheme of voltage comparison algorithm: a) –measurement principle; b) direct
voltage comparison based algorithm tripping characteristic. UA – voltage phasor measured by IED
A,UB – voltage phasor measured by IED B. Adapted from [37].

U1 = Um + I ·Z1 (17)
U2 = Um− I ·Z2 (18)

φ = atan(
U1

U2
) (19)

where:
I - measured phase current;
U1,U2 – simulated voltage vectors;
φ - angle difference between simulated vectors;
Um - measured phase voltage;
Z1,Z2 - compensating grid impedance settings depending on the power systemparameters.

From the two simulated vectors, the protection device fixes vector U1 onto 0 degreesand moves vector U2 in relation to that. An out-of-step condition is detected when theangle between the two simulated voltage vectors exceeds the limit value of 55 degrees or80 degrees [38]. The main drawback of the protection is its dependency on the compen-sating grid impedance settings, which need to be calculated with care, as compromisedsetting values may deteriorate the performance of the protection.This algorithm has been complemented by adding communication links betweenmul-tiple terminals to enhance the capability of this approach [39]. Additionally, a variation ofthe method asks for terminals to be installed directly at generator terminals, to mitigatethe algorithm’s requirement for protection settings. However, this requires high observ-ability in the network in order to be truly effective [40] [41].
Unconventional out-of-step protection

Additionally to the conventional methods of power swing detection used in power sys-tems, which have been described in the previous part of this thesis, there are numerousunconventional approaches for detecting power swings presented in literature. Thesemethods include solutions based on local and wide-area measurements and this sectionwill provide an overview of some of the presented methods. The most notable methodsusing localised measurements, and their main advantages and disadvantages over theconventionally used methods, are given in Table 2.
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Table 2 – Comparison of unconventional out-of-step detection methods based on local measure-
ments.

Method Advantages Disadvantages

Power-time (P-t) curvebased detection [42] [43]
Instability is directlydetected frommeasurements.

Can only be applieddirectly at generatorterminals. No predictiveproperties.

Faster than real-timeOOS detection [44]
Provides extremely fastOOS detection; predictsif a swing will becomeunstable.

Requires detailedknowledge aboutgenerator parameters;can only be applieddirectly at generatorterminals.

Lyapunov function basedOOS detection [45]
The method showsexcellent results in OOSdetection.

Highly dependent on theestimation ofswing-center voltagevalue.

OOS protection based oninstantaneous powerdeviation [46]
The method presentsfast and reliable OOSdetection.

Only applicable atgenerator terminals,requires input fromgenerator rotor speed;no predictive properties.
In addition to the OOS detection methods based on local measurements, a numberof unconventional techniques utilising wide-area information have been developed. Anadaptive OOS relay design and application based on wide-area measurements utilisingequal-area criterion was already proposed more than 20 years ago [47]. The proposedapproach relies on checking the measurement data against pre-stored network, genera-tion and load data as well as breaker and line data. There also exist adaptive OOS protec-tion solutions making use of tripping indices [48] as well as new coordinate systems [49].However, these methods have not seen adoption in the actual power networks.Additional OOS protection algorithms using wide-area information from the literaturetogether with their advantages and disadvantages are shown in Table 3. The methodsinclude direct voltage angle comparison [50], that makes use of comparing the measuredangles directly to declare OOS conditions, as well as predictive [51] and machine learningsolutions [52, 53, 54]. Some developed methods found in the literature are based ononline coherency detection [55] and as well as observing voltage fluctuations across thetransmission network [56].All of the unconventional solutions shown in Tables 2 and 3 are not commercially avail-able, and have been showcased in laboratory environments or simulations thus far.

1.4 Challenges for Existing Out-of-Step Protection
The electric power system is evolving as the push towards more renewable and sustain-able energy system continues. This means that more renewable energy sources are beingintegrated into the networkwith the objective of reaching close to 100% renewable-based
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Table 3 – Comparison of unconventional out-of-step detection methods based on wide-area mea-
surements.

Method Advantages Disadvantages

Direct angle comparisonbased OOS protection[50]
The method does notrequire any computationof protection settings.

Requires monitoring ofall the generator busesin the network; operatesafter several out-of-stepcycles.

Predictive OOS based onsynchrophasors [51]

Enhances existing OOSprotection, providesmore secure and reliableoperation for oscillatoryOOS compared toexisting methods; haspredictive properties.

OOS detection speed isnot known; not effectivein detectingnon-oscillatory unstableswings.

Clarke transform basedmethod [57]
Provides settingless OOSprotection, has beenprototyped.

OOS detection speed isnot elaborated; nopredictive properties.

Machine learningapproaches [52, 53, 54]
Methods offer fast andaccurate OOS conditiondetection, can predictOOS conditions.

The correct performanceof the methods requiresextensive training usingdetailed models.

OOS detection based onPMU-determinedimpedances [58]

The method is moresecure and providesfaster OOS detectionthan conventionalsolutions.

Requires a step changein the network todetermine networkimpedances for OOSdetection; no predictiveproperties.

Fast online coherencyOOS detection [55]
The method shows morereliable OOS detectionthan conventionalsolutions.

OOS detection speed isnot elaborated; onlyapplicable at generatorterminals, requires athreshold setting; nopredictive properties.
Voltage fluctuationsbased OOS detection[56]

The method shows fastdetection of instability.
Requires a high level ofobservability in thenetwork; no predictiveproperties.

energy system [22]. The renewable energy sources, and also energy storage devices, of-ten use inverters to connect to the existing alternating power grid. The inverter-basedresources (IBRs) have characteristics that fundamentally differ from those of synchronous
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machines. IBRs are usually limited in their current output due to the limitations in thesemiconductor switches used in them, which means that with more of these types of en-ergy source integration the source impedances of the electric power system will change,as well as the inertia level in the system.This will not only affect the unit protections as the short-circuit current levels and char-acteristics of the current are changing, but will also affect the whole system dynamic be-haviour. In order to reflect the situation change with added inverter-based sources an IBRplant is added at Bus 2 to the simple system first introduced in Fig. 1. The resulting testsystem is shown in Fig. 21.

Figure 21 – Simple system equivalent scheme with added IBR source.

Considering the system loading to be a constant value, the IBR renewable sources willstart replacing the power produced by the synchronous machines. This means that thetotal synchronous machine equivalent at Bus 2 will start decreasing. The IBRs have a lim-ited output capacity dictated by the current limit of the converter, therefore the systemequivalent on Bus 2 side will also start to change when connecting IBRs to the same bus.This change in equivalent impedance, as well as change in inertia, in turn has an effect onthe existing out-of-step protection. The theoretical impact of changing system equivalentsource impedance on three of the most common OOS protection algorithms is observed.
Effect of changing grid conditions on impedance-based out-of-step protection

Impedance-based out-of-step protection utilises the impedance locus movement to de-tect instability during power swings, as has been explained in more detail in Section 1.3.When looking at the simple network shown on Figure 21, Eq. 1 still dictates the powertransfer across the transmission line connecting the two parts of the network. From thiswe can also compute the impedance seen during swings by the impedance protection in-stalled at the relay location on the network using Eq. 14. However, when replacing thesynchronous generation with an IBR, the network impedance value becomes of question.Neglecting the effect of IBR, the source impedance at Bus 2 starts to increase in accor-dance to the RES penetration level. For example, if the synchronous generation level is50 % lower, i.e. half of the synchronous machines connected to the bus are switched off,than the initial base case, the source impedance would be twice as high. Assuming equalelectromotive force magnitudes at each source, it is possible to compute the apparentimpedance trajectory with the changed source impedance, seen by the relay installed inthe network using Eq. 14. The apparent impedance trajectories with the base case andthe changed source impedance are shown in Fig. 22.The impedance protection characteristic is also added to the impedance trajectories,to see how the operation of protection can be affected by the source impedance changes.In Fig. 22 the computed OOS protection polygon for a concentric characteristic, computedaccording to [59] and the trajectories of impedances, are shown.Often, together with the increase of the source impedance, the electromotive forceof the smaller generator appears lower from the system point of view, which affects the
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Figure 22 – OOS protection characteristic and impedance trajectories seen by a distance relay at Bus
1 when source impedance changes in the case of an electrically long line (SIR = 0.33).

impedance during swinging evenmore, as is shown by the trajectory, where E2 = 0.75E1,shown in Fig. 22.
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Figure 23 – OOS protection characteristic and impedance trajectories seen by a distance relay at Bus
1 with further increase in source impedance in the case of an electrically long line (SIR = 0.33).

The measured impedance locus moves higher on the OOS protection characteristicdue to both the source impedance change as well as the electromotive force change. Ifthe synchronous generation share continues to decrease on Bus 2, the impedance locus
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during swings moves further up the Y-axis, and will not enter the OOS protection char-acteristic (Fig. 23). This means that the impedance relay will not be able to detect theout-of-step condition, because the impedance locus will not enter the detection charac-teristic. One possible solution is to increase the OOS detection zone, however, it has to benoted that thismakes the protectionmore sensitive, which can cause problems of its own,e.g. maloperation of the protection during stable swings. Overly sensitive protection canmake the impedance relay detect OOS conditions too far inside the power network, whichmay lead to maloperation. Furthermore, when a fault occurs farther in the network anda power swing follows, the impedance locus can jump inside the OOS detection charac-teristic and thereafter start moving, causing the OOS detection element to fail or delay itsoperation.The described set of circumstances illustrate the situation of what is known as an elec-trically long (SIR < 0.5) transmission line [60]. When considering an electrically short trans-mission line (SIR > 4), the change in source impedance has a greater impact on the protec-tion system. The impact of source impedance change in the case of an electrically shorttransmission line is shown in Fig. 24, where the source impedance values have been keptthe same, however the transmission line impedance has been reduced. It can be seenthat in this case the impedance locus does not enter the OOS detection characteristic anylongerwith a ratio of 4 between the two source impedances compared to 7 of a long trans-mission line. Therefore, it can be concluded that the source impedance changes affect theOOS protection and the extent of the effect depends on the source impedance ratios aswell as the transmission line length where the protection is implemented. Real-time test-ing of a commercially available impedance protection is performed in more detail in [37].All of the examples provided in this section use fixed values for the electromotive forces,whereas in an actual power system these values are not constant during an OOS condi-tion. This fact also changes the measured impedance trajectory, making the locus followa circular course, as has been described in Section 1.3.
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Effect of changing grid conditions on OOS protection using direct angle comparison

The influence of changing equivalent impedance on OOS protection using direct anglecomparison can be illustrated by plotting themeasured angle difference of the protectionalgorithm compared to the angular difference of the two equivalent sources at the remoteends of the transmission line. By adding the thresholds of α-zone and β -zone to the plotit is possible to assess the theoretical operation of the OOS protection algorithm and howdifferent source impedance values influence the protection algorithm. Fig. 25 shows themeasured voltage angle difference as well as the threshold values for the protection inthe case of an electrically long transmission line.
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Figure 25 – Measured voltage angle difference in relation to source angle difference with different
Zr/Zs ratios in the case of an electrically long line (SIR = 0.33).

Fig. 25 shows, based on the characteristics of the protection given in Section 1.3, thatthe direct voltage comparison algorithm fails to operate for an OOS condition with the
Zs/Zr ratio of 5, due to the measured voltage angle difference not exceeding either oper-ation threshold value. This makes the direct voltage comparison algorithmmore sensitiveto source impedance changes than the angle-controlled OOS protection.When observing the case of an electrically short transmission line, the direct anglecomparison algorithm becomes further constrained. The measured voltage angle differ-ence and protection threshold values are shown in Fig. 26. In this case the protection isonly able to operate up to Zs/Zr a ratio of 1.25. This means that the direct angle com-parison algorithm is extremely sensitive to changing source impedance, and its ability todetect OOS condition also greatly depends on the electrical length of the transmissionline the algorithm is used on. Similarly to the two observed protection algorithms, theelectromotive force in the equivalent sources has been considered as constant in the ex-amples given. In an actual OOS condition this varies and further increases the protectionalgorithm’s ability to detect unstable power swings in the network.
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Figure 26 – Measured voltage angle difference in relation to source angle difference with different
Zr/Zs ratios in the case of an electrically short line (SIR = 4.0).

Effect of changing grid conditions on angle-controlled OOS protection

The changes in source impedance affect the operation of the angle-controlled OOS algo-rithm. Considering the simple system example, shown in Fig. 21, initially with an electri-cally long transmission line (SIR = 0.33), and using Eq. 17, Eq. 18 and Eq. 19 it is possible toplot the phasor angle difference modelled by the algorithm and the actual angular differ-ence between the two equivalent sources. Setting the compensating impedance values asthe values according to the fully synchronous scenario with equal ZS and Zr values allowsfor theoretical assessment of OOS detection using this algorithm. Keeping the compen-sating impedance settings and equivalent voltage magnitudes constant, and changing thesource impedance at Bus 2 to simulate the effects of changing grid conditions, the mod-elled angular difference, and therefore the behaviour of the protection, can be assessed.This is illustrated in Fig. 27.From Fig. 27 it is observed, that with the increase of the impedance on Bus 2 theangle-controlled protection operation is delayed. This is indicated by the modelled an-gle difference values shown as the blue, red and orange curves exceeding the operationthreshold at higher actual source angle difference values. It is also seen that, with a larger
Zs/Zr ratio the modelled angle difference by the algorithm will not exceed the operationthreshold of the protection as is shown by the purple line. This means that the protectionwill fail to operate in the case of an OOS condition in the network.Furthermore, when considering an electrically short transmission line, the effects ofsource impedance change have a greater influence on this protection algorithm, simi-larly to impedance-based OOS protection. The modelled and actual angle differences areshown in Fig. 28 for the short line case. From the figure it can be observed that in the caseof an electrically short transmission line, the protection algorithm will fail to operate atthe ratio of Zr = 4Zs compared to the long line case of Zr = 8Zs represented by the pur-ple line on both figures. A commercially available OOS protection utilising this algorithmhas been tested in various grid conditions using real-time hardware-in-the-loop testing in

42



0 50 100 150 200 250 300 350

Actual source angle di�erence, deg

-200

-100

0

100

200

M
o

d
e

ll
e

d
 a

n
g

le
 d

i�

e
re

n
ce

, 
d

e
g

Z
r
 = Z

s

Z
r
 = 2 Z

s

Z
r
 = 5 Z

s

Z
r
 = 8 Z

s

Opera�on threshold

Figure 27 – Modelled angular difference in relation to source angle difference with different Zr/Zs
ratios in the case of an electrically long line (SIR = 0.33).
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Figure 28 – Modelled angular difference in relation to source angle difference with different Zr/Zs
ratios in the case of an electrically short line (SIR = 4.0).

[37], and the results from the testing are also shown in Section 4.3. The examples shownconsider the electromotive forces in the equivalent sources to be constant, however, in areal OOS situation the EMF also changes, further influencing the protection behaviour.
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1.5 Intermediate Summary
Power system stability, wide-areamonitoring, power swing detection and challenges asso-ciated to existing OOS protection functions were described in this chapter. Power swingsin the network may be stable or unstable in nature. The stable power swings are a nor-mal phenomenon in the network, whilst unstable power swings cause abnormal stress toinstalled equipment in the network. This means that the unstable power swings need tobe detected and something needs to react in order to stop the unstable condition in thenetwork.For a detailed overview of the network wide-area monitoring can be utilised, whichprovidesmeasurements over the network in real-time. Inputs fromWAMS can be used forprotection functionality, including out-of-step protection functions, as well as monitoringthe network.Several methods exist commercially and in the literature for out-of-step protection.Most commonly an impedance-based out-of-step protection algorithm is used in powernetworks today. This can be realised as a single or double blinder scheme, concentric char-acteristic schemeor a continuous impedancemonitoring scheme. The other commerciallyavailable methods include swing-centre voltage algorithm, R-Rdot detection method, su-perimposed current method, direct voltage comparison algorithm and angle-controlledalgorithm.As the power networks are evolving, and more IBRs are added to the grid, the existingOOS protections face challenges, which may lead to the algorithms not operating in thecase of unstable power swings in the network. Onemajor challenge posed by the changinggrid conditions is the changes in the source impedance due to the synchronous genera-tion share changing in the network. At a theoretical level the effect of changing sourceimpedance was considered on three commercially used protection algorithms, and theanalysis shows that all three algorithms pose risks for maloperation in the changing gridconditions.
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2 Out-of-Step Protection Based on Equivalent Impedances
Considering the challenge of changing source impedance values for commercially avail-able out-of-step protection algorithms in this chapter, a novel OOS protection algorithmis presented. The developed algorithm is based on equivalent impedances determined byutilising WAMS data.Using a simple system model, the protection concept is verified and the operation ofthe protection algorithm is demonstrated. Then, the developed OOS protection is imple-mented on a hardware solution and the response of the developed algorithm to variousgrid events evaluated and compared to software implementation by making use of real-time hardware-in-the-loop testing. The developed concept and results presented in thischapter have been published in [II].
2.1 Proposed Out-of-Step Protection Concept
From the explanation given in Section 1.4, it is clear that the changing network source im-pedance has an effect on the existing OOS protection. The proposed OOS protection algo-rithm, developed and verified in the following subsections of this chapter, aims to counterthe effects of changing source impedance by continuous computation of equivalent net-work impedances and applying an equal-area criterion [13] to detect an out-of-step condi-tion. According to the equal-area criterion, a theoretical Last Stable Angle value (LSA) canbe fixed in the constructed power-angle curve, using computed equivalent impedancesand the measured quantities. After a disturbance takes place, the angle and the anglechange between two equivalent sources is computed and compared to the LSA value. Theproposed algorithm is verified by using a real-time digital simulator (RTDS). Furthermore,the algorithm is implemented in a programmable controller and tested by streaming PMUdata from the test system to the external device.
Equivalent system impedance computation

The concept driving the developed algorithm is that the bulk system can be representedby two inertia centres around a tie-line and simplified into a two-machine equivalent sys-tem [61]. Thereafter, the representative two-machine system constructed around the ob-served tie-line can be considered as a single machine infinite bus (SMIB) network, withthe parameters used in Eq. 1 and Eq. 2 in order to represent the power flow as well asthe transient behaviour of the network. For the SMIB equivalent, a power-angle curvecan thereafter be constructed and the angle difference between the two inertia centrescomputed, together with the last stable angle point, which defines the protection oper-ation threshold. Therefore, the LSA point is critical for the developed algorithm, to dis-tinguish between a stable and an unstable swing. In order to compute the LSA point, theimpedances of the equivalent sources must be known. Fig. 29a illustrates the change ofthe LSA point with in the case of different system equivalent impedance values.The determination of the system’s actual strength or the Thevenin impedance of apower network basedon localmeasurements and small disturbances (such as load changes)was described in [62]. The approach shows the computation of short circuit impedance fora particular node in a power system. The Thevenin equivalent impedance of the system(Zeq), which is seen from the measured location is calculated from the recorded voltageand current measurements. The scheme of impedance computation is illustrated in Fig.29b, where the measured voltage and current values at the bus are denoted by V and I.In order to find the upstream system impedance from the locally measured quantities,two assumptions should be taken into account:
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(a) (b)

Figure 29 – Power-angle curve with Last Stable Angle point and equivalent impedance scheme. (a) -
Power-angle curve constructed from calculated values, with Last Stable Angle point denoted as LSA,
(b) - equivalent impedance computation scheme illustration.

• The downstream load is volatile, i.e. switching or step changes are expected in thenetwork;
• During this variation in the load, the rest of the system remains constant.
For the system impedance computation, voltage V (t) and current I(t) are measuredand sampled at different time instants t1 and t2. The time instants correspond to the pre-and post-disturbance values in the measured signals. Hence, the equivalent system im-pedance Zeq can be found by using the following equation [62]:

Zeq =−
V (t2)−V (t1)
I(t2)− I(t1)

=−∆V
∆I

(20)
The threshold value for the disturbance detection to compute the system impedancecan be set empirically [62] or, in order to improve the accuracy and the noise reduction ofthe measurements, an adaptive threshold can be implemented [63]. In this dissertation,the threshold values for detecting a disturbance are set empirically to 1 % of the primarymeasurement quantity. This threshold has been based onmeasurements of load currentsand voltages in the Estonian transmission system, from which it is observed that the nor-mal instantaneous fluctuations in the load are within the 1 % threshold [64]. Therefore, anactual step change is identified when the measurement exceeds the threshold value. Ad-ditionally, the impedance computation is vulnerable to phasor drift due to off-nominal sys-tem frequency. In this case angle shift in the time between the pre- and post-disturbancequantity sampling takes place. This problem, however, can be overcome by compensatingthe phasor drift [65]. The sampling of voltage and current components is shown in Fig.30a and Fig. 30b respectively.After an event is detected from a step change in voltage or current, the measurementvalues are sampled and stored. In order to record the time instant t1 values, somememoryis allocated for a rolling buffer. In this a few measurement samples are stored and con-tinuously updated. As the event is detected, the values of instants t2 are fixed, and at thesame time, the values for t1 are retrieved from the rolling memory buffer. The samplingof the values is shown in Fig. 30.In a meshed transmission network all of the connected sources contribute to the cur-rent and voltage changes in the case of a step change in the network. Therefore, theapproach for impedance computation can only be directly applied in the case of a radial
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Figure 30 – Current and voltage measurements and sampling of quantities in the case of an event
in the grid. (a) - sampling of current magnitude and angle, (b) - sampling of voltage magnitude and
angle.

network. This means that the whole system impedance cannot be computed using onlyone measurement location, since the contribution of all the sources cannot be observed.The same concept, however, can be used to determine the system equivalent impedancebehind a tie-line by making use of the superposition criterion, and utilising two measure-ment points. The modified method proposed for the system impedance computation of
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meshed networks requires measurement at two locations in the same substation. An il-lustration for the measurement points is shown in Fig. 31, where one PMU measures busvoltage (V 1), the currents of the tie-line (Itl) and additionally a load feeder (Ir1), in whicha step change in load may occur. Another PMU measures the same parameters at thereceiving end of the tie-line.

1

1

1
1

1 2

2
2

2

2

2

1

Bus 1 Bus 2

Bus 2Bus 1

Figure 31 – Principle scheme for system impedance computation on meshed networks.

Whenever a step change in themeasured current or voltage occurs, e.g. due to switch-ing of the load feeder, the whole system impedance seen from that bus is determined ac-cording to Eq. 20. Thereafter, by applying the superposition criterion, the system equiv-alent impedance Zeq1 behind Bus 1 in Fig. 31 can be calculated using the proportionalchange of current in the measured load feeder and the change of the tie-line current asfollows:

Zeq1 = Zr1
Ir1(t2)− Ir1(t1)

(Ir1(t2)− Ir1(t1))− (Itl(t2)− Itl(t1))
= Zr1

∆Ir1

∆Ir1−∆Itl
(21)

where
Ir1 is the current measured in the load feeder,
Itl is the current measured in the observed tie-line,
Zr1 is the value of computed computed impedance according to Eq. 20.

For the computation result to be valid, the impedance phasormust be in the first quad-rant of the impedance plane, hence the angle of the computedZeq1 impedance is checked.This means that the angle value needs to be between 0° and 90°. Incorrect angle valuemeans that the step change took place somewhere else in the transmission network, notin the load feeder, and therefore the computation of system impedance is discarded. Theapproach proposed in Eq. 21 is used to compute the system impedance behind the tie-line,which is needed to determine the power-angle curve. Protection operation and out-of-step condition identification are based on the generated power-angle characteristic.
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Out-of-step protection concept

The out-of-step protection concept utilises the change of two equivalent calculated volt-age vectors of the two inertia centres located behind the computed impedances at theremote ends of the observed tie-lines. The required equivalent system voltage phasor iscomputed at both ends of the tie-line according to Eq. 22:
Eeq1 = Zeq1 · Itl−V 1

Eeq2 = Zeq2 · Itl +V 2
(22)

The angle difference between the two calculated equivalent phasors, representing thetwo centres of inertia, is observed. This is illustrated in Fig. 32 where the vector diagramof the equivalent system depicted in Fig. 31 is shown.

Figure 32 – Equivalent phasor diagram constructed from computed equivalent system impedances
and measured quantities.

Using the calculated equivalent centre of inertia voltage phasors, the angle differencebetween the phasors and the measured transmitted power in the observed tie-line, apower-angle curve is constructed. On the power-angle curve the last stable angle (notedas δLSA in Fig. 29a) point is fixed. The LSA point is found by using the angle difference of theequivalent vectors as π−δ0 and is recalculated continuously by using the measurementvalues and the computed equivalent impedances. The value of LSA is sampled and usedfor OOS protection when a disturbance or a fault condition is identified by the protection.During anout-of-step condition the angle difference between the twoequivalent sourcevoltages increases, moving beyond the LSA point. The protection will declare an out-of-step condition when the following conditions are met:

δ > δLSA for two consecutive measurements
dδ

dt > 0 for two consecutive measurements
V1 > 0.5p.u.
V2 > 0.5p.u.
dδ

dt < 20π
rad

s for two consecutive measurements
The first two criteria are indications, that the angle difference between the two inertiacentres on either end of the transmission line has exceeded the LSA, and is continuing toincrease,meaning, that there is an out-of-step condition occurring in the network. The lastthree criteria are used as a safety feature in order to block the protection from operatingin the case of short-circuit fault occurring in the network.The voltage threshold values of 0.5 p.u. have been chosen to verify that the busbars oneither side of the transmission line are in energised state, as well as to confirmnon-faulted
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operation. The dδ

dt threshold is used as an additional mechanism for fault-detection. Ad-ditionally, the angle derivative threshold limits the protection from operating when thereare high-frequency oscillations in the network. During a fault occurrence a step changewill appear in the computed angular difference value, which can exceed the LSA value forthe duration of the fault, however the protectionmust not operate during the fault. Whenany of the blocking criteria of the protection are fulfilled, the out-of-step algorithmwill beblocked for 200 ms. If thereafter any of the criteria are still fulfilled, the blocking will beapplied until the criterion is no longer satisfied.The LSApoint is limited by aminimumof 90degrees, in order to prevent the developedprotection algorithm from maloperating in the stable operation region at the first half ofthe power-angle characteristic. At the same time, the LSA point is limited to amaximumof130 degrees. This is important, because the protection should still be operational duringlow or no load current in the observed tie-line before the LSA value is sampled.
2.2 Out-of-Step Protection Concept Evaluation
The developedOOS protection algorithmhas been developed and tested using a real-timesimulation environment (RTDS). The algorithm has been tested as software-in-the-loopwith the algorithm running directly using data from the simulation environment, as wellas in a hardware-in-the-loop (HIL) configuration. For HIL testing the algorithm has beenimplemented on an industrial programmable logic controller [66], and the input data wasfed from the real-time simulations into the controller. The structure of the developedOOSprotection is shown in Fig. 33, where it can be seen that the algorithm is divided into fourmain branches.First, in order for any measurement data to proceed into data processing, the validityof the PMU measurement signals is checked. The data validity check includes verifyingthe synchronisation state and the timestamps of the incoming data, as well as the calibra-tion rates, numbers of included phasors and analogue and digital signal mapping in theconfiguration frame. If the incoming data fails the validity check, e.g. the data is not timesynchronised or is missing, the protection algorithm is blocked from operation. When thevalidity check is passed then the algorithm proceeds with processing the measurementdata. From the measured values, the voltage values are checked and compared to thethreshold values set to detect short-circuit faults. If any measurement point has a lowervalue than the specified threshold, the protection is blocked for the predetermined time,or until the measured voltage returns above the threshold value. This is done in orderto avoid protection maloperation during faults occurring in the network, when the PMUmeasurements are affected by faulted conditions in the network and do not represent theelectromechanical behaviour of the grid.Simultaneously, the data processing provides input data to the event detection partof the algorithm, which is responsible for the equivalent network impedance computa-tion. Upon detecting a step change in the measured quantities, the event detection blockbuffers the measured values, which are thereafter used to compute the equivalent impe-dance for the centre of inertia on either end of the observed transmission line. When theevent detection computes a new value, it is then fed into the equivalent machine vectorconstruction block. When no event is detected from the measurement values, the eventdetection block will output the previously computed equivalent impedance value.Making use of themeasured voltage and current phasors and the previously computedequivalent impedances, the equivalent machine voltage phasors of the centres of inertiaare computed according to Eq. 22. Thereafter the equivalent phasors provide input tothe δ value computation as well as the LSA value determination. The LSA values is com-
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Figure 33 – Principle diagram of the developed algorithm in the hardware controller [58].

puted using the difference in angular value of the two equivalent phasors according tothe power-angle characteristic as π − δ . In parallel, the current δ value is continuouslycomputed and compared against the determined LSA threshold value, and the derivativevalue of δ is being monitored. When the δ value exceeds the LSA value for two consec-utive samples, and the derivative value of the angle difference has been positive for thepast two samples, the protection issues an operation command.
Impedance computation verification

The equivalent impedance computation has a key role in the developed algorithm’s op-eration. In order to test and verify the impedance computation part of the algorithm asimple system shown in Fig. 34 is used. The system consists of two ideal voltage sources,three transmission lines and three loads with a nominal voltage level of 345 kV. The idealsources have a variable source impedance. The algorithm’smeasurements are taken fromtwo locations, marked with red and blue in Fig. 34. The location chosen at the source bus,marked in red, represents a generator bus. The second location, marked in blue, is situ-ated in themiddle of the test network to represent an arbitrary node in the power system.The source voltage values as well as the frequencies of the sources are kept at a constantvalue of 1.0 p.u. Their source impedance value is varied between 5 and 100Ohm on either
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side of the transmission line in order to see the effects on the accuracy of the impedancecomputation of the developed algorithm. The system consists of three identical transmis-sion lines with impedance of Ztl = 0.91+ j18.81ΩThe results of the impedance computation are shown in Fig. 35. The figure showsheatmaps of the impedance computation error formagnitude and angle for the developedalgorithm.

2

2

Figure 34 – Test network for testing impedance computation of the developed algorithm.

Fig. 35a shows the error of impedance computation of the algorithm for Side 1, thatis circled in red in Fig. 34. The average absolute impedance computation error is 1.36 %with a standard deviation of 0.55Ω. Therefore, this impedance computation is consideredreliable for the purpose of the out-of-step protection.Fig. 35b displays the error of impedance computation for the node located withinthe system that is marked as Side 2 in blue in Fig. 34. The average absolute impedancecomputation error is 3.6 % with a standard deviation of 2.05 Ω. From the figure, it can beseen that the error of the impedance computation increases when the system impedanceis increased, and the impedance as seen behind the measurement point on Side 2 hasa greater influence on the system impedance computation. The maximum error of theimpedance computation for Side 2 is observed to be 13.2 %, and for Side 1 the maximumabsolute error is observed to be 7.0 %.The impedance computation has been verified in a meshed network using IEEE 39 buspower network model [67], the detailed description of the modified power systemmodelis shown in Section 4.1. The generator impedance is not constant during transient pro-cesses, and therefore it is difficult to evaluate the accuracy of the impedance computationpart of the algorithm in a real system as machine impedance can vary from subtransientto transient to synchronous impedance depending on the event that is taking place in thenetwork.For OOS events usually the transient impedance of the generators is considered [68].In order to illustrate the change of the perceived network impedance in the test system,a fault is created on line 14-15 at Bus 15 terminals, and the perceived network impedanceduring the fault is computed using the measured 3 phase RMS fault current and prefaultnetwork voltage. The perceived impedance together with the computed impedance bythe protection algorithm and corresponding fault currents are show in in Fig. 36. From thefault currents (Fig. 36a) it can be seen that they lower, as the fault time increases, whichis caused by the DC component decay as well as the impedance change of the generatingunits.
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Figure 35 – Errors of impedance computation of the algorithm. (a) - Error heatmap for impedance
computation on Side 1, (b) - Error heatmap for impedance computation on Side 2.

Fig. 36b shows the perceived network impedance during the fault in blue and the thecomputed impedance value in red. It can be seen that the perceived impedance lowers toa minimum value at the fault inception at 0.0 seconds and thereafter begins to slowly in-crease. From the figure, it can be observed, that the computed and perceived impedanceintercept at 240ms after fault inception. Thus, it can be said that the computed networkimpedance corresponds to the transient impedance of the network and is suitable to beused for OOS protection purposes.
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Figure 36 – Fault currents and the perceived impedance together with impedance computed by the
OOS algorithm. (a) - Fault currents for the example, (b) - Perceived impedance with computed im-
pedance by the OOS algorithm.

OOS algorithm verification

The developed algorithm concept has been tested in the test network that has been pre-viously created for impedance testing setup, shown in Fig. 34. The controlled source Zsrc2in the impedance computation network model has been replaced with a synchronousmachine, and a fault is created inside the network in order to see the response of thealgorithm to stable and unstable swings in the network. Side 1 source impedance is keptat the minimum level of 5 Ω. The test setup is shown in Fig. 37.The unsaturated parameters for the used synchronous machine on 1000 MVA baseare as given in Table 4. The generator is connected to the network through a step-uptransformer with a reactance of 0.1 per unit on 1000MVA base, both the generator andtransformer have a nominal capacity of 1000 MVA. Additionally, the generator used isequipped with an IEEE Type 1 type exciter and a TGOV1 type turbine governor. The param-eters of the exciter and governor are shown in Table 5 and Table 6 respectively.
Table 4 – Used data for the synchronous generator for OOS verification test system in per unit on
1000MVA base.

Xd = 2.106 Xq = 2.05 X ′d = 0.57 X ′q = 0.587
X ′′d = 0.45 X ′′q = 0.45 Ra = 0.00125 T ′d0 = 4.79 s

Tq0 = 1.96 s T ′′d0 = 0.050 s T ′′q0 = 0.045 s H = 3.45
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Table 5 – Used data for the synchronous generator IEEE Type 1 type exciter for OOS verification test
system.

Tr = 0.00s Te = 1.4 s K f = 0.03 Tf = 1.0 s
Ka = 40 Ta = 0.02 s Vmx = 10.5 Vmn = -10.5
Ke = 1.0

Table 6 – Used data for the synchronous generator TGOV1 turbine governor for OOS verification test
system in per unit on 1000MVA base.

R = 0.05 T1 = 0.5 s Vmax = 1.0 Vmin = 0.0
T2 = 2.1 s T3 = 7.0 s Dtt = 0.0

Figure 37 – Test network for OOS algorithm verification.

A fault is created on Bus 2, indicated by fault location in the network, after which thesystem experiences power swings. A three-phase fault is introduced at 0.5 seconds in thesimulation for the duration of five cycles and subsequently cleared without any changesin the network topology. After the fault clearance the system experiences a stable powerswing. The response of the generator angle, computed angle value of the OOS algorithm,and the algorithm operation and blocking signals are shown in Fig. 38.From themeasured generator rotor angle, depicted in Fig. 38a, it is seen that the eventproduces a stable power swing with the generator rotor angle value nearly stabilising byfive seconds at the end of the plot. Fig. 38b shows the computed angle difference valueby the developed algorithm in blue, as well as the LSA threshold value for the protectionoperation in red. It is seen that during the faulted condition, the computed angle differ-ence exceeds the operation threshold value and thereafter closely follows the measuredgenerator rotor angle value in the swing process. Despite the computed angle differenceexceeding the threshold value, the protection does not operate, as can be seen in Fig. 38c,where the blocking and operation signals of the protection are shown. During the faultedcondition, the blocking signal becomes active, which inhibits the OOS protection from is-suing an operation command, due to a fault. After fault clearance, the blocking criteriondrops off and during the following power swing the computed angle value stabilises andthe operation signal does not activate.Fig. 39 shows the measured generator rotor angle, computed angle value and theprotection signals for the case of an unstable power swing in the system. The power swingis initiated by a six cycle long three-phase fault on the fault location (Bus 2) indicated onthe scheme in Fig. 37.Themeasured generator rotor angle is shown in Fig. 39a, where it can be seen that, af-
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Figure 38 –Measured generator (Emach) angle in respect to equivalent source Eeq1, computed angle
value and algorithm signals. (a) - generator measured angle value, (b) - computed angle value by
the algorithm and LSA value, (c) - algorithm operation and blocking signals in time.

ter the fault, the generator rotor angle continues to increase, passing 180° at 1.6 seconds,where a pole slip occurs. In Fig. 39b the computed angle difference and the LSA thresh-old value is shown. After fault clearance, the computed angle value is increasing, as thesystem is heading into instability. The computed angle difference passes the LSA thresh-old value at 1.45 seconds. From the protection signals, shown in Fig. 39c, it is seen that,during the fault occurrence, the protection is blocked from operation and the protectiondoes not output an operation command regardless of the computed angle difference be-ing higher than the LSA threshold value. As the system moves towards instability and thecomputed angle value exceeds the LSA threshold, however, it is seen that the protectiondoes not immediately operate, due to requiring two consecutive measurement values tofulfil the operation criteria. Hence the protection operation signal becomes active afterthe criterion has been fulfilled and the command is issued at 1.46 seconds.
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Figure 39 –Measured generator (Emach) angle in respect to equivalent source Eeq1, computed angle
value and algorithm signals. (a) - generator measured angle value, (b) - computed angle value by
the algorithm and LSA value, (c) - algorithm operation and blocking signals in time.

Considering that the impedance computation part of the algorithm has a maximumobserved error of 13.2 %, the effect of error in impedance computation on the protectionalgorithm function has been tested. Fig 40 shows the measured generator angle value inthe case of an out-of-step condition in the network, the computed angle by the algorithmwith no error in the impedance computation and with both, negative and positive max-imum observed error in the impedance computation, as well as the instants, when theprotection issues an operation command.
In Fig. 40a it can be seen that the operation points with no error and both of thenegative and positive error are located close together. Fig. 40b shows the computedangle values for the three considered cases. The blue line shows the computed anglevalue with no error in the impedance computation and the dashed blue line indicates theoperation in the case of no error. The red and orange lines indicate the cases of positive
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Figure 40 – Measured generator (Emach) angle in respect to equivalent source Eeq1, operation time
instants in the case of different error values in impedance computation and the associated computed
angle values by the algorithm. (a) - measured generator angle and operation time instants in time,
(b) - computed angle value, operation threshold and operation instants in time.

and negative error respectively. From the figure, it can be seen that all of the cases behavesimilarly, and the reaction of the protection algorithm is marginally affected by the errorsin impedance computation. The magnification shows the time between 1.15 and 1.3 s andcomputed angle between 125 and 140°. From the magnification, it can be observed, thatthe case with a positive error value in the impedance computation outputs an operationcommand one sample before the base casewith no error, whereas the negative error caseoutputs the operation command two samples after the base case. This, considering a 50
Hz system, means that the protection algorithm’s operation time can vary within a 60mswindow depending on the impedance computation error.

From this it can be concluded that the developed protection algorithm expresses sta-ble behaviour in the case of stable power swings, and is able to distinguish between un-stable and stable conditions. The protection is marginally affected by the errors in theimpedance computation part of the algorithm, that may cause a slight delay in the pro-tection algorithm operation.
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Hardware implementation verification

The developed protection algorithm is adapted into a hardware Programmable Logic Con-troller platform [66] (GEPhasorController), that canbeused for executingwide-area schemesusing measurement data from PMUs. The principle diagram for laboratory setup for ver-ifying the hardware implementation of the developed algorithm is shown in Fig. 41. Thehardware implementation consists of the controller running the logic for the developedalgorithm, the connecting LAN, a GPS time source and real-time simulator RTDS. An exter-nal GPS clock is used to provide time synchronisation for the measurements using a 1PPSsignal in the case of the RTDS and an NTP time signal to the controller. The RTDS runs thenetwork simulation in real-time and provides the external PhasorController with C37.118data from the two PMUs installed in the network. The PMUs are modelled using RTDSstandard library components [69]. The PhasorController processes the measured dataand provides feedback to the RTDS simulator using IEC 61850 GOOSE [70] messages. Inparallel to the algorithm running on the PhasorController, it is also being processed by theRTDS in order to compare the reactions of the software and hardware implementationsof the algorithm.

Figure 41 – Principle diagram for the verification of the hardware implementation of the developed
algorithm.

The laboratory environment network latency from the RTDS to the PhasorControllerwas measured to be under 1ms. However, in order to represent a more realistic scenario,a PDC Wait Time setting of 100ms was implemented in the controller, which is represen-tative of real-world PMU applications [71]. Normally, the PDC Wait Time setting meansthat in order to align the measurement data from different PMUs in the network, thecontroller will wait for some time for the measurements to arrive. Thereafter, the pro-cessing of measurements will begin in the logic built inside the device. Fig. 42 shows theprotection algorithm implementation in the external controller.The logic in the controller is split into three types of submodules: event detection,angle computation and threshold and operation. There are two event detection mod-ules used for the whole protection algorithm, one for each measurement location. Theevent detection modules use the line current, load feeder current and the voltages asinput values, and are responsible for detecting the step changes in the load current andcomputing the equivalent impedance value at that particular transmission line terminal.The angle computation module is used to compute the δ value between the two equiv-alent inertia centres. Lastly, the threshold and operation module continuously computes
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Figure 42 – Diagram of the developed OOS protection algorithm in the hardware implementation
from the controller software showing the event detection, angle computation and the threshold and
operation submodules.

the LSA threshold value and provides the blocking and operating signals of the protectionalgorithm.In order to assess the hardware implementation of the developed algorithm, the δvalue computed by the algorithm in both software and hardware implementation andgenerator reaction for a stable power swing is shown in Fig. 43. The test is conducted inthe same manner and using the same system as shown in Fig. 37.The Fig. 43a shows the generator angle, where it can be seen that the fault producesa stable swing in the generator angle value, which is stabilising by the end of the plot at5 seconds. Fig. 43b displays the calculated δ values of the software and hardware imple-mentations, marked as SW and HW respectively. It is observed that the value computedin the PhasorController is lagging behind the software application for around 110ms. Thisis due to the previously mentioned PDC Wait Time setting of 100ms and delay related tothe processing of the controller logic itself. Fig. 43c presents the operation and blockingsignals for both of the hardware and software implementations. The time difference inthe two implementations is also seen from the activation of the algorithm blocking signalactivation.Fig. 44 shows the reaction of the algorithm in software and in hardware implementa-tion for a six-cycle fault, which causes an unstable power swing in the network. Fig. 44adisplays the generator rotor angle reaction, where the generator rotor angle continues toincrease after the fault clearing passing 180° at 1.9 seconds, where a pole slip occurs.The computed δ values are shown for both software and hardware implementationin Fig. 44b. It can be observed that during the faulted state the computed angle valueexceeds the LSA threshold value, and the protection should be blocked for this event.
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Figure 43 –Measured generator (Emach) angle in respect to equivalent source Eeq1, computed angle
value and algorithm signals. (a) - generator measured angle value, (b) - computed angle value by
the algorithm and LSA value, (c) - algorithm operation and blocking signals in time.

Thereafter, due to the unstable swing in the network, the computed δ value exceeds thealgorithm’s predetermined LSA threshold once more and keeps increasing. This shouldproduce a trip command from the developed algorithm. The behaviour of the algorithmcan be confirmed by observing the operation signals that are displayed in Fig. 44c. Theoperation signals show that during the initial faulted conditions, both the software andhardware algorithm become blocked, and deblocked after the faulted is cleared. Afterthe computed angle value surpasses the threshold value, the operation signal activates,indicating protection operation. Comparatively to the stable case (Fig. 43), it can also benoted in the unstable case that the time shift of δ computation and the signal activationbetween the software and hardware implementation of the algorithm is 110ms.Based on the reaction of the hardware and software implementation for stable and
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Figure 44 –Measured generator (Emach) angle in respect to equivalent source Eeq1, computed angle
value and algorithm signals. (a) - generator measured angle value, (b) - computed angle value by
the algorithm and LSA value, (c) - algorithm operation and blocking signals in time.

unstable power swing it can be seen that the two implementations of the algorithmexhibitthe same general reaction, apart from the hardware implementation introducing a delay.This is, however, expected, because of the PDC wait time needed to collect measurementdata from the PMUs that are located in the field in the real world. Therefore, it can besaid that the hardware implementation of the algorithm performs successfully, taking intoaccount the limitations introduced by a real-world installation scenario.
2.3 Algorithm Response to Grid Events
The proposed algorithm needs to act only in the case of unstable power swings in thepower network. Therefore, the algorithm’s reaction to various normal system events, e.g.faults and different switching operations, needs to be assessed. In the previous subsectionthe OOS protection algorithmwas developed, and the operation of the algorithm verified.
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For the purpose of checking the algorithm’s security during different grid events the testnetwork is augmented through adding a parallel transmission line, that can be switchedoff, in order to check the algorithm’s response, as well as the measurement points of thealgorithm have been moved.
Response to faults outside of the observed transmission line

First, the response to faults in the unobserved network is assessed. The small test net-work used first for algorithm verification, is altered by adding additional lines with thesame parameters to the system, as well as loads in order to create more scenarios fortesting. Faults are created in locations shown in Fig. 45 as F1 and F2. In both locations twotypes of faults (single-phase and three-phase), are created and the algorithm’s responseto the fault and subsequent power swing is shown. In all of the tested scenarios auto-reclose function is used to switch the faulted line on after the fault occurs and all faultsare considered to be temporary faults. The tested contingencies produce a stable powerswing in the network. In the case of single-phase fault a single-pole open condition is alsocreated during the dead-time of the auto-reclose cycle, so that the algorithm’s behaviourduring a pole open condition can also be seen. The response of the algorithm is shownfrom the external controller, where there is a delay in the protection signals and the com-puted angle value. The delay for the response signals and the computed angle value isbetween 110 and 130ms.

Figure 45 – Fault locations for testing algorithm’s security for faults outside of the observed trans-
mission line.

Fig. 46 displays the instantaneous current values from both measured line ends andthe generator rotor angle value as well as the algorithm’s signals and computed angledifference value for a single-phase (SLG) fault at location F1. Fault is created at 0.15 swhichis indicated by 1©. Thereafter, one side breaker opens a single pole at 2©, followed by thesecond breaker opening at 3©. The system operates with one pole open until 4©, whenauto-reclose of the breakers energises the open pole.The SLG fault can be viewed on the instantaneous currents shown in Fig. 46a as fromboth of the measured locations one phase current value increases. The fault is a throughfault from the measured location, as the current values have an opposite direction toeach other from Side 1 and Side 2. The following single-pole open condition can also beexamined after the fault clearance, where the faulted phase current remains higher thanthe two healthy phases until the pole is reclosed. From the generator rotor angle it can beseen that the fault has no major effect on the stability of the generator. The rotor angleslightly increases after the fault clearance, and thereafter stabilises. This means that the
63



0 0.5 1 1.5
-5

0

5

S
id

e
 1

 c
u

rr
e

n
t,

 k
A

0 0.5 1 1.5
-5

0

5

S
id

e
 2

 c
u

rr
e

n
t,

 k
A

0 0.5 1 1.5

Time, s

0

10

20

G
e

n
e

ra
to

r 
a

n
g

le
, 

d
e

g

21 3 4

(a)

0 0.5 1 1.5
Event 1

Event 2

Blocked

Operate

0 0.5 1 1.5

Time, s

0

5

C
o

m
p

u
te

d
 a

n
g

le
, 

d
e

g

42 31

(b)

Figure 46 – Reaction to an SLG fault at location F1. (a) shows the instantaneous current values 
at both measurement locations and the generator rotor angle (Emach) in respect to source angle 
(Eeq1). (b) shows the protection algorithm signals for operation, blocking and event detection and 
the computed angle value by the algorithm. 1© - fault inception, 2© - first breaker opening, 3© -
second breaker opening and fault clearance, ©4 - reclosure of the faulted line.

system experiences a minor power swing for this event, and the developed protection should not operate, as the system is stable.From the protection signals, indicated in Fig. 46b, it can be observed, that both mea-surement locations detect an event, which is shown by the Event 1 and Event 2 signals activation. The operation and blocking signals do not activate. The computed angle by
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the protection does not exceed 7°. Furthermore, during the following single-pole opencondition the protection shows stable operation, which can be observed from the com-puted angle value, which is decreasing. Based on this it can be said that the protection isshowing stable behaviour for a SLG fault elsewhere in the power network.
Fig. 47 presents the instantaneous current values from the measurement locations,the generator angle, protection signals and computed angle for a three-phase fault (TPH)at location F1. The fault is created at 0.15 s, illustrated by 1©, followed by first breakeropening at 2© and fault clearing at 3©. The faulted line is reclosed at 4©. This process isseen in the instantaneous current values shown at both measurement locations in Fig.47a. For this fault the generator experiences a stable swing, that is more severe than theSLG case in the same location as can be seen from the generator rotor angle reaction. Thegenerator rotor angle reaches a maximum of 57°, and starts decreasing then the faultedline is reclosed.
Observing the protection algorithm signals for the same process, shown in Fig. 47b, itcan be seen that, similarly to the SLG fault in location F1, the algorithm detects an eventat both measurement locations, indicated by the Event 1 and Event 2 signal activation.From the computed angle value can be seen that for this event there is a significant jumpin the value. This jump is registered as a fault, and the protection algorithm is blocked,as can be seen by the blocking signal activation. After fault clearance, the angle valuedecreases, and the blocking signal deactivates. Following the subsequent power swing,it can be seen that the computed angle value has minor oscillations, and the protectionoutputs no operation command, as the power swing is stable in the network. Therefore,based on the reaction, it can be concluded that the protection algorithm is stable for TPHfault elsewhere in the power network.
The measured quantities and protection algorithm reaction to a SLG fault at locationF2 on the parallel transmission line are shown in Fig. 48. The fault is created at 0.15 sindicated by 1©. The first breaker opening is shown by 2© and the clearing of the faultby the second breaker opening is marked by 3©. Therefore, the system is operating ina single-pole open condition until 4©, when auto-reclosure of the breaker energises theopen pole.
Fig. 48a displays the measured currents from both measurement locations as wellas the measured generator rotor angle. From the measured current values the first andsecond breaker opening and the subsequent reclosure can be seen. The generator rotorangle shows, that the fault produces a minor power swing, similarly to the SLG fault atlocation F1. Therefore, the protection algorithm should not operate during the process.
Protection operation signals, shown in Fig. 48b, confirm that the protection remainsstable throughout the faulted state and the following power swing in the network. Theprotection algorithm event detection signals on both ends activate; however, when look-ing at the computed angle value, it is seen that the angle difference is minor. The algo-rithm does not output an operation command for the fault and for oscillation followingthe fault. Hence, it can be said that the algorithm exhibits stable behaviour for a SLG faulton a parallel transmission line to the installation location.
Themeasured quantities and protection reaction for a TPH fault on a parallel transmis-sion line in location F2 is shown in Fig. 49. The start of the faulted condition is indicatedwith 1© at 0.15 s, followed by the first breaker opening at 2© and thereafter fault clear-ing at 3© when the second line breaker opens. Thereafter, the system is operating withthe parallel transmission line switched off until 4©, then the parallel transmission line isswitched on by auto-reclosure.The instantaneous current values and the measured generator rotor angle value are
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Figure 47 – Reaction to an TPH fault at location F1. (a) shows the instantaneous current values
at both measurement locations and the generator rotor angle (Emach) in respect to source angle
(Eeq1). (b) shows the protection algorithm signals for operation, blocking and event detection and
the computed angle value by the algorithm. 1© - fault inception, 2© - first breaker opening, 3© -
second breaker opening and fault clearance, 4© - reclosure of the faulted line.

shown in Fig. 49a. The measured currents display that the observed transmission lineexperiences a stable power swing when the parallel line is switched off. This is also con-firmed by the generator rotor angle value, which increases to a maximum of 40°, andthereafter starts decreasing right before the parallel line is reclosed. During this processthe protection algorithm needs to remain stable and not operate.
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Figure 48 – Reaction to an SLG fault at location F2. (a) shows the instantaneous current values
at both measurement locations and the generator rotor angle (Emach) in respect to source angle
(Eeq1). (b) shows the protection algorithm signals for operation, blocking and event detection and
the computed angle value by the algorithm. 1© - fault inception, 2© - first breaker opening, 3© -
second breaker opening and fault clearance, 4© - reclosure of the faulted line.

The protection algorithm signals and computed rotor angle are shown in Fig. 49b.From the signals it can be seen that the protection registers an event on both of the mea-surement locations, and thereafter the algorithm blocking signal becomes active. Theblocking signal activation is necessary due to the computed angle value’s sharp increaseduring the faulted state, when it can exceed the LSA limit value, and therefore cause pro-
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Figure 49 – Reaction to an TPH fault at location F2. (a) shows the instantaneous current values
at both measurement locations and the generator rotor angle (Emach) in respect to source angle
(Eeq1). (b) shows the protection algorithm signals for operation, blocking and event detection and
the computed angle value by the algorithm. 1© - fault inception, 2© - first breaker opening, 3© -
second breaker opening and fault clearance, 4© - reclosure of the faulted line.

tection operation during faulted state. After fault clearing, the blocking signal drops off.The computed angle value is showingminor oscillations and the protection remains stableduring the following power swing in the network. Based on this, it can be concluded thatthe protection algorithm is stable in the case of a TPH fault on a parallel transmission line.From the conducted tests shown, it can be summarised that the protection algorithm
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remains stable in the case of different types of faults outside of the observed transmissionline.
Response to faults on the observed transmission line

In order to assess the algorithm’s behaviour for internal faults on the observed transmis-sion line, the system shown in Fig. 50 is used and the faults are created in the locationshown as F3. The test system is the same as the one used for fault response testing else-where in the network, and the parameters of the system are described in Section 2.3. SLGand TPH faults are created on the observed transmission line and in the case of SLG fault,the system is also operated in a single-pole open condition during the dead time of theauto-reclose cycle.

Figure 50 – Fault location for testing algorithm’s security for faults on the observed transmission
line.

Fig. 51 shows the measured currents, rotor angle and the protection algorithm signalsas well as the computed angle value for a SLG fault at location F3. The 1© denotes thefault inception at 0.15 s. Thereafter, 2©marks one pole opening of the first circuit breakerand 3© the fault clearance due to the second breaker pole opening. Until 4© the line isoperating in a single-pole open condition, when reclosure of the open pole occurs.Observing the measured quantities, shown in Fig. 51a, the circuit breaker operationsfor this event are displayed. The generator rotor angle reaction shows that the eventcauses a minor power swing, where the generator rotor angle oscillates within ±3°.The protection signals, shown in Fig. 51b, indicate that at bothmeasurement locationsan event in the system has been registered, due to the Event 1 and Event 2 signals activat-ing. The computed angle difference in this event does not exceed 5°, as can also be notedfrom the figure. Following the clearing of the fault a small oscillation in the computedangle value can be observed, and it can also be noted that the algorithm does not issuean operation command. Therefore, the algorithm exhibits stable behaviour for a SLG faultat location F3, as well as the following single-pole open condition.The current values, the generator angle, protection signals and computed angle valuefor a TPH fault in location F3 are shown in Fig. 52. The fault is introduced at 0.15 s, markedby 1©. The first breaker opening is signified by 2©, and the second breaker opening clearsthe fault from the network at 3©. After fault clearing the observed line is in switched offstate until 4©, when auto-reclose re-energises the line.The measured quantities for the TPH fault in location F3, shown in Fig. 52a, indicatethat after the fault the power system experiences a stable power swing for most of thedead-time of the observed transmission line. When the observed line is switched on at
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Figure 51 – Reaction to a SLG fault at location F3. (a) shows the instantaneous current values at both
measurement locations and the generator rotor angle (Emach) in respect to source angle (Eeq1). (b)
shows the protection algorithm signals for operation, blocking and event detection and the com-
puted angle value by the algorithm. 1© - fault inception, 2© - first breaker opening, 3© - second
breaker opening and fault clearance, 4© - reclosure of the faulted line.

4© the system is already in the stabilising phase of the power swing. This means thatthe protection algorithm should not operate, because the system is proceeding towardsstable operation.
The protection algorithm signals are shown in Fig. 52b for the TPH fault case at lo-cation F3. The signals indicate that the protection registers events at both measurementlocations and, similarly to faults elsewhere in the network, the blocking signal activates.
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Figure 52 – Reaction to a TPH fault at location F3. (a) shows the instantaneous current values at both
measurement locations and the generator rotor angle (Emach) in respect to source angle (Eeq1). (b)
shows the protection algorithm signals for operation, blocking and event detection and the com-
puted angle value by the algorithm. 1© - fault inception, 2© - first breaker opening, 3© - second
breaker opening and fault clearance, 4© - reclosure of the faulted line.

This occurs due to the computed angle value jumping during the fault, and triggering thefault detection logic, which blocks the protection operation. After the line is switched offthe computed angle value is at 0°, and after energisation aminor oscillation can be seen inthe computed angle value. The protection operation signal does not activate. Therefore,it can be concluded, that the protection algorithm shows stable behavior in the case offaults on the observed transmission line.
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2.4 Intermediate Summary
An out-of-step protection algorithm was proposed in this chapter based on computingequivalent impedance of the power network using wide-area measurement data. Theaccuracy of the impedance computation based on PMU measurements has been tested,and it is shown that the computation error is smaller when the measurement location iscloser to a generator unit. The maximum observed error in the impedance computationis observed to be 13.2 %.The proposed algorithm has been developed in a software implementation and thealgorithm’s performance for unstable power swings has been verified. Thereafter, thealgorithm has been installed on a hardware platform, and the hardware implementationhas been successfully confirmed against the software implementation. The algorithm hasbeen tested for security for different types of faults in the power network. The assessedcases were:

• Single-phase fault outside of the observed transmission line.
• Three-phase fault outside of the observed transmission line.
• Single-phase fault on a parallel transmission line.
• Three-phase fault on a parallel transmission line.
• Single-phase fault on the observed transmission line.
• Three-phase fault on the observed transmission line.
For all the tested cases the algorithm has shown stable operation without any malop-eration, therefore it can be concluded that the algorithm is secure. This means that thealgorithm shall not operate in the case of any faults on the observed transmission line ofelsewhere in the network. The protection shall only operate in the presence of unstablepower swings in the network.
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3 Out-of-Step Protection Using Discrete Angle Derivatives
Theout-of-step protection concept developed in Section 2 requires equivalent impedancesto be computed in order for the algorithm to function properly. This requires the load tobe volatile in such a way where step changes in the observed load occur. However, thismay not always be the case, therefore this property may be a drawback for utilising thatparticular algorithm in actual networks. In order to overcome this limitation, a novel al-gorithm is developed, that is decoupled from the network parameters, and focuses oninstability detection based purely on measured quantities and the derivative values ofthose quantities.

In this chapter a new settingless out-of-step protection algorithm decoupled from net-work parameters using wide-area information is presented. The protection algorithm isdeveloped as a software solution, and thereafter implemented to an external hardwareplatform. The developed solution is tested using real-time simulation in both hardwareand software implementations using software-in-the-loop and hardware-in-the-loop test-ing, where the hardware testing takes into account delays associatedwith collecting wide-area measurements. The concept and the results shown in this chapter have been pub-lished in [III].
3.1 Decoupled Out-of-Step Protection Concept
The power-angle characteristic, described in Section 1.1, can also be applied to the powertransfer across a single transmission line in a meshed transmission network. A multi-machine system can be separated into two groups of machines, that represent the inertiacentres at either end of a transmission line [61]. Note that the equation (1) is also appli-cable for power flow through an arbitrary transmission line, when the equivalent internalvoltage phasors are replacedwith the voltage values at the ends of the transmission line inquestion. Hence, by using the power-angle curve, the dynamic stability around a tie-linecan be assessed.

In the case of the classical representation [72] the resistances of machines and trans-mission lines are neglected. The mechanical input power of the generators is assumedto be constant, as well as the generators themselves are represented as constant voltagesources behind an impedance. This neglects the effects of automatic voltage regulationand a damping effect in power swings. In this way, the worst-case scenario is consideredfor the power-angle relationship in the network. It has to be noted that, due to the sim-plifications listed here, the real-world power-angle curve may deviate from the idealisticcurve used here for illustration of the decoupled out-of-step protection algorithm.
In order to explain the theory behind the developed decoupled protection algorithma simple system can be considered (Fig. 53). The system consists of two sources and twotransmission lines connecting the two equivalent machines. A fault is created on one ofthe transmission lines, and subsequently the line is switched off to clear the fault from thenetwork. The fault causes a power swing in the network that can be stable or unstable innature.
For this simple system three power-angle curves can be constructed to represent thethree different stages in the power swing process in the network. This is shown in Fig.54a, where the initial pre-faulted curve, faulted curve and the post-fault curve are shownfor the simple system. In addition, the initial power transfer has been noted as P0, and,using this, two operating points can be fixed on the power-angle curves. The operatingpoint located in the left half of the characteristic is a stable operating point, denoted by

δ0. According to the Equal Area Criterion (EAC) [72], the maximum angle difference of
73



Figure 53 – Simple system equivalent for decoupled out-of-step protection explanation.

a recoverable swing cannot exceed the second operating point (called Last Stable Angle- noted as LSA), though it may be smaller. The further increase of the angle differencebeyond the LSA point will definitively result in an unstable generator operation. Thus, the
LSA point is critical to distinguish between a stable and an unstable swing. The LSA pointis located on the postfault curve, which is situated lower than the prefault curve due tothe transmission impedance increasing upon switching off the faulty element.Examining the dynamic behaviour of a power system, it can be noted that during afault, the electrical active power is lowered due to the reduced voltagemagnitudes. How-ever, the mechanical energy given to the generators by the prime movers remains ratherconstant [14]. Due to this difference in received and transmitted energy the angular dif-ference between the equivalent voltages begins to increase. After the fault clearing, theangle has increased to a specific value, which is indicated as δ1 in Fig. 54b. The surplus ofenergy obtained during the faulted condition is marked by the green area labelled as A1.After the fault is switched off the electrical output power is higher than the mechan-ical input power, and due to this the rate of change in the angular difference is lowering.Due to inertia, the angular difference and the transmitted electrical power keep increas-ing, until the surplus of energy obtained during faulted condition is transmitted into thenetwork. This means that, during this process, three criteria are fulfilled based on thepower-angle curve:

• The first derivative of the angle value will have a positive value, since the increasein angular difference is ongoing.
• The second derivative of the angle value will be negative, because the rate of whichthe angle is increasing is lowering.
• The first derivative of output power will be positive, due to the power increasing.
These criteriawill be true until the angular difference reaches amaximumvalue, whichis denoted by δ2. At this point, equality between the obtained and the dissipated energyis reached. As the electrical power at this point is larger than the mechanical input power,the angular difference between the two sources will start decreasing and the system willstart progressing towards a new stable operation point. During this process, the anglechange speed and the change in active power will be negative, thus the derivative valuesare negative. The process is illustrated in Fig. 54c. It has to be noted that during a stablepower swing the operating point may pass beyond the maximum power point at 90°,however, it will not cross δLSA.The process of an unstable swing is illustrated in Fig. 55, that is caused by a longer faultclearing time in the system. The starting process is similar to the stable case explainedbefore, and this is illustrated in Fig. 55a, where the pre-fault, post-fault and faulted curvesare shown as well as the areas indicating the excess and dissipated energy during thepower swing. Fig. 55b displays the situation in the network after fault clearing. During
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Figure 54 – Power-angle curves for the two-machine systemand the demonstration of a stable power
swing process on a power-angle curve. (a) Power-angle curves for pre-fault, faulted state and post-
fault state, with the LSA point denoted as δLSA. (b) Power system operation after a disturbance;
during this operation the angle difference is decelerating until reaching the maximum angular dif-
ference of δ2, where all the surplus of energy has been dissipated. (c) Power system operation after
the surplus of energy after the disturbance has been dissipated and the angular difference is decreas-
ing while system is settling at a stable operation point. (c) system operation in a new equilibrium
point noted as δn.

this period the angular difference is increasing, the first and second derivative values ofthe angle change and the derivative of electrical power have the same sign as those withthe stable swing in the network. However, in this case, the angle keeps increasing, andpasses the point noted as δm, which denotes the maximum electrical power transfer onthe power-angle curve. Thereafter, with the further increase in the angular difference, theelectrical power output begins to lower, thus, the derivative value of electrical power willbecomenegative, as shown in Fig. 55c. This situation is not yet an indication of an unstablepower swing, as the LSA value has not been passed. The excess energy acquired duringthe faulted condition has not been dissipated and therefore, the angle differencewill keepincreasing. With the further increase in angular difference, the LSA point (denoted by
δLSA) will be passed. When the system has passed this point, the angular difference willstart accelerating. This means that the stable operation of the power system is no longerpossible and the system will experience an OOS condition. This condition is indicatedby the second derivative of the angle value becoming positive, with the first derivativevalue remaining positive. Simultaneously, the first derivative value of the active power isnegative. This situation is illustrated in Fig. 55d.It has been shown that the use of the power-angle characteristic and EAC concept
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(a) (b)

(c) (d)

Figure 55 – Demonstration of an unstable power swing process on a power-angle curve from observ-
ing derivative values (a) Power-angle curve illustrating the pre-, faulted- and postfault operations,
with the LSA point denoted as δLSA. (b) Power system operation after a disturbance, during this op-
eration the rate of change in the angle difference is negative, and power derivative remains positive
until reaching the maximum active power value at δm. (c) Power system operation after passing
the maximum power value, during this operation the power derivative is negative and the rate of
change in the angle difference is negative. (d) System operation becomes unstable after passing the
LSA point, the rate of change of the angle difference becomes positive.

applies for assessing complex stability phenomena in large multi-machine systems, in ad-dition to a two-machine equivalent network [73]. In summary, the growing angle differ-ence and dropping active power together point to the right half of the power-angle curve,while the change of sign of the angle difference acceleration (second derivative of theangle value becoming positive) indicates the crossing of the LSA point. These three crite-ria unambiguously identify that the power swing becomes non-recoverable and thereforecan be used as a basis for the proposed OOS protection algorithm.
3.2 Constraints and Verification of the Decoupled Algorithm

The developed protection algorithm uses the measurements provided by the PMUs onboth ends of the observed transmission line. This allows for measuring the angle differ-ence between themonitored buses, and the computation of angular difference derivativevalues. Additionally, the voltage, current and power values are measured from either endof the observed transmission line.
It has to be highlighted that, due to the discrete nature of PMU measurements, thecontinuous derivatives mentioned in Section 3.1 should be substituted with finite differ-ences, i.e. dδ

dt should be replaced with ∆δ

∆t . For the purpose of clarity, however, in the fol-
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lowing explanations, this thesis will continue to use the same terminology as above, bear-ing inmind that all the derivativeswill be estimated using sampled discretemeasurementsand finite differences.According to the explanation given above for a stable andunstable power swing, shownin Figs. 54 and 55, the criteria for the decoupled protection operation can be stated:{
dδ

dt > 0 for two consecutive measurements
d2δ

dt2 > 0 for three consecutive measurements
These conditions might be also fulfilled during normal power system operation, whilethe operating point is situated in the stable operation area of the power-angle curve. In or-der to stop the OOS protection algorithm from operation during normal conditions, block-ing and restraining criteria have been defined. The criteria for blocking the protectionfunction during normal grid conditions are as follows:{Measured voltage above 0.89 p.u.
Measured voltage below 0.2 p.u.

The first criterion is used to ensure protection is blockedwhen the network operates innominal condition, as 0.89 p.u. is often the voltage threshold defined, where emergencyoperation of a power system begins [74, 75, 76]. The second criterion is used to check ifthere is a fault present on the protected line and if the protected line is energised, as 0.2p.u. is considered to be the voltage threshold, from which the line can be considered asenergised [77]. The values proposed above should be considered as indicative, the exactthresholds may be adjusted based on the local deployment conditions and depending onthe transmission system operator requirements. If either of those conditions is fulfilled,the protection will not operate.In order to restrain the protection from operation while the system is experiencing astable power swing, the following criteria are used:{
dP
dt > 0 for two consecutive measurements
dV
dt > 0 for two consecutive measurements

The first criterion restrains the protection from operating whilst the operation pointis located in the first half of the power-angle curve, where, during the angular differenceincrease, the active power transfer also increases. The second criterion restrains the pro-tection algorithm fromoperationwhen the system is in the process of leaving the swingingcondition, and the voltages increase.Additionally, a fault detection element has been implemented into the protection al-gorithm. This element monitors the voltage, and detects a fault if there is a sharp changein the measured voltages. After fault detection, the protection algorithm is blocked, untilthe fault detection element resets. The fault detection element is reset when an opposite-signed jump in the measured voltage value is observed.The algorithm is divided into three main segments and its structure is shown in Fig.56. The first segment, circled in red in Fig. 56, is responsible for checking the data va-lidity and blocking the protection based on voltage measurements as well as blockingthe protection algorithm operation during faulted conditions in the network. The secondsegment, circled in green, computes and assesses the active power and voltage deriva-tive values and restrains the protection operation if necessary. After the restraining andblocking segments a protection allow signal is created, that leads to the third segment ofthe algorithm. This third segment, denoted in blue, computes the first and second deriva-tives of the angle difference, and is responsible for the instability detection and issuing aprotection operation command.
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Figure 56 – Principle diagram of the developed discrete angle derivative OOS protection algorithm.
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Algorithm signals and variables during a stable swing in the network

The described algorithmhas been conceptually tested using a test system shown in Fig. 57.Power swings are initiated in the network by conducting a fault on the parallel line to theone observed, and switching the line off, after which a power swing will take place on thetransmission line monitored by PMU 1 and PMU 2. The testing is first conducted with thealgorithm running in a software-in-the-loopmanner, acquiringmeasurement data directlyfrom the simulation, with the test network being simulated in real-time using the RTDSsimulator.

Figure 57 – Simple system for testing the decoupled out-of-step protection algorithm.

First, a stable power swing is observed in the network and the algorithm’s response isshown. Fig. 58 shows the measured voltage values, power flow in the transmission lineas well as the measured angle difference and the signal states related to the protectionalgorithm during a stable power swing in the network.The power swing is initiated by a three-phase fault on the parallel transmission lineat 0.5 s (indicated by 1©). The protection algorithm’s signals, shown in Fig.58b, showthat after the short-circuit condition is cleared, the blocking criterion of the protectionbecomes inactive. This is specified by the BLK signal dropping at 2©. However, the re-straining criterion is active, as indicated by the RES signal remaining at high state. This isdue to the active power transfer increasing in the transmission line, as is shown by themeasured quantities displayed in Fig. 58a; therefore, the derivative value of active poweris positive. Afterwards, the active power transfer starts decreasing and thus the deriva-tive becomes negative. At the same time, the voltage values start to increase, hence thevoltage derivative values become positive. Therefore, the restraint criterion is kept at theactivated state. During this power swing process the protection is not allowed to operate(the ALW signal does not become active), since either blocking or restraint criterion is inan activated state during the whole process. After some time the system stabilises as thevoltage values return to nominal levels and the power oscillations are damped. Once thevoltage levels return to above the threshold of 0.89 p.u. the blocking criterion for theprotection is activated, as indicated by 3©.Based on the explanation above, the developed algorithm did not provide an opera-tion command in the case of a stable power swing. In summary, it is concluded, that thedeveloped algorithm shows secure behaviour during stable power swings.
Algorithm signals and variables during an unstable swing in the network

The reaction of the algorithm as well as measured quantities for the case of an unstablepower swing are shown in Fig. 59, where Fig. 59a displays the measured voltages andtransmitted power, whilst Fig. 59b presents the measured angle difference and the pro-tection algorithm signals. The unstable power swing is initiated by applying a fault on theparallel transmission line at 0.5 s, as shown by 1©. The fault clearing time is delayed com-pared to the stable power swing case. After the fault has been cleared from the network
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Figure 58 – The decoupled algorithm reaction to a stable power swing in the network. (a) - the mea-
sured voltage and active power values, (b) - measured angle difference value between the sources
and the signal states of the protection algorithm. BLK - protection blocked, RES - protection re-
strained, ALW - protection allowed to operate, OP - protection operation. 1© - fault inception, 2©
- Blocking criterion is disabled, 3© - Blocking criterion of the protection reactivates as the voltage
returns above the threshold value of 0.89 p.u.

the blocking criterion (BLK signal) of the algorithm is deactivated, which is indicated by2©, because the voltage does not exceed the threshold value after the fault clearing. Therestraint criterion (RES signal) in Fig. 59b, however, remains active, since the measuredactive power through the transmission line is increasing. At the same time, the measuredvoltage values are decreasing, shown in Fig. 59a, accordingly, the derivative values of thevoltages are negative.After the active power value starts decreasing in the observed transmission line, therestraining criterion deactivates. This means that at this point both the restraining andblocking criteria are deactivated, and the protection is allowed to operate, as shownby theactivation of the ALW criterion. Therefore, according to the protection description givenbefore, the algorithm will issue an operation command as soon as the first and secondderivative values of the angular difference become positive and stay positive for two and
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Figure 59 – The decoupled algorithm reaction to a unstable power swing in the network. (a) - the
measured voltage values and measured active power values, (b) - measured angle difference value
between the sources and the signal states of the protection algorithm. BLK - protection blocked, RES
- protection restrained, ALW - protection allowed to operate, OP - protection operation. 1© - fault
inception, 2© - Blocking criterion is disabled, 3© - protection operation command.

three consecutive cycles respectively. The unstable condition is detected at 3©, whenthe operation command (indicated by the OP signal) becomes active. Hence, it can beconcluded that the protection algorithm is able to differentiate between a stable and anunstable power swing in the power network, and is able to provide operation commandswhen there is an unstable swing developing on the observed transmission line.
Hardware implementation of the algorithm

After the software implementation the decoupled out-of-step protection algorithm is re-designed to run on a hardware setup. For the test platform the same Programmable LogicController is used as has been described in Section 2.2, as well as the same laboratorytest setup consisting of GPS clock, RTDS simulator and the logic controller. The mea-surements are provided to the controller via IEEE C37.118 data and the feedback from the
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implemented algorithm is given back to the real-time simulation using IEC61850 GOOSEmessages. Parallel to the hardware-in-the-loop testing using the external controller, thealgorithm is also being executed in software-in-the-loop in order to verify and comparethe hardware implementation.Fig. 60 displays the algorithm logic implemented in the external controller. To exe-cute the protection algorithm two submodules have been created - the first submoduleis used to provide the blocking, restraining and allow signals, whereas the second sub-module is implemented to provide the protection operation command. The blocking andrestraining module uses currents and voltages from both measurement locations as inputand contains the parts circled in green and red in the protection algorithm logic, whereasthe protection operation submodule contains the logic circled with blue in the protectionalgorithm diagram. The protection operation submodule uses voltages from both mea-surement locations and blocking, restraining and allowing signals as input values.

Figure 60 – Principle diagram of the developed OOS protection algorithm in the hardware controller
software.

For the purpose of evaluating the development of the hardware implementation ofthe algorithm, the signals as well as the derivative values of angles are compared with thesoftware implementation of the algorithm for both stable and unstable power swing casein the network. The comparison between the software and hardware implementationof the algorithm in the cases of a stable power swing in the network is displayed in Fig.61. The first section of the figure shows the measured voltage values and the measuredangle difference by the PMUs on either end of the observed transmission line, whilst thesecond part of the figure shows the first and second derivative values computed by boththe software and hardware implementation, as well as the signals associated with theprotection algorithm.The stable power swing is initiated by a fault on the parallel transmission line in thenetwork at 0.5 s, marked by 1©, as the measured voltage values drop in Fig. 61a. After thefault is cleared the voltage jumps up, indicated by 2©. However, the voltage levels remainunder the 0.89 p.u. threshold value for the protection blocking. Thereafter, the systemexperiences a stable power swing, as shown by the angle difference value reaching a peak11°, and thereafter starting to lower, and the voltages that stabilise near 1 p.u. value.Fig. 61b shows the first and second derivative values and signal states of both softwareand hardware implementations of the protection algorithm. The hardware implementa-tion displays nearly homogeneous derivative values with the software implementation ofthe algorithm, with the difference being that the values in the hardware implementationhave a delay associated with the PDCWait Time as well as the processing time of the logicin the external controller. During the faulted condition the first and second derivativevalues display very sporadic behaviour, due to the abrupt changes in the measurementvalues, for both hardware and software implementation. The protection algorithm re-mains blocked during this time from the fault detection element, and does not operate.After the fault is cleared in the network, the first derivative value stabilises at a positive
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(b)

Figure 61 – The decoupled algorithm reaction to a stable power swing in the network. (a) - the mea-
sured voltage values and measured angle difference between the sources, (b) - computed first and
second derivative values as well as the protection signals for the software and hardware implemen-
tation of the protection algorithm. SW - software implementation, HW - hardware implementation,
BLK - protection blocked, RES - protection restrained, ALW - protection allowed to operate, OP -
protection operation. 1© - fault inception, 2© - fault clearing in the network, 3© - software imple-
mentation reblocking, 4© - hardware implementation reblocking.

value, but is declining in nature, because the rate at which angular difference is increasingis lowering. The first derivative value steadily declines and, after the maximum value ofthe angle difference during the power swing is reached, turns negative.The second derivative stabilises after the fault at a negative value, and briefly changes
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positive as the first derivative value levels for several samples. The hardware implementa-tion value of the second derivative closely follows the software implementation, however,it is delayed. This is expected, as the hardware implementation takes into account delaysin the transmission of measurement values and additionally, there is a small delay in theprocessing of the logic inside the controller. Based on the first and second derivative val-ues being negative for the stable power swing, the protection is not expected to operate.This is confirmed by the signals of both of the implementations.During the faulted condition the protection algorithm remains blocked as indicated bythe blocking signal (SW BLK and HW BLK signals) being activated. After the faulted con-dition, the blocking signal is deactivated, as the voltages are above the set threshold of0.89 p.u. The restraining criterion for both implementations (SW RES and HWRES signals)remains activated throughout the power swing. When the system is stabilising, the block-ing criteria are reactivated, as the voltage level is restored. This is indicated by 3© for thesoftware implementation and 4© for the hardware implementation.The reaction of software and hardware implementation to an unstable power swing isshown in Fig. 62. The first part of the figure displays the measured voltage values and theangular difference at the ends of the monitored transmission line. The unstable powerswing is initiated by a fault on the parallel line and the disconnection as the faulted line.The fault duration is prolonged, and this results in an unstable power swing taking placeon the observed transmission line. The fault inception occurs at 0.5 s, marked by 1©. Thefault clearing is indicated by 2©, and after the fault the voltages are restored, however, thevoltages remain below the 0.89 p.u. threshold value. Afterwards, due to the power swingprocess, the voltages continue to decline as the angle difference is increasing as shown inFig. 62a, until the system experiences a pole slip.Fig. 62b displays the derivative values and the signals of the protection algorithm forboth implementations. Similarly to the stable power swing case, both derivative valuesare sporadic during the fault event due to the abrupt changes in the measurement val-ues, however the protection in both implementations does not operate due to blockingbeing active. After the fault clearing, the protection algorithm implementations becomedeblocked (shown by the HW BLK and SW BLK signals deactivating), however, they re-main restrained. The first derivative value stabilises as a positive value while the secondderivative remains negative at the start. Thereafter, as the system is heading into an un-stable power swing, the second derivative value becomes positive. After the last stableangle has been passed, the protection is allowed to operate, which is indicated by theALW signal activation. Then, since the first and second derivative values are positive andthe protection is allowed to operate, it identifies an unstable power swing in the networkand operates. This is shown by 3© and 4© for the software and hardware implementationrespectively.The derivative values computed by the algorithm’s hardware and software implemen-tation are closely following each other, where the hardware implementation is experienc-ing a delay. The same holds true for the associated protection signals. This is, however,expected behaviour. Therefore it is concluded that the hardware implementation of thealgorithm is successful, considering the constraints introduced by the delays associatedwith a real-world network installation scenario.
3.3 Effect of Grid Events on Algorithm Operation
To check the stability and security of the algorithm it has been subjected to differentevents taking place in the power network. First, the algorithm’s response to faults out-side of the observed transmission line is investigated, and thereafter the effect of line
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Figure 62 – The decoupled algorithm reaction to a unstable power swing in the network. (a) - the
measured voltage values and measured angle difference between the sources, (b) - computed first
and second derivative values as well as the protection signals for the software and hardware imple-
mentation of the protection algorithm. SW - software implementation, HW - hardware implemen-
tation, BLK - protection blocked, RES - protection restrained, ALW - protection allowed to operate,
OP - protection operation. 1© - fault inception, 2© - fault clearing in the network, 3© - software im-
plementation issues an operation command, 4© - hardware implementation issues and operation
command.

disconnection is observed.Fig. 63 shows the test system to check the algorithm’s response to faults outside of theobserved transmission line. The test system is the extended system used in the testing of
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OOS protection using equivalent impedances in Section 2.3. A fault location is chosen, andis marked as F1 on the figure. At that location single-phase (SLG) and three-phase (TPH)faults are considered, both with a temporary nature. Auto-reclosure function is also usedand the faulty line (L1) is reclosed 1 second after being switched off. The fault event createsa stable power swing in the network and the decoupled algorithm’s response to the eventas well as the following power swing is presented in Fig. 64.

Figure 63 – Fault location for testing the algorithm’s security for faults outside of the observed trans-
mission line.

Fig. 64 shows the voltage measurements, angle difference and protection algorithmsignals from the external controller for a SLG fault at location F1. The fault is introduced inthe network at 0.5 s, indicated by 1©, and subsequently cleared at 0.7 s by disconnectingthe transmission line from the network, shown by 2©. The faulted line is reclosed at 4©The RMS voltage values, blocking threshold for the voltage as well as the measuredangle difference for the SLG fault at location F1 are shown in Fig. 64a. The voltage val-ues drop below the blocking threshold during the faulted condition in the network, andthereafter, they are restored above the threshold value. The fault causes a minor powerswing to propagate through the network, and the protection should not operate, as it is astable situation.Fig. 64b shows the derivative values and the protection signals during the SLG faultcase. During the faulted state of the power system both computed derivative signals showsporadic behaviour due to the abrupt changes in the network. After the fault clearing, theprotection is deblocked briefly, indicated by 3©, as the voltage value is below the blockingthreshold for some time. Thereafter, the protection becomes blocked, as the voltage isrestored. During the power swing in the network after the fault the first derivative ofthe angle value is positive, until the angular difference start to decrease, whereupon itchanges sign and becomes negative. The second derivative value of the angle remainsnegative until the auto-reclosure of the faulted line. The protection does not operate forthis fault condition.The case of a three-phase fault (TPH) on the transmission line at location F1 is displayedin Fig. 65. For this event, similarly to the SLG fault, the measured voltage values dropbelow the blocking threshold value at the fault inception, that is indicated by 1©. Afterthe fault is cleared by switching off the faulted line at 2© a stable power swing takes placein the network. Thereafter, the faulted line is reclosed, indicated by 4©.Fig. 65a shows the measured RMS voltage values, blocking threshold and the mea-sured angle difference for the case of an TPH fault at location F1. The measured voltagevalues decrease at the fault inception, indicated by 1©, and the fault is cleared at 2©, thevoltages restore to a lower level than the protection blocking threshold. Thereafter, thesystem experiences a power swing, during which, the measured voltages remain underthe blocking threshold for some time, until the system starts stabilising.Due to the voltage remaining lower than the blocking threshold, the protection algo-rithm is deblocked after the fault clearing in the network. This is indicated by the BLK
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Figure 64 – The decoupled algorithm reaction for an SLG fault at location F1. (a) - the measured RMS
voltages, voltage threshold for blocking andmeasured angle difference between Emach and Eeq1, (b)
- computed first and second derivative values as well as the protection signals for the hardware im-
plementation of the protection algorithm. BLK - protection blocked, RES - protection restrained, ALW
- protection allowed to operate, OP - protection operation. 1© - fault inception, 2© - fault clearing in
the network, 3© - protection deblocking, 4© - auto-reclosure of the faulted line.

signal dropping in Fig. 65b at 3©. The protection algorithm remains deblocked until thevoltage value is restored above the threshold, however, during the whole power swingprocess, the restraint signal (RES) remains activated.The first derivative stabilises at a positive value after the fault clearing, and starts low-ering, eventually changing sign and turning into a negative value after the angle difference
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(b)

Figure 65 – The decoupled algorithm reaction for a TPH fault at location F1. (a) - the measured RMS
voltages, voltage threshold for blocking andmeasured angle difference between Emach and Eeq1, (b)
- computed first and second derivative values as well as the protection signals for the hardware im-
plementation of the protection algorithm. BLK - protection blocked, RES - protection restrained, ALW
- protection allowed to operate, OP - protection operation. 1© - fault inception, 2© - fault clearing in
the network, 3© - protection deblocking, 4© - auto-reclosure of the faulted line.

value has passed its peak and starts to lower. The second derivative value remains neg-ative after stabilising after the fault, until the faulty line is re-energised at 4©. Therefore,the protection does not issue an operation command, and displays stable behaviour forthis fault case.
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The case of observed transmission line disconnection is shown in Fig. 66. In this casethe observed transmission line by the protection algorithm is disconnected, which resultsin one of the measurement points voltage dropping. The line disconnection occurs at 0.5
s, and is marked by 1©.

(a)

(b)

Figure 66 – The decoupled algorithm reaction for disconnection of the observed transmission line.
(a) - the measured RMS voltages, voltage threshold for blocking and measured angle difference
between Emach and Eeq1, (b) - computed first and second derivative values as well as the protection
signals for the hardware implementation of the protection algorithm. BLK - protection blocked, RES
- protection restrained, ALW - protection allowed to operate, OP - protection operation. 1© - line
disconnection.
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Fig. 66a shows the measured voltage values as well as the measured angle differ-ence between the measurement locations. After the line is disconnected, the voltage atthe measurement location of PMU1 drastically drops, and stabilises below the protectionblocking threshold. The angle difference also greatly increases, due to the power trans-mission only being possible through one line.The computed derivative values and the protection algorithm signals are shown in Fig.66b for the case of the transmission line disconnection. The derivative values display someoscillation, and stabilise as the angular difference is stabilising after the line disconnection.The protection signals show that, during this event, as one of the voltage values is lowerthan the deblocking threshold, whilst the second remains higher, the protection is in ablocked state throughout this event in the network. This is correct behaviour, as the powerswing following the disconnection of the line is minor, and the system is able to continueoperating.From the cases shown it can be concluded, that the developed protection algorithmshows secure behaviour in the case of stable power swings in the network, aswell aswhenthere are faults elsewhere in the network. Additionally, the protection shows reliableoperation in the case of an unstable power swing in the network, as the algorithm relieson detecting the condition when the system has passed the critical last stability point.
3.4 Intermediate Summary
A novel settingless out-of-step protection algorithm, that makes use of discrete anglederivatives and therefore is decoupled from network parameters. The algorithm utiliseswide-area measurement information, as presented in this chapter. Blocking and restrain-ing criteria have been developed for the algorithm in order to avoid maloperation duringstable power swings and normal system operation. The presented algorithm has beenvalidated in a software as well as in a hardware implementation.The algorithm was subjected to a stable and unstable power swing and the behaviourof the algorithm has been investigated. For the stable power swing case the algorithmbehaves securely, providing no operation commands, and for the unstable power swingcase the algorithm successfully operates. The hardware implementation of the algorithmdisplays homogeneous behaviour to the software implementation, though, with a delayin the response. The delay is expected, however, due to the implemented wait time forreal-world wide-area information collection. Therefore the hardware implementation ofthe algorithm is considered successful.The algorithm has also been verified to be stable for faults outside of the observedtransmission line, as well as line disconnection, where the algorithm behaves securelyand does not operate.
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4 Case Studies
In the previous chapters of this thesis existing out-of-step protection algorithms have beendescribed, and the concerns regarding the protection operation in systems with renew-able energy penetration have been brought out. Two novel out-of-step protection algo-rithms using wide-area information have been developed to overcome the limitations re-garding protection settings and the source impedance changing. The concept of the twoprotection algorithms was verified by conducting stable and unstable power swings to-gether with different grid events in a simple test network.The aim of this chapter is to assess out-of-step protection behaviour in different net-work configurations with the inclusion of different levels of IBRs in the power network.For this purpose several case studies are performed. Initially, a case study is conductedto evaluate the performance of commercially available protection in different grid condi-tion and RES% scenarios. Thereafter, a second case study utilises a larger power networktogether with two commercially available devices and the two protection algorithms de-veloped in this dissertation. Finally, a case study is conducted using the Iceland powersystem, where the discrete angle derivative (DER) algorithm is tested and implemented inthe field.The beginning of this chapter outlines the power system models used for the casestudies, and the different scenarios considered for the case studies. Thereafter, the HiLtestingmethodology is explained and the protection settings needed for the commerciallyavailable devices are computed. Following the testing methodology the results of thetests and a comparison are presented. The results shown, the test models used and themethodology as well have been published in [I], [II] and [III].
4.1 Test Model Descriptions
This subsection contains the power system models’ descriptions, which have been usedfor the conducted case studies. The single-machine infinite-busmodel (SMIB) is describedfirst. This is followed by the modified IEEE 39 Bus power system model, and ,finally, theIceland power system model used for the protection algorithm field implementation ver-ification, is described.
SMIB Model

The test model for testing out-of-step protection devices is shown in Fig. 67. The modelhas been developed in an RTDS simulator. It consists of a variable network grid equivalent,which is represented by a constant voltage source behind an impedance, two transmissionlines that connect the grid equivalent to a generator bus, a generator, and a Type 4 windpower plant with grid following controls. The bus where the generator and wind powerplant are connected is noted as Area 1 and the bus where the constant voltage source isconnected is named Area 2.The power systemmodel is based on [72], however it has been modified and changedto a 50 Hz system with a nominal voltage level of 330 kV. The Type 4 wind power plantis modelled with structure and control algorithms taken from the RTDS standard library[78], and the output of the IBR is scaled according to the generation scenario being tested.Different generation scenarios are created by additionally scaling down the synchronousmachine apparent power while the IBR output scale is increased. This approach is chosento change both the apparent power at Area 1 as well as the inertia in that area. Differentgrid equivalent values in Area 2 as well as different transmission line lengths are combinedto test the out-of-step protection performance. This allows the possibility to test the pro-tection devices in situations with different electrical transmission line lengths according
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Figure 67 – Diagram of the developed two-area model for testing out-of-step protections. Area 1 is
represented by a synchronous generator and a Type 4 wind power plant and Area 2 is modelled as
a static source. IED 2 is marked with an asterisk, because the IED in that position was only used by
algorithm 3, since it needs two IEDs to function.

to source to impedance rating (SIR rating [60]). The simulation cases are defined by thetransmission line lengths used in the testing as follows:
• Case S - represents short transmission lines between the two areas with the valueof Zl = 0.0017+ j0.0288 pu
• Case M - represents medium transmission lines between the two areas with thevalue of Zl = 0.0165+ j0.2883 pu
• Case L - represents long transmission lines between the two areas with the value of

Zl = 0.0331+ j0.5767 pu
Table 7 depicts the different aspects of the SMIB test model. For different test scenar-ios all of the parameter combinations were considered. This results in a total number of180 different grid scenarios.The impedances of the transmission lines used are given in per unit on 1000 MVAbase. The nominal capacities of the generator, IBR and transformers are 1000MVA. Ad-ditionally, for each test case three different equivalent system strength levels are consid-ered - infinite, medium and weak. The used system impedance values in per unit are asfollows:
• Infinite system strength impedance Zsrc = 0.0001+ j0.0001 pu
• Medium system strength impedance Zsrc = 0.01+ j0.0955 pu
• Weak system strength impedance Zsrc = 0.1+ j0.955 pu
The unsaturated parameters for the used synchronous machine on 1000 MVA baseare as given in Table 8. The generator is connected to the network through a step-up trans-former with a reactance of 0.1 per unit on 1000 MVA base. Additionally, the generatorused is equipped with an IEEE ST1 type exciter and a IEEE G1 type turbine governor. Theparameters of the exciter and governor are shown in Table 9 and Table 10 respectively.The usedwind turbine uses a permanentmagnet synchronousmachine as a generatorwith a nominal power value of 2.0 MVA and nominal voltage of 4.0 kV. The machineparameters are given in Table 11.
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Table 7 – System aspects which are varied for protection testing in the SMIB test model.

Aspect Scenarios

Line length
Three different transmission linelengths are considered:
• Case S - short transmission line,
• Case M - medium transmissionline,
• Case L - long transmission line.

System strength
Three system strengths areconsidered:

• Strong system,
• Medium system,
• Weak system.

IBR production level The IBR output (RES%) is variedbetween 0% and 95% in 5% steps.
Table 8 – Used data for the synchronous generator for SMIB test cases in per unit on 1000 MVA
base.

Xd = 1.7134 Xq = 1.6424 X ′d = 0.4245 X ′q = 0.6168
X ′′d = 0.3253 X ′′q = 0.3253 Ra = 0.002 T ′d0 = 6.174 s
Tq0 = 0.388 s T ′′d0 = 0.032 s T ′′q0 = 0.047 s H = 4.7

Table 9 – Used data for the synchronous generator IEEE ST1 type exciter for SMIB test cases.

Tr = 0.00s Tc = 1.0 s Tb = 20.0 s Tf = 1.0 s
Ka = 200 Ta = 0.02 s EFmax = 5.7 EFmin = -4.9
Kc = 0.175

Table 10 – Used data for the synchronous generator IEEE G1 turbine governor for SMIB test cases in
per unit on 1000MVA base.

K = 20.0 T1 = 1.0 s T2 = 1.0 s T3 = 0.25 s
U0 = 0.1 Uc = -0.2 T4 = 0.2 s K1 = 0.3
K2 = 0.0 T5 = 5.0 s K3 = 0.7 K4 = 0.0

Table 11 – Used data for the PMSM generator for SMIB test cases in per unit on 2MVA base.

Xls = 0.1 Xmd = 0.65 XlD = 2.5 Xmq = 1.0
XlQ = 2.5 Rs = 0.01 RD = 2.0 RQ = 2.0
Ψm = 1.3

The grid-side converter of the wind power plant is current regulated and utilises PIcontrol. The structure of the grid-side controller is shown in Fig. 68, and the parametervalues are displayed in Table 12, respectively.
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Figure 68 – Schematic diagram of the control of the used Type 4 wind turbine.

Table 12 – Parameters of the Type 4 wind power plant grid-side converter.

Kp1 = 5.0 Ki1 = 0.05 Kp2 = 0.5 Ki2 = 0.03
Kp3 = 5.0 Ki3 = 0.05 Kp4 = 0.5 Ki4 = 0.03

To create a power swing in the network a 3-phase permanent fault is introduced on L2terminals at Area 1, after which L2 is disconnected from the network. This causes a powerswing to occur on L1. The fault created is prolonged, so that the resulting power swing willresult in an out-of-step condition.
IEEE 39 Bus System Model

In order to test the out-of-step protection algorithms in a larger network than the two-area scenario, the IEEE 39 bus network model is used. The model is modified from theoriginal by adding generic grid-following wind farms at some buses, whose control struc-ture and parameters are the same as the ones used for the two-area power system Type4 wind power plant. This allows us to create variable generation scenarios to test the OOSprotection devices in different grid conditions. The modified test network is shown in Fig.69.Additionally, two different test locations are chosen to test the protection devices’performance when considering different installation locations. The first test location iscircled in red and shown as Case A, and the other denoted in blue is Case B. The locationmarked in red is representative for the swings between two areas and the locationmarkedin blue represents a single machine connected to an infinite bus system.For both locations, two tie-lines are included in the testing, one of which representsa shorter tie-line and the other a longer transmission line. For Case A, the protection de-vices were tested on the transmission lines between buses 14-15 and 16-17. To create anOOS condition between the two areas of the network, a three-phase short circuit is in-troduced on bus 16. The fault is cleared by disconnecting one of the transmission linesemanating from bus 16, and thereafter oscillations take place on the remaining tie-linebetween the two parts of the network. For Case B, the transmission lines under obser-vation are between buses 26-29 and 28-29. Power swings are created by a three-phase
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Figure 69 – Modified IEEE 39 bus network with added type 4 wind farms. Red marks Case A testing
location and blue Case B testing location, wind farms are added to buses 21, 15, 25, 16 and 29 [79, 80].

short circuit applied on bus 29. The fault is cleared by disconnecting one of the two tie-lines connected to this bus. This contingency causes power swings along the remainingtransmission lines. The protection relays are situated on lines 16-17, 15-14, and at the lineremote ends near bus 29 for cases A and B respectively, while the PMU measurementsare provided to the external controller from both ends of the transmission lines.For testing protections for various grid conditions, the output power of the windfarmsis scaled up while simultaneously decreasing the synchronous generation capacity. Thismeans that, for Case A, to create a specific renewable penetration scenario (RES %), thefour windfarms denoted asW1 -W4 in Fig. 69 together with G4, G5, G6 and G7 are scaled.The scaling is realised by decreasing the apparent power of the synchronous machinesfrom the initial value of 1000 MVA by a percentage value corresponding to the specificRES%, while increasing thewindfarms output by the samemargin. This is done in order tonot just decrease the output of the generation, but also to decrease the total inertia of thegenerators. For Case B, thismeans changes to one generator (G9) and onewindfarm (W5).A total of 70 different scenarios are simulated in the IEEE39 Bus System. Besides this, eachtest case is repeated five times to verify that the algorithm detects OOS conditions.
Iceland Model

To display the developed algorithm’s robustness for the application in an arbitrary powersystem, the Iceland power systemhas been used for additional tests. To perform real-timesimulations to test the OOS protection, the Iceland power system was modelled in RTDSenvironment. Fig. 70 shows the power system, which has two centres of inertia, situated
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in the southwest and in the eastern part of the island. These two inertia centres are con-nected with links, known as the northern ring connection (north corridor), circled withred, and the southern ring connection (south corridor), circled with green. The southernring connection utilises a capacitor for series compensation, that can be switched on oroff. On these two ring connections power swings are expected, and the developed pro-tection algorithm is tested.

Figure 70 – Iceland power system, the corresponding corridors of lines connecting two parts of the
network are outlined in red and green for the northern and southern ring connections respectively
[81].

The Iceland grid uses a wide-area monitoring systemwith a number of PMUs installedin thenetwork. Thewide-areamonitoring systemhas recorded several system-level eventsincluding OOS conditions, which are used to compare the developed network model be-haviour to the actual system behaviour. The network model in RTDS environment wasdeveloped based on the PSS/E R© network model provided by Landsnet.Two recorded OOS events were used to validate the created model in RTDS. The firstOOS event was initiated by a busbar flashover in one of the substations located in thenorthern ring connection. This event led to the loss of the substation and disconnection ofthe northern transmission corridor, resulting in anOOS condition in the southern ring. Thesecond event was initiated by a sudden loss of load in the south-western inertia centre.This contingency caused system split, where some generators in the south west systemwere connected to the rest of eastern network only through the southern ring connection,and led to an OOS condition in the southern corridor of the network.A comparison of themeasured values and the simulated results for the first OOS eventis shown in Fig. 71. The frequencies of the south-western inertia centre and the northerninertia centre are shown in Fig. 71a and Fig. 71b, whereas the active power flow in thesouthern corridor during the event is shown in Fig. 71c. The specific events of interest aremarked throughout the figures, where 1©marks the start of the sequence of events with aflashover at the substation in the northern corridor, at 10.2 seconds. After 300ms (marked
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Figure 71 – OOS event 1 measured and simulation values. (a) the frequency in the south-west centre
of inertia, (b) the frequency of the east centre of inertia and (c) the active power flow in the southern
ring connection, where the OOS event takes place. 1© - the start of the event with the fault in the
north corridor substation, 2© - fault clearance, 3© - first pole slip in simulated values, 4© - first pole
slip in measured values.

as 2©), the fault is cleared by tripping the remote ends of the lines from the faulted busbar,leading to the disconnection of the northern transmission corridor. Thereafter, the activepower is transferred through the southern corridor, and the system goes through a stableswing, after which it fails to maintain stability. The northern and southern parts of thenetwork experience the first pole slip at 3© and 4© for themeasured and simulated resultsrespectively.
The simulated and measured values show a slight deviation, however, the general be-haviour of the simulated network and the measurement data is similar. For both cases,after the initial event occurs, the system goes through a stable swing. The simulated re-sults show greater swing frequency than the measured one. This is likely to be caused bya difference in generator dispatch during the event, as well as by the effects of the user-defined governor models, which have been replaced with standard generator models.
Fig. 72 shows a comparison of the measured values and simulated results for the sec-
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Figure 72 – OOS event 2 measured and simulation values. (a) the frequency in the south-west centre
of inertia, (b) the frequency of the east centre of inertia and (c) the active power flow in the southern
corridor, where the OOS event takes place. 1© - the start of the event with the loss of load, 2© -
inter trip on the 220 kV substation at the southern corridor, 3© - north corridor disconnection from
overload, 4© - first pole slip in measured values, 5© - first pole slip in simulation.

ond OOS event. The frequencies of the south-western inertia centre and the northerninertia centre are shown in Fig. 72a and Fig. 72b, respectively, whereas the active powerflow in the southern corridor during the event is shown in Fig. 72c. The specific events ofinterest are marked throughout the figures, where 1© denotes the start of the sequenceof events with a large loss of load in the network at 25.6 seconds. The loss of load is fol-lowed by an inter-trip from the overload protection of the southern corridor marked as2©. Due to disconnection in the 220 kV substation nearest to the southern link, only twogenerators remain connected to the network through the southern corridor. At 3©, thenorthern corridor link is disconnected by the overload protection, effectively separatingthe two inertia centres of the network. As a result, the two generators left on the south-ern corridor pass through three stable power swings, which are increasing in magnitude,and experience a pole slip at 4© and 5© for the measured values and simulation results,respectively.
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The results of the model simulation are well aligned with the actual measured valuesfor this event. The frequency in the south-western inertia centre closely follows the mea-sured values, and in the northern part there is a slight difference in the gradient of thefrequency increase, which may be caused by a difference in production units during theactual event and the simulation, together with the effect of non-standard governors usedin the Iceland power system. As for the power flow in the southern corridor, the simulatedvalues closely match the measured values. Based on these comparisons, it is concludedthat the model follows the real-life characteristics of the Iceland power system and canbe used to investigate OOS protection algorithm performance.
4.2 Hardware-in-the-Loop Testing Principles
The commercially available protection devices aswell as the developed solutions are testedusing Hardware-in-the-loop (HiL) testingmethodology. Fig. 73 depicts the diagram for theHiL testing. The commercially available relays are provided with current and voltage sig-

Figure 73 – Experimental setup for OOS protection testing using physical hardware.

nals from the real-time simulation via amplifiers, and they provide feedback to the sim-ulation using digital I/O. Both developed OOS protection algorithms are installed on theexternal controller and receive data using IEEE C37.118 synchrophasors. The data stream-ing rate for PMU data is 50 and 60 fps (frames per second) for the 50 Hz and 60 Hz testsystems respectively. The external controller provides feedback to the simulation usingIEC 61850 GOOSE messages.The real-time simulator and the external controller require time synchronisation, sothat the synchrophasor data used would have the correct timestamps. For this a GPSclock is used, that provides time synchronisation to the RTDS by 1PPS signal and timesynchronisation to the external controller using NTP.Synchrophasor data is related toWAMS, which means, usually, that information is col-lected from several geographical locations. Time delay, i.e. latency, is one of the moststringent requirements for WAMS systems. Time delays are caused by communicationdisturbances or data alignment. In general, the permissible time from PMUs to PDCs is 20
99



ms, if the PDC also needs to transfer data to a central location an extra 40ms is permittedfrom PMUs to the central location [82]. The WAMS requires a short time delay to sup-port the local and wide-area real-time response of control and protection [83]. However,the time delay requirements are subject to the actual application type. Some typical timedelay requirements for synchrophasor applications are listed in Table 13 [84].
Table 13 – Communication time delay requirement for synchrophasor applications [82, 85, 86].

Synchrophasor application Communication delay (ms)
Controlled islanding 50
Generator synchronization 50
Intelligent scheduling 50
Oscillation control 200
State estimation 100
System protection 50 - 200
The delay in communication directly affects any application that uses wide-area mea-surements. This is true for the case of the developed two out-of-step protection algo-rithms; therefore, different delays or "wait time" settings to align the measurement datafrom different parts of the power grid are observed. Three delays are considered: 50, 100and 200ms, as the system protection functions can be used between a delay of 50 - 200

ms. The comparison of the different delays for the OOS protection based on equivalentimpedances [79] is shown in Fig. 74 for a stable power swing in the network and Fig. 75for an unstable power swing. The network used for the power swings is the shown SMIBpower network described in Section 4.1 in fully synchronous generation scenario.The different time delays have a direct impact on the protection algorithm, wherethe computed angle value as well as the protection signals are shifted as the time delayincreases. This is true for both the stable and unstable case, due to the time delay affectingthe input signal processing by the protection algorithm, e.g. for the unstable case theprotection operation signal activation occurs at 1.56, 1.61 and 1.7 s in the simulation for 50,100 and 200ms delay respectively. This reflects, directly, that the protection operation isdelayed depending on the time delay value used.The response of the OOS protection based on discrete angle derivatives with differenttime delays in PMU measurements to a stable and unstable power swing in the powernetwork is shown in Fig. 76 and Fig. 77 respectively. Comparably to the OOS protectionusing equivalent impedances, the wait times in the PMU streams have a direct impact onthe protection algorithm’s behaviour, e.g. the protection operation signal for the unstablecase activates at 1.34, 1.37 and 1.48 s in the simulation for the delay of 50, 100 and 200
ms respectively.Both of the developed protection algorithms are intended to operate on a local PDClevel. Therefore, based on [82] the time delay setting of 50 ms should be sufficient toutilise the protection function. However, in order to account for more usage scenarios, amore relaxed time delay of 100 ms has been used in all of the testing performed in thecase studies in this thesis.
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Figure 74 –Measured generator angle in respect toEeq, computed angle value and algorithm signals
for different delay settings. (a) - generator measured angle value, (b) - computed angle value by
the algorithm and LSA value, (c) - algorithm operation and blocking signals in time. 1© - algorithm
blocking in the case of 50ms delay, 2© - algorithmblocking in the case of 100ms delay, 3© - algorithm
blocking in the case of 200ms delay.

Additionally, two of the other tested protection algorithms require specific settings inorder towork. For angle-controlled protection algorithm compensating impedance valuesthat are dependent on the grid, as explained in Section 1.1, are needed. Since the testing isperformed with variable grid conditions, a total of nine sets of compensating impedancesettings are calculated for the SMIB case study - three for each of the test cases accordingto the Area 1 grid strength. The settings are calculated as per manufacturer’s suggestionshown in the user manual of the device [87]. For calculation of settings the base case offully synchronous production in Area 1 was considered.
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Figure 75 –Measured generator angle in respect toEeq, computed angle value and algorithm signals
for different delay settings. (a) - generator measured angle value, (b) - computed angle value by the
algorithm and LSA value, (c) - algorithm operation and blocking signals in time. 1© - algorithm
operation in the case of 50 ms delay, 2© - algorithm operation in the case of 100 ms delay, 3© -
algorithm operation in the case of 200ms delay.

The impedance-based OOS protection settings are computed based on the user man-ufacturer manual of the device. For the SMIB case study three sets of settings are con-sidered - one set of settings for each of the considered transmission line lengths. Thecomputation of settings and the used setting values are shown in the following section.All of the commercially available devices that were used in the HiL testing included in thisthesis are shown in Table 14.
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Figure 76 – Measured voltage values, measured generator angle in respect to Eeq and algorithm
signals for different delay settings for stable power swing case. (a) - measured voltage values, (b) -
generator measured angle value, (c) - algorithm operation and blocking signals in time. 1© - algo-
rithm unblocking in the case of 50ms delay, 2© - algorithm unblocking in the case of 100ms delay,3© - algorithm unblocking in the case of 200 ms delay, 4© - algorithm reblocking in the case of 50
ms delay, 5© - algorithm reblocking in the case of 100ms delay, 6© - algorithm reblocking in the case
of 200ms delay.

Settings for Angle-Controlled Protection Algorithm

The tested angle-controlledOOS protection device requires compensating impedance set-tings. The settings should be computed based on the impedances of the network, how-ever, when thenetwork conditions are changing in termsof generationmix, some compro-mise should be made. Using this, the settings are computed for the base case scenario,meaning that fully synchronous generation is considered in Area 1 of the test network.
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Figure 77 – Measured voltage values, measured generator angle in respect to Eeq and algorithm
signals for different delay settings for unstable power swing case. (a) - measured voltage values,
(b) - generator measured angle value, (c) - algorithm operation and blocking signals in time. 1© -
algorithm unblocking in the case of 50 ms delay, 2© - algorithm unblocking in the case of 100 ms
delay, 3© - algorithm unblocking in the case of 200ms delay, 4© - algorithm operation in the case of
50 ms delay, 5© - algorithm operation in the case of 100 ms delay, 6© - algorithm operation in the
case of 200ms delay.

The protection is considered to be installed on the location marked as IED 1 (shown in Fig.67), therefore the Zk1 impedance is considered to be in the forward direction, and Zk2 isconsidered to be in the backward direction from the relay.
For all tests the compensating impedance setting of Zk2 = 0 + j46.3Ω that correspondsto the impedance of the base case of 1000MVA synchronousmachine. The setting comestogether from the impedance of 0.1 per unit of the step-up transformer and the machine
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Table 14 – Devices used for HiL testing.

Device Manufacturer OOS protection algorithm
Device 1 Manufacturer 1 Angle-controlled out-of-step protection [87]
Device 2 Manufacturer 2 Impedance-based out-of-step protection [88]
Device 3 Manufacturer 3 Direct voltage comparison out-of-step protection[36]Device 4 Manufacturer 4 Impedance-based out-of-step protection [89]

subtransient impedance of 0.3253 per unit.

Zk2 = Zt [p.u.]+Zm[p.u.] ·
U2

b
Sb

= ( j0.1+ j0.3253) · 3302

1000
≈ 0+ j46.315Ω (23)

The compensating impedance setting of Zk1 has been calculated for each line case aswell as each system strength. As an example, the computation of the impedance settingfor Case M and medium system strength the impedance results as follows:

Zk1 = Zl [p.u.]+Zsys[p.u.] ·
U2

b
Sb

= (0.01+ j0.0955+0.0165+ j0.2883) · 3302

1000
≈

≈ 2.886+ j41.796Ω (24)
The settings for all other cases are computed the same way and are shown in Table 15.

Table 15 – Settings for the angle-controller out-of-step protection algorithm.

Case Infinite bus Medium grid Weak grid
Case S 0.196 + j3.147 1.274 + j13.536 11.075 + j107.136
Case M 1.808 + j31.407 2.886 + j41.796 12.687 + j135.395
Case L 3.615 + j 62.814 4.694 + j73.203 14.495 + j166.802

Settings for Impedance-Based Protection Algorithm

The impedance-based OOS algorithm requires OOS detection characteristic settings todetect unstable power swings. The relay is set to operate on the way in (TOWI) and onthe way out (TOWO) of the configured impedance characteristic. The settings of the im-pedance protection device are computed according to the manufacturer’s guidelines asexplained in the user manuals of the relay and the settings are calculated using a basecase of fully synchronous generation in Area 1 of the test network [88][89].For the testing in SMIB network three sets of settings have been used - one for eachtransmission line case. The settings are computed based on the medium grid strengthcase in Area 2. In larger systems a system study needs to be conducted to determine the
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average system impedance to be used in the settings calculation, however, in this case,themedium impedance of the equivalent system is already predetermined, therefore thisvalue is directly used for setting calculation [21]. For the tests, a quadrilateral OOS protec-tion characteristic is used in the protection device. Thismeans that for the computation ofthe impedance polygon the example of CaseM, the following parameters are considered:
• Impedance of the network in Area 1 Zs = 0.4253 per unit (generator and step uptransformer impedance).
• Impedance of the network in Area 2 Zr =

√
0.012 +0.09552 ≈ 0.09502 per unit.

• Transmission line impedance Zl =
√

0.01652 +0.28832 ≈ 0.2888 per unit.
• Maximum load transfer Zload 1.0 per unit with an angle of 34°.
• Maximum stable power transfer angle δ = 120°.
Using these values the inner and outer polygon active and reactive boundaries arecalculated as follows:

ZT = Zs +Zr +Zl ≈ 0.81p.u. (25)
Rmin =

ZT
2

tan δ

2

=
0.81

2

tan 120
2

≈ 0.23p.u. (26)
Rmax = Zload · cos(34) = 1.0 · cos(34)≈ 0.83p.u. (27)

Xmin = ZT = 0.81p.u. (28)
Xmax = 1.1 ·Xmin ≈ 0.891p.u. (29)

The settings apply for both the negative and positive direction of the impedance char-acteristic. The OOS protection impedance characteristic is tilted by angle α , which corre-sponds to the transmission line angle. The resulting impedance characteristic is shown inFig. 78 and the three sets of impedances used for the three test cases for SMIB systemare shown in Table 16. The impedances shown in the table are real-ohm values, that havebeen obtained from base values of 330 kV and 1000MVADevice 1 [88] restricts user access to the timer setting for theOOSprotection, thereforethe timer setting for this device cannot be altered. For the second impedance-based OOSprotection (Device 4 [89]) the user is allowed to control the timer setting. For all theconducted simulations the minimum setting for the timer value of 30 ms has been usedfor the impedance trajectory monitoring in order to have maximum sensitivity for OOSevent detection.
4.3 Performance Comparison of Real-Time Testing of Out-of-Step Protec-

tion
This subsection discusses the results from real-time testing for the out-of-step protectiondevices. Generally, OOS protection speed and security can be evaluated with two criteria:a) the amount of time needed to declare OOS condition after a fault is cleared, b) thepercentage of correct OOS condition detection [90].To evaluate the developed protection algorithms’ performance, comparison of thesetwo metrics between the software and hardware application across all of the tests doneare shown in Fig. 79a and in Fig. 79b, respectively.
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Figure 78 – OOS protection characteristic with the setting values for the computed example case.

Table 16 – Settings for the impedance-based out-of-step protection.

Parameter Case S Case M Case L
Rmin,Ω 17.30 25.47 34.55
Rmax,Ω 90.28 90.28 90.28
Xmin,Ω 59.91 88.22 119.68
Xmax,Ω 65.91 97.04 131.65

When looking at the average operation time in Fig. 79a, it can be seen that the hard-ware implementation shows higher operation times than the RTDS implementation of theproposed algorithm. This is expected behaviour due to the delays implemented in the ex-ternal controller as well as the processing the logic of the developed algorithm. For thePMU determined impedances algorithm, marked as LSA, on average the hardware imple-mentation has an increase of 170 ms in operating time. For the discrete derivative OOSprotection algorithm the hardware implementation shows an increase of 110ms in oper-ating time. In Fig. 79b, the detection rates of all of the OOS conditions for the performedtests of the algorithm are shown. It can be seen that there is no significant differencein the detection rates of software and hardware implementation of the two developedalgorithms.
4.3.1 SMIB Model Results
This part includes the results of HiL testing of three out-of-step protection devices usingthe SMIB test network that has been described in Section 4.1. The results are presentedaccording to short (Case S), medium (Case M) and long line (Case L) test cases. The testcases have been described in Section 4.1. In order to evaluate and compare the perfor-mance of the tested protection devices the operation time and the count of operations
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Figure 79 – Comparisons of proposed algorithmperformances: (a) Comparison of percentage of OOS
conditions detected, (b) Comparison of average operation times. DER - algorithm based on discrete
angle derivatives, LSA - algorithm based on PMU-determined impedances.

of the tested devices were recorded. The operation times of the protection are measuredstarting from after the removal of the faulted line from the network. When the protectionoperates, then lower operation times are preferred in order to minimise the risk of dam-aging equipment and further splitting in the network after system separation. The overallresults of all the simulations for missed trips are shown in Fig. 80a and the average oper-ation times of the protection devices are shown in Fig. 80b.

47

56

81

18
10

83

26

15

42

Device 1 Device 2 Device 3
0

20

40

60

80

100

N
o

 p
ro

te
c

o
n

 o
p

e
ra

o
n

, 
%

Case S Case M Case L

(a)

0.71

2.75

2.08

0.98

2.9

3.81

3.04

2.39

2.99

Device 1 Device 2 Device 3
0

1

2

3

4

A
v
e

ra
g

e
 o

p
e

ra
o

n
 

m
e

, 
s

Case S Case M Case L

(b)

Figure 80 –Overall results fromall testing scenarios. (a) shows overallmissed operation percentages
and (b) shows average operating times of the test scenarios. Blue column represents simulation Case
S, red Case M and orange Case L. Device 1 - Angle-controlled OOS protection, Device 2 - Impedance-
based OOS protection and Device 3 - OOS algorithm based on direct voltage comparison.

The testing conducted with the SMIB test system indicates that the existing OOS pro-tection devices may experience issues in detecting instability when IBRs are introducedinto thepower network. Generally, basedon the three different test cases, the impedance-based protection is the least influenced, followed by the angle-controlled protection and
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the direct voltage comparison protection is the most affected by the changing grid condi-tions. The lowest operation time is displayed by the angle-controlled protection, followedby impedance-based protection and the direct angle comparison protection shows theslowest operation of the tested devices. As the impedance-based protection generallyshows the best results, it is used for further comparison with the two developed pro-tection algorithms, described in detail in Chapter 3 and Chapter 4, using a larger systemmodel to better represent a real-world power network.
Results for Case S

Total missed operation percentages of protection algorithms and the corresponding oper-ation times for simulation case S are shown in Fig. 81a and Fig. 81b, respectively. Regardingdetection rates of device 1 for simulation Case S the protection does not detect the out-of-step condition with infinitely strong grid equivalent. However, for the weaker Area 2grid equivalent device 1 shows best results in terms of detection and speed of detection.Overall for this simulation case, following the two evaluation criteria, device 1 is most suit-able for shorter transmission lines, because this algorithm shows the best detection ratesas well as fastest detection times.
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Figure 81 – Total missed operations in percent and average operating times for Case S. Blue, red
and yellow columns represent a grid equivalent with infinite, medium and weak network equivalent
respectively. (a) - missed operations, (b) - average operation time.

The protection device 2 displays difficulties detecting an out-of-step condition in allreceiving system short-circuit capacity levels as shown in Fig. 81a. Overall this algorithmdid not operate for 56% of the tests in simulation Case S (Fig. 80a). The best performancefor this device is in the case of medium short circuit power in the receiving system, wherethe protection did not operate during 43% of the simulations. Regarding operation timeof this device it poses the slowest operation time values for simulation Case S as is shownin Fig. 81b.Protection device 3 shows significant shortcomings in detecting an out-of-step condi-tion with simulation Case S. For the infinite and medium grid equivalent the protectiondid not detect out-of-step conditions in any of the conducted simulations. In the case ofweak system equivalent the third device fails to operate in 81% of the simulation cases(Fig. 81a).
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Results for Case M

Simulation results for CaseM, shown in Fig. 82a and in Fig. 82b, indicate that first device’sdetection performance is improved compared to Case S, however the operation timeshave increased. The no operation rate is lower compared to Case S (47% for Case S and to18% for Case M, shown in Fig. 80a).The second device is displaying the best detection performance for simulation CaseM, providing no operation command in only 10% of the simulations. At the same timethis algorithm shows the significantly slower operation times compared to device 1.
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Figure 82 – Total missed operations in percent and average operating times for Case M. Blue, red
and yellow columns represent a grid equivalent with infinite, medium and weak network equivalent
respectively. (a) - missed operations, (b) - average operation time.

The third device in simulation Case M shows an inferior detection rate compared tothe other two algorithms. As with simulation Case S, this device fails to determine out-of-step conditions for instances with infinite and medium strength system equivalents. Forthe weakest system equivalent used the protection device does not detect an out-of-stepcondition in 49%of the test cases. In addition, for this simulation case the third protectiondevice displays the slowest operating times from all the test cases conducted, when thedevice operates with the weak system equivalent (as shown in Fig. 82b orange column).
Results for Case L

The results for simulation Case L are shown in Fig. 83a and in Fig. 83b. In this case none ofthe tested devices had a 100% failure rate to detect and out-of-step condition. Regardingoperation speed all tested devices show similar results for this simulation case. The firsttested device displays inferior performance compared to Case M in both detection ratesand operation speed.The performance of the second device is increased, both regarding detection rate andoperation time, when comparing against simulation CaseM. For Case L the second devicehas best overall detection rates with a total missed operation rate of 15% (Shown in Fig.80a).For simulation case L, the third tested device presents the best performance metricswhen compared to the algorithm’s performance with other cases. This indicates that de-vice 3 is more suitable for detecting out-of-step conditions in weaker systems with longer
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Figure 83 – Total missed operations in percent and average operating times for Case L. Blue, red
and yellow columns represent a grid equivalent with infinite, medium and weak network equivalent
respectively. (a) - missed operations, (b) - average operation time.

transmission lines. This is confirmed by this device displaying the highest operation ratesfor the weakest system equivalent used in this simulation case. However, regarding oper-ation time for this scenario, the device falls behind the time shown by impedance-basedprotection device.
4.3.2 IEEE39 Bus System Results
In this segment the testing results from using themodified IEEE 39 Bus System are shown.For the comparison in these simulation scenarios the two developed algorithms are run-ning in the external controller. Additionally, two impedance-based protection devicesare used - device 2 from the tests in SMIB model and device 4, which is an impedance-based protection device from a different manufacturer than device 2. The settings forthe impedance-based protection devices are computed using the same principles as de-scribed in Section 4.2 for each line case and are shown in Table 17. At any given RES %scenario (defined in Section 4.1) the simulation has been repeated five times and the be-haviour of the tested protections recorded.
Table 17 – Settings for the impedance-based out-of-step protection for test cases in IEEE39 Bus Sys-
tem.

Parameter Line 14-15 Line 16-17 Line 26-29 Line 28-29
Rmin,Ω 25.37 20.78 50.86 50.86
Rmax,Ω 49.34 49.34 59.51 59.51
Xmin,Ω 87.9 72.0 176.2 175.97
Xmax,Ω 96.69 79.2 193.8 193.57
The overall OOS detection rates for the two impedance-based protection devices andthe two developed protection algorithms are shown in Fig. 84. It can be concluded that
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both of the developed algorithms in this thesis provide significantly higher detection ratesthan the tested impedance-based protection algorithms. For Case A, depicted in red, thediscrete derivative algorithm provides the highest detection rate (99.3 %), followed bythe algorithm based on equivalent impedances (96.4 %). The two impedance-based algo-rithms are close to the developed algorithms in terms of detection rates for Case A.In Case B, shown in blue, the detection rates are lower compared to Case A for the de-veloped algorithms as well as the impedance-based protection. However, the developedalgorithms provide more than 20 % higher detection rates compared to the impedance-based protection. The comparison of operating times of the two developed solutions andthe two impedance-based protection devices for the two test cases is shown in the fol-lowing segments.
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Figure 84 – OOS detection rates for tested cases in the IEEE 39 Bus System. Red displays the detec-
tion rate for Case A and blue for Case B. DER - algorithm based on discrete angle derivatives, LSA -
algorithm based on PMU-determined impedances, Device 2 and Device 4 - impedance-based OOS
protections.

Results for Case A

The test results of protection operation times for Case A (indicated in Fig. 69) are shownin Fig. 85a and in Fig. 85b. The operation times shown in these figures are the times theprotection needs to provide a trip command starting from the removal of the fault. Theoperation time of "0" means that the protection did not provide an OOS tripping com-mand for the duration of five seconds after fault initiation; hence, the simulation wasterminated without protection trip for all of the five conducted tests at that RES % sce-nario.Fig. 85a shows the operation times for the case of the transmission line between buses14 and 15. This transmission line represents a longer tie-line between the two parts of thenetwork. The results indicate that when the RES penetration is increased in one of theareas, the difference between the protection operations is narrowing. However, for allsituations the OOS protection based on discrete angle derivatives, marked as DER, of-fers the fastest operation times, followed by the protection based on PMU determinedimpedances (marked by LSA). Across all the testing scenarios the DER algorithm providesan operation command 340ms faster than the LSA algorithm. The impedance-based OOSprotection relays offer similar operation times when comparing to each other in this case(the difference in operating time being 115ms). Comparing the two developed algorithms
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Figure 85 – OOS tripping times of protection devices for Case A. (a) represents the case study with a
longer line between two systems and (b) represents a short line between two systems. DER - algo-
rithm based on discrete angle derivatives, LSA - algorithm based on PMU-determined impedances,
Device 2 and Device 4 - impedance-based OOS protections.

to the impedance-based OOS protection relays, the DER algorithm is, on average, 470 and585 ms faster than Device 2 and Device 4, respectively. Meanwhile, the LSA algorithmoffers on average 125 and 240ms faster operation than Device 2 and Device 4.
The shorter line testing results for Case A (Fig. 85b) indicate that the DER algorithmprovides the fastest OOS detection times in this scenario. The DER algorithm operatingtimes are followed by the LSA algorithm, which is, on average, 520 ms slower than DERalgorithm. The two impedance-based protection relays show very similar behaviour, ex-cept the 25 % RES scenario, where Device 2 fails to operate, while Device 4 operating timeis delayed and the relay operates during second pole slip. Both of the impedance-basedprotection relays fail to operate at 15 and 50 % RES scenarios, while the developed DERand LSA algorithms successfully operate. Compared to the impedance-based relays theDER algorithm provides operation command 755 and 795 ms quicker than Device 2 andDevice 4 respectively, while the LSA algorithm is faster by 230 and 270ms, respectively.
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Results for Case B

The combined protection operations for both tested lines for Case B (Fig. 69), that is repre-sentative of a single machine - infinite bus type scenario, are shown in Fig. 86a and in Fig.86b. Fig. 86a shows the results of the protection operating times versus the renewableenergy penetration level when an OOS condition was created on the longer tie-line.
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Figure 86 –OOS tripping times of protection devices for Case B. (a) represents a long line between the
machine and the system, (b) represents a short line between themachine and the system. DER - algo-
rithm based on discrete angle derivatives, LSA - algorithm based on PMU-determined impedances,
Device 2 and Device 4 - impedance-based OOS protections.

In this scenario, the DER protection algorithm provides the fastest operating times upto the 40%RES scenario, afterwhich Device 4 offers the best operating time until 55%RESpenetration. Thereafter, Device 2 offers the fastest operation times, however, it has to benoted that, starting from the 60 % RES scenario, Device 2 issues a tripping command notfromOOS protection, but from the distance protection element, which results in the shortoperation time. This is an obvious case ofmaloperation of the distance protection elementdue to no fault being present in the power system. This is caused by the Power SwingBlocking element not recognising the power swing correctly and blocking the distanceprotection element. Device 4 fails to operate for the scenarios between 60 % and 70 %
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RES penetration, after which it operates correctly.On average, the DER algorithm in this scenario issues an operation command 65 msfaster than the LSA algorithm and compared to the relays the DER algorithm is 120 and 35
ms faster thanDevice 2 andDevice 4, respectively. The LSA algorithmdelivers an operationcommand 55 ms slower than Device 4 and 25 ms quicker than Device 2, hence, Device 4is on average 80ms faster than Device 2 in this simulation scenario.Fig. 86b shows the protection operation times versus RES % penetration for the caseof OOS condition on the shorter tie-line. The DER algorithm provides the fastest operationtimes until the 55 % RES penetration scenario in this case. Thereafter, for RES penetrationscenarios of 60, 65 and 75 % Device 4 provides the quickest operation times, followedby the developed DER algorithm. On average, comparing the two developed algorithms,the DER algorithm operates 120 ms quicker than the LSA algorithm. Comparing the DERalgorithm to the two impedance-based protection relays, the DER algorithm issues an op-eration command 1015 and 55ms faster than Device 2 and Device 4, respectively. The LSAalgorithm shows 65ms higher operation time than Device 4 and 895ms quicker operationtime than Device 2.The two impedance-based relays behave very different in this simulation scenario.Device 2 (shown in orange) scores the worst detection rate of the OOS condition, as thedevice only operated consistently between 20 - 65 % RES penetration, whereas Device 4did not experience similar difficulties in detecting an OOS condition. It should be notedthat Device 2 also does not provide any operation during the first pole slip in this case andthat results in a delayed operation, as indicated by the longer operating times. Comparingthe two impedance-based protection relays, Device 4 operates on average 960ms fasterthan Device 2 in this simulation scenario.Based on the IEEE 39 Bus System case studies it can be seen that the DER algorithmprovides, on average, the fastest operation times, as well as offers the highest out-of-stepcondition detection rates from all the solutions tested. Therefore, the DER algorithm hasbeen chosen to be implemented in the Iceland power system, and is tested using scenariosin that particular power network in the following subsection of this thesis.
4.3.3 Iceland Power System Case Studies
Using the previously verified Iceland power systemmodel for real-time simulation, whichwas developed in Section 4.1, multiple scenarios have been conducted. The simulationswere performed using Event 1 and Event 4 pre-fault conditions as the base case. Differ-ent grid conditions were used to test the developed protection algorithm. This was doneby switching the series capacitor on the southern link in and out of operation, as well asdisconnecting lines in the system. The simulations consisted of symmetrical and asymmet-rical faults performed on different transmission lines in the network including single-polereclose. The grid situations, events and resulting behaviour is shown in Table 18.Based on the simulation results, it can be concluded that:

• The algorithm is stable when the power system experiences damped oscillations.
• The algorithm does not operate during the single pole tripping and reclosing pro-cess.
• The algorithm provides operation for cases when an OOS event occurs for both thesouthern ring connection and the northern ring connection.
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Table 18 – Conducted real-time simulations using Iceland’s power system model and the simulation
results.

Grid situation Event Results

Series capacitor in thesouthern link switchedON.

Line fault in the northerncorridor with successfulauto-reclose.
Stable power swing inthe network, thedeveloped OOSprotection does notoperate.

Line fault in the northerncorridor withunsuccessfulauto-reclose.

OOS condition in thesouthern corridor,developed protectionoperates.
Line fault in thesouthern corridor withsuccessful auto-reclose.

Stable power swing inthe network, thedeveloped OOSprotection does notoperate.
Line fault in thesouthern corridor withunsuccessfulauto-reclose.

OOS condition in thenorthern corridor,developed protectionoperates.

Series capacitor in thesouthern link switchedOFF.

Line fault in the northerncorridor with successfulauto-reclose.
Stable power swing inthe network, thedeveloped OOSprotection does notoperate.

Line fault in the northerncorridor withunsuccessfulauto-reclose.

OOS condition in thesouthern corridor,developed protectionoperates.
Line fault in thesouthern corridor withsuccessful auto-reclose.

Overload protectionoperation in thenorthern corridor,developed protectiondoes not operate.
Line fault in thesouthern corridor withunsuccessfulauto-reclose.

Overload protectionoperation in thenorthern corridor,developed protectiondoes not operate.
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Developed Algorithm Response to Event Recordings

TheOOS protection algorithmusing discrete angle derivatives has been tested using eventrecordings from the Iceland power system (Fig. 70). To test the algorithm, the recordedhistorical PMU data have been streamed from a personal computer (PC) using a C37.118emulator. The data were streamed to the external controller, where the developed algo-rithm is installed. The experimental setup for this case is shown in Fig. 87.

Figure 87 – Developed protection algorithm testing setup with measured data streaming.

The response of the algorithm has been recorded for a total of four OOS events thathave been studied. The developed solution showed good results, providing successfuloperation for all of the recorded OOS events. The OOS event recordings used for thealgorithm testing are described as follows:
• Event 1 and event 2 are nearly identical; both events were initiated by a flashover ata substation in the northern corridor of the power system, followed by its discon-nection; the increased power flow through the southern corridor triggered an OOSevent in the power system.
• Event 3 was initiated by an energisation of a transmission line in the eastern partof the system, which caused undamped oscillations between the two centres ofinertia, however, the OOS condition did not occur on the protected line.
• Event 4 was initiated by a large loss of load in the south-western part of the net-work. After this contingency, overload protection operated on the northern part ofthe ring connection, and an inter-trip separated the two generators in the south-ern corridor, which, after a few oscillations, resulted in an OOS condition on thesouthern ring connection.
Fig. 88 and Fig. 89 show the voltage variation at the two measurement locationsin the southern corridor, measured power and the developed OOS protection algorithmresponse for Event 1 and Event 2, respectively. For both events the power system first goesthrough a stable swing and afterwards becomes unstable, resulting in an OOS situation.The dashed line denoted by 1© shows the start of the event. The protection signals,shown in Fig. 88c and Fig. 89c for Event 1 and Event 2 respectively, indicate that, duringthe first stable swing the protection algorithm performs correctly. During this process thealgorithm gets deblocked at 2©, due to the voltage level lowering in the system, and sub-sequently the restraint criteria are also lifted. The protection, however, does not give atrip signal, because the swing is stable. The second power swing becomes unstable for
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Figure 88 – Protection algorithm response to Event 1 data. The dashed line marked as 1© shows
the start of the OOS event at 1.3 seconds. (a) the voltage at the two measurement locations in
the southern corridor and (b) the measured power in the southern corridor during the event, (c) the
protection algorithm signals from the controller. BLK - algorithm blocked, RES - algorithm restrained,
ALW - algorithm allowed to operate, OP - algorithm operation signal.

both events, which is seen as large oscillations in the measured voltages and power. Forthe unstable swings, the protection algorithm operates correctly, which is clearly shownby the activation of the operation signal at 3©. Since there is no specific OOS protectioncurrently active in the Iceland system, the recorded event continues to evolve into OOSoscillations with increasing frequency, until a distance protection operates somewhere inthe network. As shown in Figs. 88 and Fig. 89, these large oscillations in the power net-work could have been resolvedmore rapidly using the developedOOSprotection solution,because the developed solution operates at 3©.
Fig. 90 shows the measured voltages at the two ends of the southern corridor, thecorridor power and the protection algorithm signals corresponding to Event 3. During thisevent a line energising at 0.5 seconds and marked by 1© triggers oscillations in the powersystem. The oscillations are undamped and increasing in magnitude for both voltagesand measured power, as shown in Figs. 90a and Fig. 90b. The protection signal response,depicted in Fig. 90c, indicates that the protection algorithm is deblocked during the powerswings, the first of which is denoted by 2©. As the OOS condition does not appear on theprotected line, the protection is stable and does not provide any operation command. Theoscillations are cleared by a distance protection operation elsewhere in the network at 34seconds ( 3©). Therefore, the developed protection algorithm displays stable behaviour
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Figure 89 – Protection algorithm response to Event 2 data. The dashed line marked as 1© shows
the start of the OOS event at 2.1 seconds. (a) the voltage at the two measurement locations in
the southern corridor and (b) the measured power in the southern corridor during the event, (c) the
protection algorithm signals from the controller. BLK - algorithm blocked, RES - algorithm restrained,
ALW - algorithm allowed to operate, OP - algorithm operation signal.

when the OOS condition is not localised to the observed transmission line.Fig. 91 shows the measured voltages at the two locations in the southern link, thepower flow in the southern corridor and the protection algorithm signals for Event 4. Thedashed line marked in the figure shows the start of the event with the loss of load at 1.3seconds, indicated by 1©. Following the initial loss of load the power transfer through thecorridor, shown in Fig. 91b, starts increasing. At the same time, the voltages, shown inFig. 91a, decrease. At the time of 1.8 seconds a jump in power transfer occurs, markedby 2©. This signifies the northern corridor disconnection due to overload. Thereafter, thesouthern ring connection experiences four stable swings, with progressively increasingmagnitude, during which the protection does not operate. During the third power swingthe protection becomes deblocked, as is shown in Fig. 91c. After the fourth swing, thesystem runs into instability, and the protection operates (marked as 3©) due to the OOSconditions being fulfilled.
Real-Time Simulation Case with Protection Operation

The comparison with the developed protection algorithm operation and no operation forEvent 1 using the Iceland power systemmodel is shown in Fig. 92. The red line on the plotsshows the value when no protection is utilised in the grid, whereas the blue line signifies
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Figure 90 – Protection algorithm response to Event 3 data. The dashed line marked as 1© shows
the start of the OOS event at 0.5 seconds. (a) the voltage at the two measurement locations in
the southern corridor and (b) the measured power in the southern corridor during the event, (c) the
protection algorithm signals from the controller. BLK - algorithm blocked, RES - algorithm restrained,
ALW - algorithm allowed to operate, OP - algorithm operation signal.

values when the developed DER protection algorithm is put to use in the simulation. Fig.92a shows the frequency values of the east and west parts of the network for this simu-lation. After the event takes place, the frequency of the east part of network increases,while the western part of the network sees a decrease in frequency value. Due to the lackof synchronising torque between the two parts of the network an out-of-step conditionoccurs, which is signified by the continued oscillations in the frequencies shown in red.The developed protection reacts to the unstable condition and operates, which is shownby the dashed line on the plots. For this case, the frequencies are shown in blue, andcompared to the situation with no protection, there are no oscillations in the frequencyvalues. Additionally, the frequency in the western part of the system has a lower nadirvalue compared to no protection case.The voltages measured from either end of the southern transmission corridor areshown in Fig. 92b. Correspondingly to the frequency plots, the red line signifies the casewith no protection in the network, while the blue signifies the network response with thedeveloped protection algorithm installed in the network. With no protection operationlarge oscillations in the measured voltages are seen, which is indicative of an unstablesituation in the network. For the case with the developed protection installed in the net-work, no oscillations are seen in the voltage values. This means that, with the inclusion
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Figure 91 – Protection algorithm response to Event 4 data. The dashed line marked as 1© shows
the start of the OOS event at 1.3 seconds. (a) the voltage at the two measurement locations in
the southern corridor and (b) the measured power in the southern corridor during the event, (c) the
protection algorithm signals from the controller. BLK - algorithm blocked, RES - algorithm restrained,
ALW - algorithm allowed to operate, OP - algorithm operation signal.

of the developed algorithm in the network the two parts of the system would continue tooperate in a stable manner, whereas without the protection, large oscillations in voltagesare seen, that are not desirable in the network.
4.4 Intermediate Summary
Case studies and the results to assess the performance of different OOS protections wereshown in this chapter. Initially for analysing the existing OOS protection performance, aSMIB system was used, in which the share of PE-based generation, system strength andline lengths was varied. Using the model, the performance of three commercially avail-able out-of-step protection devices was assessed in different grid conditions. The testingresults show that:

• All of the tested protection devices experience difficulties detecting out-of-step con-ditions.
• The tested angle-controlled out-of-step device has better performance comparedto others for shorter transmission lines.
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Figure 92 – Frequencies and voltages in the east and west parts of the Iceland power system in the
case of developed protection and no protection. The dashed line represents the time of developed
protection operation. (a) - frequencies of east and west parts of the network, (b) - voltages of PMU1
and PMU2.

• The impedance-based out-of-step protection device shows better performance formedium and longer transmission lines.
• Direct voltage phasor comparison algorithm ismore suitable for longer transmissionlines with weaker system configurations.
• The overall best performance is shown by the impedance-based out-of-step protec-tion.
Based on the conducted case studies, it is concluded that some algorithms are moreaffected by changes in the grid conditions than others. All of the protection devices are in-fluenced themost by the transmission line length. Besides the transmission line length theangle-controlled and impedance-based protectionsweremore affected by the share of re-newable penetration in the grid and the receiving end system strength had least influenceon the performance of the relays’. For the device utilising the direct voltage comparison
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the receiving system strength had amore significant influence on protection performancethan the PE penetration levels.As the impedance-based protection displayed the best performance from the protec-tion devices tested, it was also included in case studies utilising a larger power networktogether with the two developed protection algorithms. In the case studies performed us-ing the IEEE 39 Bus System the OOS algorithm based on discrete angle derivatives showedthe highest detection rates of OOS conditions as well as in general lowest operation times.The algorithm based on PMU-determined impedances displayed superior performancecompared to the two impedance-based relays tested.The developed protection algorithm using discrete angle derivatives has also beentested using recordings from the Iceland power system as well as the developed powersystem model for that system. Case studies using the recording playback indicate that,by using the developed protection solution the OOS conditions in the power networkwould have been resolved significantly earlier compared to the real situation. In somecases, a partial blackout of the network could have been avoided. This is confirmed byHiL real-time simulations with the network model, where the developed OOS protectionis included. The simulation results show, that the developed protection operates, and asa result, the power system stabilises and continues operation.
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Conclusions and Further Work
The thesis presents two different complete methods for out-of-step protection in thepower system by using wide-area measurement information. All the hypotheses of thisthesis have been confirmed and proved to be possible. The proposed methods providesubstantially better performance in regard to out-of-step condition identification as wellas operating time compared to impedance-based, angle-controlled and direct voltagecomparison protection algorithms. The proposed methodologies overcome the main is-sues related to the currently used protections, mainly the need for setting values for thealgorithm to operate correctly. The main drawbacks related to the present-day protec-tion solutions are eliminated by making the newmethodologies setting-less and adaptiveto changing conditions in the power system. For this the methods rely on continuouslycomputing the impedance of the network seen at each terminal of the observed transmis-sion line, and the methods rely on the changes in the electrical quantities during unstablepower swings.

Scalable models for real-time testing of out-of-step protection devices were devel-oped, which were used to prove, that the currently used protection devices experienceproblems in detecting unstable power swings with the inclusion of IBRs in the power net-work. It has been shown, that the type of the protection algorithm used matters, andthe performance of the algorithm is dependent on the topology of the power networkas well as the particular IBR level in the network. It is also confirmed that the same typeof algorithm in different manufacturer’s implementation has a different type of reactionto changing grid conditions. Therefore, it becomes necessary to examine the workings ofthe protection behaviour by conducting real-time hardware-in-the-loop simulations.
The two adaptive protection algorithms developed in this thesis have been imple-mented on a hardware platform that shows almost an identical detection rate to the soft-ware application. The detection speed difference between the hardware and softwareimplementations originate from the delays associated with the delays in the data collec-tion using wide-area information as well as the processing of the protection logic in theexternal device. The difference in detection speed compared to the two implementationsis within the expected values. The developed protection algorithms provide a superiordetection rate for unstable power swings, which is up to 20 % higher than the existingprotection solutions. Both developed methods’ hardware applications allow for quickeroperation than the currently existing solutions, where the LSA algorithm is on average 16%and the DER algorithm 38 % faster compared to the existing impedance-based protectionalgorithm.

Practical Implementations

For the practical implementation it is essential that the power grid uses an existing wide-area monitoring system, from which the developed methods can receive data. The de-veloped protection algorithms have already been implemented on a hardware platformand tested in a laboratory environment using hardware-in-the-loop tests, thus they canbe taken as a plug-and-play type of system.
The developed protection algorithms, described in Chapter 3 and Chapter 4, do notrequire large amounts of computational power, therefore they are easily adaptable to al-ready existing hardware devices that have been set up in the power network. Additionally,the developed DER out-of-step protection algorithm has been implemented and put intocommission in the Iceland power system.
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Further Work

The effects of different types of control strategies for IBRs to the existing as well as the de-veloped out-of-step protection should be investigated. The tests conducted in this thesishave involved one type of grid following control, whereas in reality different manufactur-ers can utilise many different types of control strategies. Providing grid support may alsohave an influence on the existing protection performance.Themost critical part of the developedmethodologies in a field implementation is theobtaining of measurement values and transmission of the protection response signal toactual circuit breakers. In this, the communication network plays a key role. Therefore,the effects of different types of communication-related effects can be an object of studyand investigation in further works.The proposed methodologies for out-of-step protection in this thesis rely on only twomeasurement points in the network. This makes them adaptable to systems where thedata acquisition is highly limited. However, with the rapid developments in adoptionof wide-area monitoring system the number of measurement points can be greatly ex-tended. From this a new layer can be built for the proposed protection methodology toinclude measurements from more locations across the power system and allow for morecriteria to be taken into account when there is unstable power swings detected in thenetwork.
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Abstract
Future Power System Out-of-Step Protection Concept Utilizing
Synchronized Phasor Measurements
Electrical power systems all around the world are in a state of change, with the objec-tive of decarbonisation and a more sustainable future. This means a significant amountof renewable-based inverter-connected generation integration to existing networks and aconsequent decrease of generation using synchronous machines. This transition causes ashift in historical consumption and generation patterns from the traditional centralisedpower production to a more decentralized form. Consequent change in fundamentalstructure of the power system raises questions of how the currentwell-known systempro-tection systems will behave in this new, more decentralised disposition of the network.Advances in power system monitoring with wide-area solutions enable the developmentof more advanced application and protection algorithms that consider various generationpatterns, data availability and adequate measurement availability.

Based on the literature it was not possible to understand in a sufficient manner if theexisting protection systems, which are currently installed in networks, will be able to dis-tinguish between stable and unstable power swings with the inclusion of inverter-basedrenewable generation in the system. This thesis elaborates on this topic in amore detailedmanner and provides assessment on the effect of changing grid source impedance, whichcomes from the change in the mix of generation, to the existing out-of-step (OOS) pro-tection devices. The performance of three commercially available devices using differentOOS detection algorithms has been evaluated using real-time simulation and a hardware-in-the-loop (HiL) simulation approach. The results obtained indicate that there are directshortcomings in the existing protection algorithms, and it is possible that the current algo-rithms could fail to detect OOS conditions with the inclusion of inverter-based renewablegeneration in the network, or the instability detection becomes delayed.
To overcome the limitations in the performance of the existingOOSprotection devices,two novel algorithms based on synchronised phasor measurements were developed inthis research work. The first developed algorithm relies on the real-time source impe-dance computation using step changes in measured values, and constructing the well-known power-angle characteristic to determine the Last Stable Angle (LSA) value. Thesecond developed algorithm presented in this thesis is based on discrete angle derivatives(DER). This algorithm complements the first by not requiring step changes in the load tooccur in the network. Based on the changes of the electrical quantities, i.e., the voltagesand currents, the developed algorithm detects unstable system conditions when the crit-ical point of stability has been exceeded. Both developed algorithms are setting-less andcan be easily applied on transmission lines where an out-of-step condition is expected.
Extensive HiL testing was conducted to verify the performance of the developed OOSprotection algorithms. The algorithms have been subjected to various grid events, e.g.,different fault types and damped power swings in the network. It can be concluded thatthe developed algorithms exhibit secure behaviour in the case of faults and stable swingsin the network, and provide up to 20 % higher detection rate of unstable power swingscompared to the best commercially available methods today. The LSA algorithm provides,on average, a 16 % increase in operation speed over existing solutions, whereas DER op-erates 38 % faster. Both developed protection algorithms are easily adaptable to existingwide-area monitoring and protection systems requiring low processing power and a min-imum of two measurement locations. The DER protection algorithm has been commis-sioned and is in operation in the Iceland power system.
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Kokkuvõte
Tuleviku elektrisüsteemi faasimõõtmistel põhinev sünkronis-
mikaotuskaitse kontseptsioon
Tänapäeva elektrisüsteemid on pidevas muutumises tulenevalt valdkonna dekarbonisee-rimise ja jätkusuutliku tulevikuga seotud eesmärkidest. See tähendab märkimisväärselhulgal taastuvatel energiaallikatel põhinevate elektrijaamade ühendamist elektrivõrgu-ga. Nende elektrijaamade ühendamisel kasutatakse jõuelektroonikal põhinevaid lähene-misviise, millest tulenevalt väheneb sünkroonmasinatel põhinevate tootmisüksuste hulk.Suures plaanis toimub tsentraliseeritud tootmismudelist üleminek hajutatud energiatoot-misele. Põhimõtteline muutus elektrisüsteemi ülesehituses seab kahtluse alla, kuidas toi-mivad olemasolevad võrgu kaitsesüsteemid. Samal ajal toimuvad ka suured muutusedelektrisüsteemi jälgimiseks ja juhtimiseks kasutatavate laiseiresüsteemide raamistikus javõimalik on luua järjest enam kaasaegsemaid rakendusi ja kaitsealgoritme, mis võtavadarvesse lisaks mõõteandmete piisavusele ka erinevaid tootmisstsenaariume.

Kirjanduse analüüsi põhjal puudub piisav teadmine, kas olemasolevad elektrisüstee-mi kaitsed on võimelised tuvastama ning eristama stabiilseid ja mittestabiilseid võimsustevõnkumisi kui elektrivõrku lisandub suurel määral läbi inverterite ühendatud tootmisük-susi. Käesolev doktoritöö käsitleb seda temaatikat põhjalikumalt ja teostatud on laiapõh-jaline analüüs olemasolevate sünkronismikaotuskaitsete talitlemisest muutuva toitealli-ka impedantsi tingimustes, mis tuleneb tootmisüksuste koosseisu muutusest. Kasutadesreaalajasimulatsioone testiti kolme kommertskasutuses olevat kaitsereleed, mis kasuta-vad erinevaid algoritme mittestabiilsete võnkumiste tuvastamiseks. Teostatud katsetus-test järeldub, et olemasolevad kaitselahendused võivad läbi inverterite ühendatud toot-misüksuste lisandumisel mitte toimida või nende toimes võib tekkida liigseid viiteid.
Käesoleva uurimistöö raames arendati välja kaks laiseire faasimõõtmistele põhine-vat uuenduslikku algoritmi, mis võimaldavad vältida olemasolevate kaitseseadmete toi-mimise kitsaskohti. Esimene uudsetest lahendustest põhineb elektrisüsteemi impedant-si arvutamisel reaalajas lähtudes astmelistest muutustest mõõtesignaalis ja mille aluselkonstrueeritud dünaamilist stabiilsust iseloomustaval nurk-karakteristikul määratletaksestabiilne talitlusvahemik (LSA algoritm). Teine välja töötatud algoritm põhineb elektrilisenurga väärtuse tuletistel (DER algoritm), täiendades seega esimest algoritmi, sest puudubvajadus hüppeliste muutuste toimumiseks võrgus. Mõlemad loodud algoritmid ei vaja ot-sest asukohapõhist sätestamist ja neid on võimalik koheselt rakendada ülekandeliinidel,kus võib eeldada sünkronismi kaotust.
Arendatud algoritmide talitluskindluse ja usaldusväärsuse tagamiseks on teostatudsuuremahulised katsetused rakendades reaalajasimulatsioone ja tagasisidestatusel põhi-nevat riistvaralist katsetamist. Lisaks stabiilsetele elektrisüsteemi võnkumistele on algo-ritmide käitumist katsetatud erinevates võrgusituatsioonides, sh erinevat tüüpi sise-ja vä-lislühised ning elektrisüsteemi stabiilsed võnkeprotsessid. Teostatud katsetustest selgus,et mõlemad käesoleva uurimistöö raames välja töötatud algoritmid on toimekindlad niivõrgulühiste kui stabiilsete võnkumiste korral. Kokkuvõtvalt saab katsetuste tulemustestjäreldada, et välja töötatud algoritmid on kuni 20 % efektiivsemadmittestabiilsete võnku-miste avastamisel võrreldes parima kommertskasutuses oleva kaitselahendusega. Samutisaab välja tuua, et LSA algoritm reageerib keskmiselt 16 % ja DER algoritm 38 % kiireminikui olemasolevad kaitselahendused. Mõlemad välja töötatud algoritmid vajavad vähestarvutusvõimekust ja nende toimimiseks on minimaalselt tarvis kahte faasimõõteseadet.See lähtekoht võimaldab välja töötatud algoritme hõlpsasti kasutusele võtta olemasole-vates laiseiresüsteemides. DER kaitsealgoritm on kasutusele võetud Islandi põhivõrgus.
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Abstract—In future power systems the share of power elec-
tronic interfaced generation will increase and respective chal-
lenges related to power system protection will emerge. In
this paper the performance of different out-of-step protection
algorithms is assessed using actual relays from the network
and real-time digital simulator RTDS. For the performance
analysis various grid conditions were considered, e.g. system
strength, line lengths and generation mix between renewables and
conventional synchronous units. The results indicate that there
are performance differences between the algorithms (relays),
therefore, analysis considering the specific system characteristics
should be made. Information obtained from this analysis is
essential input for transmission system operators when planning
their system operation and protection for future networks.

Index Terms—out-of-step protection, power system transient
stability, real-time simulations

I. INTRODUCTION

Disturbances in the network are an inherent part of power
system operation. These disturbances can cause oscillations in
synchronous machines - sometimes resulting in unstable power
swings, which cause excess heat generation and extra mechan-
ical stress in power system components [1] [2]. Therefore, it is
important to detect these type of swings as fast as possible and
for this special type of relays are implemented. These out-of-
step relays are usually installed on transmission lines and on
generators. The algorithms implemented in general have the
same principle, but specific settings are determined by grid
conditions at the installed relay location.

Most of the out-of-step algorithms implemented in current
power systems have been developed considering the availabil-
ity of synchronous generation. However, in the future, the level
of synchronous units will decrease and more power electronic
(PE) based renewable generation will be integrated into the
system [3]. This change will have an effect on the operation
of different type of protection, including out-of-step protection.
Currently, there is limited knowledge available in the literature
about the performance of the out-of-step algorithm in power
systems with significant level of PE based generation.

In [4], [5] and [6] the out-of-step algorithms are tested and
their operation proven using only numerical simulations. Some
results, including actual devices and real-time simulations,
have been presented in [7]. The given tests, however, do not
clarify the performance of out-of-step protection algorithms

in situations where the synchronously connected units are
substituted by converter connected solutions. The objective
of this paper is to provide insight to existing out-of-step
protection operation and performance in the case of different
PE based renewable production scenarios and grid topologies.

Discussion and analysis of the performance of out-of-step
protection algorithms in this paper is based on the real-time
performance testing of three actual protection devices using
real-time digital simulator (RTDS). This hardware in the loop
(HiL) approach enables to directly compare, verify and assess
the performance of actual devices. Since the actual imple-
mentation of out-of-step detection algorithms in the devices
is not revealed by manufacturers, HiL testing is the only way
to analyze the actual behavior of these protection devices. In
this paper three physical out-of-step detection devices, most
commonly utilized in power system, are tested. These three
devices use different algorithms for identifying out-of-step
conditions. For analyzing various grid conditions, e.g. different
line lengths, power generation scenarios, etc. are simulated.

This paper is organized as follows: Section II describes
the tested devices and their operating principles, Section III
describes the used testing methodology and HiL testing setup,
mass testing results are covered in Section IV, and the paper
is concluded in Section V.

II. TESTED OUT-OF-STEP DETECTION DEVICES

Multiple approaches have been developed for detecting out-
of-step conditions in power systems. The main advantages
and disadvantages of the most common methods for out-
of-step detection used on transmission lines are thoroughly
described in [8] and [9]. The main methods, that are used
by commercially available devices, have been developed as-
suming a single machine infinite bus model [10]. The three
devices chosen and tested in this paper all utilize different
algorithms for detecting unstable swings in the network. First
device tested utilizes a modified swing centre voltage based
algorithm, the second device implements an impedance based
out-of-step detection and the third algorithm makes use of
direct voltage phasor comparison in two line ends to detect an
out-of-step condition on the transmission line.

To better understand the operation of these protection de-
vices, the actual working principles of the physical devices
must be considered. Therefore these descriptions of the algo-
rithms, provided by the manufacturers, are given for reference.978-1-6654-4875-8/21/$31.00 ©2021 European Union



More detailed overview of the tested algorithms in focus in
this paper are presented in the following subsections.

A. Modified swing centre voltage out-of-step detection (algo-
rithm 1)

The first protection device tested is using a modification
of swing centre voltage method, that has been described
in detail in [10]. The particular algorithm used in testing,
is simulating two voltage vectors and monitoring the angle
between the monitored vectors. [11] That way, the rotor angle
difference between the two equivalent generators on Fig. 1 can
be assessed. Voltage vector simulation is performed according
to the following equations:

E1Σ = U + I · ZΣ1 (1)

E2Σ = U − I · ZΣ2 (2)

φ = atan(
E1Σ

E2Σ

) (3)

where
I - measured phase current;
E1Σ, E2Σ – simulated voltage vectors;
φ - angle difference between simulated vectors;
U - measured phase voltage;
ZΣ1 ,ZΣ2 - compensating grid impedance settings depend-

ing on the power system parameters.

Fig. 1: Equivalent circuit of the power system. [11]

From the two simulated vectors, the protection device fixes
vector E1Σ onto 0 degrees and moves vector E2Σ in relation
to that. An out-of-step condition is detected when the angle
between the two simulated voltage vectors exceeds the limit
value of 55 degrees [11]. For testing, in the context of
this paper, the modified two-area power system with default
settings are considered sufficient.

B. Impedance based out-of-step detection (Algorithm 2)

The second tested protection device is using a impedance
based out-of-step protection. There are multiple ways to
implement impedance-based detection of power swings in
distance relays. The impedance based out-of-step detection
methods are thoroughly described in [10], [12] and [13]. The
second algorithm specifically is utilizing a combination of two
characteristic protection scheme in R-X plane, that is shown
on Fig. 2a, and continuous impedance tracking, as shown on
Fig. 2b. To detect a power swing, the device measures the rate
of change of the impedance vector and its continuity.

Two impedance characteristics are built in the device. The
outer characteristic is called a power swing detection range.

(a) Two characteristic scheme.
(b) Continuous impedance monitoring
scheme.

Fig. 2: Different impedance based power swing detection characteristics.
(a) Concenctric characteristic scheme, (b) Continuous impedance calculation
scheme.

Inside the first characteristic, another characteristic called fault
detection range, is built using the set largest distance protec-
tion set values. In order to detect power swings, protection
measures time it takes for impedance locus to cross the power
swing detection area between the two characteristics. If the
internal timer expires before the impedance locus enters the
fault detection zone, a power swing is declared. A more
detailed overview of the method is presented in [14].

C. Direct voltage comparison out-of-step detection (Algorithm
3)

The third algorithm is using two IED’s for directly com-
paring the voltage vectors in each end of the transmission
line, using telecommunication between the two devices. The
principle scheme of the protection is shown on Fig. 3a. Voltage
UA is acquired by IED A, and corresponding voltage UB is
acquired by IED B. Using telecommunication channel between
the relays, the voltage data at both terminals are provided
to the respective opposite terminals. Voltage phasor, obtained
from IED A, is used as a reference and is fixed on x-axis of
the protection characteristic. In the case of unstable swings,
compared to the reference voltage UA, the second voltage
phasor UB will appear in second or third quadrant (α-zone
or β-zone) of the protection zone, that is shown on Fig. 3b.
In order for the protection to issue a tripping command, the
voltage vector UB needs to be stable in each quadrant for at
least 1.5 cycles to avoid tripping from transient situations. [15]

(a) Direct voltage measurement out-of-step
protection principle diagram.

(b) Direct voltage comparison based algo-
rithm tripping characteristic.

Fig. 3: Principle scheme of voltage comparison algorithm a) – measurement
principle; b) Direct voltage comparison based algorithm tripping characteris-
tic. UA – voltage phasor measured by IED A,UB – voltage phasor measured
by IED B.



III. PROTECTION TESTING METHODOLOGY

Out-of-step tripping algorithms can be generally evaluated
with two criteria: a) the amount of time needed to declare
out-of-step condition after a fault is cleared, b) the percentage
of correct out-of-step detections. In this paper, a test network
has been built, to test and evaluate the performance of three
devices utilizing the previously described different out-of-step
detection algorithms. The description of the built test network
and performed testing is described below.

A. Testing methodology and test model

For testing the operation of three out-of-step detection
algorithms a real-time digital simulator (RTDS) is used. The
principle diagram for the test setup is shown in Fig. 4. The
testing is made by utilizing HiL methodology. For testing, the
power system is simulated in RTDS, and from RTDS low level
analogue values are sent to signal amplifiers, that thereafter
amplify the signal to proper level for the IEDs. The tested
IEDs provide digital outputs back to the RTDS, where the
response from the IEDs is recorded.

The power system model implemented for the testing of
protections is a modified two-area power system model based
on [16]. The schematic of the model is shown in Fig. 5. For
algorithm 1 and 2 only one IED was used at the position
IED A, for algorithm 3 both IED A and IED B were used.
The model consists of two areas that are interconnected with
two transmission lines. Area 1 is modelled as a synchronous
system equivalent with variable impedance, while Area 2 is
modelled as a load, a synchronous generator and a power
electronics (PE) based generation source. The PE based source
is modelled as a Type 4 wind power plant, with structure and
control algorithms taken from the RTDS standard library [17].
The output power of the Type 4 plant is scaled according to the
different generation scenarios. At the same time, with scaling
the PE based source, the apparent power of the synchronous
generator in Area 2 was decreased from the initial value of
1000 MVA, by the same specific percentage of the RES %
level. This is done in order to not just decrease the output of
the generation, but also to decrease the total inertia in Area
2. The percentage of RES in Area 2 was varied from 0 to
70% during testing. In order to create an out-of-step condition
in the test model, a prolonged three phase fault was applied
on the bus in Area 2. After the clearing of the fault, Line 2
is disconnected from the system and an out-of-step condition
appears on Line 1.

Testing scenarios were defined by changing the transmission
line lengths between Area 1 and Area 2. The simulation cases
are defined by the transmission line lengths as follows: Case S
represents 10 km long transmission lines, Case M represents
100 km long transmission lines and Case L represents 200 km
long transmission lines between the two modelled areas. The
line lengths are chosen in order to represent short, medium
and long transmission lines according to source impedance
ratios. To create different grid conditions, the grid equivalent
power in Area 1 and the PE based production share in Area 2
is varied. A total of three short circuit power levels of Area 1

Fig. 4: Principle diagram of the hardware-in-the-loop testing with analogue
outputs from the RTDS and digital outputs from the three tested proteciton
IEDs.

Fig. 5: Diagram of the developed two-area model for testing out-of-step
protections. Area 1 is modelled as a static source, Area 2 is represented by
a synchronous generator and a Type 4 wind power plant. IED B is marked
with an asterisk, because the IED in that position was only used by algorithm
3, since it needs two IEDs to function.

are used – infinite bus, 10 GVA and 5 GVA, which are used
in each of the simulation cases.

In addition algorithm 1 (swing centre voltage) and algorithm
2 (impedance) need specific settings in order to function.
For algorithm 1, compensating impedance values, that are
dependent on the grid, as explained in Section II.A, are needed.
Since the testing is performed with variable grid conditions,
a total of nine sets of compensating impedance settings are
calculated - three for each of the test cases according to
the Area 1 grid strength. The settings are calculated as per
manufacturer’s suggestion shown in the user manual of the
device. For calculation of settings the base case of fully
synchronous production in Area 2 was considered.

The impedance-based algorithm requires distance protection
settings for operation. Therefore, protection settings were
calculated using a recommended safety margin of 1.2 times of
the particular test case line reactance. The same values were
applied as both the reactance and resistance setting of distance
protection, because quadrilateral characteristic was used in the
device [14]. Higher zone settings were not considered because
the bulk power system is not modelled, hence setting higher
level zones is not feasible. However, it should be noted that
according to theory higher impedance zones should enhance
the out-of-step protection performance.



IV. TESTING RESULTS

This section includes results of HiL testing of out-of-
step protection relays from three manufacturers. During the
tests various scenarios were considered. Results are presented
according to short (Case S), medium (Case M) and long
line (Case L) test cases. To evaluate protection performance
the operation time of the tested devices was recorded. The
operation times of the protection are measured from the
removal of a three phase fault. When the protection operates,
lower operation times are preferred, in order to minimize
the risk for damaging equipment and further splitting in the
network after system separation. A total of 1500 simulations
were performed, and the overall results of all the simulations
for missed trips are shown in Fig. 6a, and the average operation
times of the protection devices are shown in Fig. 6b. A more
detailed discussion and analysis of the results is given in
following subsections.
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(a) Missed protection operation percent-
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Fig. 6: Overall results from all testing secenarios. (a) shows overall missed
operation percentages and (b) shows average operating times of the test
scenarios. Blue column represents simulation case S, red case M and grey
case L. Test case S – 10 km long transmission lines, test case M – 100 km
transmission lines and test case L – 200 km long transmission lines between
Area 1 and Area 2.

A. Results for Case S

Total missed operation percentages of protection algorithms
and the corresponding operation times for simulation case S
are shown in Fig. 7a and Fig. 7b respectively.
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(a) Detection rates of tested out-of-step
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(b) Average operation speeds of tested pro-
tections.

Fig. 7: Total missed operations in percent and average operating times for
simulation case S. Blue, red and yellow columns represent a grid equivalent
with infinite, 10 GVA and 5 GVA short circuit capacity respectively.

Regarding detection rates of Algorithm 1 for simulation
Case S, it can be seen that the protection does not detect
the out-of-step condition with infinitely strong grid equivalent.

For weaker Area 1 grid equivalent, Algorithm 1 displays
best results in detection and speed of detection, as can be
observed from Fig. 7a and Fig. 7b respectively. Overall, by
observing the two criteria, it can be observed that for shorter
transmission lines Algorithm 1 appears to be most suitable,
because this algorithm has the best detection rates, as well as
fastest detection times.

The protection relay using algorithm 2, displays difficulties
detecting an out-of-step condition in all receiving system short
circuit capacity levels, as shown on Fig. 7a. Overall, this
algorithm did not operate for 56% of the tests in simulation
case S. It had the best performance with 10 GVA short circuit
power in Area 1, when the protection did not operate during
43% of the simulations. Regarding operation time of this
algorithm, it can be observed in Fig. 7b, that this algorithm
has the slowest operation times in this simulation case.

For the protection devices using algorithm 3, there are
significant shortcomings in detecting an out-of-step condition
with simulation case S. For the infinite system bus and 10 GVA
system bus, the protection did not detect out-of-step conditions
in any of the conducted simulations. In the case of 5 GVA
system bus, the third algorithm failed to operate in 81% of
the simulation cases (Fig. 6a).

B. Results for Case M

Simulation results for case M, shown in Fig. 8a and Fig.
8b, indicate that first algorithm’s detection performance is
improved compared to case S, however, the operation times
have increased. The failed detection rate is decreased from
47% to 18% compared to simulation Case S.

The protection device using algorithm 2, is displaying the
best detection performance for simulation Case M, failing
to detect an out-of-step condition in case of 10% of the
simulations (Fig. 6a). At the same time, this algorithm exhibits
significantly slower operation times, as can be seen in Fig. 8b.
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(a) Detection rates of tested out-of-step
protections.
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(b) Average operation speeds of tested pro-
tections.

Fig. 8: Total missed operations in percent and average operating times for
simulation Case M. Blue, red and yellow columns represent a grid equivalent
with infinite, 10 GVA and 5 GVA short circuit capacity respectively.

The third algorithm in simulation Case M, shows inferior
detection rates compared to the other two algorithms. As
with simulation case S, this algorithm does not detect out-
of-step conditions with infinite strength and 10 GVA system
equivalents. For the weakest system bus used for testing, the
protection algorithm fails to detect an out-of-step condition in
49 % of the test cases. In addition, for this simulation case,



the third algorithm displays slowest operating times from all
the test cases conducted.

C. Results for Case L

Results for simulation Case L are shown in Fig. 9a and
Fig. 9b. It can be observed that none of the tested algorithms
present a 100% failure to operate in this simulation case.
Regarding operation speed, all tested algorithms show similar
results for this simulation case. The device utilizing algorithm
1 shows inferior performance compared to case M, in both
detection rates and operation speed.

The performance of the device using algorithm 2 is in-
creased in both cases, when comparing the detection rate and
operation speed to simulation case M. For this simulation case,
algorithm 2 displays best overall detection rates, with a total
missed operation rate of 15%.
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protections.
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(b) Average operation speeds of tested pro-
tections.

Fig. 9: Total missed operations in percent and average operating times for
simulation Case L. Blue, red and yellow columns represent a grid equivalent
with infinite, 10 GVA and 5 GVA short circuit capacity respectively.

For simulation case L, the device utilizing algorithm 3
presents the best performance metrics when compared to
the algorithm’s performance with other cases. This indicates
that Algorithm 3 is more suitable for detecting out-of-step
conditions in weaker systems with longer transmission lines.
It can also be observed that for the weakest system equivalent
case, algorithm 3 shows the best detection rate from all
the algorithms tested. However, regarding operation time, the
algorithm presents slower operation than algorithm 2.

V. CONCLUSIONS

In this paper three different out-of-step relays used in power
systems were tested and their performance evaluated using HiL
testing methodology and a built test network model. For the
analysis, the share of PE based generation, system strength and
line lengths were varied in the test model, and the performance
of tested relays was assessed in different grid conditions. The
testing results show that:

• The tested swing centre voltage based out-of-step detec-
tion has better performance compared to others for shorter
transmission lines.

• The impedance based out-of-step protection device shows
better performance for medium and longer transmission
lines.

• Direct voltage phasor comparison algorithm is more
suitable for longer transmission lines with weaker system
configurations.

Based on the testing, it can be concluded that some algo-
rithms are more affected by changes in the grid conditions than
others. From simulation results it is seen, that the performance
of the algorithms is most influenced by the transmission line
length. Besides the transmission line length, the swing centre
voltage and impedance based algorithms were more affected
by the share of renewable penetration in the grid. The receiving
end system strength had least influence on the performance
of the relays’ performance. For the device utilizing the di-
rect voltage comparison, the receiving system strength had
a more significant influence on protection performance than
the PE penetration levels. Given the conducted test results,
the protection relay or algorithm planned to be used needs to
be studied individually. The testing conducted in this paper
confirms the need for a deeper analysis before choosing a
particular algorithm for future power systems.
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ABSTRACT This paper presents a robust and adaptive out-of-step (OOS) protection algorithm, using wide-
area information, that can be applied on tie-lines in observable power systems. The developed algorithm
is based upon real-time computation of the system impedance and makes use of the well-known power-
angle characteristic. In this way, a setting-less OOS concept in real-time environment is developed, which
is applicable for tie-lines in an arbitrary power system. Furthermore, the developed protection algorithm is
installed on hardware and is verified by numerous tests. The performance of the new hardware implementa-
tion is compared to the traditional impedance-based OOS protection methods. The results confirm that the
proposed algorithm detects OOS conditions faster and more reliably than the traditional impedance-based
solutions.

INDEX TERMS Out-of-step protection, power system transient stability, tie-lines, real-time HiL testing.

I. INTRODUCTION
Severe faults can cause large deviations of electric power sup-
plied by the generators in electric power systems. Generator
prime movers are unable to quickly react to these changes,
thus the imbalance between mechanical and electric power
causes generator rotor speed variations, which result in power
flow fluctuations in the network. Depending on the severity
of these disturbances and the applied controls, the generators
can either reach a new stable equilibrium point (through the
process known as a stable power swing) or lose synchronism
with each other and run in an out-of-step (OOS) condition.
This OOS condition should be identified and reacted to

as quickly as possible in order to limit the amount of stress
on the power system components. For this purpose dedicated
OOS detection relays are installed in the power grids. These
are usually installed on generators and transmission tie-lines,
depending on power grid topology and system dynamics.
Commercially, the most widely used method for detecting
OOS conditions is based on the impedance measurement

The associate editor coordinating the review of this manuscript and

approving it for publication was Sarasij Das .

trajectory in order to distinguish between short circuit faults,
recoverable power swings and OOS conditions [1], [2].
By adopting impedance-based method, the minimum mea-
sured impedance during the swinging period can be used to
determine the electrical swing centre during oscillations. This
approach, however, is sensitive to network reconfiguration as
well as to load or generation changes, as predetermined set-
tings are needed. These settings should be calculated offline,
and because their determination requires extensive system
studies, they cannot account for real-time changes in the net-
work. Several other OOS detectionmethods are also proposed
in the literature.
Table 1 presents a brief review of existing approaches

in the industry and proposed methods in the literature to
consistently detect an OOS condition. The advantages and
certain limitations of the methods are also highlighted.
Additionally to the methods listed in the comparative

table, some recent work on OOS protection based on
local, bay level, measurements include [18], [19] and [20].
These methods, however, can only be applied on genera-
tor terminals, since they require direct input from generator
measurements.
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TABLE 1. Existing OOS protection methods and approaches in literature and industry.

An adaptive OOS relay design and application based on
wide-area measurements utilising an equal-area criterion had
already been proposed more than 20 years ago [21]. This
approach relies on checking the measurement data against
pre-stored network, generation and load data as well as
breaker and line data and requires complex offline studies to
function. In more recent years, a number of effective methods
have been developed for detection of OOS conditions based
on wide-area information - some of the most notable work
includes [22]–[24] and [25]. All these methods, however,

rely on measurements that are located directly at all of the
generator terminals, or at the corresponding high-voltage ter-
minals. This limiting factor is often overlooked and therefore
makes the developed methods difficult to apply in real power
systems due to the lack of coverage of PMUs in a large power
system.
This paper proposes a novel approach for OOS detection

and tripping based on computing the approximate angle dif-
ference between the centres of inertia on either end of a
tie-line, thus relying only on two measurement locations in
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a wide-area measurement system. The new method makes
use of the computed system impedances at the remote ends
of the tie-lines, where the algorithm is applied, to represent
the whole network behind both ends of the tie-line as a two-
machine equivalent system. A theoretical Last Stable Angle
(LSA) value is found from the previously computed equiva-
lent machine angles, which changes according to loading and
grid conditions. After a disturbance takes place, the angle and
its change between two equivalent sources is computed
and compared to the LSA value.
The proposed algorithm is developed and verified in two

stages - firstly by using software-in-the-loop simulations
and thereafter by using real-time digital simulator to stream
PMU data of a test network to a commercially available
PhasorController device utilizing hardware-in-the-loop test-
ing. The performance of the hardware implementation of the
developed algorithm is firstly compared to the software
implementation, and thereafter case studies for performance
evaluation are performed in conjunction with two com-
mercially available impedance-based out-of-step protection
relays. The case studies performed show, that the developed
algorithm operates faster and ismore reliable in detecting out-
of-step conditions compared to current out-of-step protection
solutions.
The rest of the paper is organised as follows: Section II

presents the proposed algorithm; Section III describes the
methodology for testing the algorithm; Section IV shows case
studies performed along with the results, and, finally, the
paper ends up with meaningful conclusions being drawn.

II. PROPOSED ALGORITHM
A. EQUIVALENT SYSTEM
The idea behind the developed algorithm is that the bulk sys-
tem can be simplified by using the assumption made in [26];
a multi-machine system can be separated into two groups
around a tie-line. The simplified two-machine - system con-
structed around the observed tie-line can be reduced to a
single machine infinite bus (SMIB) equivalent system with
the parameters δ, ωs,M ,Pm and Pe. The reduction process is
described in detail in [26]. With the classical representation,
the generator dynamics can be represented by the swing
equation (1),

M
ωs

d2δ
dt2
= Pm − Pe(δ) (1)

where M - inertia constant of the equivalent machine;
ωs - rotor speed of the generator; δ - internal voltage angle of
the generator; Pm - mechanical input power of the generator;
Pe - electrical output power of the generator.
The electrical output power of the generator depends on the

angle difference between the receiving system voltage phasor
and the generator internal voltage phasor, the magnitudes
of voltage phasors and the total system impedance between
generator and the system. The generator’s electrical output

power can be represented by equation (2),

Pe(δ) =
|E1||E2|
xtot

sinδ (2)

where |E1|, |E2| - are the equivalent internal voltage magni-
tudes of the machines; xtot - is total reactance between the two
sources, and δ - is angle difference of the equivalent phasors.
By using the power-angle curve, the generator stability can

be determined. The stability is directly linked to the inter-
nal angle differences of the two equivalent sources. On the
power-angle characteristic, two operating points can be fixed
by generator preloading and the electrical power curve as
shown in Fig. 1a. The operating point located in the first half
of the characteristic is a stable operating point. According
to the Equal Area Criterion, the maximum angle difference
for a recoverable swing cannot be greater than the second
operating point, though it may be smaller. Further increase
of the angle difference beyond LSA will definitively result in
an unstable generator operation. Therefore, the LSA point is
critical to distinguish between a stable and unstable swing.
In order to assess this LSA point, the impedances of the
equivalent sources must be known.

B. EQUIVALENT SYSTEM IMPEDANCE COMPUTATION
The concept of the determination of the system’s actual
strength or the Thevenin impedance of a power network based
on local measurements and small disturbances (such as load
changes) was explored in [27]. This method describes the
estimation of short-circuit impedance for a particular node in
a power system. The Thevenin equivalent of the system Z eq,
which is seen at the monitored location, is calculated from
the recorded PMU voltage and current measurements. The
scheme of impedance computation is illustrated in Fig. 1b,
where the measured voltage and current phasors at the bus
are denoted by V and I .

FIGURE 1. (a) Power-angle curve constructed from calculated values, with
Last Stable angle point denoted as LSA. (b) Equivalent impedance
computation scheme illustration.

In order to find the upstream system impedance from the
locally measured quantities, two assumptions should be taken
into account: 1) the downstream load is volatile; 2) during
this variation the system remains constant. Voltage V (t) and
current I (t) are measured and sampled at instants t1 and t2,
which correspond to the pre-and post-disturbance values
in the measured signals. Hence, the equivalent impedance
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Z eq can be found by using the following equation [27]:

Z eq = −
V (t2)− V (t1)
I (t2)− I (t1)

= −
1V
1I

(3)

The delta value limits to compute the system impedance
can be set empirically [27]. Alternatively, in order to improve
the accuracy and the noise reduction of the measurements,
an adaptive threshold can be used, as proposed in [28]. In this
paper, the threshold values for detecting a disturbance are
set empirically to 1 % of the primary measurement quan-
tity, so that the impedance computation is not triggered by
the ambient noise in the measurements. In addition, the
impedance computation is vulnerable to phasor drift due to
off-nominal system frequency, in which these can shift the
angle during the time pre- and post-disturbance quantity sam-
pling takes place. This problem, however, can be overcome
by compensating the phasor drift as suggested in [29]. The
sampling of voltage and current components is shown in
Fig. 2b and Fig. 2a respectively, which, after sampling, are
used to compute Z eq according to Eq. (5).

FIGURE 2. Voltage magnitude and angle sampling (a) and current
magnitude and angle sampling (b) in the case of a step change. The
pre-disturbance samples are denoted by t1 and post-disturbance values
by t2.

It can be concluded that the computation of system
impedance is only directly applicable in the case of a radial
network, since in a meshed network all sources contribute
to the actual changes in currents and voltages. Therefore,
the total change in current and voltage behind the measured
tie-line cannot be observed from one location. The same
concept, however, can still be used to determine the system
equivalent by making use of the superposition criterion, and
utilising two measurement points.

Hence, for the system impedance computation of meshed
networks, this method requires current measurement at two
feeders in the same substation. An illustration of this is shown
in Fig. 3, where one PMUmeasures bus voltage (V 1), the cur-
rents of the tie-line (I tl) and, additionally, a load feeder (I r1),
in which a step change in load may occur. In the figure a step
change in a load feeder is caused by a reactor, although a
capacitor bank, a filter or other volatile load could be used.
A second PMU measures the same feeders and parameters at
the other end of the tie-line.

FIGURE 3. Principle scheme for system impedance estimation on meshed
networks.

Whenever a step change in the measured current or voltage
occurs, e.g. due to switching of the reactor in the load feeder,
the system impedance is determined according to (3). Hence,
by applying the superposition criterion, the system equivalent
impedance Z src1 behind the measured tie-line at bus 1 in
Fig. 3 can be calculated using the proportional change of
current in the measured load feeder and the change of the
tie-line current as follows:
The approach proposed in (4) is used as a basis to compute

the system impedance behind the tie-line, which is needed to
determine the LSA threshold. Protection operation and OOS
condition identification are based on that determined concept.

Z src1 = −
V 1(t2)− V 1(t1)
I r1(t2)− I r1(t1)

·
(I r1(t1)− I r1(t2))

(I r1(t1)− I r1(t2))− (I tl(t1)− I tl(t2))

= −
1V 1

1I r1

1I r1
1I r1 −1I tl

= −
1V 1

1I r1 −1I tl
(4)

C. DEVELOPING OUT-OF-STEP PROTECTION CONCEPT
The proposed OOS protection solution is based on the change
of computed voltage phasors of the two equivalent sources
behind the computed impedances located at the remote ends
of the observed tie-lines. The required equivalent system
voltage is accordingly computed at both ends of the tie-line
as follows:

Eeq1 = Z eq1 · I tl + V 1

Eeq2 = Z eq2 · I tl + V 2 (5)
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For the equivalent system depicted in Fig. 3, the angle
difference between the two equivalent generator voltages is
illustrated in Fig. 4.

FIGURE 4. Equivalent phasor diagram constructed from computed
equivalent system impedances and measured quantities.

In this way, from the angle difference the power-angle
curve is then determined, and the LSA point (noted as δLSA
on Fig. 1) is computed. The LSA point is fixed by using the
angle difference of the equivalent vectors asπ−δ0. This value
is continuously recalculated by using the measurement values
and the previously obtained equivalent impedances.
During an OOS condition, the angle difference between

the two equivalent source voltages increases over the
LSA point. The protection will declare an OOS condition
when the following conditions are met:

δ > δLSA for two consecutive measurements
dδ
dt
> 0 for two consecutive measurements

V1 > 0.5p.u.
V2 > 0.5p.u.
dδ
dt
< 20π

rad
s

for two consecutive measurements

The first two criteria indicate that the angle difference
exceeded the LSA and is continuing to increase. The last three
criteria, are used as a safety feature to block the protection
from maloperation when a short-circuit fault occurs.
Voltage thresholds with the value of 0.5 p.u. have been

set to verify whether the tie-line is energised and no fault is
present on the line. The dδ

dt threshold acts as an additional
fault-detection mechanism, and prevents the protection oper-
ation due to oscillations with high frequency. During a fault
occurrence there will be a high step change of the computed
angle value, which might exceed the LSA for the duration of
the fault. Nevertheless, the protection must not operate during
a fault. A derivative setting value of 20π rad

s , in this case with
a 60 Hz power system, enables the protection to detect power
system oscillations with the frequency of up to 10 Hz. These
blocking criteria can be adjusted freely if more protection
sensitivity or security are required. When any of the blocking
criteria of the protection are fulfilled, the OOS algorithm
operation will be blocked for 200 ms. If thereafter any of the
criteria are still fulfilled, the blocking will be applied until the
drop-off of the criterion.
The LSA point is limited to a minimum of 90 degrees,

in order to avoid it being set in the first half of the

power-angle characteristic. At the same time, the LSA point
is limited to a maximum of 130 degrees. This is important,
because the protection should be still operational during low
or no load current in the observed tie-line before the LSA
value is sampled.

D. HARDWARE IMPLEMENTATION OF THE DEVELOPED
ALGORITHM
In order to compare the developed algorithm’s performance
to already existing commercial solutions, it was adapted and
installed on external hardware using a commercially avail-
able PhasorController (PhC) [30]. The algorithm is divided
into four main partfs and the structure of the implemented
algorithm on hardware was organised as shown in Fig. 5.

FIGURE 5. Principle diagram of the developed algorithm in industrial
controller.

Valid PMU measurement signals must be collected from
both measurement points in the network in order for the
algorithm to operate. The data validity is checked and handled
by the PhC, and the check is performed before the data is
going to be processed. If the measured data does not pass the
validity check, meaning the data is not time synchronized or
is missing, then the protection algorithm is blocked.When the
validity check is passed, then the voltage values of the mea-
surement points are checked and compared to the threshold
values in order to detect short-circuit faults. If any measure-
ment point has a lower voltage value than the specified thresh-
old, the protection is blocked for the predetermined time, until
the voltage has been restored in the network. This is done
in order to avoid maloperations during short-circuit faults in
the network, when the PMU measurements are affected by
fault conditions and do not represent the electromechanical
behavior of the grid.
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At the same time, the data measurements provide input to
the event detection for impedance calculation. Upon detecting
a step change in the measurement quantities, the event detec-
tion block stores the measured values, which are then used to
compute the equivalent impedance needed for the equivalent
voltage vector computation as shown in (2). When no event is
detected in the measurement data, the event detection block
will output the previously computed equivalent impedance
values to the vector computation.
By utilizing the measured voltage vectors and currents,

the equivalent machine vectors of the centres of iner-
tia are computed according to (5). Using the computed
equivalent machine vectors, the LSA value is fixed every
time a new equivalent impedance value is provided. The
LSA value is computed using the difference in angular value
of the two computed equivalent machine vectors according to
power-angle characteristic as π − δ. In parallel, the current δ
value is being computed continuously and compared against
the determined threshold value. When the δ value exceeds the
determined LSA value for more than two samples, and the
derivative of δ has been positive for the past two samples,
the protection sends a trip command.

III. TESTING METHODOLOGY AND TEST SETUP
The performance of the algorithm is investigated by applying
it in the IEEE 39 bus networkmodel. The network is modified
by adding generic grid-following wind farms (W1 - W5) at
some buses. The model used for the power plants is described
in [31]. In this way, the developed solution can be tested
for different grid conditions. The modified test network is
shown in Fig. 6. Two different test locations are chosen
to show the developed solution’s suitability for arbitrarily
chosen tie-lines. The first test location is circled in red and
shown as Case A, and the other is circled in blue and is
denoted as Case B. Case A is an example to observe power
swings between two areas, whilst Case B demonstrates power
swings in a single machine system connected to an infinite
bus system.
For both locations, two tie-lines were observed in order

to see the proposed algorithm’s behaviour for various grid
conditions. For Case A, the protection was tested for the
lines between buses 14-15 and 16-17. To create an OOS
condition, a three phase short circuit is made on bus 16. The
fault is cleared by disconnecting one of the transmission lines
emanating from bus 16. For Case B, the transmission lines
under observation are between buses 26-29 and 28-29. Power
swings are created by a three-phase short circuit applied on
bus 29. The fault is cleared by disconnecting one of the two
tie-lines connected to this bus. This contingency causes power
swings along the remaining transmission lines.
In addition, the proposed algorithm is installed on a PhC

and tested in parallel with two physical relays. Both relays
incorporate an impedance based OOS algorithm and are
set up to trip on the way in (TOWI) and trip on the way
out (TOWO) of the configured impedance characteristic. The
settings of the protection devices are obtained according to

FIGURE 6. Modified IEEE 39 bus network with added type 4 wind farms.
Red marks Case A testing location and blue Case B testing location, wind
farms are added to buses 21, 15, 25, 16 and 29.

the manufacturer’s guidelines as explained in the user man-
uals of the relays’; the settings are calculated by using a
base case of fully synchronous system [32], [33]. The pro-
tective relays, together with the PhC, are tested by applying
hardware-in-the-loop (HiL) tests, and the results obtained
are compared to the applied concept described in Section II.
An illustration of the experimental setup is provided in Fig. 7.
The PhC device, where the proposed algorithm is imple-
mented, receives measurement data over the network accord-
ing to IEEE C37.118 standard. Different data rates would
have an effect on the decision time of the algorithm, since the
algorithm’s criteria are linked to consecutive measurements.
Therefore, the slower the data date, the slower the decision
time. For uniformity throughout the paper, the data rate used
for PMU data for all the conducted tests is 60 Hz. The
PhC provides feedback about operation and measured values
back to the Real-Time Digital Simulator using IEC61850
GOOSE messages. The protection relays, situated on
lines 16-17, 15-14, and at the line remote ends near bus 29 for
cases A and B respectively, receive analogue signals through
signal amplifiers connected to the simulator. Protection relay
output signals are provided as digital input signals to the
simulator.
In order to test the protections for various grid conditions,

the output power of the windfarms is scaled up while simul-
taneously decreasing the synchronous generation capacity.
In Case A, for a specific renewable energy penetration sce-
nario (RES %), all four windfarms (denoted as W1 - W4
on Fig. 6) in the network area provide the specific percentage
of the base case synchronous generation output of the four
generators (denoted as G4, G5, G6 and G7) in the area.
At the same time, the apparent power of these generators is
decreased from the initial value of 1000 MVA by the same
specific percentage of the RES % level. This is not only to
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FIGURE 7. Experimental setup for OOS protection testing using physical
hardware.

decrease the output of the generation, but also to decrease the
system inertia. For Case B, the scaling is performed for one
generator (G9) and one windfarm (W5). Besides this, each
test case is repeated five times to verify that the algorithm
detects OOS conditions.

IV. CASE STUDIES
A. IMPEDANCE COMPUTATION
For testing and verifying the impedance computation part
of the developed algorithm, a simple system with variable
system impedances on either side of the transmission line,
as shown in Fig. 8, was built. One of the impedance buses
is chosen to be close to the source, representing a generator
bus, whilst the other is located in the middle of the system
to represent an arbitrary node in a system. The test system
nominal voltage is 345 kV and with a frequency of 60 Hz.
To test the accuracy of the system impedance computa-
tion, the two system impedances are varied between 5 Ohm
and 100 Ohm.

FIGURE 8. Test network for testing impedance computation of the
developed algorithm.

In this work, the RTDS library models of the PMUs are
used [34]. For side 1 in red in Fig. 8, the average abso-
lute impedance computation error is 0.3% with a standard
deviation of 0.55%. Therefore, this impedance computa-
tion is considered reliable. For side 2, the average absolute
impedance computation error is 4.2% with a standard devia-
tion of 2.15%. The error of the computed impedance depends
on system impedances and is shown in Fig. 9. It can be noted
this error increases when the system impedance increases.
The impedance behind the measurement point on Side 2 has a

FIGURE 9. Absolute error in the impedance computation on Side 2 of the
test network related to the system impedances.

greater influence on the system impedance computation. The
maximum error of the impedance computation is computed
as 13.2%.

B. TESTING RESULTS FOR THE DEVELOPED ALGORITHM
The lab environment network latency from the RTDS to the
industrial controller was measured to be under 1 ms. How-
ever, in order to represent a more realistic scenario, a Phasor
Data Concentrator (PDC) Wait Time setting of 100 ms was
implemented in the PhC,which is representative of real-world
PMU applications. Normally, the PDC Wait Time setting
means that in order to align the measurement data from
different PMUs in the network, the controller will wait for a
period of time until the measurements arrive. Thereafter, the
processing of the measurements will begin in the logic built
inside the device.
In order to verify the security of the developed algorithm,

the δ value and generators’ reaction for a five-cycle fault
on bus 16, followed by the disconnection of line between
bus 16 and 17, is shown in Fig. 10. The proposed OOS
protection is demonstrated on a transmission line between
buses 15 and 14. The upper figure shows the generator angle,
and it can be seen that the fault produces a stable swing with
stable generator angles. For the lower figure, the computed
δ values of the RTDS and hardware implementations are
shown. From the δ value plot, it can be observed that the
value computed in the PhC is lagging behind the RTDSmodel
application for around 110 ms. This is due to the applied PDC
Wait Time setting and processing of the controller logic itself.
Fig. 11 shows the performance of the developed algorithm

in RTDS and in the PhC for a six-cycle fault occurring on
bus 16. This fault leads to an unstable swing causing genera-
tors 4 - 7 to go out-of-step with the rest of the system. This can
clearly be seen in the upper figure, where the generator rotor
angles are shown. In the lower figure, the computed δ values
are shown for both RTDS and hardware implementation of
the proposed algorithm. It is observed that due to the unstable
swing in the network, the computed δ value exceeds the algo-
rithm’s predetermined LSA threshold and keeps increasing.
This results in a trip command from the developed algorithm.
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FIGURE 10. Generator angle response and δ value calculation response to
a five-cycle long fault at bus 16.

The operation signals are represented by a green dashed line
for RTDS implementation of the algorithm, and a magenta
dashed line for the physical controller implementation. It can
also be noted that the time shift of δ computation between
the RTDS and hardware implementation of the algorithm
is 110 ms.

FIGURE 11. Generator angle response and δ value calculation response to
a six-cycle long fault at bus 16.

OOS tripping speed and security can generally be evalu-
ated by two criteria: a) the amount of time needed to report
OOS condition after a fault is cleared, and b) the percent-
age of correct OOS detections. Comparisons of these two
metrics between the RTDS and the hardware application of
the proposed algorithm are shown in Fig. 12a and Fig. 12b
respectively.
When looking at the average operation time in Fig. 12a,

it can be seen that the hardware implementation shows higher
operation times, than the RTDS implementation of the pro-
posed algorithm. For Case A, the RTDS software implemen-
tation shows an average operation time of 1.14 s, whilst the
controller implementation shows an average operation time
of 1.32 s. This means that the controller shows an increase

FIGURE 12. Comparisons of proposed algorithm performances:
(a) Comparison of average operation times, (b) Comparison
of percentage of OOS conditions detected.

of 180 ms in operating time. For Case B, the RTDS imple-
mentation shows an average operation time of 0.416 s, and
the hardware implementation shows an average operating
time of 0.538 s. Therefore the hardware implementation has,
on average, 122 ms slower operating time for Case B. This
is expected behavior due to the delays implemented in the
PhC and logic processing of the developed algorithm in the
controller.
In Fig. 12b, the detection rates of all of the OOS con-

ditions for the performed tests of the algorithm are shown.
It can be seen that there a 0.6% difference in the detection
rates of RTDS and hardware implementation of the proposed
algorithm for the performed tests in Case A. For Case B no
difference in detection rates between the hardware and soft-
ware implementation has been identified. Therefore, based
on the performed analysis, it is safe to say that the hardware
implementation of the proposed solution is successful and
reliable.

C. ALGORITHM RESPONSE FOR GRID EVENTS
The PhC implementation of the developed algorithm has
been tested for various grid events. Two specific cases have
been chosen and are explained in more detail. For this,
the algorithm is installed on the IEEE 39 bus test system’s
line 14-15 and the algorithm’s behavior for two faults is
shown - a single-line to ground fault on the protected line and
a two-phase fault outside of the protected line.
The algorithm’s response for a single-line to ground fault

on the protected line 14-15, and the subsequent one pole open
condition, is shown in Fig. 13a. In the figure, the signals
regarding the algorithm response is displayed on the first
graph, and the second graph displays the computed δ value in
the algorithm. The actual values during the event in the power
system are shown in Fig. 13b, where the instantaneous current
values from either end of the protected line can be seen on
the first two graphs, and the last graph displays the generator
rotor angle values. It can be seen from the instantaneous
current values in the figure, that there is a single-phase fault
on the transmission line, followed by a single-pole trip, which
is thereafter reclosed after 0.4 seconds. From the protection
reaction, it can be observed, that in both ends of the protected
line the algorithm registers an event, however, following the
event no blocking or operation signals are activated, therefore
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FIGURE 13. Algorithm resoponse and measurements in the case of a
single-line to ground fault on the protected line. (a) shows the signals
regarding the developed algorithm response and the computed δ value by
the algorithm, (b) shows the instantaneous measurements from either
end of the transmission line, where the protection has been installed, and
the generator rotor angles in the system.

it can be concluded, that the developed algorithm shows
stable operation during an internal single-phase fault, and
during one pole open condition.
The algorithm’s response to an external two-phase fault is

shown in Fig. 14a. In this case, the protection is still installed
on transmission line between buses 14-15, and the fault takes
place on line 15-16, after which the faulted line is tripped
and reclosed 0.4 seconds after tripping. In the figure, the
signals related to the algorithm response is displayed on the
first graph, and the second graph displays the computed δ
value in the algorithm. The actual values during the event in
the power system are shown in Fig. 14b, where the first two
graphs show the instantaneous current values from either end
of the protected line, and the last part of the graph displays
the generator rotor angle values. Looking at the protection
response, it can be seen, that, in a similar manner to a single-
phase fault, event is picked up on both ends of the protected
line. In this case, however, due to the fault type and location,
the computed angular difference has a large jump, that causes
the algorithm to be blocked from operation during a fault
condition as explained in Section IIc. The computed angle

FIGURE 14. Algorithm resoponse and measurements in the case of an
external two-phase fault. (a) shows the signals regarding the developed
algorithm response and the computed δ value by the algorithm, (b) shows
the instantaneous measurements from either end of the transmission
line, where the protection has been installed, and the generator rotor
angles in the system.

value stabilizes to a constant value after the fault has been
cleared, and the blocking of the protection function drops
off. The algorithm does not issue an operation command,
therefore it can be concluded, that the developed algorithm
shows stable operation during external faults.

D. COMPARISON WITH IMPEDANCE PROTECTION
FOR CASE A
The test results of protection operation times for Case A are
shown in Fig. 15a and Fig. 15b. The operation times shown
in these figures are the times the protection needs to provide
a trip command starting from the removal of the fault. The
operation time of ‘‘0’’ means that the protection did not pro-
vide an OOS tripping command for a duration of five seconds
after fault initiation; hence, the simulation was terminated
without protection trip for all of the five conducted tests at that
RES% scenario. Fig. 15a shows the operation times for a case
study on tie-line between buses 14 and 15, which represents a
longer line between the two system parts. It can be observed
that when increasing RES penetration in one of the areas,
the difference between the protection operations is narrowing.
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FIGURE 15. OOS tripping times of protection devices for Case A.
(a) represents case study with a longer line (Line 14-15) between two
systems and (b) represents a short line (Line 16-17) between two systems.

However, for all situations the developed algorithm in hard-
ware implementation performs better, as faster OOS detection
times are obtained than from the traditional impedance based
protection.
For the shorter line testing results, as shown in Fig. 15b,

the new method has faster OOS detection times than the
traditional protections for almost all of the observed RES %
scenarios. It can also be seen that the tested impedance based
relays do not operate at all for RES penetration levels from
55% to 60%. For 65% RES penetration both relays operated
only on the second unstable swing, which resulted in the
significantly delayed operation.

E. COMPARISON WITH IMPEDANCE PROTECTION
FOR CASE B
The combined protection operations for both tested lines for
Case B (SMIB) are shown in Fig. 16a and in Fig. 16b. Fig. 16a
shows the results of the protection operating times versus the
renewable energy penetration when an OOS condition was
created on a longer tie-line. The blue line shows the operation
times of the developed algorithm’s hardware implementation,
whilst the red and yellow lines show the operation times
of physical relays. From this figure, it can be seen that the
developed solution and Relay 2 have very similar operating
times whilst Relay 1 operates around 200 ms slower. It can
also be observed that Relay 2 does not detect the OOS
condition between 65% and 75% of renewable penetration.
In addition, starting from RES penetration of 60%,
Relay 1 issues a tripping command not from OOS protection,
but rather from the distance protection element, which results

FIGURE 16. OOS tripping times of protection devices for Case B.
(a) represents a long line (Line 26-29) between the machine and the
system, (b) represents a short line (Line 28-29) between the machine and
the system.

in a very short operation time. This is an obvious case of
maloperation of the distance protection element, which may
be caused by an incorrect configuration of the Power Swing
Blocking element.
Fig. 16b shows the protection operating times versus

RES % penetration for the case of OOS condition on the
shorter tie-line. It can be seen that, as before, the developed
solution and Relay 2 have very similar operating times for
the tested renewable penetration levels, except for very high
penetration scenarios. It should be noted that in this case
Relay 1 (shown in red) scores the worst detection rate of
the OOS condition, as it only operated consistently for RES
penetration between 25 and 50%. The other physical relay
did not experience similar difficulties in detecting an OOS
condition; only failing to detect OOS at 75%RES penetration
level.

V. CONCLUSION
The paper introduces a novel robust and adaptiveOOS protec-
tion algorithm for tie-lines based on PMU-determined system
impedances. The algorithm successfully adapts to system
condition changes by utilising on-line network impedance
computation, and is based only upon twomeasurement points
in the network. Hence, it is suitable to be applied on arbi-
trary tie-lines in every power system topology, where OOS
conditions can occur. Case studies are carried out in SMIB,
and IEEE39 bus test network, which demonstrate the effec-
tiveness of the developed algorithm. A prototype of the algo-
rithm is designed and validated in real-time using RTDS and
an external industrial controller. For the HiL testing of the
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prototype a PDCWaiting Time, or latency, of 100ms has been
used, to simulate real-world like conditions. The robustness
and the efficiency of the developed algorithm are verified
and compared against commercial OOS relays by conducting
numerous tests for different network conditions including
different penetration levels of renewable generation. The con-
ducted research shows advantages over the existing methods,
namely:
• For all studied cases, the proposed algorithm pro-
vides faster operation (up to 200 ms when imple-
mented on actual hardware) compared to the existing
impedance-based OOS methods which are currently
used in commercially available relays.

• The proposed algorithm provides more reliable OOS
detection than traditional impedance based solutions.

• The algorithm is very lightweight and needs little pro-
cessing power, which offers possibility to be installed
in already existing Phasor Data Concentrators or pro-
grammable logic devices.

• The algorithm does not require specific settings, there-
fore, no extensive offline studies of the power system are
needed.
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ABSTRACT This paper presents an out-of-step protection algorithm based on angle derivatives, which
makes use of wide-area measurements and can be applied on arbitrary tie-lines in electrical power systems.
The developed algorithm uses PMUmeasurements that are taken at both ends of a transmission line. Based on
the changes of the electrical quantities in the power system, the algorithm detects unstable system conditions.
Thus, the developed solution is settingless and can be easily applied where an out-of-step condition is
expected. The concept is deployed by using an industrial controller and tested by conducting numerous
hardware-in-the-loop simulations. Additionally, recorded data from actual out-of-step events in the Icelandic
power system are used to validate the developed algorithm. The performance of the implemented method is
compared against the traditional impedance-based out-of-step protection methods. The results confirm that
the proposed algorithm detects out-of-step conditionsmore reliably and faster than the traditional impedance-
based solutions.

INDEX TERMS Out-of-step protection, power system transient stability, tie-lines, real-time HIL testing.

I. INTRODUCTION
Electric power systems are the backbone of modern society.
It is very important that the power system remains operational
at all times. The continuous increase of energy demand puts
additional stress on the power network, and forces the sys-
tem to operate closer to the stability limits. In addition, the
growing amount of renewable energy sources increases the
intermittency of the power generation accordingly, putting
additional stress to the power system.Moreover, disturbances
like short-circuit faults naturally occur during power system
operation. As the system becomes more stressed, a variety of
disturbances can propagate into a larger scale event, causing
a major imbalance between the mechanical input and the
electrical output power of the generators, resulting in a loss

The associate editor coordinating the review of this manuscript and

approving it for publication was Sarasij Das .

of synchronism in the power system. This is known as an out-
of-step (OOS) condition and it causes additional mechanical
and thermal stresses on power system components, which can
lead to catastrophic failure of equipment and blackouts in
the electrical power system [1]. Therefore, protection systems
must be ready to detect and react to this kind of conditions in
order to prevent permanent failure of crucial equipment and
avoid blackouts.
The conventional OOS protection is realized by impedance

relays and is based on the trajectory of the impedance, the rate
of change of the impedance and the continuity of the com-
puted impedance value [2]. Impedance-based methods are
easy to implement, however, to operate correctly, they need
specific settings. Therefore, they are susceptible to challenges
because of network reconfigurations, and the computation of
settings is time consuming due to required extensive system
stability studies.
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TABLE 1. Existing OOS protection methods and approaches in literature and industry.

Table 1 represents an overview of currently available
approaches to detect an OOS condition, based on the
prior industrial and academic achievements. The advan-
tages and the limitations of the conventional and notable
non-conventional OOS protection methods that have been
published so far are highlighted.
In [3], an angle-controlled OOS protection is proposed,

in which the whole power system is reduced to a two-terminal

network, and the equivalent generator voltage vectors are
compared. This also relies on the predetermined impedance
settings of the equivalent networks, and thus is difficult
to adapt to real-time system reconfigurations. The solution
proposed in [6] utilizes power-time curves at the measured
location to determine generator stability by applying the
energy equilibrium criterion. The advantage of this approach
is that the instability is detected directly from the power-time
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(P− t) curve, and it does not require any network reduction
and offline studies. However, this concept can be applied
only directly at the generator terminals and not on tie-lines
in the network because in a multi-machine network, each
generator output needs to be individually monitored. In [8],
the authors proposed a method to detect the generator insta-
bility by utilizing measurement data during the disturbance.
With this method, the simulations are run faster than the
measurements in real-time. This solution results in a very fast
OOS detection, however, it requires detailed knowledge about
the generator parameters, which a network operator might not
have access to.
Additionally, there are also approaches that have made

use of machine learning techniques to tackle the OOS prob-
lem [13]–[15]. These approaches, however, require extensive
model simulations for the purposes of training the machine
learning algorithms, and therefore do not show major
advantages (at present) over the classical impedance-based
protections.
Furthermore, a number of effective OOS protection meth-

ods based on wide-area information have been published
recently in literature. Some of the most notable recent work
can be found in [19]–[21] and [22]. All these methods,
however, rely on measurements that are located directly at
the generator terminals or at the corresponding high-voltage
terminals. This limiting factor is often overlooked, while it
makes the developed methods difficult to apply in actual
power systems due to the lack of coverage of PMUs in a large
power system.
Apart from the methods listed in the comparative table,

some recent work on OOS protection based on local measure-
ments include [23], [24] and [25]. These methods, however,
can only be applied on generator terminals, since they require
direct input from generator measurements.
In addition there exist OOS protection algorithms in liter-

ature, that make use of state estimation techniques together
with local and wide-area information in [26]. The method
shows improved results compared to impedance-based gen-
erator OOS protection, however, the effectiveness of this
method on arbitrary tie-lines in the network has not been
investigated.
This paper proposes a newOOSprotection algorithm based

on angle derivatives, which requires only two PMUmeasure-
ments to be applied. The developed algorithm is suitable to be
used in arbitrary power systems on transmission lines where
an OOS condition can be expected. It relies on PMU mea-
surement data from both ends of the transmission line, and is
based on the well-known power-angle curve, and the stability
phenomena of the power system when an OOS condition
takes place. The novel algorithm is implemented and tested
using an industrial controller by using real-time hardware-in-
the-loop (HiL) simulations. A real-time simulation model of
the Icelandic power system (Landsnet) is developed and vali-
dated using measured OOS event data. This model, as well as
the existing wide-area measurement data from Landsnet, are
used for testing the proposed algorithm in various scenarios.

Furthermore, a comparative study using two commercially
available impedance-based OOS relays and the newly devel-
oped solution is performed in a customized IEEE 39-bus
network.
The rest of the paper is organized as follows: Section II

presents the proposed algorithm; Section III describes the
methodology for the algorithm testing; Section IV details and
validates the real-time network model of the Icelandic power
system; Section V shows the performed case studies with
results, and finally, the paper ends up with conclusions.

II. PROPOSED ALGORITHM
A. THE OUT-OF-STEP PHENOMENON BACKGROUND
The proposed algorithm relies on the widely applied
power-angle characteristic of a generator. According to the
classical representation, a generator’s dynamic behavior is
represented by the swing equation [27] (1) as follows,

M
ωs

d2δ
dt2
= Pm − Pe(δ) (1)

where M - the inertia constant of the equivalent machine;
ωs - the rotor speed of the generator; δ - the internal voltage
angle of the generator; Pm - the mechanical input power of the
generator; Pe - the electrical output power of the generator.
The electrical output of the generator (Pe(δ)) depends on

the angular difference of two equivalent voltage phasors that
are separated by impedance xtot . This relation forms, what
is known as, the power-angle curve of a generator and is
expressed by equation (2),

Pe(δ) =
|E1||E2|
xtot

sinδ (2)

where |E1|, |E2| - the equivalent internal voltage phasor
magnitudes of the sources; xtot - the equivalent reactance
between the two sources, and δ - the angle difference of the
equivalent phasors.
The resistances of machines and transmission lines are

neglected in equation (2), since resistances introduce a damp-
ing term in the swing equation. In addition the mechanical
input power of the generators is assumed to be constant,
as well as the generators are assumed to be constant voltage
sources behind a reactance, which neglects the effects of
automatic voltage regulation. In this way we consider the
worst-case scenario of the power-angle relationship in the
network. Furthermore, it should be acknowledged that the due
to the these reasons the actual power-angle curve may devi-
ate from the idealistic curve, which is used to explain the
general phenomenon of transient stability. However, it has to
be pointed out, that in the networks used for case studies,
the generators are equipped with voltage control and the
resistances are considered as well as the losses in the network.
With this approach the algorithm is tested in near-realistic
conditions.
This power-angle curve can be applied to determine the

power transfer across a single transmission line in a meshed
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transmission network. A multi-machine system can be sepa-
rated into two groups of machines, that represent the inertia
centers at either end of a transmission line [28]. Note that
the equation (2) is applicable also for power flow through
an arbitrary transmission line, when the equivalent internal
voltage phasors are replaced with the voltage values at the
ends of the transmission line in question. Hence, by using the
power-angle curve, the dynamic stability around a tie-line can
be assessed.
Fig. 1b represents the power-angle characteristics for pre-

, faulted- and postfault state of a two-machine equivalent
system shown in Fig. 1a. On the power-angle characteristic,
two operating points can be determined by using a prefault
steady-state power transfer (noted asPm). The operating point
located in the left half of the characteristic is a stable operat-
ing point. According to the Equal Area Criterion (EAC) [27],
the maximum angle difference of a recoverable swing cannot
be greater than the second operating point (called Last Stable
Angle - LSA), though it may be smaller. The further increase
of the angle difference beyond the LSA point will definitively
result in an unstable generator operation. Thus, the LSA point
is critical to distinguish between a stable and an unstable
swing. The LSA point is located on the postfault curve, which
sits lower than the prefault curve due to the transmission
impedance increasing upon switching off the faulty element.
When observing the dynamic behavior of a power system,

it can be noted that during a fault, the electrical active power
is lowered due to the reduced voltage magnitudes. However,
the mechanical energy given to the generators by the prime
movers remains rather constant. Due to this difference in
energy the angular difference between the equivalent voltages
begins to increase. After the fault clearing the increased value
is indicated as δ1, and the surplus of energy obtained during
a fault condition is indicated by the shaded area in Fig. 1b.
Thereafter, the electrical output power is higher than the

mechanical input power, and the increase of the angular
difference is slowing down. Due to inertia, the angular dif-
ference keeps increasing, until the surplus of energy obtained
during fault disappears. This means that during that time the
first derivative of the angle value will be positive, because
the angle difference keeps increasing. However, the second
derivative of the angle difference will be negative, since the
rate at which the angle is increasing, is lowering. In addition,
during this process the electrical power output will also be
increasing. Accordingly, the first derivative value of the active
power will have a positive value. The angular difference will
increase until reaching a maximum value denoted by δm.
At this point, equality between the obtained and the dissipated
energy is reached. This process is illustrated in Fig 1c.
Once the maximum angle value is reached, the angular

difference will start to decrease, and the system will move
towards a new stable equilibrium point. During this process,
the angle change speed and the change in active power will be
negative, thus the derivative values are negative. The process
is illustrated in Fig. 1d, and is known as a stable power
swing. It has to be noted that during a stable power swing

FIGURE 1. Two-machine system and the demonstration of a stable power
swing process on a power-angle curve. (a) Two-machine equivalent with a
connecting transmission reactance, (b) Power-angle curve illustrating the
pre-, faulted- and postfault operations, with the Last Stable Angle point
denoted as δLSA. (c) Power system operation after a disturbance; during
this operation the angle difference is decelerating until reaching the
maximum angular difference of δm, where the surplus of energy has all
been dissipated. (d) Power system operation after the surplus of energy
after the disturbance has been dissipated and the angular difference is
decreasing while system is settling at a stable operation point.

FIGURE 2. Demonstration of an unstable power swing process on a
power-angle curve (a) Power-angle curve illustrating the pre-, faulted- and
postfault operations, with the Last Stable Angle point denoted as δLSA.
(b) Power system operation after a disturbance, during this operation the
angle difference is decelerating, and power derivative remains positive
until reaching the maximum active power value at δ2. (c) Power system
operation after passing the maximum power value, during this operation
the power derivative is negative and the angle difference is decelerating
until reaching the Last Stable Angle point. (d) System operation becomes
unstable after passing the Last Stable Angle point.

the operating point may pass beyond the maximum power
point δ2, however, it will not cross δLSA.
The process of an unstable swing is illustrated in Fig. 2,

where post-fault impedance is assumed to be higher than
in the stable case. For comparison purposes this example
of an unstable swing is again started with a fault in the
power system. The beginning of the swing process is sim-
ilar to the stable swing explained before, and is illustrated
in Fig. 2a. After the fault clearance the angular difference
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is again increasing, and during the start of the process the
acceleration and the speed of the angle change have the same
signs as those with the stable swing, as illustrated in Fig. 2b.
However, in this case, the angular difference continues to
increase, passing the point δ2 in the power-angle curve. The
electrical power value begins to lower, and consequently the
derivative of power will become negative, as illustrated in
Fig. 2c. Subsequently, with the further increase in angular
difference, the LSA point (denoted by δLSA) will be passed.
When the system has passed this point, the angular difference
will start accelerating. This means that the stable operation
of the power system is no longer possible and the system
will experience an OOS condition. This condition is indi-
cated by the second derivative of the angle value becoming
positive, with the first derivative value remaining positive.
Simultaneously, the first derivative value of the active power
is negative. This situation is illustrated in Fig. 2d. It has been
shown that the use of the power-angle characteristic and EAC
concept applies for assessing complex stability phenomena
in large multi-machine systems, in addition to a two-machine
equivalent network [29].
It should be noted, however, that in reality the power-angle

curve is different than the idealised curve used for the expla-
nation above, i.e. the amplitude value of the power-angle
curve is shifted away from the theoretical maximum at
90 degrees. The reason for this is that the voltages are not
constant and the losses are not taken into account. The mech-
anisms and mathematical explanation of the variations in
the power-angle curve are discussed in more detail in [30]
and [31].
To summarize, the growing angle difference and dropping

active power together point to the right half of the power-
angle curve, while the change of sign of the angle difference
acceleration (second derivative becoming positive) indicates
the crossing of the LSA point. These three criteria unambigu-
ously identify that the power swing becomes non-recoverable
and therefore can be used as a basis for the proposed OOS
protection algorithm.

B. DEVELOPED OUT-OF-STEP PROTECTION ALGORITHM
The developed protection algorithm uses the measurements
provided by the PMUs on both ends of a transmission line.
This allows for the computation of angular difference deriva-
tive values, in addition to the monitoring of the voltage,
current and power values.
It must be noted that due to the discrete nature of

PMU measurements the continuous derivatives mentioned in
Section II should be substituted with finite differences, i.e.
we are supposed to replace dδ

dt with 1δ
1t . Nevertheless, for

the purpose of simplicity we will continue to use the same
terminology as above, bearing in mind that all the derivatives
will be estimated using sampled discrete measurements and
finite differences.
According to the explanation given above for an OOS

condition, shown in Fig. 2d, the criteria for the protection

operation are as follows:
dδ
dt
> 0 for two consecutive measurements

d2δ
dt2

> 0 for three consecutive measurements

These conditions might be also fulfilled during normal
operation, while the operating point is situated in the stable
operation area of the power-angle curve. In order to stop the
OOS protection algorithm from operation during normal con-
ditions, blocking and restraining criteria have been defined.
The criteria for blocking the protection function during
normal grid conditions are as follows:{

Measured voltage above 0.89 p.u.
Measured voltage below 0.2 p.u.

The first criterion is used to ensure protection is blocked
when the network operates in nominal condition. The second
criterion is used to check if there is a fault present on the pro-
tected line. The values proposed above should be considered
as indicative, the exact thresholds may be adjusted based on
the local deployment conditions. If either of those conditions
are fulfilled, the protection will not operate.
In order to restrain the protection from operation while the

system is experiencing a stable power swing, the following
criteria are used:

dP
dt
> 0 for two consecutive measurements

dV
dt

> 0 for two consecutive measurements

The first criterion restrains the protection from operat-
ing whilst the operation point is located in the first half of
the power-angle curve, where, during the angular difference
increase, the active power transfer also increases. The second
criterion restrains the protection algorithm from operation
when the system is in the process of leaving the swinging
condition, and the voltages increase. The objective of using
these criterion is to allow the protection to only operate when
the system is moving towards instability after passing the
theoreticalmaximumpower transfer point on the power-angle
curve.
It has to be noted that the algorithm requires multiple con-

secutivemeasurements to fulfill the presented criteria in order
to operate, in order to avoid the algorithm from operating
from a singular measurement result which may be caused
by noise. Therefore, the operation time of the algorithm is
also dependent on the sampling rate used for the input data
streams.
The algorithm is divided into three main segments and

its structure is shown in Fig. 3. The first segment, circled
in red in Fig. 3, is responsible for checking the data valid-
ity and blocking the protection based on voltage measure-
ments. The second segment, circled in green, computes and
assesses the active power and voltage derivative values and
restrains the protection operation if necessary. Finally, the
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FIGURE 3. Principle diagram of the developed OOS protection algorithm.

third segment, denoted in blue, computes the first and second
derivatives of the angle difference, and is responsible for
OOS detection and protection operation command. The main
advantages of the developed algorithm compared to existing
solutions are, that it requires no offline studies or simulations
and requires little processing power, therefore it is easily
adoptable on already existing hardware.

III. TESTING METHODOLOGY AND TEST SETUP
In this section, the implementation of the developed algorithm
is explained together with the simulaion platform and the
IEEE 39 bus model used as a testing network. The algorithm
is tested using HiL simulations by feeding PMU measure-
ment data into a dedicated phasor-based controller. Simulta-
neously, analogue voltage and current waveform signals are
provided to the impedance-based OOS protection devices in
order to compare the performance of the new method and
existing solutions.

A. IMPLEMENTATION OF THE DEVELOPED ALGORITHM
FOR HiL TESTING
The algorithm is developed and deployed on an external
programmable controller device [32]. This phasor-based con-
troller is capable of receiving multiple PMU data inputs and
executing complex custom-built algorithms in a fast, deter-
ministic manner.
The data validity check shown at the start of the algorithm

in Fig. 3 is handled by the controller hardware. If the mea-
sured data does not pass the validity check, meaning that the
data is not time-synchronized or PMU frames are missing,
the protection algorithm is blocked. When the validity check
is passed, the measurement values are allowed to be supplied
to the protection algorithm described in Section II.
The controller, where the proposed algorithm is imple-

mented, receives measurement data from real-time sim-
ulations over an Ethernet network according to IEEE
C37.118 standard. The data rate used affects the decision
time of the algorithm, since the algorithm’s criteria are linked
to consecutive measurements. Therefore, the slower the data
rate, the slower the decision time. For uniformity throughout
the paper, the PMU data rate used for the tests conducted
with IEEE 39 bus networks was 60 fps (frames per sec-
ond). The data rate for tests with the Icelandic simulated
network, as well as recorded OOS events from Iceland, was
50 fps. The controller provides feedback signals and calcu-
lated values back to the Real-Time Digital Simulator using
IEC 61850 GOOSE messages. PDC (Phasor Data Concen-
trator) Wait Time [33] of 100 ms was implemented in the
controller in order to consider the representative latency of
the data collection using PMUs from different geographic
locations. The processing cycle time of the controller was
configured at 16.667 ms and 20 ms for the IEEE 39 bus
network and Icelandic system tests respectively.
The proposed algorithm installed on the controller is tested

in parallel with two physical relays using HiL test setup. The
illustration of the setup is shown in Fig. 4. The information
marked by red represents the input values to the hardware:
analogue voltage and current signals for the impedance-based
OOS protection relays, and IEEE C37.118 PMU data for the
phasor-based controller. The information marked in green
shows operation signals in the form of digital inputs from the
relays and IEC 61850 data for the controller. The particular
test scenarios and the test network model are explained fur-
ther in the next sections.
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FIGURE 4. Experimental setup for HiL OOS protection testing using
hardware.

FIGURE 5. Modified IEEE 39 bus network with added type 4 wind farms.
Red marks Case A testing location and blue Case B testing location, wind
farms W1-W5 are added to buses 21, 15, 25, 16 and 29, respectively.

B. MODIFIED IEEE 39 BUS TEST SYSTEM AND TEST CASES
In order to test the performance of the algorithm in a multi-
machine network, the IEEE 39 bus network model was used.
Themodel is modified by adding generic grid-followingwind
farms (W1 - W5) at some buses, using an existing wind
power plant model in the simulation software [34]. In this
way, the developed solution can be tested for different grid
and generation mix conditions. The modified test network is
shown in Fig. 5. Two different test locations are chosen to
investigate different power swing conditions in the network
and test the protection devices for various scenarios. The first
test location is circled in red and shown as Case A, whilst
the second denoted in blue is Case B. The former location
demonstrates the power swing scenario occurring between
two larger parts of the network, while the latter location
represents a case of a single machine connected to an infinite
bus system.

Both locations cover two tie-lines each in order to see the
proposed algorithm’s behavior for different tie-line lengths.
For Case A, the protection was tested for the lines between
buses 14-15 and 16-17. To create an OOS condition in the
power system, a three-phase short circuit is applied on bus 16.
The fault is cleared by disconnecting one of the transmission
lines emanating from bus 16, and thereafter power swings
take place on the remaining tie-line between the two parts
of the network. For Case B, the transmission lines under
observation are those between buses 26-29 and 28-29. Power
swings are created by applying a three-phase short circuit on
bus 29. The fault is cleared by disconnecting one of the two
tie-lines connected to this bus, leading to power swings along
the remaining transmission lines.
For the studied Case A, the impedance-based protection

relays are situated on bus 15 for line 14-15 and on bus 16
for line 16-17. For Case B, the impedance-based protec-
tion relays are at bus 29 of the transmission lines for both
tested lines. The PMUs that stream measurement data to
the phasor-based controller are situated on both ends of the
transmission lines in all of the tested cases.
Both of the tested relays incorporate an impedance-based

OOS algorithm, and are set to trip on the way in (TOWI) and
on the way out (TOWO) of the configured impedance char-
acteristic. The settings of the protection devices are obtained
according to the manufacturer guidelines as explained in the
user manuals of the relays; the settings were calculated using
a base case of fully synchronous system [35], [36].
In order to test the OOS protections for various grid condi-

tions, the output power of the wind power plants is scaled up
while simultaneously decreasing the synchronous generation
capacity. For Case A, for a specific renewable penetration
scenario (RES %), all four wind power plants (denoted as
W1-W4 in Fig. 5) in the network area provide the specific
percentage of the base case synchronous generation output
of the four generators (denoted as G4, G5, G6 and G7) in the
area. At the same time, the apparent power of these generators
is decreased from the initial value of 1000 MVA by the same
specific percentage of the RES % level. This is done in order
to also decrease the total inertia of the generators together
with their output power. For Case B, one generator (G9)
and one windfarm (W5) are scaled accordingly. Additionally,
at each RES % case the simulation is repeated five times to
evaluate the consistency of the testedOOS protection devices.
This results in a total number of 300 real-time simulations for
the case studies using IEEE 39 bus test network.

C. CONCEPT VERIFICATION
In this subsection, the developed algorithm’s response to a
stable and unstable swing for Case A location in the IEEE
39 bus network is shown.
The case of a stable power swing is shown in Fig. 6. The

swing is initiated by a five-cycle long fault in the system
occurring at 0.15 seconds (shown by 1©), after which the
system goes through a stable swing. Fig. 6a shows the signals
associated with the developed algorithm in the controller,
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FIGURE 6. Protection algorithm response signals, voltages at both ends
of the transmission line and active power through the line during a stable
power swing in the network. (a) protection algorithm signals in the
external controller, (b) the voltage magnitudes at both ends of the
protected transmission line and (c) the active power through the
protected line.

as described in Section II of this paper. Figs. 6b and 6c
illustrate the streamed measurement values of the voltage
and the active power through the transmission line from
the real-time simulation. It can be observed that after the
short-circuit condition has ended, the blocking criteria for the
protection function are disabled (specified by 2©). However,
the restraining criteria are inactive only for a very short
duration, right after the fault has been cleared, and, thereafter
become active, because the power transferred through the
transmission line is increasing, thus the derivative value is
positive. In addition, once the power starts decreasing, the
voltage value starts increasing. Due to this behavior, the
restraint criterion remains active and the protection provides
no operation command during a stable swing. After some
time the voltage values return to nominal operation level and
the blocking criterion is activated, as indicated by 3©.
The reaction of the algorithm to an unstable power swing

is shown in Fig. 7. The swing is initiated by a six-cycle
fault in the system occurring at 0.15 seconds (shown by 1©),

FIGURE 7. Protection algorithm response signals, voltages at both ends
of the transmission line and active power through the line during an
unstable power swing and subsequent OOS condition. (a) protection
algorithm signals in the external controller, (b) the voltage magnitudes at
both ends of the protected transmission line and (c) the active power
through the protected line.

after which the system experiences an unstable swing. Fig. 7a
shows the developed algorithm signals in the controller,
whilst Figs. 7b and 7c show the measured quantities from
the simulation. From the response of the protection, it can
be observed that after the short-circuit fault the blocking cri-
terion is disabled, as shown by 2©. This is because the voltage
value is out of bounds of the blocking criterion. However, the
restraint criterion is active, since the measured active power
transfer through the transmission line is increasing. In the
meantime, it can be seen that the voltage value is decreasing,
and, accordingly, the derivative of the voltage value is nega-
tive. Once the active power starts decreasing, the restraining
criterion deactivates. This means that both the blocking and
the restraining criteria are not active; therefore the protection
will issue an operating command as soon as the first and
second derivatives of the angular difference are both positive
for two and three consecutive consecutive cycles respectively.
The protection detects the unstable condition, which is seen
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FIGURE 8. Icelandic power system, the corresponding corridors of lines
connecting two parts of the network are outlined in red and green for the
northern and southern ring connections respectively. [37].

by the operation signal activation at instance 3©. Hence it
can be concluded that the developed protection algorithm is
able to distinguish between unstable and stable swings in the
network, and is able to issue tripping commands when there
is an unstable power swing developing on the protected line.

IV. ICELANDIC POWER SYSTEM MODEL VERIFICATION
FOR REAL-TIME SIMULATIONS
To display the developed algorithm’s robustness for the appli-
cation in arbitrary power systems, the Icelandic power system
has been used for additional simulations. In order to perform
real-time simulations to test the OOS protection, the Icelandic
power system was modelled in RTDS environment. Fig. 8
shows the Icelandic power system, which has two centers
of inertia, situated in southwest and in the eastern part of
the island. The two main centers of inertia are connected
with links, known as the northern ring connection (north
corridor), circled with red, and the southern ring connection
(south corridor), circled with green. In addition, the southern
ring connection uses series compensation by utilizing a series
capacitor that can be switched on or off. On these two ring
connections power swings are expected, and the developed
protection algorithm is expected to be installed.
The Icelandic grid uses a wide-area monitoring sys-

tem with a number of PMUs installed in the network.
The wide-area monitoring system has recorded several
system-level events including OOS conditions, which are
used to compare the developed network model behavior to
the actual system behavior. The network model in RTDS
environment was developed based on the PSS/ER© network
model provided by Landsnet.
Two recorded OOS events were used to validate the created

model in RTDS. The first OOS event was initiated by a busbar
flashover in one of the substations located in the northern
ring connection, which led to the loss of the substation and
disconnection of the northern transmission corridor, resulting

FIGURE 9. OOS event 1 measured and simulation values. (a) the
frequency in the south-west center of inertia, (b) the frequency of the
east center of inertia and (c) the active power flow in the southern ring
connection, where the OOS event takes place. 1© - the start of the event
with the fault in the north corridor substation, 2© - fault clearance,
3© - first pole slip in simulated values, 4© - first pole slip in measured
values.

in an OOS condition in the southern ring. The second event
was initiated by a sudden loss of load in the south-western
inertia center. This contingency caused system split, where
some generators in the south west system were connected to
the rest of eastern network only through the southern ring
connection, and led to an OOS condition in the southern
corridor of the network.
The comparison of the measured values and the simulated

results for the first OOS event is shown in Fig. 9. The fre-
quencies of the south-western inertia center and the northern
inertia center are shown in Figs. 9a and 9b, whereas the
active power flow in the southern corridor during the event is
shown in Fig. 9c. The specific events of interest are marked
throughout the subfigures, where 1© marks the start of the
sequence of events with a flashover at the substation in the
northern corridor, at 10.2 seconds. After 300 ms (marked
as 2©), the fault is cleared by tripping the remote ends of the
lines from the faulted busbar, leading to the disconnection
of the northern transmission corridor. Thereafter, the active
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FIGURE 10. OOS event 2 measured and simulation values. (a) the
frequency in the south-west center of inertia, (b) the frequency of the
east center of inertia and (c) the active power flow in the southern
corridor, where the OOS event takes place. 1© - the start of the event with
the loss of load, 2© - inter trip on the 220 kV substation at the southern
corridor, 3© - north corridor disconnection from overload, 4© - first pole
slip in measured values, 5© - first pole slip in simulation.

power is transferred through the southern corridor, and the
system goes through a stable swing, after which it fails to
maintain stability. The northern and southern parts of the
network experience the first pole slip at 3© and 4© for the
measured and simulated results respectively.
It can be observed that the simulated and measured data

show a slight deviation, however, the general behavior of
the simulated network and the measurement data is similar.
For both cases, after the initial event occurs, the system goes
through a stable swing. The simulated results show greater
swing frequency than the measured one. This is likely caused
by a difference in generator dispatch during the event, as well
as by the effects of the user-defined governor models.
The comparison of the measured values and simulated

results for the second OOS event is shown in Fig. 10. The fre-
quencies of the south-western inertia center and the northern
inertia center are shown in Fig. 10a and Fig. 10b, respectively,
whereas the active power flow in the southern corridor during

the event is shown in Fig. 10c. The specific events of interest
are marked throughout the subfigures, where 1© denotes the
start of the sequence of events with a large loss of load in
the network at 25.6 seconds. The loss of load is followed
by an inter-trip from the overload protection of the southern
corridor marked as 2©. Due to disconnection in the 220 kV
substation nearest to the southern link, only two generators
remain connected to the network through the southern cor-
ridor. At 3©, the northern corridor link is disconnected by
the overload protection, effectively separating the two inertia
centers of the network. As a result, the two generators left on
the southern corridor pass through three stable power swings,
which are increasing in magnitude, and experience a pole slip
at 4© and 5© for the measured values and simulation results,
respectively.
From the comparison of the measured and simulated val-

ues it can be observed that the simulated results are well
aligned with the actual measured values for this event. The
frequency in the south-western inertia center follows closely
the measured values, and in the northern part there is a slight
difference in the gradient of the frequency increase, which
may be caused by a difference in production units during the
actual event and the simulation, together with the effect of
non-standard governors used in the Icelandic power system.
As for the power flow in the southern corridor, the simulated
values closely match the measured values. Based on these
results, it can be concluded that themodel follows the real-life
characteristics of the Icelandic power system and can be used
to investigate OOS protection algorithm in the future.

V. CASE STUDIES
This section presents the test results of the developed pro-
tection algorithm using real-time simulations with the IEEE
39 bus test network and the recorded data from OOS events
in the Icelandic power system, as well as the simulations with
the developed Icelandic power network model. While there
are numerous other methods developed for OOS protection,
as shown in Section I, the aim of the conducted case studies
is to compare the performance of the developed solution to
currently available impedance-based protection devices.

A. COMPARATIVE RESULTS FROM IEEE 39 BUS NETWORK
SIMULATIONS
In this subsection, the results of the comparative analy-
ses of the developed algorithm and the currently available
impedance-based OOS protection relays are shown. The
overall detection rate of the OOS conditions for both of the
test cases, and the tested algorithms, is shown in Fig. 11.
Regarding Case A, it can be seen that Relays 1 and 2 fail to

operate in 6.7 % and 3.6 % of all the performed tests respec-
tively. In contrast the new algorithm operates in 100 % of all
the tests. However, when looking at a single machine going
OOS with the rest of the system (Case B), the conventional
relays show significantly lower detection rates compared to
the developed algorithm. The failure rate is 23 % and 22.2 %
for Relay 1 and Relay 2, respectively. At the same time, the
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FIGURE 11. OOS condition detection rates for developed algorithm and
tested relays in percentage across the simulated cases A and B.

FIGURE 12. OOS protection operating times of protection devices for
Case A. (a) represents a case study on the transmission line between
buses 14-15 and (b) represents a case study on the transmission line
between buses 16-17.

developed algorithm successfully operates in 95.8 % of the
Case B tests, giving the failure rate of 4.2 %.

1) COMPARISON OF RESULTS IN CASE A
The operating time comparison between the two tested
impedance-based relays and the developed OOS algorithm
is shown in Fig. 12. The operating times show how long it
takes the protection device to provide a trip command after
the short-circuit fault has been cleared. The value of ’0’means
that the protection device did not provide any tripping com-
mand within five seconds after the OOS condition, at which
point the simulation is terminated. Fig. 12a shows the operat-
ing times when the protection is installed on the transmission
line between buses 14-15, and Fig. 12b shows the operating
times when the protection is used on the transmission line
between buses 16-17.
From this figure it can be observed that the developed

algorithm shows significantly lower operating times on both
of the installed transmission lines. The developed algorithm,
on average, is 490 ms and 540 ms faster compared to Relay 1

FIGURE 13. OOS protection operating times of protection devices for
Case B. (a) represents a case study on the transmission line between
buses 26-28 and (b) represents a case study on the transmission line
between buses 28-29.

and Relay 2 respectively. For the transmission line between
buses 16-17 both of the impedance-based protection relays
failed to operate in the 55 % RES scenario and Relay 1 also
failed to operate in the 60 % RES scenario, however, the
developed algorithm successfully operated.

2) COMPARISON OF RESULTS IN CASE B
The protection operating time comparison for Case B is
shown in Fig. 13. Overall, the developed algorithm has the
same operating time in this simulation case compared to
Relay 2. Compared to Relay 1, the developed algorithm
operates 300 ms faster. Fig. 13a shows the operating times of
the case study on the transmission line between buses 26-29,
and Fig. 13b shows the protection operation times for the case
study performed between buses 28-29. It can be observed
that compared to simulation Case A the protection opera-
tion times are closer together for this case. The developed
protection algorithm displays very similar operating times to
Relay 2, whilst Relay 1 shows slower operating times for the
majority of conducted tests. For the cases performed on the
transmission line between buses 26-28, it should be noted that
Relay 1 issued a trip command from the distance protection
function instead of the OOS protection function. This applies
to tests conducted with 60 % and above RES % scenarios.
Additionally, it can be seen that Relay 2 does not operate
for some of the RES % scenarios, whilst the other two tested
devices do.
Regarding the case study performed on the transmission

line between buses 28-29, it can be seen that in this case
Relay 1 fails to operate on lower RES % as well as higher.
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FIGURE 14. Developed protection algorithm testing setup with measured
data streaming.

In addition, the operating time is higher compared to the
other two tested approaches, because in this case study the
protection operates on the second swing.

B. PROTECTION TESTING RESULTS USING OUT-OF-STEP
EVENT RECORDINGS
The developed OOS protection algorithm has been also tested
using event recordings from the Icelandic power system.
To test the algorithm, the recorded historical PMU data
has been streamed from a personal computer (PC) using a
C37.118 emulator. The data was streamed to the phasor-based
controller, where the developed algorithm is installed. The
experimental setup for this case is shown in Fig. 14. The
response of the algorithm has been recorded for a total of four
OOS events that have been studied. The developed solution
showed good results, providing successful operation for all of
the recorded OOS events. The OOS event recordings used for
the algorithm testing are described as follows:

• Event 1 and event 2 are nearly identical; both events
were initiated by a flashover at a substation in the north-
ern corridor of the power system, followed by its discon-
nection; the increased power flow through the southern
corridor triggered an OOS event in the power system.

• Event 3 was initiated by an energization of a trans-
mission line in the eastern part of the system, which
caused undamped oscillations between the two centers
of inertia, however, the OOS condition did not occur on
the protected line.

• Event 4 was initiated by a large loss of load in the
south-western part of the network. After this contin-
gency, overload protection operated on the northern part
of the ring connection, and an inter-trip separated the
two generators in the southern corridor, which, after a
few oscillations, resulted in an OOS condition on the
southern ring connection.

Figs. 15 and 16 show the developed protection algorithm
response, the voltage variations at the two measurement loca-
tions on the southern link and the measured power for Event 1
and Event 2, respectively. For both events the power system
first goes through a stable swing and afterwards becomes
unstable, resulting in an OOS situation. The dashed line
denoted by 1© shows the start of the event. From the pro-
tection signals shown in Figs. 15a and 16a for Event 1 and
Event 2 respectively, it can be observed that during the ifirst

FIGURE 15. Protection algorithm response to Event 1 data. The dashed
line marked as 1© shows the start of the OOS event at 1.3 seconds. (a) the
protection algorithm signals from the controller, (b) the voltage at the two
measurement locations in the southern corridor and (c) the measured
power in the southern corridor during the event.

stable swing the protection algorithm performs correctly.
During this process the algorithm gets deblocked, indicated
by 2©, due to the occurred voltage dips in the system, and
subsequently the restraint criteria are also lifted. The protec-
tion, however, does not give a trip signal, because the swing
is stable. The second power swing becomes unstable for both
events due to the large oscillations in voltages and power.
For the unstable swings, the developed protection operates
correctly, which can be seen from the operation signal traces
indicated by 3©. Since there is no specific OOS protection
currently active in the Icelandic system, the recorded event
continuous to evolve into OOS oscillations with increasing
frequency, until a distance protection operates somewhere in
the network. As shown in Figs. 15 and 16, this situation could
have been resolved more rapidly using the proposed OOS
solution.
Fig. 17 shows the developed protection algorithm response,

the measured voltages at the two ends of the southern cor-
ridor, and the corridor power for OOS Event 3. From this
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FIGURE 16. Protection algorithm response to Event 2 data. The dashed
line marked as 1© shows the start of the OOS event at 2.1 seconds. (a) the
protection algorithm signals from the controller, (b) the voltage at the two
measurement locations in the southern corridor and (c) the measured
power in the southern corridor during the event.

figure it can be observed that after the line energization at
0.5 seconds, marked by 1©, the system starts to oscillate.
The oscillations are undamped and increasing in magnitude
for both voltages and measured power, as can be seen in
Figs. 17b and 17c. From the protection signal response shown
in Fig. 17a, it can be seen that the protection algorithm is
deblocked during the power swings, first of which is denoted
by 2©. As the OOS condition does not show on the protected
line, the protection is stable and does not provide any oper-
ation command. The condition is cleared by a distance pro-
tection operation elsewhere in the network, indicated by 3© at
34 seconds. Therefore, it can be concluded that the developed
protection algorithm is stable when the OOS condition is not
localized to the protected tie-line.

FIGURE 17. Protection algorithm response to Event 3 data. The dashed
line marked as 1© shows the start of the OOS event at 0.5 seconds. (a) the
protection algorithm signals from the controller, (b) the voltage at the two
measurement locations in the southern corridor and (c) the measured
power in the southern corridor during the event.

Fig. 18 shows the developed algorithm response, measured
voltages at the two locations in the southern link and the
power flow for OOS Event 4. The dashed line marked in
the figure shows the start of the event with the loss of load
at 1.3 seconds, indicated by 1©. Following the initial loss
of load, it can be seen that the power transfer through the
corridor, shown in Fig. 18c, starts increasing. At the same
time, the voltages, shown in Fig. 18b, decrease, which leads
to disabling the blocking criterion of the algorithm, as can be
seen from the protection signals shown in Fig. 18a. At the
time of 1.8 seconds a jump in power transfer occurs, marked
by 2©. This signifies the northern corridor disconnection
due to overload. Thereafter, the southern ring connection
experiences four stable swings, with progressively increasing
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FIGURE 18. Protection algorithm response to Event 2 data. The dashed
line marked as 1© shows the start of the OOS event at 1.3 seconds. (a) the
protection algorithm signals from the controller, (b) the voltage at the two
measurement locations in the southern corridor and (c) the measured
power in the southern corridor during the event.

magnitude, during which the protection does not operate.
After the fourth swing, the system runs into instability, and
the protection operates (marked as 3©) due to the OOS con-
ditions being fulfilled.

C. PROTECTION TESTING RESULTS FROM ICELANDIC
POWER SYSTEM SIMULATIONS
Using the previously verified Icelandic power system model,
which was developed in Section IV for real-time simulation,
a number of tests were carried out. The simulations were
conducted using Event 1 and Event 4 pre-fault conditions
as the base case. Different grid conditions were used to
test the developed protection algorithm. This was done by
switching the series capacitor on the southern link in and out
of operation, as well as disconnecting lines in the system. The
simulations consisted of symmetrical and asymmetrical faults

performed on different transmission lines in the network
including single-pole reclose. From the numerous simulation
results, it can be concluded that:
• The algorithm is stable when the power system experi-
ences damped oscillations.

• The algorithm does not operate during single pole trip-
ping and reclosing process.

• The algorithm provides operation for cases when an
OOS event occurs for both the southern ring connection
and the northern ring connection.

Based on the conducted tests, it can be concluded that the
algorithm offers high security and dependability for OOS
protection in the power network.

VI. CONCLUSION
In this paper a new OOS protection algorithm based on
discrete angle derivatives has been presented, which is tested
and implemented on hardware. The testing of the developed
algorithm is done by using real-time simulations that build
on the well-studied IEEE 39 bus power network. The perfor-
mance of the developed algorithm is compared to the conven-
tional impedance-based OOS protection relays. Furthermore,
the algorithm is tested using the developed and validated
real-time simulations model of the Icelandic transmission
network, as well as using recorded data from several OOS
events that occurred in the Icelandic power system. The
algorithm shows reliable and fast operation for various states
of the grid in the case of OOS events, and high security
during stable power swings. The developed algorithm is fully
measurement-based and settingless. Therefore, it is suitable
to be applied on arbitrary locations in power systems, where
OOS conditions are expected to occur. The results of the
simulations and numerous tests show that:
• The developed algorithm performs better in terms of
operating time compared to present commercially avail-
able impedance-based protection devices.

• Based on the case studies, the algorithm has higher reli-
ability than the impedance-based protection algorithms.

• In addition to numerical real-time simulations, the algo-
rithm has been also tested on actual recordings of OOS
events, which proves its stability and dependability for
real installations.

Finally, the concept has been tested and implemented in
practice by Landsnet in their WACS scheme.
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