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Abstract

Why are lawmakers in the United States apprehensive to regulate law enforcement’s use
of facial recognition technology, and how does this impact American citizens? These
questions are pertinent in the study of law enforcement practices because new and
improved investigative tools are being developed every day. Literature suggests that
surveillance and facial recognition invade privacy, but few recognize that a panopticon is
emerging in present-day society. The thesis seeks to uncover the mysteries behind
American law enforcement’s application of surveillance and facial recognition. Firstly,
the growth of surveillance in the United States is addressed and the discussion of
American surveillance becoming a panopticon is introduced. Technologies behind facial
recognition and surveillance systems are then examined, explaining how the two work
together. This discussion continues through the expression of privacy concerns
surrounding the implementation of surveillance and facial recognition technologies. An
analysis is later conducted on the law enforcement implementation of these technologies
in the United States, the United Kingdom and China to consider other approaches. Finally,
future research ideas are proposed regarding the impact that facial recognition has on
minority populations. Altogether, this thesis demonstrates that the current application of
surveillance and facial recognition in the United States should be improved so that

citizens can enjoy both security and privacy.

This thesis is written in English and is 42 pages long, including five chapters, zero figures

and zero tables.



Annotatsioon

Miks kardavad seadusandjad Ameerika Uhendriikides reguleerida diguskaitseorganite
ndotuvastustehnoloogiate kasutust ja kuidas mdjutab see Ameerika kodanikke? Kuivord
iga pdev arendatakse uusi uurimisvahendeid, on need kiisimused diguskaitseorganite
tegevuse uuringutes asjakohased. Kirjutatakse kiill sellest, et jélgimistegevus ning
ndotuvastuse kasutamine tungivad inimeste privaatsusesse, kuid vihesed rédgivad sellest,
et juba tédna on tekkimas panoptikon. Antud uurimuse eesmirk on uurida ldhemalt, mis
saladusi peitub Ameerika diguskaitses kui asi puudutab jdrelvalvet ja ndotuvastust.
Esiteks vdetakse luubi alla jilgimistegevuse kasv ja areng Ameerika Uhendriikides ning
tutvustatakse ideed, mille kohaselt Ameerika jirelvalve on muutumas panoptikoniks.
Seejérel uuritakse ndotuvastuse ja jélgimissiisteemide tehnoloogiaid ning kuidas need
omavahel toimivad. Arutletakse probleeme, mis vdivad tekkida jdlgimise ning
ndotuvastuse tehnoloogiate rakendamisel ning milline on nende mdju inimeste
privaatsusele. Vordluseks tuuakse analiilis sellest, kuidas rakendatakse antud
tehnoloogiaid nii Ameerika Uhendriikides, Uhendkuningriigis kui ka Hiinas. Lopetuseks
pakub autor vélja ideid, kuidas edasi uurida, milline on néotuvastuse kasutuse moju
elanikkonna vihemuste esindajatele. Magistritoo tdestab, et pracgust jalgimistegevuse ja
niotuvastuse elluviimist ning kasutust Ameerika Uhendriikides tuleb parandada, et

itheaegselt oleksid kaitstud nii kodanike privaatsus kui ka julgeolek.

Loputdd on kirjutatud inglise keeles ning sisaldab teksti 42 lehekiiljel, viis peatiikki, null

joonist, null tabelit.



U.S.

LEA
MIRS
ACLU
UK.

UAV
ARGUS-IS

9/11
MPS
DMV

ISO
IEC
FACES
APD
FBI
NGI
IPS
NYPD
FOIA
GAO
SCS
SCC
ICO

List of abbreviations and terms

United States

Law Enforcement Agency
Maryland Image Repository System
American Civil Liberties Union
United Kingdom

Unmanned Aerial Vehicle

Autonomous Real-Time Ground Ubiquitous Surveillance-
Imaging System

September 11%, 2001

Metropolitan Police Service

Department of Motor Vehicles

International Organization for Standardization
International Electrotechnical Commission
Face Analysis Comparison and Examination System
Albuquerque Police Department

Federal Bureau of Investigation

Next Generation Identification

Interstate Photo System

New York Police Department

Freedom of Information Act

Government Accountability Office

Social Credit System

Surveillance Camera Commissioner

Information Commissioner’s Office
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1 Introduction

As of 2016, United States (U.S.) law enforcement agencies (LEAs) in nineteen states
employed the use of facial recognition technology [1]. This technology has come to light
as a result of media coverage of criminal investigations. One of the most recent cases
involves a murder investigation was conducted after a man shot and killed five employees
of the Capital Gazette newspaper in June 2018 [2]. The suspect, Jarrod Ramos, had no
forms of identification and was noncooperative with police [2]. As a result, law
enforcement officers identified Ramos after submitting his photo to Maryland’s facial

recognition database, the Maryland Image Repository System (MIRS) [2].

Facial recognition technology successfully helped law enforcement identify their suspect,
but the deployment of such technology has been the centre of controversy surrounding
the fact that it invades the privacy of citizens. In an attempt to preserve the privacy of
Americans, the American Civil Liberties Union (ACLU) has urged the Justice

Department to investigate law enforcement’s use of facial recognition technology [3].

This thesis will discuss facial recognition technology and how, when paired with
surveillance technologies, it can impact the data subject’s privacy. Both facial recognition
and surveillance technologies will be touched on, before analysing how they are
employed by police in the United States. As a result, this thesis will guide the country’s
LEAs on how to better implement these technologies, so that citizens can enjoy both
security and privacy. The goal is to bring attention to the potential threat that the country’s
current application of surveillance and facial recognition poses against American citizens.
We will give suggestions to federal, state and local LEAs on how to make better use of

their investigative tools.

This research will also draw a comparison between law enforcement’s use of facial
recognition within the United States, the United Kingdom (U.K.) and China. The result
of this comparison is meant to serve as proof that regulating law enforcement in this
context can be beneficial, while also serving as a warning of how facial recognition, when

left unregulated, can be used to unnecessarily invade the privacy of citizens. The United



Kingdom and China serve as examples to highlight different practices around the world,
which will either validate the practices of the U.S. or will bring about different methods
to discuss. In doing so, we can determine how law enforcement agencies’ use of this

technology can be regulated and how they can be held accountable for their actions.

This report focuses on the employment of facial recognition systems that analyse facial
features captured from still photos or security camera footage. This paper will not discuss
the details of the categories of facial recognition, nor will it mention how facial
recognition algorithms under these classifications function from a technical perspective.
We will, however, evaluate how such algorithms are employed in a real-life setting. Facial
recognition algorithms will not be investigated, but rather how they are applied in the

setting of law enforcement.
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2 Surveillance

The concept of surveillance can differ depending on the application in question.
Surveillance can be conducted by a variety of actors, each having their own aims and
motivation [4]. As Staples mentions, regardless of the actor involved or their motivation,

the general intent of surveillance is to “mould, shape, and modify actions and behaviours”

[5].

In the context of this thesis, surveillance is the continuous observation of citizens’ activity
to collect information about their behaviour [6] and the collection of their biometric data
[7]. The intent of such surveillance is to modify behaviour and promote public safety [8].
Data collection is performed through technology, as behaviour is recorded through
surveillance technologies and biometric data is collected and stored in facial recognition

databases.

We will discuss the surveillance practices in the U.S., how surveillance technologies are

employed by LEAs and problems associated with the use of said devices.

2.1 Video Surveillance Technologies

Video surveillance is a decades old technology. First introduced in the 1940s, its first
applications ranged from education to rocket launch viewing [9]. In the decades since,
grey-scale cameras supported colour, cameras communicated over an Ethernet network
and also had significantly improved video resolution [9]. The video surveillance market
has boomed because automated surveillance comes at a low cost and promises to improve
operations [10]. Developments in video surveillance technologies eliminate the

limitations that previously reduced the effectiveness of surveillance [4].

The increased level of surveillance over recent years, and thus the tremendous amounts
of footage from said video surveillance, has encouraged the development of automated
surveillance technologies. It has become almost impossible for all surveillance camera
footage to be manually monitored, especially in areas monitored by hundreds or even

thousands of cameras [10].
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Today, LEAs have a variety of surveillance technologies at their disposal, and when
equipped with facial recognition functionalities, these devices become very powerful

investigative tools in the hands of officers.

2.1.1 Police Drones

Unmanned Aerial Vehicles (UAVs), or drones are used for aerial surveillance and allow
for individuals to be tracked over considerable distances. Originally designed for military
purposes, these drones have been increasingly employed in law enforcement applications
[7]. Police forces have employed drones for surveillance and other use cases. For
surveillance purposes, drones have been used to read license plates and track individuals
[11]. Other use cases of drones include the location of stolen goods and runaways,

reconstructing accident scenes, and assisting firefighters at fires [12].

Cameras give drones the power effectively perform in high-stakes applications. One such
drone camera in particular has a 30x optical zoom and a 6x digital zoom for up to a total
magnification of 180x [11] and is capable of seeing activity up to 6 kilometres away [13].
Military developments under the Defense Advanced Research Projects Agency have
introduced the Autonomous Real-Time Ground Ubiquitous Surveillance-Imaging System
(ARGUS-IS) [14]. This video surveillance technology has such a high resolution that it
can “resolve details as small as six inches from an altitude of 20,000 feet” [15]. In terms
of meters, this system can recognize a detail 15 centimetres in size from six kilometres
away. When attached to a drone at this elevation, the ARGUS-IS is capable of seeing an

area of 25 square kilometres at any one time [15].

Police drones flying in American skies contribute to the transparent society in the U.S.
Their functionalities clearly break the “boundaries of ... distance ... and physical barriers
that traditionally protected information” that Marx mentions [16]. Drones break the
barrier of distance by being equipped with powerful cameras, while reducing the impact
of physical barriers. Drones have the ability to fly freely around physical obstacles,
however they will face a physical barrier when the surveillance target enters a building

or another similar enclosure.

2.1.2 Surveillance Cameras

There are three main classifications of cameras used for public surveillance: overt, semi-

covert and covert cameras [17]. Each of these classifications have their own specific
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design and purpose of surveillance, ranging from noticeable to secret. Overt cameras are
designed to be clearly visible and their field of vision determined by the camera’s
direction [17]. Semi-covert cameras, just as the name describes, are more secretive than
overt cameras, but are more apparent than covert cameras. These cameras have a dome-
shaped housing which prevents an individual from recognizing the direction in which the
camera is aimed [17]. Covert cameras are used for homeland security purposes, and are
thus hidden from the wandering eye [17]. A significant characteristic of today’s
surveillance cameras is that they can be used to pan, tilt, and zoom. Such functionality
allows the camera to have horizontal and vertical movement along with an adjustable
focal length, thus drastically increasing the camera’s area of coverage [18]. These
functions can either be controlled by a remote operator or can be programmed using

specialized software [18].

A recent expansion in police use of surveillance cameras is the introduction of so called
‘blue light’ cameras. Blue light cameras are highly visible devices installed for and
operated by police departments, getting their namesake from the blue light they emit [19].
These cameras have been installed in cities around the country, most notably in Atlanta

[19], Chicago, and Baltimore [20].

The spread of video surveillance, and the ever-increasing number of surveillance cameras
installed in the U.S. contribute to the country’s self-monitored society. This contribution
is the most obvious, as Marx claims a self-monitored society to be one where “auto-
surveillance plays a prominent role” [16]. We have already reached the point where
surveillance cannot either be conducted or analysed solely by humans. Too much video
footage exists to be analysed by a human reviewer, and the effective use of auto-

surveillance can reduce the number of patrol officers needed [17].

2.1.3 Body-worn Cameras

A body-worn camera is a wearable audio, video and/or photographic recording system
used to record events in which law enforcement officers are involved [21]. These cameras
attach to an officer’s uniform and document moments of police-public contact, and

locations such as crime and accident scenes [22].
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2.2 Problems with Surveillance Technologies

Surveillance technologies have been questioned by many. The problems found are not
about the existence of these devices but rather their characteristics and implementation in
society. We will mention these issues in two parts — the first being an analysis of the
shortcomings of surveillance implementation and the second being a discussion about the

limitations of the design of surveillance systems.

To discuss the implementation of technologies, issues lie in the decision-making and
application by LEAs. Decision-making has been found problematic because agencies
select and implement tools disregarding how the technology would affect their policing
strategies or crime rates [23]. Research has also shown that a technology’s effectiveness
often plays a limited role in the decisions to either initially adopt or continue using it [23].
If law enforcement were to consider human rights when making decisions about

surveillance technologies, security threats could be handled more effectively [24].

The major argument behind law enforcement’s application of surveillance is that it is
biased. Graham and Wood express how the implementation of digital surveillance are
subject to social biases and, in turn, effects individuals in a variety of ways [25]. Digital
surveillance can only perform as well as it is programmed to, or only as well as the human
operating the surveillance. If bias is introduced in either the development or
implementation stages of surveillance technologies, the implications of “social sorting”
[26] done by said surveillance can worsen. The most significant bias in surveillance is

racial bias, which is discussed below.

Surveillance conducted by U.S. law enforcement has come under fire because police
departments face racial asymmetry. Racial asymmetry occurs when police departments
underrepresent the community’s racial minorities and are thus more likely to use
surveillance technologies to monitor the ‘problem’ population [23]. Racial bias is the
most prominent in communities where the African American population 1is
underrepresented in police departments. Bias in communities perpetuates stereotypes
linking race and crime, which encourages the idea that panoptic measures are necessary
to racial minorities [23]. Stereotypes lead to a social sorting which likely labels African

Americans as criminals, solely based on appearance. Increased surveillance on African
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American populations contributes to the racial bias of facial recognition. We will discuss

how facial recognition is racially biased in chapter 4.

The implementation of automated surveillance is questionable because it cannot perform
alone in all scenarios, as they still require human operators [26]. Automating video
surveillance can reduce the number of people required to monitor footage, but automation
cannot replace those responders who react to what the footage shows [10]. Video
surveillance technology does not yet have the reasoning capabilities of their human
operator counterparts [10], so humans play a significant role in video surveillance. As
long as these technologies are implemented without human supervision, surveillance is

not effective.

Surveillance technologies, as mentioned before, only perform as well as they are
designed. The idiom “a chain is only as strong as its weakest link” certainly applies here.
A surveillance technology is only as effective or accurate as its weakest portion of code,

or is “only as good as the way in which [it’s] used and how well [it’s] integrated” [27].

To discuss the design limitations of surveillance systems, we mention the success rate of
surveillance algorithms. It is argued that the algorithms behind automated surveillance
systems are not designed to work in a real-life setting [10]. Developers do not usually
modify their algorithms to work in less than ideal situations in order to maintain an
accuracy level worthy of publication [10]. When such surveillance algorithms are in used
practice, they put many people at risk. Inefficient surveillance fails to protect the
organization around which the surveillance is performed. How can we expect to identify

and apprehend a suspect using low-quality surveillance footage?

2.3 Surveillance After 9/11

In a world living in the aftermath of September 11, 2001 (9/11 hereafter), the U.S. and
many other countries around the world depend on surveillance for security [28].
Terrorism has plagued the planet and has met a front of surveillance and other security
screenings in many facets of life. Many other attacks, deemed terroristic in nature, have
occurred across the U.S. since 9/11 — most notably the Boston Marathon bombing [29].
These occurrences only strengthen the argument for increased surveillance and other

security measures. With the growing emphasis on increasing security, technologies have
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been implemented before careful analysis has determined their implications of privacy

and other fundamental rights [30].

As Lyon states, the underlying motive behind the growth of surveillance and surveillance
technologies is suspicion [28]. Law enforcement is more suspicious of citizens and their
actions, thus “massive systems [have been] designed to trace and track people, to monitor
their behaviours, and to profile them” [28]. Undermining the citizens’ trust of “being
considered innocent until proven guilty and in enjoying personal privacy and anonymity”
has a significant impact on society [31]. While some are under more surveillance (i.e.
persons believed to be linked with terrorist groups), everyone in the U.S. is under

surveillance to prevent crimes, especially other massacres.

The phenomenon behind this shift in surveillance is known as function creep, where a
technology’s use expands beyond its originally intended purpose [32]. In the context of
this study, function creep occurs when security measures originally implemented to
combat terrorism are used in broader applications, including criminal justice purposes
[33]. Function creep of surveillance technologies is a consequence of the perpetuated fear
of terroristic acts [34]. As a result, it is perceived negatively, especially in terms of its
potential invasion of privacy [32]. Since the occurrences of 9/11, we have seen the use
cases for counter-terrorism measures expand to catch criminals [35] which have

negatively impacted Americans’ privacy.

What makes function creep significant is the belief that counter-terrorism measures only
apply to the specific targets [36]. After 9/11, the response from U.S. authorities focused
on noncitizens [37] which only strengthened this belief. Such a response is justified
because the civil liberties of citizens are not threatened, as those of noncitizens are
sacrificed [38]. We, as citizens, cannot assume that surveillance is only performed on
certain demographics. In order for the few targets to be surveilled, “it is necessary for

everyone to be supervised” [39].

The following subchapters describe the current state of surveillance in the U.S., the U.K.
and China. They begin the conversation of what surveillance technologies are used and

how their implementation with facial recognition is problematic.

16



2.3.1 Surveillance in the United States

Over 550 law enforcement agencies in 49 states use drones [40].! More than 190 of these
agencies have acquired multiple drones, with the average count being 3 drones per agency
[40]. Of the 49 states whose LEAs own and operate UAVs, 33 have at least ten in their
arsenal of investigative tools [40]. The three states who have the most drones in use are

Texas, California and Wisconsin, who own 67, 58 and 56 drones respectively [40].

Drone size is one factor of why they are a popular tool with police departments [41].
Microdrones? are being developed, some as small as flying insects [42]. Smaller drones

are more manoeuvrable while also being less detectable [43].

As of 2017, there were 50 million surveillance cameras in operation across the country
[44]. The installation of surveillance cameras are motivated by the growing number of
uses in which video surveillance can be applied [45]. Cameras are now installed in police
cars, jails, and even on individual law enforcement officers [45]. About half of the

nation’s law enforcement agencies have a body-worn camera program [46].

2.3.2 Surveillance in the United Kingdom

Richard Thomas, former Information Commissioner of the U.K., warned that the country
may sleepwalk into a surveillance society back in 2004 [47]. He feared that more
information would be collected and more accessible than British society would be

comfortable with [47].

Police forces in the U.K. employ drones for investigative purposes, capable of real-time
surveillance [48]. They are usually deployed in situations where the use of a helicopter
would not be feasible [49]. The number of drones owned by police forces are considerably
low compared to agencies in the U.S. For example, the Sussex and Surrey Police have
one of the largest units with five drones [49]. Drones are said to be used to target criminals

in public places, similar to traditional surveillance cameras [50].

As of 2013, there were approximately between 4.1 and 5.9 million surveillance cameras

in the U.K. [51]. It is estimated that close to 500,000 of these cameras are in London

! Rhode Island is the only state whose LEAs do not use drones.

2 The term ‘microdrone’ refers to a miniature UAV.
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alone, who capture the average person 300 times per day [52]. The city with the second

highest number of cameras is Bristol, with 658 cameras [53].

In contrast to American practice, British police wear body-worn cameras in order reduce
the use force by and against police officers, as well as the complaints against officers [54].
One report found that 71 percent of surveyed police departments use body worn cameras
and that British police forces own a total of nearly 48,000 cameras [55]. Owning at least
22,000 body-worn cameras, the Metropolitan Police Service (MPS) owns a significantly
higher number of cameras than all other surveyed forces [55]. This is said to be the
largest-scale use of police body cameras in the world [56]. Several trials were performed
to determine how much these cameras effected the use of force and crime rates. The
findings conclude that the use cameras had little to no effect on either, suggesting that the

technology should be further tested more before being adopted [55].

There are regulations which mandate the use of police body-worn cameras in the United
Kingdom. According to the College of Policing, “continuous, non-specific recording is

not permitted” and that citizens must be told when they are being recorded [57].

2.3.3 Surveillance in China

China has become a surveillance state. The country has the largest video surveillance
network in the world to monitor its citizens [58]. China’s surveillance system performs
near total surveillance, massive collection of personal data and data analysis with artificial
intelligence [59]. Because Chinese law enforcement is able to freely surveil citizens,

surveillance technologies will become more pervasive [60].

China has deployed over 176 million surveillance cameras around the country, and is
expected to have over 600 million in use by 2020 [58]. These cameras are equipped with
facial recognition technologies [58], with many capable of real-time facial recognition
[61]. These cameras work to monitor citizens to “achieve both ethnic unity and social
stability” [62]. Muslim ethnic minorities are targeted by surveillance, while behaviour

profiles are created based on camera findings.

Aside from the millions of surveillance cameras watching the Chinese public, law
enforcement in China also employs drones. Some police drones are used to monitor for

traffic violations, capable of recording drivers without seatbelts or ones using their phone
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behind the wheel [63]. Others are meant for general surveillance purposes, such as those
in the Dove programme [64]. These drones are designed to mimic the appearance and
movements of real doves in the air, for the purpose of “[evading] human detection and
even radar” [64]. Equipped with high-definition cameras, these drones become

camouflaged “spy birds” watching the citizens below.

To address police body cameras, Chinese law enforcement are testing sunglasses with
facial recognition capabilities [65]. The glasses give officers instant and more accurate
feedback compared to the capabilities of surveillance cameras [65]. Officers wearing the
“augmented reality” glasses are able to compare faces against the national database, in
order to find suspects [66]. The use of these devices is warranted by the fact that they
have helped capture suspects in major cases and many others traveling under false

identities [60].

2.4 Support for Surveillance

Out of all reasons to support the growth of mass surveillance, the idea that security comes
at a price and the notion of ‘nothing to hide, nothing to fear’ are most prominent. Both of
these arguments pose security and privacy against one another, rather than suggesting the

forces can work together.

According to government actors, “anyone who insists on opposing mass surveillance
must be doing so not because they care about their privacy, but because they are hiding
illegal behaviour” [24]. Privacy here is considered to only be useful for protecting secrets,
while public safety is considered to be more valuable than any secret [24]. Authorities
claim that security measures are not used to collect personal secrets, and in the case of

secrets deemed illegal, they “do not deserve secrecy” [24].

This argument maintains that surveillance does not threaten privacy: although law
enforcement surveillance collects data from everyone, it will only be used for crime
prevention purposes [24]. Even if surveillance was to invade privacy, the government

claims it is just the price needed to pay to ensure safety [24].
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2.5 Panopticon Theory

In regards to the evolution of surveillance since 9/11, several scholars argue that
Bentham’s theories of surveillance, more specifically those surrounding his design of the
Panopticon, are still relevant in society [67], [68]. Bentham himself even argued that the
Panopticon could effectively extend beyond prisons and control society by other means

[69].

The Panopticon is theorized to reform behaviour through the power of deterrence [70]. If
surveillance is evident, in the case of the Panoptic tower or visible surveillance cameras,
individuals are less likely to become involved in criminal behaviour [70]. By this theory,
an individual who enters an area in range of surveillance cameras would most likely
modify their actions as they are unsure if they are truly being watched [70]. Lyon states
that surveillance cameras, like the panopticon, make it impossible for one to know if they
are being watched [26] and lead to ‘“the automatic functioning of power” [71].
Surveillance in public spaces aims to deter “delinquency or deviance” [67] similar to what

Foucault referred to as curing the delinquent [71].

The United States is slowly moving towards the ideals of panopticism from the country’s
response to 9/11.! Instead of housing convicted criminals in circular prisons, we create
prisoners in public by creating an environment where Americans are either constantly
under inspection by “the eyes of the persons who should inspect them” or “conceive
[themselves] to be so” [69]. Using Foucault’s words, an American “is seen, but he does
not see; he is the object of information” [71] as he is observed and most likely has his

data stored in at least one law enforcement facial recognition database as a result.

LEAs in the U.S. have successfully created a panopticon-like environment through their
employment of surveillance technologies. The number of surveillance cameras employed
is enough to claim that our cities are becoming panopticons [67]. Once an individual
leaves the privacy of his home, his is under near constant surveillance of cameras [72].
Just like in a panopticon, when he is under video surveillance, he is seen but he will never

know when or by whom he is watched [67].

! The theory of panopticism was developed by Foucalt in 1977
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Agencies across the country use a variety of surveillance technologies in their work to
reduce crime. The devices most widely used, drones, surveillance cameras and body-worn

cameras are discussed in the next chapter.
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3 Facial Recognition

Surveillance has expanded to include “pervasive systems employing a wide range of
technologies for manipulating social behaviour and, as a consequence, impacting social
values, including especially privacy” [73]. The technologies mentioned here observe
areas while an operator watches the footage seeking people who stand out or activity
seeming out of place [45]. We will consider surveillance technologies to be the devices

used to observe the behaviour of citizens [74].

Americans today live in a maximum security society as Marx describes [16]. He considers
a maximum security society as one where the behaviour of citizens is known, thus leaving
them susceptible to government control [16]. Marx defines such a society to have six
features: dossier focused, actuarial, suspicious, engineered, transparent and self-
monitored [16]. In the scope of facial recognition and surveillance, five of his six features,
all except engineered, are prevalent in American society [16]. The deployment of
surveillance and facial recognition technologies do not contribute to American society
becoming engineered. They pressure people to make conscious decisions about their

behaviours, but the possible choices are not limited by the environment [16].

American society is a dossier society because citizens have their data in “computerized
records” [16]. In this case, records are in the form of facial data stored in facial recognition
databases. An actuarial society is also prevalent, as individuals are affected by facial
recognition and surveillance differently depending on their race, gender and age. This
will be further discussed in the chapter 3.1.4. Suspicion exists in American society
because all Americans find themselves under surveillance, as addressed in chapter 2.3.
The extent to which a transparent and self-monitored society exists in the U.S. will be

discussed in our analysis of video surveillance technologies.

3.1 Facial Recognition Technology

3.1.1 How Facial Recognition Works

By literal definition, face recognition is “the ability for a computer to scan, store, and
recognize human faces for use in identifying people” [75]. By a technical definition, facial

recognition technology records the geometry of prominent facial features [76] including,
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but not limited to, the ears, eyes, eyebrows, nose and mouth. In practise, this technology
scans a data subject’s face and uses an algorithm to determine the shape, size and relative
position of their facial features. A facial signature of the data subject’s face is then created
from the facial geometry recorded [77]. The Association for Biometrics and International
Computer Security Association define a biometric system as one with the following

capabilities:

= capturing a biometric sample from an end user;

= extracting biometric data from said sample;

= comparing the biometric data sample with data in one or more reference templates;
= deciding how well the two data samples match; and

* indicating whether or not an identification has been made or an identity has been

verified [78].

In this chapter, we will explain how facial recognition systems are used by LEAs. We
will also discuss the standards and best practices of using facial recognition in law
enforcement applications. To end the chapter, we will mention current developments in

this technology, and how law enforcement will use these devices in future investigations.

3.1.2 Facial Recognition used with Surveillance

Law enforcement officers can use surveillance technologies to identify faces in video
footage and compare identified faces to a facial recognition database. As Lyon states, “[a]
key trend of today’s surveillance is the use of searchable databases to process personal
data” [26]. Facial recognition databases clearly fit the description of searchable databases
capable of processing personal data. Nunn argues that the most significant element of a
biometric system is the underlying database [45]. Using Lyons terminology, searchable
databases give law enforcement the power to perform near real-time identity verification.
As this technology improves, facial recognition systems will begin to watch over every

inch of our world.

Facial recognition systems are already in use in a variety of locations, including, but not
limited to, ports of entry, embassies and other large venues where crowds gather [45].
These locations are hotspots of activity and provide law enforcement large datasets to

compare against facial recognition databases [45].
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Facial recognition has already been used in conjunction with the deployment of the
surveillance technologies discussed. Officers have used facial recognition with drones,
other aircraft, and surveillance cameras on many occasions. Soon this functionality will

work with body-worn cameras [79].

3.1.3 Identification Process

In the context of law enforcement use, an officer can use facial recognition to either verify
a claimed identity or to identify an unknown subject [1]. While attempting to confirm a
subject’s identity, an officer will input a probe photo into the agency’s facial recognition
system. Here, the term probe refers to a data sample that is used as input for a facial
recognition system and compared against its gallery, or database [80]. The probe photo
can be captured by a law enforcement officer by using a camera or smartphone [81] or

can be taken from high-quality video surveillance footage.

After the probe photo is submitted and comparisons are completed, the system responds
with a list of photos in the database most similar to the probe photo. The people who are
in the list matching results become candidates in their investigation [1]. In other words,
because these faces were similar to that of the probe photo, the people will be subject to
further investigation by police. This is significant because the resulting list of potential
matches may, in fact, not be similar to the probe, depending on the accuracy of the facial
recognition system itself. We will discuss how the accuracy of these systems affect the

privacy of Americans later in this report.

3.1.4 Inaccuracy of Facial Recognition

Facial recognition algorithms have been tested for accuracy in a variety of scenarios. The
results of these tests give rise to concerns regarding the privacy of the individuals whose
faces are processed by these algorithms. We will discuss how algorithms have been found

to be inaccurate, thus highlighting how they can negatively impact privacy.

Facial recognition technologies are inaccuracies lie in the photos in which they analyse.
A facial recognition system’s performance depends on the subject’s appearance and other
acquisition conditions [82]. Photos may be either poor quality or the subject’s facial

features not clearly visible, which can lead to inaccurate facial recognition search results.
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Photos taken from surveillance footage are not guaranteed to have high quality necessary
to effectively be run against facial recognition databases. Some images may be distorted,
such as images taken from an Automated Teller Machine [81]. For other problematic
photos, facial recognition software cannot always recognize the subject’s facial features.
In some cases, the subject’s nostrils can be mistaken for their eyes, thus compromising
the search [81]. In both of these scenarios, the analyst behind the search is capable of
manipulating the probe photo using image enhancement tools [81]. Distorted photos can
be corrected so that the subject has a normal appearance, whereas eyes can be manually
added on photos to maintain the search’s integrity [81]. In summation, unless the probe
photo is taken under very similar conditions as that of the database’s photos, the chances

of an accurate identification are decreased [26].

Facial recognition systems are also inaccurate based on the age, race and gender of
subjects. One study conducted on facial recognition algorithms participating the Face
Recognition Vendor Test 2006 highlights that algorithms do not treat all races equally.
The study analysed how well algorithms developed in East Asian and Western countries
were able to identify East Asian and Caucasian faces [83]. More specifically, tests were
conducted to determine whether the geographic origin of the algorithm, or the geographic
location of where the algorithm was developed, affects the algorithm’s accuracy [83]. The
results of this study do, in fact, prove that the geographic origin of an algorithm affects
its accuracy rate when identifying faces. The algorithms developed in East Asian
countries were found to be more accurate in identifying East Asian faces, while the
algorithms originating from Western countries more accurately identified Caucasian
faces [83]. Such a phenomenon is known as the ‘other-race effect’, when an individual is
more likely to misidentify a person of another race rather than a person of their own race

[84].

Other commercial algorithms have been tested for accuracy, such as Amazon’s
Rekognition, after claims that it is capable of “real-time face recognition across tens of
millions of faces; and detection of up to 100 faces in challenging crowded photos” [85].
Tests have found that Rekognition has both gender and racial bias, both in terms of racial
and gender classification and facial recognition. Rekognition was shown to perform with
the lowest accuracy when classifying photos of darker and female faces [86]. In terms of
identifying faces, Rekognition incorrectly identified 28 members of Congress as

individuals in a set of 25,000 mug shots [87].
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Another study, which used commercial, non-trainable and trainable algorithms, tested the
algorithms’ accuracy based on the race, gender and age group of the faces identified [88].
Every algorithm used in this study had the lowest accuracy when identifying African

American faces, females and in young people between the ages of 18 and 30 [88].

Arrest rates and other Department of Transportation statistics in the U.S. show how many
Americans in these underserved demographics are likely enrolled in facial recognition
databases. Between 2004 and 2014, individuals between 18 and 29 years olds were
arrested most frequently (62.7 million total arrested) among all age groups with an
average of over 5.7 million people per year [89].! During this same time period, 30.4
million women were arrested, an average of over 2.7 million per year [89]. Lastly, over
34 million African Americans were arrested over this time span, coming to over 3.1
million per year [89]. In 2017, there were close to 23.5 million licensed young male
drivers (ages 29 and younger), while there were approximately 23 million licensed young
female drivers [90]. Including the total of 114 million female drivers across the country
[90], we can conclude that there are tens of millions of individuals in critical
demographics enrolled in facial recognition databases, whether they were enrolled from

a mug shot or a Department of Motor Vehicles (DMV) photograph.

Just as humans are needed to ensure the accuracy and performance of surveillance
technologies, an analyst is also needed to work in tandem with facial recognition systems
[81]. Rodriguez claims that analysts must “manually analyse images”, which is critical to
the identification process [81]. The identification process should never be fully

automated, especially because the impact of a false identification can be life-changing.

Having a human reviewer is important for this process because a person is able to see
similarities or differences between the probe and gallery that go unnoticed by the system.
For example, a human reviewer could outperform a facial recognition system when
comparing images that have a large age discrepancy. Automated systems are less accurate
in this scenario [91], whereas a human reviewer could accurately identify the subject. To

ensure that human reviewers help solve a system’s accuracy problems, they must be

! All numbers calculated for age group statistics were based on data on individuals aged 18-29, as the
range 18-30 years old could not be calculated without including erroneous data
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properly trained. Without training, a human could actually perform worse than an

algorithm [91].

3.2 Standardizing Facial Recognition Technology

The accuracy of facial recognition systems greatly depends on the quality of the images
they use [81]. Standards and best practices for these systems are created to ensure a high
level of accuracy during deployment. A best practice is a procedure that have been proven
to produce optimal results [92]. In this context, a best practice would be an optimized
procedure in the process of identity verification. We discuss standards set for facial

recognition systems in part one and best practices for using these systems in part two.

3.2.1 Standards for Facial Recognition Systems

The International Organization for Standardization (ISO) and International
Electrotechnical Commission (IEC) have published standards for all biometric systems,
ranging from fingerprint to vascular image data in the ISO/IEC 19794 series [93]. We
will briefly discuss ISO/IEC 19794-5 which specifies constraints for images used in face

recognition applications [94].

ISO/IEC 19794-5 categorizes requirements based on scene, photographic, digital and
format specifications [95]. Scene requirements state that the subject should have a neutral
facial expression while their head must not be rotated more than five degrees in any
direction, all while being in front of a plain background [95]. Stretched photos are not
allowed under ISO/IEC 19794-5 as images must have a pixel ratio of 1:1 [95]. Regarding
image resolution, facial photos are required to have a minimum width of 240 pixels,

whereas a width of 480 pixels is recommended [95].

3.3 Future Developments

New facial recognition technologies are under development to meet the ever-growing
need of in-the-go facial identification. Some of the developments expected to hit the
market within the next few years include real-time facial recognition, behaviour tracking

and crowd control.
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Real-time facial recognition is a significant future development because of how many
companies wish to implement it. Algorithms capable of real-time facial recognition
accept a continuous video stream, and can detect or track faces before identifying the face
[96]. Law enforcement agencies in the U.S., including Los Angeles, Chicago and Dallas
have either claimed to currently use real-time facial recognition or expressed interest in
purchasing tools to implement it [1]. Axon, the largest supplier of police body cameras in
the U.S., is developing cameras capable of recognizing faces in captured video [97]. The
company’s Artificial Intelligence Ethics Board has already faced concerns from dozens

of organizations regarding the ethics behind live video captured by body cameras [97].

Behaviour tracking, or behavioural biometrics, measure the characteristics or behaviour
patterns of an individual rather than physical traits [45]. Examples of behavioural traits
measured include voice patterns [45] and gait [98]. Some behavioural biometric systems
use network software to monitor public spaces and find criminal behaviour [45]. These
systems record normal behaviour and use them to predict the movements of subjects
within view of the camera [45]. When any abnormal behaviour is detected, authorities are

automatically notified [45].

3.4 Facial Recognition Implementation

3.4.1 Facial Recognition in the United States

Over 117 million Americans in 26 states, or close to 1 in 2 American adults nationwide,
[1] have their data in facial recognition databases [99]. These databases include photos
such as mug shots, driver’s license and identification card photos [1]. A mug shot, a term
coined from 18" century slang [100], is a photograph taken by police of a person’s face
and profile for police records [101]. Driver’s license and identification card photos are
the photographs taken for creating the identification documents in the DMV office. In
other words, facial recognition databases hold photos taken for both criminal justice and
other identification purposes. This, in turn, means that the data subjects in facial

recognition databases include law-abiding individuals [1].!

U Law-abiding Americans: Term coined by the authors of this study, implicitly defined as Americans
with no criminal record
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A records request was sent to 135 municipal and state level law enforcement agencies
across the country, and more than 43 of those agencies responded claiming to either
currently use or have previously acquired facial recognition technology [1]. Of the states
whose agencies use facial recognition, many have their own systems. These include the
previously mentioned MIRS used in Maryland, as well as Justice Network Facial
Recognition System in Pennsylvania, and the Face Analysis Comparison and

Examination System (FACES) in Florida [1].

There are a few municipal agencies across the U.S. that have prominent facial recognition
systems, including the San Francisco Police Department, Maricopa County Sheriff’s
Office in Arizona, and the Albuquerque Police Department (APD) [1]. Between these

three systems alone, over 18 million photos can be accessed [1].

Facial recognition is employed by United States federal agencies as well. The Federal
Bureau of Investigation (FBI) has its own facial recognition system, called the Next
Generation Identification system (NGI), having a photo repository called the Interstate
Photo System (IPS) [102]. This system allows law enforcement officers to conduct facial
recognition searches against over 30 million mug shots [102]. The FBI can run face

recognition searches against driver’s license photos from at least 16 states [1].

3.4.2 Facial Recognition in the United Kingdom

We chose to compare the United Kingdom’s law enforcement agencies’ use of facial
recognition technology to that of the United States to understand the European ideals of
security and privacy. Although the UK. is not the ideal role model considering
surveillance and facial recognition, the country provides suitable regulations that should

serve as a model to frame American regulations.

Facial recognition has become a very popular tool for British police forces. It is even said
that police in the U.K. “have rolled out automatic facial recognition at a pace unlike any
other democratic nation in the world” [103]. One study surveyed 50 polices forces in the
U.K. to find more information about how their implementation of facial recognition

systems impacts citizens’ privacy.
Y y

The Police National Database holds at least 23 million mug shot photos, where at least

10 million can be used in facial recognition searches [104]. Facial recognition systems
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used by British police forces are capable of real-time recognition from video feed and

identifying faces in large crowds.

3.4.3 Facial Recognition in China

We chose to compare the Chinese law enforcement agencies’ use of facial recognition
technology to that of the United States because China has become infamous for their
surveillance. It has been said that China is a surveillance state and has become a digital
panopticon [105]. China serves as an example of how intrusive surveillance and facial

recognition can be when left unregulated.

Facial recognition is used to identify citizens in surveillance footage, who then have data
collected about their whereabouts, behaviour, and other financial and commercial
transactions [106]. In other words, Chinese authorities collect “store massive amounts of

data on everyone they can identify regardless of their target’s criminal status” [58].

Because Chinese streets are dotted with surveillance cameras having facial recognition
technology, a suspect can be located within seven minutes [58]. China reportedly wants
to be able to identify any citizen within seconds and is currently compiling a database to

reach that goal [58].
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4 Privacy

It is imperative to define what it means to have privacy to understand how it is threatened
by facial recognition technology. As Kasper expresses, the concept of privacy is difficult
to define in American society [107]. The legal definition of privacy, or what it means to

have the right to privacy has evolved throughout history.

In 1890, Warren and Brandeis defined the right to privacy as the right to “be let alone”
and stressed that this was essential because invading a man’s privacy “subjected him to
mental pain and distress, far greater than could be inflicted by mere bodily injury” [108].
While the ACLU of Florida suggests that this right to be let alone is widely accepted
today [109], the meaning of privacy has evolved from Warren and Brandeis’ time. The
need for privacy has expanded beyond the physical body and applies to theoretical aspects
of a person, such as the right to informational privacy [107]. Some suggest that the right
to be let alone cannot be related to data protection, as keeping information private does
not connect to “the right to be without company” [110]. The outdated values of privacy

struggle to compare to current methods of security [111].

The literal definition of privacy is effective in explaining what exactly privacy advocates
wish to be granted, which is the “freedom from damaging publicity . . . secret surveillance,
or unauthorized disclosure of one’s personal data or information, as by a government”
[112]. We can presume that the ACLU would agree with this definition and argue for the
government to better protect this freedom. People wish to have more privacy, specifically
to keep their facial data from being stored in databases that are accessible by law

enforcement officers.

4.1 Privacy in Surveillance

Although surveillance technologies can be beneficial in assisting law enforcement
officers solve crimes, the act of surveillance itself impacts the privacy of the citizens being
surveilled [113],[114]. Surveillance poses a threat to society because of its ubiquity,
intensity and use of personally identifiable information [114]. As Lyon states, “[it] is no
accident that interest in privacy has grown by leaps and bounds in the past decade”
suggesting that this shift is caused by increased surveillance [26]. In this section, we will

illustrate how police surveillance has impacted the privacy of Americans.
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Kasper creates a typology of privacy invasions, defining types of invasion and their
specific characteristics [107]. She claims that observation, or surveillance in general,
invades privacy because individuals are unaware that they are being watched [107].
Kasper is also against surveillance technologies, as she states that the mere “presence of

surveillance cameras” invades privacy [107].

In his discussion about privacy, Alan Westin mentioned several states of privacy [115].
We will only consider the states relevant to our argument, which are solitude and
anonymity. When in the state of solitude, Westin claims an individual is free from the
observation of other persons, although he may believe or fear that he is secretly being
watched by some authority [115]. The state of anonymity is more specific to the
individual’s whereabouts, as he can be in a public place but is free from identification and

surveillance [115].

Applying these definitions to the context of facial recognition, an individual cannot
guarantee that he can maintain either of these states of privacy once his photo is entered
into a facial recognition database. His photo can and will be compared against probe
photos in the system without his knowledge or consent. Otherwise, he must work to
maintain his privacy from any surveillance cameras he might walk past in his daily life,
an impossible task for one living in a contemporary city [67]. He can only have solitude
when he is freed from the observation of these cameras, since his face could be extracted
from this footage. To guarantee this state of privacy, the individual would not allow
himself outside of his home, as it is impossible for him know the exact location and range
of the cameras in his area. To ensure his anonymity in public places, he could turn to
radical actions and disguise himself or otherwise cover his face enough to be
unrecognizable by the surveillance cameras recording his actions [114]. In short, an
individual would have to drastically change his lifestyle and habits to ensure his face
cannot be extracted from surveillance camera footage and compared against facial

recognition databases.

The Uniting and Strengthening America by Providing Appropriate Tools Required to
Intercept and Obstruct Terrorism Act of 2001, is a legislative example of privacy
reduction in the United States. The Act provided law enforcement with more access to
investigative tools to fight terrorism [116]. Considering function creep, this Act also gave

law enforcement access to tools for the purpose of fighting domestic crime. Challenging
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the government’s use of surveillance technologies for either of these purposes will be a

difficult task [117].

4.1.1 Privacy and Aerial Surveillance

The impact that aerial surveillance, and thus police drones, have on privacy is rather
serious. Police departments can deploy these drones to watch activity occurring miles
away. We will briefly discuss the implications that the general use of aerial surveillance
has on the privacy of citizens. Real-life examples of U.S. law enforcement aerial

surveillance systems invading privacy will be brought forward.

A major implication of using cameras is that an individual or group of people can be
unknowingly watched by a police-operated UAV. Laperruque suggests that these devices
could watch an individual from their own yard, or even through a window without being
noticed [14]. Microdrones can go unnoticed while conducting surveillance near ground-
level, while systems performing at high elevations (such as the ARGUS-IS) is most likely

near invisible from the ground.

Drones are more inconspicuous compared to police helicopters and allow for automatic
tracking of individuals [11]. With said tracking functionality, drones can lock onto and
follow a target at speeds of up to 32 kilometres per hour — all without the need of human
intervention [11]. Aerial surveillance can identify an individual target, where either their

past, current or future actions can be tracked [118].

To name a few, police departments in New York, California and Maryland have faced
controversy because of their implementation of drones and other aerial surveillance

programs.

In New York state, the New York Police Department (NYPD) recently acquired 14 drones
[119]. The New York Civil Liberties Union fears that these drones may be used to spy on
protestors [41], while police officials claim the drones will be used for crowd control and
other investigative means [120]. The NYPD has expressed that the drones will not be
used for surveillance purposes, but the department’s drone policy ambiguities may allow
for officers to misuse their drones [120]. Fear of the NYPD’s possible drone misuse is

amplified by the fact that the department has been found guilty of running an unlawful
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surveillance program in the past.! The NYPD’s policy does forbid their drones from being
equipped with facial recognition technology, but facial recognition can later be used on

footage captured by drone cameras [41].

Los Angeles County Sheriff’s Department allowed Ross McNutt’s company, Persistent
Surveillance Systems, to test aerial surveillance technologies in 2012 [118]. Citizens, nor

the mayor knew that the tests were occurring [118].

During city-wide protests in Baltimore, Maryland, the Baltimore Police Department
conducted aerial surveillance over the entire city and scanned protestors’ faces with facial
recognition technology [121]. Surveillance was conducted by the FBI and Persistent
Surveillance [118]. The FBI’s surveillance was focusing on specific targets while

Persistent Surveillance Systems used wide-area motion imaging techniques [118].

Referring to his own technology, McNutt believes aerial surveillance is most effective
when “used in a transparent, publicly acknowledged manner” [118]. This suggests that
surveillance can be employed in a way that increases its efficacy and minimizes its impact

on privacy.

Aerial surveillance is leading to an “air panopticon™ [14] as citizens can be unknowingly
observed at any time [118]. Soon LEAs will have access to powerful equipment similar
to the ARGUS-IS, leading to surveillance with both a wide field of view and great
precision [14]. In order to keep our skies clear, restrictions should be placed on law

enforcement and their use of drones.

Aerial surveillance technology has already developed beyond legislation and privacy is
harmed as a result [14]. Laperruque and Janovsky say that limits placed on law
enforcement’s drone use, and on aerial surveillance in general, is a necessary first step in

addressing privacy concerns [11].

! The NYPD’s religious profiling program against Muslims was found unconstitutional inn Raza v. City
of N.Y. 998 F. Supp. 2d 70 (E.D.N.Y. 2013).

2 The term “air panopticon” was coined by Jake Laperruque.
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4.1.2 Privacy and Surveillance Cameras

The ACLU’s stance on surveillance cameras in that it is “particularly troubling in a
democratic society” [122]. The organization believes that having cameras at locations
deemed to be potential terrorist targets is reasonable, while “blanketing” our public spaces
with surveillance is unacceptable, specifically giving four reasons why [122]. The ACLU
argues against video surveillance because it is not effective, is susceptible to abuse, lacks

restrictions and has a chilling effect on public life [122].

The most significant of these points is the susceptibility to abuse and the lack of
restrictions on camera use. Police databases have been abused by officers since as early
as 1997 [123]. Many officers use police databases to search for specific targets, like
Leonel Marines did under the Bradenton Police Department in Florida [124]. Marines
used the Driver and Vehicle Information Database to target at least 150 women, to then
use social media, phone call or personal visits to get the women to date him [124].
Between 2013 and 2015, over 300 officers and law enforcement employees were either
fired, suspended or resigned for misusing databases [125]. In over 250 other cases, the
culprit faced lesser disciplinary actions [125]. To discuss camera restrictions, the ACLU
claims that the U.S. needs laws “to limit privacy invasions and protect against abuse of
[camera] systems” [122]. The organization believes these surveillance systems must be
subject to checks and balances, but because technology progresses rapidly, said checks

and balances do not exist [122].

Norris warns that coupling surveillance cameras with databases increases the surveillance
system’s panoptic power [126]. By extracting images from camera footage, and
associating the subjects to a database of identified individuals, no one is anonymous
[126]. Furthermore, any person captured in footage can be classified based on whether

they are law-abiding, suspicious or wanted based in information in the database [126].

4.1.3 Privacy and Body Cameras

The impact that police body cameras is less than that of drones or surveillance cameras,
but is significant, nonetheless. Police departments equip officers with these cameras to
record their first-hand experience with citizens. The implications that these devices have

on citizens is discussed alongside situations where these cameras impeded privacy.
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Police body cameras are intended to increase the level of transparency of officers’
behaviour by serving as reliable evidence of interactions between officers and citizens
[127]. After identifying bad behaviour, body-worn cameras are hoped to deter officers
from misusing forceful, violent, and discriminatory behaviour [127]. In the U.S., police
departments deploy body cameras for reasons such as strengthening officer
accountability, investigating officer-involved incidents and reducing officers’ racial

profiling [128].

Privacy implications surrounding the use of body cameras involve the departments’ use
policies, whether citizens must be informed of video recording, and who has access to
camera footage [127]. Some police departments have published their body camera use
policies while others either refuse to publish their policies or have not created one [129].
Depending on the department in question, officers also may not be required to inform
individuals that their camera is recording, or otherwise ask for permission to record others
[127]. Under the Freedom of Information Act (FOIA), police body camera footage can
be considered public record [127]. Each state has its own FOIA determining whether body
camera footage captured in their jurisdiction is accessible to the public — these laws
greatly vary from state to state [130]. For example, South Carolina has exempted police
body camera footage from public disclosure [130] while New Hampshire considers
footage exempt unless it contains police use of force or the discharge of a firearm [131].
The ACLU suggests that police departments should allow video involving use of force or

other misconduct to be publicly disclosed [127].

In an interview, Jay Stanley, the Senior Policy Analyst of the ACLU gives other aspects
of the organization’s stance on police body cameras. He states that the ACLU supports
the use of body-worn cameras as long as they operate under an effective policy that has
privacy protections in place. Regarding facial recognition, the ACLU does not want body
cameras to use it while watching and collecting information on the public. Stanley says
that the biggest issue surrounding cameras is whether they will be used in a manner that
increases public trust in officers. He specifically states that public trust, the need for

privacy and law enforcement interests can be balanced through proper policies.

Apart from the previously mentioned ways that body cameras can intrude privacy, the
possibility of officers manipulating video footage also poses a threat. If not monitored,

officers could decide when to begin, pause or stop recording [132]. When officers
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manipulate their body camera footage, it undermines the camera’s purpose of detecting

police misconduct [133].

Officers in several departments across the country have been found manipulating their
body camera footage. In 2012, officers of the Oakland Police Department in California
were accused of misconduct after their body cameras were purposely turned off during
protests [134]. Officers had turned off their cameras while arresting protestors, while the
Oakland Police Department’s policy states that officer’s must have their cameras on while
making arrests [134]. In 2018, an officer of the Baltimore Police Department, Richard
Pinheiro, was found guilty of misconduct because he used his body camera to re-create
evidence [135]. The footage included the discovery of pills that belonged to a suspect,
who was then arrested [135]. This person was released from jail and had their charges
dropped, along with the charges in over one hundred other cases involving Pinheiro and

other officers [135].

Officer manipulation of body camera footage can lead to unseen occurrences of police
violence and wrongful arrests of citizens. To lessen the probability of either happening,
proper oversight must be done within police departments. Officers need to follow protocol

and should be held accountable for their actions.

4.2 Constitutional Implications of Facial Recognition and Surveillance

The United States Constitution has come into question on numerous occasions to
determine the legality of video surveillance. The main argument lies on whether

surveillance intrudes upon the rights given in the first and fourth amendments.

4.2.1 Supporting Surveillance

While there are many arguments to limit the use of video surveillance, supporters of
surveillance claim that cameras do not invade privacy. Specifically, Nieto points out that
cameras are essentially “mechanical police [officers]” that “[record] events occurring in
public space for which individuals do not have reasonable expectations of privacy” [136].
An example is brought, that an individual walking in public cannot reasonably expect that
their activity is hidden from the public eye or police observation [136]. To bring a relevant
court case, Laird v. Tatum was dismissed in 1972 because of a lack of evidence proving

that surveillance systems chilled First Amendment rights [137].
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A continuation of this argument mentions the Fourth Amendment implications of video
surveillance. The U.S. Supreme Court case United States vs. Knotts held that a person
travelling in public has no reasonable expectation of privacy, as they voluntarily convey
their actions to anyone willing to look [138]. United States vs. Taketa asserted that
videotaping in public places does not violate a reasonable expectation of privacy nor the
fourth amendment [139]. For these reasons, it has been said that the Fourth Amendment

will not provide protection against video surveillance [140].

To sum these arguments together, Americans have the right to be free from illegal
searches, but the government has no constitutional duty to preserve an individual’s private
space [141]. For these reasons, it is very unlikely that an individual will successfully bring
an argument about video surveillance intruding privacy to the United States Supreme

Court [140].

4.2.2 Surveillance Impeding Constitutional Rights

The most widely discussed topic regarding facial recognition surveillance and the
constitution is the impact on First Amendment-protected activities [142]. Surveillance
without judicial authorization could be used to catalogue citizens based on their activities
[142]. We have already seen facial recognition used during protests, but cameras could
be used to identify people who enter places of worship [142]. Another fear is that the
government could build profiles on citizens based on their activities, which could be used
to take selective action against minorities [142]. Such an abuse is warranted given the

history of U.S. government surveillance targeting minority populations [142].

The chilling effect of video surveillance threatens first amendment rights [136] by making
citizens afraid to exercise their rights [142]. Since facial recognition does not require the
subject to either give consent or be notified, the technology’s ability to chill first
amendment-protected activities is significantly increased [142]. Former House Oversight
Committee Chair Jason Chaffetz recognizes that facial recognition “can be used in a way
that chills free speech and free association by targeting people attending certain political

meetings, protests, churches” or other public places [143].
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4.3 Privacy Concerns with Facial Recognition

Privacy is affected when surveillance technologies are combined with “people-finding
tools” such as facial recognition systems [67]. Much like fingerprint biometrics, facial
recognition is a form of biometric identification using information that is difficult to
change without drastic measures [144]. Because it is a daunting task to opt out of facial
recognition [144], it should be used in a manner that “maximizes the advantages that such
technology [brings] us” while also applying basic privacy principles during their use

[145].

One privacy implication of facial recognition systems is that they are usually not used in
a manner that allow incorrect identifications to be challenged or otherwise mitigated
[144]. Without oversight or other accountability measures in place, problematic
automated decisions cannot be discovered [144]. Issues are only realized through a pattern

of discrimination, after all harm has been done [144]

The use of facial recognition technology, regardless of its intended purpose, has faced
public scrutiny over the fact that it is inaccurate and racially biased. Specific facial
recognition systems currently in use by U.S. law enforcement agencies have also been

criticized because of their accuracy and other privacy implications.

4.3.1 Concerns Regarding the FBI

The FBI’s facial recognition capabilities have been studied by the United States
Government Accountability Office (GAO), and the results were that the system does not
follow all recommended guidelines to protect the privacy of American citizens. Not only
does the FBI have access to tens of millions of non-criminal photos, it’s use of facial

recognition is not transparent and its system has not been properly tested for accuracy.

The FBI has access to millions of non-criminal photographs, such as the United States
Department of State’s Visa and Passport databases, aside from the DMV photos [91]. The
organization has expressed interest in expanding its use of non-criminal photographs,
including to track people’s movements to and from “critical events” and identify subjects
in public datasets [146]. It’s interest suggests that the FBI could identify faces in crowds
and in pictures posted on social media platforms, even if the persons identified are not

suspects [91].
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The GAO was asked to review the FBI’s use of facial recognition and found that the NGI-
IPS system underwent limited tests to evaluate the system’s accuracy [147]. The GAO
audited this system in order to “ensure better privacy and accuracy, especially given how

sensitive [it] is” [148].

The detection rate, when the NGI-IPS returns a person’s match within a candidate list of
50 potential matches, is at least 85 percent [147], meaning an innocent person may
become a suspect of a crime about 15 percent of the time. However, there have been no
tests conducted evaluating the system’s accuracy when given requests of candidate lists
fewer than 50 photos [147]. The false positive rate, or how frequently the system
erroneously matches a person to the database, of the system has also not been assessed,
because “the results are not intended to serve as positive identifications” [147]. These
metrics have a significant impact on privacy, as such a low detection rate suggests that an
individual may not be matched up to 15 percent of the time. The number of false matches
not only mark innocent people as suspects, but it also takes up the time and resources of
law enforcement agencies who use this tool. If the FBI further tests the NGI-IPS in the

future, it will protect the privacy of U.S. citizens enrolled in the database [147].

Apart from the FBI’s NGI-IPS, external systems used by the agency’s Facial Analysis,
Comparison, and Evaluation Services Unit are also not tested for accuracy [147]. Such
external systems include the several states who have facial recognition systems and have
entered a memorandum of understanding and share system access with the FBI. The main
arguments for this are because “their external partners are responsible for ensuring the
accuracy of their own face recognition systems” and “accuracy requirements for criminal
investigative purposes may be different” [147]. The FBI should test the accuracy for not
only its own facial recognition system, but the external systems it uses. It has been seen
that some states have not properly tested or audited their own systems, so the FBI

essentially uses facial recognition systems that are not proven to work effectively.

The NGI-IPS also faces an accuracy problem based on its size. A facial recognition
system performs with lower accuracy as the number of images in its database increases
[91]. Holding at least 50 million searchable facial images [149], it is evident that the NGI-

IPS faces such an obstacle.
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The FBI has passed a final rule to have the NGI system exempt from certain provisions
of the Privacy Act of 1974 [150], a process which is allowed by the Act [147]. The Privacy
Act provides citizens or lawful permanent residents the right of access to federal agency
records in which they are subject, unless said records are protected by an exemption [151].
The NGI system is exempt from making records available to a data subject on the grounds
that the disclosure would “reveal investigative interest by the FBI” and “provide the
record subject with the opportunity to evade or impede the investigation” [150]. This
exemption reduces the level of transparency the FBI has with the American public, not to

mention that it limits the privacy of Americans.

4.3.2 Concerns Regarding State and Municipal Law Enforcement Agencies

Of the state and municipal level LEAs with their own facial recognition systems, many
impact citizens’ privacy. The variety of ways that these systems impact privacy, such as
the lack of transparency and oversight, access restrictions and database updates, will be
examined in this subchapter. We will discuss privacy implications in two parts: the first
being how the database photos impact privacy, whereas the second part discusses how

the LEAs’ use of their respective systems impacts the privacy of its subjects.

The photos stored within state and municipal databases misrepresent minority
populations, are not compliant with international standards and are not properly updated.
As mentioned before, facial recognition algorithms perform with lower accuracy when
identifying faces with darker complexions. Several databases do nothing to help solve
this problem, as many include a disproportionate number of photos portraying African
Americans. To mention a few, this occurs in agencies’ systems in Minnesota, Maryland,
Virginia and San Diego [1]. African Americans are overrepresented the most in the
Minnesota Repository of Arrest Photos, because they arrested at a staggering 354 percent
higher rate than other demographics in the state [1]. Another significant way that these
facial recognition databases impact Americans’ privacy is that photos are not removed
from mug shot databases when necessary. Mug shots should be removed from databases
when the subject is found to be innocent, or when their charges are dropped [1].
Responding to a records request, Virginia State Police claims that the state’s mug shots

are retained indefinitely, while it is unclear if other states, remove photos of the innocent

[1].
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Not all photos in law enforcement databases are ISO/IEC 19794-5 compliant. Law
enforcement agencies are not required to follow these standards since they are not legally
binding [152]. However, these standards are referred to as an example of good practice
[152]. Under the Code of Federal Regulations Title 6 (6 CFR § 37.17), states are required
to follow ISO/IEC 19794-5 for Real ID driver’s license photos! [153]. Currently, eight
states are listed as Real ID non-compliant or are currently under review for compliance
[154], which means that a majority of DMV photos are ISO/IEC 19794-5 compliant. Mug
shot photos are not compliant to this regulation, however, so citizens could be

misidentified by state or municipal facial recognition systems because of these photos.

Agencies’ use of their facial recognition systems impact citizens’ privacy because of poor
oversight and restrictions. Poor oversight involves the lack of policy creation and system
auditing. Maryland’s MIRS is a prime example of poor system auditing, as it has not been
audited during its years of operation [1]. Other systems that have not been audited for
misuse are the Pinellas County Sheriff’s Office’s FACES system in Florida and the
Nebraska DMV system [1]. Many states either do not have facial recognition system use
policies or have not made their policies public, which brings about transparency
problems. For example, Nebraska State Police has claimed that they do not have use
policies for their access to the Nebraska DMV system while the APD procedural order

has not been made public [1].

The lack of proper department policies for these systems has led to unnecessary access
rights and possible misuse. Several states have systems susceptible to this threat,
including but not limited to, Ohio, Florida, Pennsylvania and Maryland [1]. Over 9000
people have access to these facial recognition systems alone [1]. Because law
enforcement agencies have not yet placed limits on which crimes facial recognition can
be used to investigate, police officers can use this technology to arrest-at-will [142].
Having an arrest-at-will authority means an officer could conduct a facial recognition
scan and arrest any individual found to have an open warrant [142]. If used to scan large

crowds, police could engage in mass arrests [142].

! Real ID driver’s licenses are issued under compliance of the Real ID Act of 2005.
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Aside from departmental policies, little legislation exists that provides restrictions or
standards regarding law enforcement’s use of facial recognition [144]. Out of the few
states that have considered regulating biometrics, the most notable law is Illinois’s
Biometric Information Privacy Act, which creates guidelines surrounding the process of
collecting biometric data [155]. Although the Act does not explicitly state regulations for
facial recognition systems [155], its mandates are being applied to the collection of facial

data from surveillance technologies [144].

To continue the discussion about LEAs implementation of facial recognition, two
agencies have become well known for their use Rekognition: the Washington County

Sheriff’s Office in Oregon and the Orlando Police Department in Florida.

The Washington County Sheriff’s Office became the first LEA in the U.S. to use
Rekognition in 2017 [156]. The system has been used to compare probe photos with a
database of over 300,000 mug shots dating back to 2001 and is growing by approximately
19,000 photos per year [156]. However, it was discovered that officers were using
Rekognition in troubling situations, such as identifying police sketches [157]. Using
police sketches as a probe photo can lead to more false identifications [157], likely
marking innocent people as suspects. The Sheriff’s Office uses Rekognition to solve a
variety of crimes, but a majority of these cases are misdemeanours, and involve situations
where the system was not needed to perform an identification [158]. The Washington
County police believe that facial recognition should be utilized in a responsible manner
[158], so they have created and published a facial recognition use policy [159]. The policy
is thorough, outlining acceptable use cases, periodic system audits and penalties for

system misuse [159].

The Orlando Police Department is currently testing its second pilot of Amazon’s
Rekognition [160]. The original trial occurred between December 2017 and June 2018,
ending after public criticism and feedback from the ACLU of Florida [161]. The second
pilot began in October 2018 and is expected to last nine months [160]. Orlando police
uses Rekognition to compare crime scene photos with mug shots, as well as performing
real-time recognition in surveillance camera feed [162]. The few cameras using this
technology can notify police if a “person of interest” is found, and are capable of

recreating the suspect’s earlier movements [162]. The current pilot is not being used for
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investigative purposes and will only track Orlando officers who have volunteering to take

part [160].

Law enforcement’s use of Rekognition has sparked public criticism, stemming from the
ACLU and Amazon itself. Last year, the ACLU has demanded that Amazon stop allowing
the government to use Rekognition [163]. The organization also raised concerns with
Amazon’s push to have LEAs use Rekognition with body-worn cameras, which prompted
Amazon to stop promoting this use [163]. Inside of Amazon, over 450 employees signed
a letter to Jeff Bezos and other executives, stating their demand to stop selling
Rekognition to “police departments around the country” [164]. Another significant
demand was to create a system of employee oversight for considering ethical decisions
[164]. Amazon responded to employees stating that the company will continue to sell
Rekognition to LEAs because they feel “really strongly about the value that [Rekognition]
is providing [their] customers” [165]. Continuing to push the widescale use of an
inaccurate facial recognition system, and refusing further algorithm testing [165],

Amazon’s privacy battle is not likely to end in the near future.

4.3.3 Concerns in the United Kingdom

Privacy concerns on facial recognition in the U.K. stem from poor accuracy, social biases
and the unnecessary retention of mug shot photos. Each of these concerns are discussed

in this subchapter.

Regarding system accuracy, the study found that, on average, 95 percent of face matches
were incorrect [103]. The Metropolitan Police’s system was said to have a 98 percent
false positive rate [166]. Apart from having such a high false positive rate, the system has
only correctly identified two individuals, and neither were criminals [166]. In South
Wales, deployed facial recognition on the crowds at the Union of European Football
Associations Champions League final in 2017, which produced over 2,400 potential
matches [167]. It turns out that about 92 percent of these matches were false positives
[167]. The South Wales Police claims that the rate of false positives was due to the low
quality image provided, adding that no one has been arrested after being incorrectly
matched [167]. Addressing concerns, the police force also stated that it does not take the
use of facial recognition technology lightly and that it is working to make sure their

system is accurate [167].
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British facial recognition systems are also susceptible to racial and other demographic
biases. In the case of real-time recognition, faces are compared to ‘watch list’, however
many people on the list have mental health issues [166]. The fact that the police had not
consulted with mental health professionals about the individuals in the list threatens the
rights of this demographic [166]. British systems are also subject to having racial bias,
where any disproportionate numbers of identifications will not be recorded based on race,
therefore leaving the systems unaccountable [166]. Some systems in use by British police

have not been tested for racial biases [103].

Much like in the U.S., the risks of facial recognition posed by British police databases
exist. People who have old or minor convictions, or have been arrested but not convicted
find themselves at risk of being profiled by facial recognition and surveillance [168]. The
Police National Database holds-hundreds of thousands are images of innocent people
[169]. It could be at least years before images of the convicted can be separated from
those who were not convicted [104] because there is no simple process of finding and
removing the images of innocent persons from databases [103]. During the six-year
period of photo retention, all people in the database — convicted or not — can apply to have

their images removed [104].

4.3.4 Concerns in China

Surveillance technologies and facial recognition impede the privacy and freedoms of
Chinese citizens in several ways. Not only is their national surveillance racially biased, it

is used to control citizens’ behaviours and makes China a true panopticon.

Surveillance is being used to monitor and intimidate ethnic minorities, such as the Muslim
Uighur population in western China [58]. The Chinese government claims such security
measures are necessary to neutralize the threat of violence posed by Uighur militants [62].
Surveillance cameras are said to seek out Uighurs based on their appearance, and then
track their travels [170]. Hundreds of thousands of Uighurs have also been placed into re-
education camps [170] for offences as minor as using Western social media applications

[62].

The Chinese government has successfully created an infrastructure for social control with
the deployment of its Social Credit System (SCS). The SCS is meant to monitor an

individual’s activities and assign them a computational score, which is then used to
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determine whether that individual deserves benefits or punishments [106]. The purpose
of this system is to bring about a more trustworthy country [171]. Those deemed
‘untrustworthy’ are placed in the List of Dishonest Persons Subject to Enforcement,
including the reasoning for their demerit [171]. This list contains the names of over 7

million citizens [171].

An example punishment passed down from having a low credit system score is the
revocation of travel rights [172]. Citizens could lose the privilege to travel on planes or
trains up to one year if found to have “committed misdeeds” [173]. Aside from being used
to pass down punishment, the SCS is used for public humiliation. For example,
surveillance cameras in Jinan identify jaywalkers and humiliate offenders by showing

their photo, home address and personal identification number on a nearby screen [58].
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5 Conclusion

The analysis of American law enforcement’s implementation of facial recognition and
the comparison of British methods call attention to where American methods need to be
improved. The most critical improvements address the accountability, transparency and
accuracy of agencies’ facial recognition systems. Such improvements must be made
before it becomes impossible to alleviate the impact that surveillance and facial

recognition technology has had on American privacy [140].

5.1 Addressing Accountability

The United Kingdom provides a great example of how police technologies are
accountable, as there are governing bodies in place to oversee British police forces. The
Surveillance Camera Commissioner (SCC) oversees the police’s use of body-worn
cameras and encourages compliance with the Surveillance Camera Code of Practice,
while the Information Commissioner’s Office (ICO) regulates processing of personal data
obtained by surveillance systems [55]. This code of conduct also makes police
accountable for their actions, as they need to justify the need to use surveillance cameras
[127]. Taking privacy into account, the Code of Practice mandates that the use of cameras
be evaluated to review how the cameras affect individuals and whether transparency or
accountability mechanisms should be implemented [127]. These Codes of Practice ensure
that surveillance technologies are “used only when necessary and in a proportionate and

transparent way” [55].

To improve the accountability of American law enforcement’s facial recognition,
agencies must develop strict use policies and audit their systems. Use policies should
guarantee security and implement human rights standards [24]. Departmental use policies
should state the following: which photo database is accessible, the scenarios in which
surveillance technologies and facial recognition may be used, who has access to the
system, and punishments for officers found to be misusing their system privileges [1].
Before enforcing their use policies, police should seek approval from city councils and

other legislative bodies [1].

System audits and other measures of departmental oversight should be provided to

sanction excessive surveillance and influence future implementations of surveillance
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technologies [114]. Oversight of facial recognition systems must occur at the state and
Federal level. States need to ensure that their systems are not being misused or accessible
to more officers than necessary. The FBI should oversee and enforce standards on the
state databases to which it has access. It is irresponsible for the FBI to rely on states to
perform oversight on their respective systems, since some states have not yet done so.
State and federal facial recognition systems must be subject to oversight from the GAO
to eliminate bias. The GAO must also develop a schedule to audit these systems in a time

frame they deem necessary.

Moving forward, law enforcement agencies should keep accountability in mind when
implementing facial recognition systems. In doing so, officers’ action can be challenged
if they are deemed to invade privacy [174]. American law enforcement already has more
oversight over approaches to surveillance and facial recognition than their Chinese
counterparts [60]. Officers and their respective police departments must be held
accountable for their practices to make sure surveillance does not become as pervasive in

the U.S. as it has in China.

5.2 Becoming More Transparent

Police departments in the U.K. have been more transparent with their use of surveillance
technologies in public than their American counterparts. For example, the Bedfordshire
and Hampshire Regional Police Forces have released specifications of their body-worn
camera policies [175]. Publications are thorough, demonstrated by the West Midlands
Police Force drone usage, ranging from how and when the drones are used to how long

recorded footage is kept [50].

After creating use policies, police departments in the U.S. need to publish them. To
increase the transparency of policing, citizens must be told the purpose of data collection,
how their data is being secured, if the is shared, along with contact information for those
to contact about data retention [174]. It has been found that less than ten percent of
surveyed LEAs have published facial recognition policies [1]. The American public
deserves to know about how and when their data is collected, especially if said data is

collected without their knowledge [91].
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The FBI has weakened its transparency when declaring it’s NGI system exempt from the
Privacy Act. This does not set a good example for state and municipal agencies who may
wish to do the same. The exemption takes away the right for citizens to view federal
records containing their personal information. It has already been argued that the FBI
should be transparent about its use of facial recognition [1]. Aside from reversing its
decision about exempting its system from the Privacy Act, the FBI should release more
information about the photo databases its system accesses and statistics on searches it

completes [1].

While demanding for more transparency in American policing, it is important to
remember that U.S. law enforcement is much more transparent than Chinese law
enforcement. American society encourages LEAs to be transparent, while “China’s
authoritarian system has diminished the transparency and accountability” of surveillance

and facial recognition technologies [176].

5.3 Improving Accuracy

The last significant improvement necessary is the improved level of accuracy at which
law enforcement implemented facial recognition algorithms perform. Currently the
algorithms used by American law enforcement are more accurate than those in the U.K.
but less accurate than those implemented in China. The accuracy of British systems stands
close to five percent [103] while China’s facial recognition systems surpassed the

accuracy rate of the human eye in 2014 [58].

British police offer a unique perspective on how to improve the accuracy of their systems.
the MPS has a team of ‘super-recognisers’ to perform identifications [177]. The term
super-recogniser refers to a person with exceptional face recognition abilities [178]. The
recognisers’ accuracy was tested against that of other police trainees, and they performed
better on all given face matching tests [177]. Recruiting officers with such high levels of
performance reduces the chances of a citizen being wrongly identified as a suspect. Using
super-recognisers as human reviewers can decrease the number of incorrectly identified

individuals.

Another technique of improving a facial recognition system’s accuracy stems from the

photo database it uses. Filling the database with more photos depicting a given
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demographic can improve the accuracy for that group [179]. More specifically, feeding a
facial recognition software with a variety of photos of the same person in different
positions, or even with glasses on, will improve the system’s accuracy in identifying that

person [179].

Other best practices have been suggested on how to record high quality images for the
purpose of increasing a system’s accuracy. While capturing images in the field, an officer
should instruct the subject to look ahead and not tilt their head [81]. For mug shot images,
the inner part of the face must not be obstructed by hair [81]. After the probe photo is
captured, it is suggested to submit the original, uncropped version— no picture taken from
another device should be used [81]. Although these are simple measures for law
enforcement officers to take, best practices help to reinforce standards, such as ISO/IEC

19794-5.

5.4 Moving Forward

Many deeper research topics can be derived from the work presented in this thesis,
however, only two significant research questions have arisen. Surveillance and facial
recognition should be studied to determine how the technologies impact minority
populations in the U.S. and their level of trust toward their local police department. To
continue with the methodology of a country comparison, further research could compare

American methods with those of other countries around the world.

Research could be done on how surveillance and facial recognition affects minority
populations, especially the African American population in the U.S. In recent years,
numerous riots have occurred across the country involving police brutality against
African American citizens. Research could determine whether or not the improvement
and development of surveillance technologies positively influences the relationship
between police officers and minority groups. Another aspect of this research would
involve the racial asymmetry faced by police departments across the country. Finding a
way to resolve the racial tension between police and citizens in the U.S. will change

American society for the better.

American surveillance methods could also be analysed in comparison with other

countries, such as Germany and Singapore. This comparison would bring much more to
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the discussion of how LEAs can implement facial recognition in a more responsible
manner, especially since these countries are currently surveillance technologies equipped
with facial recognition. Germany would be relevant to discuss European ideals while
Singapore offers an eastern perspective, without having an authoritarian rule like China.

Such an analysis may offer a greater contribution to American law enforcement.
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