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Introduction 
 

Nonsense. Space is blue and birds fly through it. Werner Heisenberg 
 
 
To date, mathematical modelling (MM) constitutes one of the most important research 
methods in all fields of science, engineering and technology—but not limited to these areas, 
since it can be applied in many other field. In this thesis research, the mathematical model is 
defined as follows: Definition 1: A mathematical model is a cognitive abstraction of any 
natural and/or artificial phenomena, with an exact/approximated numerical-equational 
terminology.  
A mathematical model could be specified in a number of explicit formulas/determinations, a 
group of engineering constraints for variables and even in an implicit function or formulation 
[1-4]. Along a series of subsequent references [4, 5], mathematical modelling concepts, 
results, programming and optimization were presented and analyzed. Model construction 
and specifications depend on the criteria of many authors throughout the historical stages in 
research. In Figure 1, a basic concept-caption of the importance of erosion models is 
presented. Namely, the impact particle, kinetic energy, speed, and impact angle variations 
along curved pipe regions determine constraints for modelling. 

 
 

 
 

 
 

Statistics [3, 4] could be considered a branch of mathematics or an independent science 
itself. Occasionally, mathematical models are mixed up, i.e., with mathematical equations 
with discrete parameters and statistical functions. The functionality of a model is evaluated 
by its usage and empirical validation. The functionality of a model is also determined in final 
stages by its precise match with the real experimental database. It is very unusual to find 
absolute precision in a mathematical model, although high accuracy is reached by the best 
built group of tribology models that have been improved and constantly updated/adapted to 
new materials, which happens also in many fields of science and technology.  

Figure 1 Concept of usage of an erosion mathematical model in a pipe. 
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Although the common technical concept of wear, erosion, and corrosion is usually related 
to materials in mechanical engineering/physics, these physical-chemical phenomena are 
widely extended both in nature and artificial world. Erosion, corrosion, tribocorrosion, and 
biotribology are concepts that belong to any kind of compounds of materials that constitute 
any type of engineering/bioengineering system. 

“Trial and error” methods [5, 6] to determine, quantity, and model construction methods 
in E/C (erosion and/or corrosion), tribology and biotribology, i.e., the forward problem 
technique was found expensive, imprecise and time consuming. In consequence, applications 
of the Inverse Problems Theory, (Paper V), were used to determine a posteriori the 
computational possibilities, validation/refinement of an initial theoretical mathematical 
model previously approximated. In doing so, the optimization methods are developed in 
order to carry out an initial mathematical approximation for a subsequent experimental 
choice of the most convenient materials - from experimental to model through inverse 
optimization methods.  

Statistically (Paper V), [72], a rate higher than 90 %, of mechanical machine failures is 
linked to fatigue, friction, stress, and wear. The general causes of degradation are wear, 
corrosion, oxidation, temperature, gas-particle size/velocity, and any combination of these 
factors. Mathematical modelling is essential for determination of engineering probability of 
failure of any mechanical or electromechanical system in power plants. To date, a number of 
mathematical models are available for erosion, biotribology, tribocorrosion, corrosion, and 
combinations of these phenomena. 

A large-scale statistical determination of worldwide energy consumption due to 
tribological origin [7] sets the approximate rate of 23 % loss of energy caused by wear and 
friction. This fact implies serious consequences in engineering, economy, and environmental 
science and engineering. What is more, the loss and/or unfunctional use of energy cause a 
thermodynamic increase of entropy in the planet, with subsequent consequences in 
environmental damage increment rate along the years/decades. In other words, as sketched 
in Figure 2, the reduction of the rate increase-entropy/time on the earth is linked directly to 
losses of energy unrelated to/dispersed from any practical use.    

 The objective of this research is to adapt existing E/C models [8] for specific conditions 
and to develop new models for wear – specifically, the integral-differential general model. 
Additionally, it is required to build techniques for model optimization by using numerical 
methods. An objective in computational simulations is to present 2D and 3D simulations 
series of selected models, and show new results in graphical optimization methods. 
Subsequently, it is necessary to apply models for simulation of a series of experimental lab 
database obtained in the thesis research. 

A complementary objective, in the line of circular economy linked to mathematical 
modelling in tribology, was introduced. In this research, specific materials were calculated, 
modelled and compared to recycled ones, to prove the engineering utility of circular 
economy with real laboratory data.  
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All these results in tribology applications, both theoretical and experimental, have been 
implemented in a series of internationally peer-reviewed and recognized journals. The 
verification of the tribology models, were presented also in lectures and conference 
contributions to support and validate the quality of the investigation. The projection for 
further research of these papers can be considered promising, since, for example, the 
determination of the basis for the second generation of tribology/biotribology modelling 
opens a new research line towards the improvements of modelling construction. In Figure 2, 
the real and necessary energy demanding factors are biased by inefficient factors related to 
waste/loss of energy in tribology. Mathematical modelling in tribology holds important 
consequences in optimization at minimum waste in this improper energy spending. 

 
 
 

 

 
 

 
 
 
 
 
 
 
 
 
 
 

Figure 2 Illustration of the earth entropy consequences of tribology-energy improvements-
advantages and justification of correct modelling design/approaches, a development based on
statistics [7].  
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Abbreviations 
CG Conjugate gradient methods 
DM Deterministic optimization method 
E/C Erosion and/or corrosion 
GA Genetic algorithms 
GPL General public license 
HGA Hybrid genetic algorithms 

IP Inverse problems theory/applications 
K Proportionality constant 

LO Linear optimization 
NLO Nonlinear optimization 
M Metal 

MC Monte Carlo (methods) 
MM Mathematical model 
MO Multi-objective optimization 

MSDM Microscale dynamic model 
OF Objective function 
ROI Region of interest 
RT Random optimization techniques 
SD Steepest descent (method) 
SA Simulated annealing (method) 
SO Stochastic optimization 

TUT, TTÜ, 
TalTech 

Tallinn University of Technology 
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Symbols  
A Cross-sectional area used in the formulation 

A(t) Wave amplitude 
At   Cross sectional area of cutting tool 
a Mean half diagonal length of an abrasive or 

                          Quotient between T and t 
b Burger vector   
B Particle velocity for unit of force applied 
c Size of median of lateral crack 
Cs Ratio of effective contact length to the mean diameter of abrasives 
C Volumetric concentration of abrasives 
C’ Specific constant of material 
CK Proportionality constant 
dm Average diameter of abrasive grain 

dmax Average maximum diameter of abrasive grain 
dmin Average minimum diameter of abrasive grain 

Ename E is erosion rate, and the subscript is the initial  
of the author of the model  

Et  Young modulus of tool 
f Cyclic frequency of vibrations 
G  Gibbs energy 

Gw Shear modulus of work surface 
H  Hardness 
K Proportionality constant or Erosion wear constant/coefficient 

K02 Temperature coefficient 
K1 Constant of proportionality 
Lt  Contact length 

M or Ma  Mass of abrasive particle 
Ma Mass flow rate of abrasive particles 
N Number of abrasive particle by time unit 
N Number of active abrasive grains in the working gap in Lee model  
n Flaw parameters corresponding to different models 

O2 Oxygen molecule 
p Nozzle pressure 

Patm Atmospheric pressure 
qw Work hardening capacity 
r Position of particle or geometrical distances 
R  Surface roughness 
Rg Constant of gas 
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Symbols (continued) 
Rf Particle roundness factor 
rm Average radius of particle 
T Time period of vibrations 

T1 Type 1 model 
T2 Type 2 model 
ta Time corresponding to abrasive contact 
Va  Volumetric removal rate 
Va Conical volume removed by a single particle 
v Particle velocity 
va Particle impact velocity 

Vwg  Volume of tool-work gap 
vn Normal component of velocity 
W Specific mass of corroded metal, wear rate in Section 3.2   
w Angular frequency 

 Particle impact angle 
 Depth at which crack originates 

a Density of abrasive particles 
f Flow strength of work piece 

fw Flow of stress  
 Chemical potential (Nerst equation) 
c  Material dependent wear factor 
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1 Literature Review  

This section is focused on the erosion and corrosion models and review of optimization 
methods.   

1.1 Erosion and corrosion models 

This section contains a bibliographic description of E/C models, setting advantages, 
inconveniencies, and prospective considerations. However, the citations are presented in 
brief. Most of this modelling review comes from [72]; however, the brief was extended to 
recently published models whose applicability is not complicated. In general, formulation and 
description are simplified and the description of the model is practical and simple.  
A classification of models is proposed in [72]. 

The interaction of materials [9-13], whether they are liquid, gas, metastates, or varieties 
of them, is rather difficult for study. It is possible to simplify the classification(s) on the 
following basis: given a rather large number of models, it is assumed that the extensive 
complexity of E/C causes the necessity to design particular models almost for every type of 
interaction. In other words, the lack of existence of widely applicable general models for E/C 
constitutes the main reason for a variety of such kind of mathematical models, [14].  
In Section 3.1, a group of classifications frames was set to both erosion and corrosion, in 
terms of simplification and fast practical use/selection of models in each particular material 
choice.  In the following, a series of mathematical formulas of selected models is presented. 
The author of the current thesis has proposed a classification of models in T1 (general 
models), and T2 (specific models) in [71] and Section 3.1. 

 
Miller model (T2, 1957). This model is for ductile-cutting [1, 2] and its equations are 

formulated for abrasive particles with cubic shape. However, it can be considered simple in 
structure as follows:   

 

,
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where EM is material removal rate (mm3/s), DEM - depth of cut per time unit (mm/s),  

K - constant of proportionality, A - cross-sectional area (mm2) , bw - Burger vector work 
surface (mm), dm - mean diameter of abrasive (mm), Patm - atmospheric pressure (MPa),  
F - mean static force over a period (N), f - cyclic frequency of vibrations (cycles/s), Gw - shear 
modulus (MPa), qw - work hardening capacity (MPa), R - surface roughness ,  
Vwg - volume of tool-work gap (mm3), C - volumetric concentration of abrasives 
(adimensional). The first equation is to determine the erosion rate, the second is to calculate 
the depth of cut per unit time caused by erosion. This model is applicable for ductile 
materials, and has similar applications than Finnie model (1.3). In general, the units can be 
adapted on specific laboratory requirements [1, 2]. 
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Lee and Chan model for brittle fracture (T1-T2, 1997). This nonlinear model [15] is very 

specific for a hemispherical indentation fracture. Abrasives are assumed as spherical particles 
and rigid. The formulation is: 
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where EL is material removal rate (mm3/s), and  - the phase of the amplitude equation 

(radians), A and A(t) - wave amplitudes (mm), K1  - constant of proportionality, F - mean static 
force over a period (N), f - cyclic frequency of vibrations (cycles/s) , N - number of active 
abrasive grains in the working gap, a quotient between T and t adimensional,  
b Burger vector (mm), T - time period of vibrations (s), At  - cross sectional area of cutting tool 
(mm2), Et - Young modulus of tool (MPa), Lt  - contact length of tool (mm), w - angular 
frequency (cycles/s),  ta - time corresponding to abrasive contact (s). This model specific fro 
brittle can be considered less general than Parbhakar model (1.5). 

 
Finnie model (T1, 1958, 1960). This model was one of the first models invented [1] for 

quantification of eroded material magnitude. It is a cutting considering model, which sets a 
rigid-plane surface. Today Finnie algorithm is used as a formal reference for improved 
models. The formulation reads: 
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where EF is the material removal (mm3 /mass of abrasives in kg) , K - the geometrical ratio 

between vertical to horizontal forces adimensional, V - the particle speed (mm/s),  
p - material flow stress , M mass of abrasives (kg), c - a correction factor for impact 
failure/mutual-particle-impact,  - the ratio of depths, contact to cut, adimensional,  is the 
attack angle (radians or degrees). Note the factor MV2 that corresponds to a kinetic energy 
magnitude inserted implicitly within the formula. This model is classical, and erosion is 
characterized by high flow stress compared to others for both ductile materials and brittle 
materials, such as (1.4).  
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Bitter model (T1, 1963). This model [1, 2] sums erosion for plastic deformation (EBd) and 
cutting erosion (EBc). Principal equations are as follows: 
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where  is the impact angle (degrees or radians), b - the deformation wear factor obtained 

experimentally (J/mm3), and Vel - the threshold velocity (velocity at collision at which the 
elastic limit of the workpiece material is just reached), (m/s). Vel can be calculated from the 
Hertzian contact theory. Vel depends on several factors, and some approximations were 
carried out. Parameter c is a material dependent wear factor obtained experimentally 
(J/mm3) and C’ and K1 are constants of a specific material. This model has similar advantages 
compared to (1.3). 

 
Parbhakar model (T2, 1993), [16]. This model was designed for brittle fracture with 

spherical particles and Hertz fracture theory was applied. The equation of this model is: 
 
 

,c
3
1

V,where

;CVfNE
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EP - is volume removal rate , (mm3/s) Va   - volumetric removal rate (mm3/s), N - number of 

active abrasive grains in the working gap, f - cyclic frequency of vibrations (cycles/s),  
Cs  -ratio of effective contact length to the mean diameter of abrasives, adimensional,  
Va -  conical volume removed by a single particle (mm3/s) , c  - radial extension of crack (mm), 

 -   depth at which crack originates (mm). Parameters are also described with more detail in 
[16]. This model is simple and specific for brittle  compared to (1.3) and (1.4) is more simple 
to apply and for indentation fracture. 
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Bitter simplified model (Neilson and Gilchrist’s Model, T1, 1968). Neilson and Gilchrist 
simplified the Bitter model [1], combined to express a ductile erosion model and using this 
Bitter model for brittle erosion as follows: 

[ ]
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where - is the impact angle (degrees or radians), b - the deformation wear factor 
obtained experimentally (J/mm3), Vel  - the threshold velocity (velocity at collision at which 
the elastic limit of the workpiece material is just reached), (m/s). Vel can be calculated from 
the Hertzian contact theory. Vel depends on several factors, and some approximations were 
carried out. Parameter c - is a material dependent wear factor obtained experimentally 
(J/mm3) and C’ - and K1 - are constants of a specific material. Experimental work is required 
to determine the erosion constants b and c. This model is a simplified evolution of (1.4), 
and applicable in brittle and ductile erosion. Compared to (1.4), it results in formulation very 
similar and efficacious. 

Hutchings models (T1, 1981) [1, 2, 17]. There are several types of this model and this is a 
primary one. In Paper III, the classical equation was calculated for discrete models. It was 
designed for erosive wear by plastic deformation, without deformation factors. The specific 
formula for normal impact is: 

,
H2
vK

E
2

H =  (1.7) 

where EH is erosion rate (mm3/kg s in this study),  - the density of the material being 
eroded (kg/mm3), v - the initial particle velocity (mm/s) and H - the target surface hardness 
(MPa to mm and kg). K represents the fraction of material removed from the indentation as 
wear debris and is also known as the wear coefficient. The value of K can be thought of as a 
measure of the efficiency of the material removal process. Derivations of this model inserting 
the impact angle have been developed and constitute a specific variety. This model was used 
to make an optimization example with software-subroutine in Section 3.3. It cannot be 
considered a good model compared to (1.3) and (1.4), because it is a generalization.  

Sheldon model (T2, 1996) [18]. This model is for brittle materials, particles are set as rigid, 
spherical and angular. Constraints of the impact angle are always normal. 
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where ES is volume of material removed by particle, va - article impact velocity,  

r parameters - geometrical distances, K4 - proportionality constant, n - flaw parameters.  
 
Hashish modified model for erosion (T2, 1987). This model [1] is based on the Finnie 

model and includes the velocity term and the conditions of the particle shape. Basic 
formulation is as follows: 
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where Rf is the particle roundness factor (mm), alpha - the impact angle (radians or 

degrees), Ck - the characteristic velocity factor defined by the second equation (mm/s),  
M - particle mass (kg), a - particle density (kg/mm3), f - flow strength of the work piece 
(MPa). This model requires no experimental constants. It is uniquely based on the ductile 
properties of the eroded material, and therefore useful/focused for shallow impact angles 
for ductile materials, T2. It is an improved  Finnie model specific for deformation wear. 

 
Computational fluid dynamics models (T1, 2000, 2009). This method [1] is used for solid 

particle erosion inside pipe geometries, rather for T2 but since it could be applied on several 
kinds of materials, for T1 as well. Its weakness is that this technique is complicated and time 
consuming and as such is most appropriate for complex, non-standard geometries. 

Additional difficulties are the determination of particle percentage on a fixed surface, their 
impacting angle, and specific/individual velocity. An example of formulation for this type of 
modelling is: 

 
,)(fVFAE n

0SCD =                                                                                                      (1.10) 
 
where, ECD is the erosion rate (mm3/kg s), V0 - the particle impingement velocity (mm/s), 

A - a material adimensional dependent coefficient, Fs - a particle shape coefficient (mm),  
n - an empirical constant, and  - a function dependent on the impact angle. Computational 
fluid dynamics models are used, for example, for pipe erosion.  
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Neema model (T2, 1993) [1]. This model is suitable exclusively for brittle materials at 
normal impact angle. 
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where EN is the volume of material rate (kg/s), vn - normal component of particle speed 

(mm/s), Ma - mass of abrasive particle (kg), fw - flow stress of target of workpiece material 
(MPa or N/mm2), a - density of abrasive particles (kg/mm3). Neema model is very specific 
compared to (1.3),(1.4), and (1.9). 

 
Microscale dynamic model (MSDM, T1). This model [2] is designed to be implemented 

with the FE method and is useful for erosion-corrosion. It is based on the equations of 
fundamental physical forces, such as: 

 
      

,
dt

rd
mF 2

2
×=

                                                                                                         (1.12)                                       

 
 
where m is mass defined in Newton’s law (any convenient unit of mass), r - position of 

particle (any convenient unit of longitude) , t – time (any convenient unit of time), F – force 
(any convenient unit of force related o equation). The MSDM approach is applied to 
modelling of an abrasion process compared to plastic-elastic mechanical elements, such as 
wheels or similar mechanical components. This tribotesting method is widely used to rank 
wear-resistant materials under low stress condition. Abrasive particles pass through the 
opened-gap between the mechanical sample and the specimen. As a result, the specimen 
surface is eroded/abraded. The mass loss of a tested material is dependent on the mechanical 
properties of the tested material and the abrasive particles as well as the wear conditions. 
All this is carried out with 2D modelling and the resulting equations have a physical 
mechanical frame and present no important complications. 

Beckmann and Gotzmann (T1-T2, 1985), [19]. These are discrete models in Equations (3.1) 
and (3.3). They were derived as an analytical expression for the erosion of metals from the 
hypothesis that in abrasive and erosive wear, the volume removed is proportional to the 
work of shear forces in the surface layer. The basic model was formulated from the study of 
deformation caused by a single spherical particle. A discrete extended model of this type was 
implemented completely in Paper III. 

Finite Element (FEM) and Monte Carlo/Quasi Monte Carlo models. Broadly, FEM is a 
mathematical method [1, 2] and not a specific model. Therefore, what is included here is the 
FEM that has been applied on specific model equations to obtain practical results for erosion 
determination. The same consideration holds for Monte Carlo, i.e., Monte Carlo is a 
mathematical method that was used for erosion modelling, e.g., thermal barrier coatings or 
physical vapor deposition.    

Monte Carlo simulation techniques [4-24] use continuous software random loops to reach 
an optimal value for particle size, properties, the material surface condition and the local 
dynamic impact condition. Monte Carlo methods were applied in the dynamics of deformable 
solids and radiotherapy delivery dosimetry optimization [25]. Monte Carlo methods are also 
applied in turbulence analysis for aerospace dynamics [26, 27]. 
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In this section, corrosion models are explained with their main formulation. One difference 

between erosion modelling compared to corrosion is the relative complexity of the chemical 
process of corrosion equations. In the following, a series of corrosion models are presented. 
In corrosion, depending on the imperative condition of every chemical compound of the 
materials, T2 models are found very frequently in the literature. We recommend [72] to 
develop these concepts with formulation. Usually, the most frequent opinion is that erosion 
can accelerate corrosion, and less common that corrosion can accelerate erosion; oxidative-
corrosion is an important engineering question in seawater technology and marine 
engineering. Corrosion in power plants [6] is caused principally by oxidation whose general 
chemical equation reads:  

 

,EnergyFreeGibbs:G
,0G

,if,corrosionfeasible

;OMO
2
b

aM ba2+
                                                                                           (1.13) 

 
where a, b are chemical reaction proportionality constants, O2 - oxygen molecule,  

M - the metal oxidized, G - Gibbs energy. Apart from that, recently, corrosion combined with 
wear/erosion, i.e., wear plus abrasion, has become a promising and applicable new 
investigation line – so called tribocorrosion. Tribocorrosion joins in applicable algorithms, 
both chemical and physical concepts and equations, and constitutes a simplification to share 
two simultaneous phenomena in one modelling-formulation. In the following, a series of 
erosion-corrosion models are presented whose references are detailed in [72]. 

Chemo-hygro-thermo-mechanical model for concrete (T2, 1990). This model [72] is 
developed in FEM and is used for reinforcement of concrete at any kind of special 
construction. It comprises chemical and mechanical characteristics. It can be considered a 
specific model of T2, and with features of corrosion-erosion duality. 
Pipe corrosion models based on neural-network theory (T2, 1996). This model [6] works in 
pipes, based on neural-networks mathematical methods. It is applicable in power plants since 
pipes constitute an important structure in energy systems and corrosion in oil-gas pipelines. 
The internal corrosion of a pipeline is a multivariable nonlinear system, and Genetic 
Algorithms (GA), in combination with artificial neural network, are used in its optimization. 
The computational development of this model follows usual steps of the GA programming; it 
can be considered a specific T2 model. 

Stress corrosion model (T1, 1981). Stress corrosion, in combination with environmental 
agents, causes cracks in a number of mechanical structures [72]. The environment 
component diffuses within the cracks and causes a positive feedback for the  
cracking-mechanical process. 

The modelling is rather complex, and some approaches were used. The role of the 
geometry of the cracks added to fracture mechanics principles constitutes additional factors 
to increase the difficulties. Some equations for this kind of stress are published in the 
literature, as follows, for a hyperbolic notch: 
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where  is the polar angle of r, K - a geometrical constant, and  - the curvature parameter. 

The study and modelling of the interrelation among cracks (mechanical) and corrosion 
(chemical) is a complex mathematical-geometrical challenge.  

 Three-dimensional geometric models of corroded steel bars (T2, 1996). This geometrical 
model, T2, is based on the experimental fact that a corrosion pit can be given with a 
hyperbola [72]. The effects/physical consequences of geometric parameters for a hyperbola 
on the mechanical properties of corroded steel bars are applied. Therefore, there is a link 
with any kind of energy plant applications. It is a rather empirical model based on simple 
hyperbolic geometry of pits and steel bars. Stress and strain parameters are fundamental in 
the implementation of this model.  

Wagner model and derived equations for oxidative corrosion (T2, 1996). This equation is 
basic for the mathematical analysis of the kinetic process of oxidation-corrosion rates [6]. 
Oxidative corrosion rate usually has two stages: the initial stage (formation of superficial 
layer) and the main stage (the growth of the thickness of oxidative layer and formation of the 
multilayer of oxide), with an intermediate stage between both. The Wagner primary equation 
is used to derive practical formulas for high-temperature corrosion and  
low-temperature corrosion, and a series of intermediate approximations. Wagner’s 
differential equation reads 

 
 

,
dx
dE

ze
dx
d

CBJ +=                                                                                                    (1.15) 

 
were J is the rate of number of particles through oxide layer, C - particle concentration,  

B - the particle velocity for unit of force applied,  - the chemical potential (we refer to Nerst 
fundamental equation), z - the valence of the particle, e - the electron charge, and  
x - the thickness of the oxide layer. From this Wagner equation, a series of models for 
different oxidative stages have been developed in the literature, mainly in an exponential 
differential equation frame or integral equation. This model is a milestone for power plant 
functionality Survival Time Function R(t) in the reliability determination of the plant. 

In classic contributions, Ots in [6] developed corrosion models both in metal in general at 
low, high, discrete or continuous temperature, and in metal pipes with the same variations, 
but under the effect of oil shale combustion.  

The series of equations/approximations is rather large; nevertheless, it is possible to refer 
to some fundamental formulas that could be modified according to specific metal material 
or geometry of basic plant components. For general metal corrosion at high temperature, 
the following equation holds: 
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where t is time (s), T - absolute temperature (Celsius degrees), K02 - derived from a 

temperature-dependent coefficient, R - chemical constant of gas, n - a corrosion rate factor. 
Variations of these formulas are detailed in [6], i.e., specific for diffusion-controlled region of 
the oxide layer, particular for the kinetic region of the layer, etc.  

Models of corrosive-erosive wear of heat-transfer tubes (T1, 1996). In the literature [6], 
a series of equations/approximations for Erosion-Corrosion Models preferably/more-specific 
for oil shale combustion have been developed. In order to refer/show a basic equation with 
differential-frame of a function of several variables, which is W, the specific mass of corroded 
material, in the function of, namely, P, force acting on the layer, K, corrosive activity of the 
deposit (e.g., a boiler), and t, the time.  

 
 
 
 
That formulation reads: 

  
                                

(1.17) 
                                           
 

where W is mass of corroded metal (kg), P – pressure (MPa), K - gas constant,  
t - temperature. A similar mathematical observation is applicable, this and these formulas in 
general, could be modified according to a specific metal material or geometry of basic plant 
components. 

 
Todinov synergic model of erosion and corrosion (T2). This is a model for erosion and 

corrosion for powdered material coatings developed by Todinov [72, 78]. The synergism 
between erosion and corrosion reads: 

 
ET = E+C+S ,                                                                                                           (1.18)                             
 
where ET is the total mass loss rate from [72], i.e., the erosion–corrosion rate, E - the pure 

erosion rate, C - the pure corrosion rate, and S - the loss due to the synergistic effect between 
erosion and corrosion – the object of interest of this equation. This synergistic term may be 
separated into two terms: 

 
S = SEC+SCE ,                                                                                                           (1.19)                                                      
 
where SEC represents the erosion-induced corrosion rate (i.e., increase in corrosion rate 

due to erosion) and SCE represents corrosion-induced erosion rate (increase in erosion rate 
due to corrosion). This is the synergism modelling base, and further developments and 
approximations can be found in the literature. By way of explanation, it sharply differs from 
a corrosion process over a previously eroded powdered material surface, SEC from an erosion 
with loss of material in a previous corroded area SCE. 

,]
K

)t,K,P(W
[]

P
)t,K,P(W

[]
t

)t,K,P(W
[)t,K,P(dW

,aldifferenti)t,K,P(W

t,PK,tK,P
++=



23 

1.2 Review of optimization methods 

This section addresses the subject of optimization techniques to optimize the modelling of 
E/C, [22, 23, 24, 29, 30]. There are two main subsections. The first contains the general 
optimization method used/selected for E/C, which is multi-objective; in general, the 
condition is not exclusive, since there are other types of applicable optimization methods. In 
[72] extent details about this part are described.  The second is a series of modern/classical 
algorithms that can be used for this kind of multi-objective optimization, namely, from 
evolutionary algorithms to, e.g., Monte Carlo formulation. All in all, we refer in short to the 
most important methods/algorithms, and explain advantages, limitations, and their best area 
of use/applications. In the last subsection, the important probabilistic link between the group 
of E/C models and the statistical models/concepts of engineering reliability for power plants 
is analyzed concisely with formulation and mathematical lemmas.  

1.2.1 Generic multi-objective optimization (MO) 
Multi-objective optimization has developed in recent years toward large-scale optimization 
methods to determine a series [5] or a combination of series of optimal parameters for a 
number of variables into the Objective Function. MO with least squares  
L2  norm is the most frequent technique used in the literature for large-scale computational 
problems. MO function with L1 norm or so-called Chebyshev multi-objective, is also useful, 
although not so frequent.  

1.2.2 Specific optimization algorithms 
Specific optimization methods/algorithms can be divided into deterministic and stochastic. 
Deterministic methods (DM) are the steepest descent [5, 23, 24]; conjugate gradient, linear 
programming, maximum likelihood, dynamically penalized likelihood, quasi Newton 
methods, Broyden-Fletcher method, Davidson-Fletcher method and other techniques. 
Random techniques (RT) are principally Monte Carlo methods, Quasi-Monte Carlo, simulated 
annealing and genetic algorithms. All of them show advantages and weaknesses, and the aim 
of this section is to identify the most useful and practical of all these methods. 

Interior-reflective Newton method. This DM method described in [5, 30] is an evolution 
of the classical good Newton/Newton-Raphson Method. We obtained acceptable results in 
multi-objective optimization with several variables in CAD modelling, and  
large-data/variables polynomial fits with results of high determination coefficients 
previously. According to the literature, it can be considered also suitable for mathematical 
models for E/C. 

Levenberg-Marquardt (DM). This is a method whose objective function is the sum of 
squares of nonlinear functions. Levendberg-Marquard algorithm is considered, in general, as 
an acceptable multi-objective method, and it has also been used efficiently in several of our 
contributions [22].  

Conjugate gradient (CG) algorithms (DM) and variations/refinements. This group of CG 
methods is derived from the original Steepest Descent (SD) method with important 
mathematical improvements. SD can be considered useful but obsolete and with 
approximate solutions, and CG methods is still useful although it cannot be considered as the 
best. CG running time is acceptable. To date, CG methods are widely used.   

Genetic/evolutionary algorithms. These methods [23, 24] are extensively used in many 
varieties and extensive branches of science, economy, and statistics. Evolutionary algorithms 
intend to resemble the nature selection process through continuous random generations of 
solutions (so-called chromosomes), at every program loop. Evolutionary algorithms have 
been improved in recent years by setting varied sub-methods, which are properly applied in 
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every type of optimization. The process is continuously repeated at any step, conditioned by 
a settled tolerance. These methods are considered good, although not extraordinary.  

Simulated annealing (SA). This is a global optimization method (RT). The algorithm [5] 
searches for new values for input parameters in three ways: grid search, linear interpolation 
and discrete values. SA is a simple method that should, in principle, converge to a global 
optimal solution but parameters settings could be a problem and the time required could be 
too long for time critical applications. In our terms, SA is considered useful for a search of a 
primary useful approximation towards global minimum, and because of its proper random 
algorithm, the obtained optimal value does not match necessarily the global minimum of the 
objective function. For optimization of a large number of parameters, it is especially difficult 
to obtain optimal results. Inconveniences, as referred to above, are that the search point 
could be trapped in a deep concavity of the OF and the program call would give it as global 
minimum. Therefore, SA is useful for an accurate initial search. 

Stochastic optimization (SO) group. This group comprises random methods in general, 
and SO denomination is used generically in the literature to characterize the applied method 
as a reference of its group of origin. Markov chain models are also considered stochastic and 
their variants are widely used to date. 

Monte Carlo methods (RT). Generically [4], Monte Carlo (MC) is considered a 
random/stochastic method applicable in a large number of science specializations and 
mathematical statistics science. Basically, MC uses a continuous group of computational 
loops with a fixed/input closing-tolerance value for all the variables to be determined. Each 
loop is generating random values that can stop its circle when the tolerance value is 
accomplished for that/those variables. It is quite similar to evolutionary algorithms but not 
the same. In the past, computer’s running time was rather slow compared to that today; so 
MC was a method only implemented for particular calculations with powerful computers. 
Today, with microelectronics advances in microprocessors and operating systems mainly, 
standard programs such as GEANT and many evolutions/variants of this type, e.g.,  
GEANT-FLUKA, are computationally able to bring results after a reasonable running time - 
GEANT is an example among a large variety [25, 30]. MC is used in physics extensively, e.g., 
radiation therapy, numerical methods (numerical integral calculations), and several branches 
of science and mathematical statistics – in statistics, e.g., to select/optimize randomly 
samples, sorting the tedious task of collecting a large bulk of empirical data.  
MC methods are used also, for example, to determine the random reliability of a mechanical 
chain linked to probability calculations of the system or plant under certain conditions. 
Specific probabilities of each part are calculated algebraically and the plant complete 
probability of failure, for instance, is determined. 

Hybrid methods. In order to provide both convergence to global optimum and reasonable 
computational speed, a number of hybrid methods were introduced [5]. For example, in 
several Hybrid genetic algorithms (HGA), the genetic algorithms (GA) are combined with 
gradient methods. In the first stage, the GA is applied, resulting in solutions near global 
optimum; next, the gradient method is applied, providing fast convergence to global 
optimum.  
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1.3 Aim and objectives of the study 

The main aim of this study is to develop mathematical models and optimization methods for 
tribology and biotribology for circular manufacturing. Objectives of this research are focused 
on the following stages: 

 
1. To study current tribological modern and useful classical models. 
2. To set a functional classification of the models. 
3. To create a discrete stratified model based on Beckmann and Gotzmann equations. 
4. To make an integral-differential model corresponding to the second generation of 

tribology models.  
5. To develop and prove a graphical optimization method in 2D and 3D for the 

determination of optimal wear rate. To provide for further graphical optimization 
method development. 

6. To apply graphical optimization to bioengineering models for optimization and 
simulations. 

7. To apply inverse methods for modelling optimization and obtain a stochastic 
corrosion model. Numerical methods are to be complemented by graphical 
visualization. 

8. To carry out a 2D computational-numerical comparison for two types of hardfacing 
reinforcements.  

 
These objectives were reached in the publications and presentations at conferences during 
this thesis research, please refer to Papers I-V. References from all these publications in 
optimization methods, Section 1.1, and [72-78] are sufficient to obtain adequate information 
of mathematical techniques for numerical computational optimization.  
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2  Materials and Methods 

The experimental materials were produced at TalTech Powder Metallurgy Laboratory, with 
the apparatus, specimens, samples, and tools available, and the computational compilers, 
software, and computer science facilities that were used for the whole programming 
framework.  

2.1 Experimental 

In this section, the principal materials and experimental used to set modelling are explained 
and we refer to all papers published for complete details of materials, experimental 
techniques and apparatus used [19, 33].   

The materials were samples of FeCrBSi-alloy based hardfacings with commercial WC-Co 
spherical reinforcement (S3 notation in this paper) at 30 % volume fraction and 
polygonal/angular WC-Co reinforcement (R3) obtained by disintegrator milling from 
hardmetal scrap, both produced by sintering in vacuum. In Figure 2.1a, on the left,  
a microimage of S3 material hardface is presented with details, the circles correspond to the 
spherical WC-Co reinforcement and the zone among the circles is FeCrSiB matrix, on the right, 
angular reinforcement microimage, scale bars are shown in the lower, 2mm x 50.  
In Figure 2.1b, on the upper, a sketch of S3 material hardface is presented with details, and 
on the lower, the polygonal shape of R3, the dimensions are in the image, at the right side of 
the image the coating dimensions 4-5 mm. Scanning electron microscope (SEM) EVO MA-15 
(Carl Zeiss) and Hitachi TM-1000 were used for imaging. The shape of the grains is clear, 
matrix parts and interface zones are well-defined. The shape and details of R3 polygonal 
recycled reinforcement are presented in a sketch in [19, 35-37, 75]. The basic geometry of 
the reinforcements with their average size and setting over the substrate—S235 steel are 
detailed. The universal hardness tester 2.5/TS (Zwick) was used to carry out the hardness 
measurements.  

The experimental is detailed in Table 1, from Publications I and III. Vickers hardness (HV) 
and modulus of elasticity (E) were simultaneously determined according to the standard 
EN/ISO 14577-02. Using the tester, the applied load was 50 N.  

 

 
 

       Figure 2.1a SEM image of hardface materials used in the experimental and geometrical 
description of reinforcements. 
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Figure 2.1b Schematic representation of hardface materials used in the experimental and 
geometrical description of reinforcements. The average diameter of grains is 2.8 mm, and the 
polygonal 1-2.5 mm, coating dept, right-upper, h is 4-5 mm. 

 
       Table 2.1 Basic description of hardfaces studied and geometrical description of reinforcements 

 
 
 

 
 
 
 
 

  
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

Ordered 
number of 

measurement 
of hardface 

(total is 100) 

Hardness 
[HV] 

S3 / R3 

 
 
 
 
 
 
 
 Type of material Average 

hardness (HV)  

1 689 / 713 
10 981 / 981 S3 

Matrix with 
spherical reinforcement 

1574±486 
 

20 1051 / 1027 R3 
Matrix with 

rectangular-triangular 
reinforcement 

1447±483 
 30 1161 / 1081 

50 1559 / 1219 

80 2060 / 1995 Average  reinforcement 
conversion factor (CF) 

from HV to mm3/Kg 

 
CF = 9807 

 

Diameter of reinforcement at surface 
Spheres average  2.8 mm 
Triangles rank 1.0-2.5 mm 

Rectangles rank 4.0-5.0 mm 
 

Substrate 
Steel S235 of thickness 5-6 mm 
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2.2 Software development tools used 

The methods, compilers, software designed extensively and special techniques used for 
modelling optimization, construction, simulation and surfactal optimization are included in 
the Papers I-V, [38]. In brief, the computational work was carried out with: 
  

 
      1. FORTRAN compilers 77-95 usually in double-precision designed programs [38],       
(Sections 3.2, 3.4, 3.5, 3.7) 

 2.  FreeMat 4.1, 4.2, [39, 40], and subsequent versions [Samit Basu General Public License] 
(Sections  3.2, 3.4, 3.5, 3.7) 

3.  MATLAB 2009 and 2011, [20, 29, 41, 42], and within MATLAB: 
3.1.  Optimization Toolbox (Sections 3.2, 3.4, 3.5, 3.7) 
3.1.1.  Optimization special software programs (Sections 3.2, 3.4, 3.5, 3.7) 
3.2. Curve Fitting Toolbox (Sections 3.4, 3.5, 3.7) 
3.3.  Signal Analysis toolbox  
3.4.  Simulink Toolbox 
3.5.  Visual Studio F# Station (Sections 3.2, 3.4, 3.5, 3.7) 
4.  Abramowitz classical mathematical tables for approximations, [3], (Literature review, 

Sections 3.2, 3.4, 3.5, 3.7, Conclusions, Abstract) 
5. Complementary tables and specialized mathematical references in several branches [3, 

5, 42-52], (Sections 3.2, 3.4, 3.5, 3.7)   
6.  Python programming in Visual Components Basic (Section 3.7) 
7.  Mathematical equations [3]: 
7.1.  Beckmann (Section 3.2). For wear due to cutting 
7.2.  Hutchings model (Sections 3.2, 3.4, 3.5, 3.7). For wear at surface due to fatigue 
7.4.  Gotzmann (Section 3.2). For wear due to brittle fracture 
7.4.  Menguturk model (Sections 3.2, 3.4, 3.5, 3.7, it was used in these sections also to 

compare the results). 
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3 Mathematical Modelling, Computational Results, and 
Nonlinear Optimization 

This section comprises the most important results of the original research obtained and 
published in the author’s papers. Since the amount of numerical data, computational work, 
and graphical results is large [20, 29, 41, 42, 53], the results are selected in relation to the 
most significant engineering/practical topics. The study contains the basics of the 
methodology and programming task. This section comprises the principal results of 
algorithms that are linked to publications. Subsection 3.1 presents the conceptual 
classification of models applied in the thesis research, optimization, modelling, and 
simulations. 

 

3.1 Classifications of tribology mathematical models for optimization 
framework 

Along a series of publications corresponding to this thesis, an engineering-tribology group of 
model classifications was reviewed, explained and presented. A mathematical model could 
be set in a number of explicit formulas/determinations and even in an implicit function or 
formulation [19, 31-34].  

MMs equations formed by parameters can be from the simplest to the highly/complicated 
ones. That is, they could be from basic operators to matrix algebra and differential/integral 
equations, or from discrete functions to continuous functions. Statistical models could be 
mathematical models depending on the criteria of many authors along the historical stages 
in research. It is also possible to insert statistical functions or operators, such as summatories 
within the model complete formulation.  

Table 3.1 introduces the structural classification, mainly from [72]. This classification is 
focused on mathematical model composition, from simple discrete values to, e.g., functional 
or statistical parameters. This frame is especially useful for the second generation of models 
that are formed by integrable-differentiable functions.   

Table 3.2 presents the most important functional criteria, defining Type 1 and Type 2 
model strands, as a proposal of the study and author’s publications. The criteria of this 
functional classification were applied to analyze the series of equations of diverse models of 
the literature review. The integral-differential model is based mainly on these two types of 
equations. 
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Table 3.1 Structural classification of mathematical models in tribology 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The predominant criterion of the functional classification is the practical engineering 

selection, i.e., for what every model is used, and its advantages and limitations.  
The framework of classification is just the same for erosion, corrosion, biotribocorrosion, and 
tribocorrosion. Erosion-corrosion models can be included at its corresponding group. They 
are defined as follows:   

   
Type 1 (T1) mathematical E/C models. Models that can be implemented for several 
applications/material interactions. Degree of usage is from 1 (lowest application range) to 4 
(highest application range).  
Type 2 (T2) mathematical E/C models. Models that can be implemented and are 
designed/optimized for a specific/super-specific physical application. Degree of usage is 1. 
 
 
 
 
 
 
 
 
 

According to parameters According to structure 

Type Description Type Description 

Discrete 
Formed by integers 
values and simple 
operations usually 

Algebraic 
operators 

Matrix algebra 
operators 

main structure 
of the model, 

rather discrete 
values. 

The most simple 
model and less accurate 

Real 
Constituted by real 

numbers and 
simple operations 

Complex 
or real simple 

functions 

Functions based on 
complex/real numbers 

and any type of sub-function, 
series included 

Functional 

Involving 
any kind of 

function within a 
parameter, 

with/without 
infinitesimal calculus 

operators, special 
functions, limits, series, 

etc. 

Statistical 
With statistical function 

of any kind or combinations 
of statistical parameters 

Mixed 
Involving hybrid 
combinations of 
previous types 

Hybrid 

Intermediate/combined 
models related to 

parameters. 
The most complicated 

models to be built 
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Table 3.2 Functional classification of E/C models 

                   

Finally, it is conceptually useful to establish a classification of model for an origin linked to 
erosion and corrosion. Table 3.3 classifies the causes of erosion and corrosion, those natural, 
artificial, or mixed. In papers I and IV, a series of tables with T1 and T2 models are presented.  

 
 

Table 3.3  E/C modelling-classification according to physical origin 

 

 

 

 

 

  

 

 
 
 
 
 
 
 

Group/brand Model type Definition/examples 

TYPE 1 (T1) Models with several 
applications 

Models for several E/C 
interactions in different 

conditions 

TYPE 2 (T2) 
Specific and 

superspecific models 
with one application 

Precise or extremely-accurate 
design for a unique materials 

physical  interaction 

Mathematical methods 

Mathematical 
and optimization 

techniques applicable 
to characterize Type 
1 and Type 2, linked 

to any model 

Heuristic 
Empirical 

Random (Monte Carlo) 
Deterministic 

Mixed 
Finite Element 

Dynamic model 
Others 

Degree of usage (1-4) 

Classification of erosion and corrosion models  
for origin/cause 

Type Examples 

Natural 

Geophysical earth changes, rocks corrosion-erosion, 
human body wear for ageing and biomechanical 
movement, e.g., natural-chemical corrosion for 
environmental  chemicals 

Artificial, 
the most 
frequent 

Coatings damage with particles in gas/vapor or 
gas/vapor, wear in machinery parts, corrosion of 
coatings after erosion. 

Natural-
Artificial 

Degradation of concrete caused by natural impact, 
metal corrosion for natural air humidity, e.g.,  
erosion model that combines environmental erosion 
with machinery-functional erosion  
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3.2 Stratified construction of Beckmann and Gotzmann equations in 
discrete tribology models 

This section shows the development of a discrete model based on Beckmann and Gotzmann 
equations and Weibull distribution. This model was modified by P. Kulu and 
R. Veinthal [54], and later by F. Casesnoves and A.  (Papers I, III). The model is 
classified as T1-discrete type. Figure 3.1 presents a basic sketch of the numerical procedure 
based on the experimental data. The experimental and theoretical data for this model are 
presented in Paper III. 

  Figure 3.1 Basic structure of the discrete model. 

In Figure. 3.1, the flow chart-equations shows the different parts of the model that 
constitute a summatory chain, from matrix and reinforcement parts, towards the 
determination of the total wear of the hardface as an addition of the partial wear rates of 
matrix and reinforcement. Although this modelling method was previously used, the 
proposed and developed stratification of the model, using Hutchings equation for fatigue, 
constitutes a new contribution. The formulation used for this model is as follows: 

1. Beckmann model [19]. Wear due to cutting:
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where Kr  is the dimensionless coefficient, (1.45), 0 – shearing stress in target material 
0/es - adimensional shear energy density, es - specific shear energy density (N/mm2), 

e0 – dynamic hardness of worn material (N/mm2) hp - the depth of the impact crater (mm), 
R - average diameter of an erodent particle (mm), 2 - the density of the erodent (mg/mm3), 
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v0 - the impact velocity (m/s),  - the impact angle (degrees), H1 - the average static hardness 
of the target material (N/mm2). 

 
 
2.  Hutchings model [17]. Wear due to fatigue: 
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where ’ is the elementary volume removal ratio, ec - the critical stress of the target 

material, c
2 constitutes a dimensional factor, 1 - the density of target material in 

(mg/mm3), Hdynamic - the dynamic hardness of the target material (N/mm2). 
 
3.  Gotzmann [19]. Wear due to brittle fracture: 
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where all parameters correspond to previous formulas with the exception of Cr the middle 

length of the radial crack.  
The computational work for these large numerical calculations with laboratory and 

theoretical measurements and data was done with FreeMat and MATLAB basically. FORTRAN 
was used to re-check numerical data in double precision, and some graphs of complementary 
results were implemented in F#.   

In Paper III, the complete setting of erosion wear rates obtained after application of this 
model is presented. Before the design of this stratified model, a series of simpler models of 
this structure were computationally calculated for other materials, e.g., such as Hardox 400 
wear-resistant steel.  

3.3 Integral-differential model construction 

The construction of models and the Integral-differential model was detailed in Papers I-V and 
[72-78]. Here we explain one algorithm with the application of the Total Differential theorem 
for Hutchings model equation. Integral-differential model is classified as a general model T1 
Type.   

This basic type of a simpler formulation-model simulated/optimized in the publications 
(repeated Equation 1.7) is as follows:    
 

             ,
H2
vK

W
2

=                                                                                                               (3.4) 

 
where  is the density of the material being eroded, v - the initial particle velocity and  
H - the target surface hardness. K represents the fraction of the material removed from the 
indentation as wear debris and is also known as the wear coefficient. Hutchings models 
constitute a series of formulas from the simplest to the most complicated in terms of powers 

All through this 
study, these models were used to demonstrate the optimization methods, graphical 
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optimization, and a series of simulations for their simplicity and sharp learning. The total 
differential from Equation (3.4) results as follows: 
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Integrating along all reinforcement [68] spots average radius length, and using weight factors 
for reinforcement we get: 
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Equations (3.5) and (3.6) show how to take partial derivatives in a total differential 
development to develop later the integral determination of the wear rate. Theoretically, it is 
proven that the use of functions for the determination of the wear rate can be carried out, 
provided these functions are well-known and verified. In this equation-algorithm, three 
functions, namely, hardness, particle velocity and density of surface, were considered.  
The introduction of this modelling part is shown in [76, 77, 78]. The Monte Carlo method to 
determine the range of distance-parameter s is included in Paper II. References from all these 
publications in optimization methods, Papers I-V, are sufficient to obtain comprehensive 
information of the mathematical techniques for numerical computational optimization. 

The significance of this integration, i.e., the cumulative of erosion rate and/or erosion 
during a time interval when parameters of models are not constant, are functions, such as, 
velocity, impact angle, or surfactal hardness distribution. All of these functions are depending 
on variables, e. g., time or temperature. In Paper V and [55, 56, 57, 78], the second generation 
of tribology models with functions is demonstrated. 

For example, if the impact speed v is not constant during a time interval, and is increasing 
during the experiment in a polynomial function, the total erosion during that interval can be 
calculated without errors with integrals. In [78] an extent mathematical demonstration is 
included.  

3.4 Graphical optimization in 2D and 3D 

This section comprises basic definitions in tribology for graphical matrix-algebra optimization 
and a graph with a ROI selection for learning [20, 24, 29, 41, 42].  Convexity concept of a 2D 
or 3D objective function [24] was applied in optimization development.  
In all the Publications and in [73-75, 77, 78], a large series of plots with model 
implementations of graphical optimization were included.   
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Definition 1:  Graphical nonlinear optimization1 is a constructive approximated method to set 
the global/local minima/maxima of an objective function provided when two strict conditions 
are met: 
 

-  (1) Computational graphical simulation of the objective function is precise and imaging 
software is sufficiently proved as accurate in its imaging algorithms. 

- (2) Objective function of mathematical development and constraints is strictly 
mathematically linked to the graphical implementation. 

 
A graph of ROI selection in graphical optimization is included in Figure 3.2. The algorithms 

of graphical optimization were developed in a series of programs, both in FreeMat and 
MATLAB. The subroutines for 3D implementation of the graph are given by those software 
options. The formulation of a model for graphical optimization is a rather complicated task 
and depends specifically on each type of the model. This means that to obtain appropriate 
size and congruent operations of the matrices, such as multiplications, powers, summatories, 
and division, it is mandatory to perform a model operations division in a number of parts. 
This original technique was developed along all series of papers published [58, 59]. In Figure 
3.2, a ROI selection of Menguturk model with constraints is presented. Matrices are 
1000x1000, and MATLAB sharpness of this image is very good, and running time is 0.5 s with 
a Linux Station 16.2 and AMD processor. Region of interest is velocity [61.6, 104.3] ms-1, angle 
in degrees [42.9, 57.3], and erosion rate [0.1, 0.2] mm3/g. 

 

 
Figure 3.2  ROI selection of the  Menguturk model with constraints.  

 
 

                                                                 
1 Graphical 3D Nonlinear Optimization method was created by Francisco Casesnoves at Tallinn University of 
Technology in December 2016. The method was a result of the numerical-mathematical study with Fortran and F# 
software of laboratory experimental data. 



36 

3D and 2D Graphical optimization of ROI selections are detailed in all contributions, and 
multiple graphical optimization methods are included in the conclusions specifically.  
To select a ROI, a specific tool is provided in MATLAB. When a ROI is selected graphically, the 
complete numerical matrices data is set at prompt. Therefore, the selection of the desirable 
values for the model can be easily chosen from the numerical data. FreeMat does not offer 
this option, and the matrices-values for a ROI have to be extracted with commands at 
prompt. 

In plain language, suppose that the laboratory apparatus has some functional constraints 
(or the material that we would manufacture will only be exclusively exposed to a range of 
erodent velocities and impact angles). That is, the velocity of particles can be in the interval 
[61.6, 104.3] ms-1, the impact angle in radians at [1.0, 0.7]. Then, within that ROI it is  
possible to click the optimal minimum erosion approximately at 0.1 mm3/g for a particular 
velocity and angle. This is possible if the model surface representation is sharply  
concave-concavity/convexity concept that is fundamental in the optimization. If it is 
necessary to see all the matrix values within the region of interest, set the vectors of the axes 
x,y,z at prompt, or more easily, use the MATLAB tool that automatically gives the ROI 
magnitudes at screen. With many variants and different algorithms, this method was 
previously used in the selection of optimal ROIs for the implementation of surgical prostheses 
at the selected surface parts of the vertebras [58, 59].      

3.5 Bioengineering tribological simulations and applications 

The biotribological optimization and simulations were developed in Paper IV. Numerical 
computing was focused mainly on hip wear prostheses models. The wear of a hip prosthesis 
is highly complicated. Generally, it depends on the contact status between the ball and the 
cup (i.e., friction regime), characteristics of the tribocouple, anatomical and physiological 
conditions, age, type of physical activity, production quality of the prostheses, lubricants, 
diseases history, concomitant diseases, etc. There are prostheses made of metal, composites, 
metal with ceramics, metal with composites etc. [57, 58, 59, 60]. For example, despite a low 
friction torque, the polymer-on-metal configurations exhibit higher wear than those of 
metal-on-metal or ceramic-on-ceramic due to the boundary lubrication regime between the 
wearing surfaces. For the same reason, small-size metal-on-metal hip joints perform worse 
than large-sized ones. If properly designed and manufactured, metal-on-metal hip joint 
prostheses work, vice-versa, under mixed lubrication regime, and ceramic-on-ceramic hip joints 
function even under hydrodynamic lubrication conditions, which provide extremely low 
friction. It is related to the articular movement of acetabular hip that is estimated as the 
number of rotations in a day and it is high since arms and legs are basic in human daily 
movements. If sports or high physical effort/activity is added, the result in the modelling 
involves a large number of factors. Figure 3.3 presents a 3D Graphical optimization for a hip 
implant basic Archard’s law model for abrasion. Matrices are 1000x1000, and MATLAB 
sharpness of this image is good, and running time is 0.5 s with a Linux station 16.2 and AMD 
processor. Maximum load is 2960 N, wear rate 0.0040 mm3/kg, hardness 539.4 MPa. 
Minimum load is 1040 N, wear rate 0.0004 mm3/kg, hardness 1787 MPa.    
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Figure 3.3 Model for hip implants with cursor inset showing numerical values of maximum 
and minimum.  
 

For graphical optimization of hip implants, the following equation was applied:  
 
         ,

H
XLKW =                                                                                                        (3.7) 

 
where K is the wear constant specific for each material, L - biomechanical load (N),  

X - sliding distance of the acetabular semi-sphere of the implant (mm), and H - the hardness 
of the implant material (MPa). X is measured as the number of rotations of the implant 
multiplied by half distance of its circular-spherical length. The number of rotations depends 
on the daily physical activity of the patient.  

In Figure 3.3, the simulation presented comprises a range of loads between 500 and 300 N, 
and a range of implant-material hardness between 600 and 1600 MPa.  The number of 
articular rotations selected was 1000. The constant K was chosen for a metal-composites type 
implant. The programming of this algorithm for graphical simulations was done with the 
subdivision method and 3D surfactal imaging subroutines both in FreeMat and MATLAB. 

This equation was implemented computationally for graphical optimization with varied 
constants depending on the material of the hip implant. In Paper IV, a series of nonlinear 
constrained and non-constrained optimization results are shown. Among these hip implant 
materials selected were: ceramic implants, metal implants, metal-coated and  
mixed-implants such as metal-composites [Appendix 2 of Paper IV]. Additionally, in Table 3, 
Paper IV, important biotribological models are described in detail.   

To date, in hip implants, tribological design constitutes an increasing bioengineering 
demand in the market and Health Services, both public and private. The increase of the 
population age in the European Union creates an increment of incidence/prevalence of 
surgical interventions for femoral-hip articulations replacement with artificial implants. In 
[58, 59], the objective functions for geometrical modelling of cloud data to a surface are set 
and developed with MATLAB and FreeMat subroutines.  Specifically, in [58], a 3D hyperboloid 
geometry was fitted to ¼ million cloud data from a medical scanner with results of high 
values, (> 75 %), in statistical error determination coefficients.      
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3.6 Inverse problems 

The study and applications of IP theory method(s) were focused on practical optimization 
and nonlinear inverse problem applications in erosion models useful for modelling and 
integral-differential new model design – see Papers I-V and [73-78]. The selected models for 
IP simulations/optimization are appropriate to be applied for wear, abrasive wear, and 
corrosion. In this study, the demonstration of the technique applicable to a large number of 
models is most important.  
   Heuristic methods (Paper VI) have been substituted mainly by IP methods for practical 
engineering reasons; among many other reasons was that the results obtained became 
better in a short-term [56, 57]. 
   In general, most of the tribological models, mainly for impact wear, abrasive wear erosion, 
are nonlinear equations, since their research origin had to be fitted on an extent of an 
empirical/experimental database. As a consequence, it affects the choice of most appropriate 
subroutines for optimization.  

3.6.1 Inverse problems theory and its applications in modelling 
This section is focused on simple examples to corroborate the work done along publications 
and mainly in Papers II and V.  
   If laboratory measurements data, Di are trustworthy statistically and the objective is to fix 
the optimal parameters of a selected model, M,  it can be made by using IPs with nonlinear 
optimization methods. Laboratory database numbers Di are usually large series and the first 
step is to set them into statistical programs to apply several distributions and get information 
about the numerical setting of the main statistical parameters. The most accurate 
distribution is the Gaussian, although if the number of data is reduced, other types are also 
available. According to all these conditions, we get 

  
     Di  (database numbers)= Mi  (function of x,y,z,…parameters of model), 
 
       x could be particle speed, y density of hardface, z impact angle, etc                                                                       
 

In these papers, the usual technique applied was the L2 norm least-squares optimization. 
Although new optimization methods are extensively applied today, e.g., evolutionary 
algorithms, nonlinear least-squares can be considered a classical-functional method with 
acceptable results [56, 57]. This technique was implemented with the series of hardness 
measurements. The computationally-implemented equation is: 
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This method was intended for many mathematical-optimization models to guarantee all 

the curves to be at the positive quadrants in 2D and 3D, and follow the most efficient 
literature techniques in nonlinear optimization. The applied real laboratory measurements 
were mainly hardness of S3 and R3 materials, and erosion rates or data of other parameters 
already published in [73-78]. 
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In Table 3.4 and Figure 3.4, a model equation is implemented with one  
evoluted-optimized algorithm shown [76, 77]. The mathematical development of any model 
begins with the formulation of some selected simple models, as was done in previous 
sections. It is intended to explain the technique that can be used for any other equation, no 
matter what kind of complication is.  

A basic erosion model from Hutchings Equation (1.17), specifically for low impact angles is 
shown in Equation (3.9) model. This objective function with the model was numerically 
optimized in Paper II; however, without impact angle trigonometrical function and the 
velocity-parameter power unit, not being 2.5. In this section, the primary 
results/algorithms/methods of Paper II are presented/commented, and we refer to the 
following papers, both principal and additional, to obtain further developments of this 
method(s) and algorithms. The computational optimization was set as follows:      
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which is the determination of optimal angle and wear constants within intervals [a1, a2] 

and [b1 , b2]. F(x) is the objective function and f(x) is the model,  - the density of the material 
being eroded, V - the initial particle velocity and H - the target surface hardness.  
K represents the fraction of the material removed from the indentation as wear debris and is 
also known as the wear coefficient. The construction of the model follows straightforward 
from this equation since the hardness measured at the matrix region is a continuous and 
differentiable function, instead of a series of discrete values.  

Given the hardness function H(s), at any other particular model, according to Paper II 
hypotheses, the insertion of the function into the model of wear or other parameters, subject 
to constraints, constitutes a new method for erosion/tribological-parameters rate 
determination. An example of inverse method algorithm is detailed and developed in Paper II 
(Equation (9)). This model in its differentiable equation was developed further in the next 
contributions from Paper II in all articles, lectures at conferences, and in [78], since to obtain 
useful calculations could be extended and its applications substantiated. 

Weibull distribution was not initially applied for this type of modelling since an attempt 
was made to set a direct determination of the weight factors in hardface distribution to 
obtain particular functions for every kind of material, according to explanations in  
Figure 3.4 and Paper II.  

The linear erosion rate is not constant. Measurement result are not dependent on the 
distance, but is the structure parameters (average grain size, grain contiguity, free binder 
path) dependent. For that reason, it is necessary to take derivatives. The hardness is taken in 
consideration as a function of distance measurements; it is not constant. There should be 
weight factors because the surface is divided into a matrix, interface and reinforcement. 
Every part has different hardness distribution, as proven in Section 3.8.  
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According to this, and the model of Equation (3.9), a subsequent application of the 
derivative chain theorem, supposed power of sine is 1, not 2.5 for simplification, which 
transforms this algorithm as follows: 
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However, hardface has weight factors for spatial-surface distribution, namely, matrix, 

interface and reinforcement: 
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with FR as a weight-surfactal factor for reinforcement. Results obtained for the 

optimization of this algorithm are in Table 3.4 and Figure 3.4. Paper II contains further 
numerical data about this optimization exercise/simulation. There are two groups of 
optimization. In the first group, the algorithm is developed for the first velocity, namely  
40 m/s, and graphical determination of this objective function is shown in Figure 3.4.   
All data and results of the running program are included in Table 3.4.     

The second group of constrained-simulations with constraints (Paper II) shown in Table 3.4 
is intended for the same hardness data but with an extended wear interval for the wear rate 
whose central point is the experimental value obtained during tribotesting.  
The determination of K in the constraints is also in an interval centered in the value of  
K determined without constraints. What is meant here is the multiple options available for 
nonlinear optimization of a model, a diverse determination of the optimal formula according 
to lab tribotesting. A search point in an optimization subroutine is the initial point that is 
provided to the program to find the optimal point of the objective function.  
The search points usually never coincide with the optimal point.                      
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Table 3.4 Optimization results (Paper II), unconstrained and constrained 

 

 
 

Figure 3.4 Global minimum of the results graph in Table 3.4 without constraints.  

3.7 Stochastic corrosion methods 

This subsection addresses stochastic corrosion methods related to [76, 77, 78].  
The objective is to show the stochastic reasons because of which corrosion can be considered 
as a stochastic phenomenon. This fact is even more random when the hardface of the metal 
coating is formed by sharply separated parts of materials, such as a matrix and a 
reinforcement in Paper II. The model implementation is explained in this part.   

Figure 3.5 shows the specimen of laboratory samples of coatings of Fe-based matrix with 
WC-Co reinforcement in spherical shape, S3 materials. 

Simulation group 1 

Search point 
 

[K] 

Optimal K 
value minimum 

(inverse method) 
V particles=40m/s, 

Impact angle  is 30 
degrees 

Residual of  objective function (OF) 

X=1 0.9646 838.8507 
X=5 0.9646 838.8507 

X=20 0.9646 838.8507 

COMMENTS Acceptable result for optimization of low residual of global minimum  
exact for any search point 

Simulation group 2 

Search point 
 

[K,W] 

Optimal K/W 
value minimum 

(inverse method) 
V particles=80m/s 

Impact angle  30 
degrees 

Constraints 
Intervals 

Residual of  objective 
function (OF) 

[20,15] [0.7424,3.0787] LB=[0.5,0.2] 
UB=[1.5,4] 838.8507 

[10,15] [0.6334,2.6265] LB=[0.5,0.2] 
UB=[1.5,3] 838.8507 

[1,15] [0.7214,2.9915] LB=[0.5,0.2] 
UB=[1.5,3] 838.8507 

COMMENTS Constraints values are not equal, good residual 
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According to Markov Chain Optimization Methods, there is a sequence of probabilistic 
factors for the formation of corrosion spots, whether at matrix, binding zone, or at 
reinforcement surface, [2, 28, 29, 44]. Synergic Todinov corrosion model with modifications 
in Markov Chain can be applied for this type of corrosion [76, 77, 78]. In Figure 2.1, 
macro-image of specimens with sharp differentiation for this kind of random optimization is 
presented. 

Figure 3.5 Basic S3 optical macro-images of hardfacings used in the experimental, every 
zone with different surface area proportion has its stochastic probability. 

3.8 Computational comparison of WC-Co hardness reinforcements 

In this section, the 2D computational modelling is studied with a series of graphical 
polynomial optimization determinations/simulations. Current hardface reinforcements 
present diverse geometrical shapes, reinforcement-particle size, chemical compounds 
proportions, volume-spatial distribution, and chemical composition—several kinds of 
manufactured material types or recycling ones. A series of experimental measurements for 
Fe-based hardfaces with WC-Co reinforcement were obtained from manufactured and 
recycled ones. The comparison of hardness distribution between these manufactured 
reinforcements, both spherical, and recycled-polygonal, obtained by powder materials 
techniques, is useful in any industrial manufacturing process. In terms of efficient engineering 
design, industrial cost, and environmental-geophysical consequences, all resulting data are 
applied for tribological modelling. We refer to [73-75, 77, 78] for a complete description of 
graphical optimization and results, extent numerical data and sharp-learning plots. In 
previous publications [4, 56, 57, 58, 59], the algorithm(s) to obtain a polynomial fitting 
optimization was set and explained with complementary statistics of coefficient of 
determination. The polynomial fitting to a large series of data is an inverse method to set the 
optimal polynomial coefficients to the experimental data; this procedure was performed for 
scanning cloud data in [58].   

A series of nonlinear programming equations were obtained for both materials in order to 
visualize the 2D hardness distribution, and compare the advantages/disadvantages between 
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both. The first is spherical industrial reinforcement denoted as S3; the second is polygonal 
recycled reinforcement, R3 named because of its usual rectangular profile geometry.   

For computational-programming algorithms, the classical algorithm to carry out a 
polynomial computational-numerical fitting reads: 
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The subsequent implementation in software for the compilers used in this study is detailed 

in Figure 3.6. This technique is equal both for MATLAB or FreeMat. In the following sections, 
the results framework of the paper is presented. The corresponding mathematical base for 
all these concepts related to the algorithm of Equation (3.12) can be found in the optimization 
literature and some examples are in the classical optimization and numerical analysis 
literature. All papers of this study hold a sufficient number of useful nonlinear/linear 
optimization methods available in the literature.  

In previous optimization publications [59], this initial polynomial model was developed. In 
this study, the nonlinear algorithm was modified for tribology models. For [57],  
the algorithm was applied for deformation and kinematics of implants. For [20], the nonlinear 
subroutines were used in the optimization model for radiation dose delivery.  
In [8], a variation of least squares was applied for viscoelastic tissue deformation. In other 
words, the model of Equation (3.12) reads: 
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where H is experimental hardness values obtained during measurements in of TalTech, 

and x - distances from the measurements. The inverse method is to optimize the 
experimental data of hardness for the distances values within the polynomial model  
[3, 5, 42-52].  
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Figure 3.6 Flow chart of the graphical-numerical program (basic). This technique is equal 

both for MATLAB or FreeMat. Programming with F# was also used in this algorithm together 
with FORTRAN 77-95 compilers.  
 

The following 2D reinforcement optimization results are both computational-graphical 
and numerical. The first part of this section deals with the results obtained in  
numerical-graphics by the developed software with experimental measurements in FreeMat. 
It is intended additionally to show the different features and similar 
advantages/disadvantages between MATLAB and FreeMat for this kind of programming.  
In such way, the results of the section are presented in a series of explained graphics for 
sharp/continuous learning. Each chart, when it corresponds to the point, is followed by its 
respective numerical-polynomial formula result. FreeMat software performs right and fast 
for this type of subroutines, in almost equal time compared to MATLAB. However, MATLAB 
tools are more varied and provide complementary features for graphical-computational 
work.  

The graph in Figure 3.7 shows a FreeMat 4-degree polynomial fitting of R3 matrix plus 
transition zone for spatial hardness distribution of reinforcement with polygonal shape.  
The green curve is the fitted polynomial equation and the blue represents in splines the 
laboratory data. Visual Studio F# and FORTRAN 77-95 was also used to re-check the results. 
The difference in precision compared to S3 is significant, as shown in [75]. FreeMat software 
performs right and fast for this type of subroutines, and for loops can be included to 
improve the subroutines. 

The running time of the program for the graph in Figure 3.7 was determined and is 
approximately half a second. Visualization is good. Polynomial results in five main terms, 
those with a low residual, using the algorithm of Equation (3.12), are shown in Equations 
(3.14). These computational results from the software running corresponding to this graph 
of Figure 3.7 shown in Equations (3.14) do not present at prompt of FreeMat the residual, 
and in MATLAB the residual is seen at prompt automatically after running the program.  
In these Equations (3.14), the first one corresponds to S3, and the second to R3 material 
shown in Figure 3.7. 
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The indentation forces the decomposition method presented in [74] that was used to 
analyze the mechanical increment of hardness along the hardfacings.  

 

 
 

 
 
 
 

FreeMat application in this graph of Figure 3.7 shows required additional programming 
commands to set the appropriate font size at axes, and the setting of the graph within the 
image. FreeMat has several options to get an optimal chart by using a series of commands. 
Polynomial results are in five main terms, with low residual in Equations (3.14).  

The computational results from the software running corresponding to this R3 graph of 
Figure 3.7, and the equation corresponding to the same plotting for S3 are the following: 
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Figure 3.7 Complete polynomial distribution of R3 with FreeMat special 
software. In blue, laboratory data and in green, the polynomial fitted curves are
shown. 

R3 COMPLETE SPATIAL DISTRIBUTION 
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Residuals are not represented in Equations (3.7) because in FreeMat, complementary 
commands are required. In Equations (3.13), the terms-order of the vector a corresponds to 
the Equations (3.7) algorithm. 

 

 
 
 

The curve in black in the graph in Figure 3.8shows a MATLAB 4-degree polynomial fitting 
of R3 complete hardface hardness spatial distribution—matrix, transition and rectangular 
reinforcement. The program here was designed to obtain more data at image, with errors. 
The curve with regression errors is detailed also. MATLAB software performs right and fast 
for this type of subroutines. In [75], a MATLAB 4-degree polynomial fitting of S3 complete 
hardface hardness spatial distribution is also shown—matrix, transition and spherical 
reinforcement. The program for Figure 3.8 was designed to obtain more data at image, but a 
for loop was included with appropriate commands. Visual Studio F# and FORTRAN 77-95 were 
also used to re-check the results. The curve with regression errors is detailed also.  
For residuals, the square root of the summatory of differences at power 2 was calculated.  
MATLAB software performs right and fast for this type of subroutines,  s), but FreeMat 
conforms to the same task efficiently. 

In general, this type of graphs is not complicated if compared to 3D surfactal 
simulation/optimization of a model. The tools available in FreeMat and MATLAB to represent 
the splines and the polynomial are very varied in color selection, splines distribution, 
implementation of the curve errors at every point, linewidth of the curve at graph, etc.  
The running of the program for the graph in Figure 3.8 is approximately half a second (< 5 s). 
It was necessary to perform a for loop at software. The numerical fitting shows low residual 
given to the extent data used. Equations (3.15) for Figure 3.8 have two principal weight terms. 
The computational results from the software running corresponding to this graph are shown 
in Equations (3.15). Firstly, for S3 and secondly for R3, the results are the following: 

 

Figure  3.8  R3  MATLAB complete polynomial curve with residuals. 
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Subsequent imaging plots of Figure 3.9 show a MATLAB 8-degree polynomial fitting with 
double precision of S3 as a function of R3 complete-relative hardface hardness spatial 
distribution corresponding to the matrix, transition and spherical reinforcement. S3 is the 
function of R3, S3=f(R3), in the programming development technique. S3=f(R3) is the blue 
curve, and R3=f(S3) is the green one. Visual Studio F# and FORTRAN 77-95 were also used to 
re-check the results. When programming a double precision polynomial, it is useful to discard 
those terms that are high-negative exponentials of 10. In other words, it is preferential to 
keep significant digits. Discrete laboratory data for the polynomial is given in circles and is 
represented in blue-curve to show a variation in programming. The green curve is the strict 
mathematical function R3=f(S3). The software here was designed to obtain more data at 
image. The transition-binding zone shows the sharp differences between the two functions 
implemented. The reason to compare S3 and R3 materials in Figure 3.9 is to visualize the 
differences at the transition zone and the coincidences at the matrix and the reinforcement.    

 

 

 
The numerical computation shows a larger residual given for the extent data used. This is 

due to the comparative analysis in both materials hardness values. Equations (3.16) set the 
principal weight terms and residuals, both for S3=f(R3) and R3=f(S3). The computational 
results from the software running corresponding to this graph of Figure 3.9 and also R3=f(S3) 
are the following: 

 
 

              Figure 3.9 Programming S3=f(R3) in MATLAB with double precision (8 terms). 
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The computational design of the program for the graph of Figure 3.9 is different because 
it is in double precision, and from the 8-degree polynomial solution, it is necessary to select 
the most significant digits. The numerical computation, Equations (3.16), shows a larger 
residual given for the extent data used. This is due to the comparative analysis in both 
materials hardness values. The main equations have two principal weight terms; the other 
ones are high-negative powers. 

In the following, Figure 3.10 is intended to show a Double-Numerical-Computational 
comparison between S3 and R3 polynomials fittings and two options of similar software 
compilers. The graph of Figure 3.10 is performed in MATLAB (2010), [20, 29, 41, 42], where 
the imaging tool permits setting labels before saving the image. For FreeMat, [39, 40], the 
graph of Figure 3.11 is presented without labels.  

The verification of imaging smoothness is almost equal in both but it is not possible at first 
prompt result to set labels within the image in the FreeMat case, but it can be added manually 
to the chart. Visual Studio F# and FORTRAN 77-95 were also used to re-check the results. 
Specifically, FORTRAN numerical results are highly significant  450 with double precision. 
However, F# resulted in residuals  800. 

The consequences and practical information that can be assumed from graphs of 
Figures 3.10 and 3.11 are included in [75]. Recycling engineering approximations in modelling 
for erosion impact wear are feasible from this extent data-plotting. 

 Figure 3.10 Complete dual polynomial distribution of R3 and S3 with MATLAB 
special software.  
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Experimental and theoretical data obtained from the stratified model of the section for S3 
and other materials corresponding to Paper II are presented in Table 3.5 and 3.6. The best 
results matching between theory and experimental are obtained for low energy and  
30 degrees of impact angle. 

 

 
 

 
 
 
 
 
 
 
 

 

 

                               

Velocity, m/s 40 80 
                                  Impact angle, ° 

 90 
Material/Data Type Calc. Exp. Calc. Exp. 

H400 6.0e-12 26.1 4.8e-11 85.4 
P1 2.7e-12 9.3 2.1e-11 29.5 
C3 - - - - 
S3 0.4 85.2 3.2 25.7 

Velocity, m/s 40 80 
                                Impact angle, ° 

 30 90 30 90 
Material/Data 

Type Calc. Exp. Calc. Exp. Calc. Exp Calc. Exp. 

H400 3.8 7.9 6.0e-12 3.8 21.8 37.0 4.8e-11 30.0 
P1 4.6 3.2 2.7e-12 10.0 25.7 12.0 2.2e-11 1.5 
C3 - - 1.1 3.7 42.9 12.9 23.4 16.7 

Table 3.5 Theoretical and experimental results for low energy erosion rate (mm3 /Kg) of 
H400 (Hardox 400 steel), P1 (unreinforced FeCrSiB), C3 (70 % FeCrSiB+30 % WC-Co; 
recycled), S3 (70% FeCrSiB+30 % WC-Co; spherical) for stratified model of Paper III  

Table 3.6 Theoretical and experimental results for high energy erosion rate (mm3 /Kg) of 
the same materials as in Table 3.5 

 Figure 3.11 Complete  dual polynomial distribution of S3 (green) and R3 (blue) 
with FreeMat program. Residuals in FreeMat are 500.  
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Conclusions 

Erosion/Corrosion (E/C) models available in the literature are presented with a simplified 
classification. This categorization is based on practical applications, mathematical 
framework, optimization of modelling and functionality. The most important E/C models 
were examined, pointing out advantages, combinations, particular details, applications, 
variants, approximations, and weaknesses. Optimization methods to fit E/C models and 
mathematical models in general have been explained specially in all the publications 
presented.  

The studies conducted, especially those focused on graphical optimization methods for 
modelling, proved how complicated it is to obtain well-optimized erosion models with 
computational programming codes and subroutines and generalized models for E/C.  
The reasons for this rather significant mathematical-empirical hurdle have been explained in 
this contribution. However, as a result, the current models could be improved towards a 
continuous generalization process. The second generation of models could provide more 
general models of Types 1 and 2 by programming/experimentally. In the future, this kind of 
techniques of nonlinear optimization using the large computational work performed can be 
implemented for other models with a larger number of parameters, such as angle in the case 
of erosion, particle density, particle size, kinetic energy of impacting particle, etc.  
In summary, the results of the study are as follows: 

 
1. Current erosion and corrosion models were analyzed. 
2. A functional classification of erosion and corrosion mathematical models was 

developed. 
3. A discrete stratified model was created with laboratory experimental measurements.  
4. An integral-differential model was presented and developed with formulation.  
5. Graphical Optimization model was detailed and explained in 3D and 2D, [20, 29, 41, 42]. 
6. The Graphical Optimization model and the method were applied to bioengineering 

erosion models. 
7. The application of Inverse Problems methods in tribology models was demonstrated. 
8. A 2D computational-numerical comparison for two types of hardfacing 

reinforcements was carried out. 
 
An innovative graphical optimization method was developed both in FreeMat [39, 40] and 

MATLAB. F# programming was introduced also in bioengineering simulations papers.  
FORTRAN programming was used to re-check the numerical results of simulations and 
nonlinear optimization methods. A large variety of computational examples with the selected 
models for erosion optimization–indicative computational illustration and biomedical 
tribology computational approaches/simulations were provided. This type of graphical 
optimization is not reduced to 3D with two variables at plane x-y, several techniques with 
matrix algebra permit to implement an unlimited number of variables for graphical-surfactal 
optimization.  
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The variables were determined with software specially designed in a high-dimensional 
matrices of Nonlinear Optimization subroutine. It can be considered as an E/C  
modelling-programming instance for future contributions to be developed/published. The 
high-degree polynomial fittings presented in single/double-precision are significantly useful 
for environmental engineering applications/consequences and future second generation of 
models.   

Additionally, this advanced research was focused on nonlinear optimization and direct 
applications of inverse problems theory. Inverse methods, specifically for wear in the 
mechanical structure of power plants, were introduced extensively in Paper V. The models 
presented for optimization were detailed to demonstrate the method of inverse nonlinear 
optimization with specific software. All the selected models in this study are 
appropriate/suitable to be implemented on any other more complicated equation, 
independent of the number of variables to be optimized. Large-scale multi-objective 
optimization could be carried out with the programming designed properly for Hutchings,  
and Archard models. In particular, graphical 3D optimization/simulation surfaces were shown 
for sharp learning of this new technique.  

Results are considered accurate and acceptable, conditioned to extensive serial laboratory 
experimental validation in future research. The practical applications in erosion/corrosion 
models for mechanical systems, power plants, energy industry, and circular production, 
follow straightforward from the proven method with software and subroutines of 
optimization in FreeMat and MATLAB. Practical conclusions related to the functionality of the 
experimental data and simulations were drawn for environmental engineering and 
economic-cost reduction. For the hard metal R3 produced from recycling powder [66, 68, 71], 
results were proven theoretically and experimentally with real laboratory database.  
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Abstract 
Mathematical Modelling and Optimization of Erosion and 
Corrosion in Tribology  

This study is focused on tribological modelling with nonlinear computational optimization 
methods and specific approaches of software engineering. The database was implemented 
to develop the modelling methods and the optimization tools. 

The thesis includes computational, theoretical and experimental study. The theoretical 
study covers development and application of the mathematical modeling methods and tools, 
also graphical optimization techniques. The experimental study is related to the management 
of large laboratory data to set and optimize/simulate computationally a series of models for 
hardfacings with WC-Co reinforcement together with Monte Carlo approaches. This type of 
simulations and optimization methods are also applied to biotribological models, namely hip 
wear prostheses equations.   

3D optimization problems with at least three variables and any kind of objective function 
are studied. A series of simulations were carried out always with the prospective of 
tribological, biotribological or tribocorrosion applications. The simulation techniques based 
on the matrices and polynomial programming codes are developed for specific tribological 
applications. The modelling with 3D surfactal optimization is not necessarily defined for two 
parameters. Since the parameters within the 3D surfactal optimization model can be joined 
in variables groups, the surfactal representation can be extended for a number of 
parameters. In 2D it is easier to find the geometrical locus for convergence of several 
functions with different parameters. 

Another part of the study covers the application of Inverse Problems methods to data 
analysis, which was carried out for hardness laboratory data. The stochastic optimization 
model for corrosion is introduced. 

The interrelation between hardness of hardfacings produced from commercial self-fluxing 
alloy and recycled hardmetal powders is proved. These findings show important 
consequences related to the development of materials and prediction of wear rate.  

In conclusion, the research results published in peer-reviewed papers are focused mainly 
on development and application of mathematical models and optimization techniques 
covering tribology, biotribology and tribocorrosion.  

 
Keywords: Mathematical Modelling, Tribology Models, Nonlinear Optimization, 

Constrained Graphical Optimization, Wear Rate Prediction  
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Lühikokkuvõte 
Erosiooni ja korrosiooni matemaatiline modelleerimine ja 
optimeerimine triboloogias 

Antud uurimustöö on keskendunud triboloogiliste protsesside modelleerimisele 
mittelineaarsete arvutuslike optimeerimise meetoditega ja spetsiifiliste tarkvaratehnika 
lähenemisviisidega. Modelleerimise meetodite ja optimeerimise vahendite arenduseks ja 
rakendamiseks koostati katseandmete andmebaas. 

Töö sisaldab nii arvutuslikku, teoreetilist ja eksperimentaalset osa. Teoreetiline osa katab 
peamiselt üldistatud integraal-diferentsiaalmudelite ja graafilise optimeerimise 
arendamisest. Eksperimentaalne osa on seotud mahukate laboratoorsete andmete 
haldamisega, et optimeerida / simuleerida erinevaid mudeleid paksude kulumiskindlate  
WC-Co kõvapinnete jaoks. Seda tüüpi simulatsioone ja optimeerimismeetodeid on 
rakendatud ka biotriboloogilistele mudelitele puhul, nimelt puusa proteeside kulumist 
kirjeldavates võrrandites. 

Antud töös on uuritud 3D optimeerimise probleeme, mis sisaldavad vähemalt kolme 
muutujat ja eri tüüpe sihifunktsioone.  Viidi läbi simulatsioonide seeria triboloogiliste, 
biotriboloogiliste või tribokorrosiooni valdkonna probleemide jaoks. Töö tulemusena töötati 
välja maatriksarvutusel ja polünoomide rakendamisel põhinevad simulatsioonitehnikad.  
3D pinnalise optimeerimisega modelleerimine ei ole tingimata määratletud kahe 
parameetriga. Kuna mudelis olevaid parameetreid saab grupeerida muutujate rühmadesse, 
saab pinna esitust laiendada mitmele parameetrile. 2D ruumis on erinevate parameetritega 
funktsioonide jaoks geomeetrilist asukohta - koonduvuspunkti lihtsam määrata. 

Üks osa uurimistööst käsitleb pöördülesannete lahendusmeetodite rakendamist 
andmeanalüüsi probleemidele, mis viidi läbi komposiitmaterjali kõvaduse laboratoorsete 
andmete jaoks. Korrosiooniprotsessi  kirjeldamiseks rakendati stohhastilist optimeerimise 
mudelit. 

Antud töös on toodud välja tavapärase tööstuslike pihustuspulbrite ja ümbertöödeldud 
kõvasulami baasil valmistatud komposiitpinnete kõvaduste jaotuse ja kulumiskindluse 
vaheline seos. Saadud uurimistulemused on olulised kulumiskindlate materjalide 
arendamiseks ja kulumiskindluse prognoosimiseks.  

Kokkuvõtteks võib öelda, et eel-retsenseeritud artiklites  avaldatud uurimistulemused 
keskenduvad peamiselt matemaatiliste mudelite ja optimeerimistehnikate arendamisele ja 
rakendamisele triboloogia, biotriboloogia ja/või tribokorrosiooni valdkonnas. 

 
Märksõnad: matemaatiline modelleerimine, triboloogia mudelid, mittelineaarne 

optimeerimine, kitsendustega graafiline optimeerimine, kulumise prognoosimine. 
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Appendix 1 
 
It is important to include a graphical optimization programming image in the thesis section 
to set clearly the results of the software nonlinear programming designed. The model is sharp 
in its global minimum and maximum in Figure 1 and corresponds to the  model of Papers II, 
III and IV. In Figure 1, velocity interval is [50, 230] ms-1, angle interval is [22.7, 85] degrees, 
matrices are 20x20 with higher tessellation. 

 
    The image of Figure 1 is sharp, for this model, the location of a global maximum and a 
global minimum is shown. Matrices in this program were not taken too large because it was 
intended to show how the tessellation of the subroutine constructs the 3D surface. In Papers 
I-V, and in [72-80], there are a series of graphical-surfactal optimization and simulation 
images in an extent variety.  

 Figure 1 Complete surfactal 3D image of  Menguturk model with a sharp definition of 
optimization data, namely, global minima and maxima.  
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Appendix 2 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Paper  I  
Surzhenkov, A., Viljus, M., Tarbe, R., Casesnoves, F. Wear resistance and mechanisms of 
composite hardfacings at abrasive impact erosion wear. Journal of Physics: Conf. Series, 2017, 
pp. 1-10 (843 012060 DOI :10.1088/1742-6596/843/1/012060). 
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Paper  II  
Casesnoves, F., Surzhenkov, A. A mathematical model for abrasive erosion wear in composite 
Fe-based matrix with WC-Co reinforcement. Materials and Contact Characterization, 2017, 
116, pp. 99-111. WIT PRESS. Section 2 Computer Methods Computer and Simulation. 
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Paper  III  
Kulu, P., Casesnoves, F., Simson, T., Tarbe, R. Prediction of abrasive impact wear of composite 
hardfacings. Solid State Phenomena, Proceedings of 26th International Baltic Conference on 
Materials Engineering. 2017, 267, pp. 201-206. 
(DOI:10.4028/www.scientific.net/SSP.267.201). 2017 Trans Tech Publications, Switzerland 
Online: 2017-10-10. 
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à Ẑ̀U\UVh
iY
\j[̂Zd\k
c\[]
̀b
VW\
lmnm̀
W[]_̂ \V[d
]\XUb̀]a\_
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ỲdX_
Z[]VXad\
X̂Z[aV
[V
VW\
̂\V[d
Yg]b[a\k
Zd[YVXa
_\b̀]̂[VX̀U
̀aag]Yh
qW\
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Paper  IV  
Casesnoves,  F., Surzhenkov, A. mathematical models in biotribology with 2D-3D erosion 
integral-differential model and computational-optimization/simulation programming. 
International Journal of Scientific Research in Computer Science, Engineering and Information 
Technology, 2017, 2,3, pp. 329-356. 
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Curriculum vitae 

Personal data 

Name: Francisco Jose Casesnoves Granado Lopez de Haro 
Date of birth: 4/4/1959 
Place of birth: Madrid City 
Citizenship: Political Asylum Process in USA 

Contact address 

e-mail: frcase@taltech.ee 

Education 

2016–2018, Tallinn University of Technology, PhD 
2017–October, Mektory Aerospace Center Satellite Program course 
2017–September, TalTech Cybersecurity studies, ITC0004, Oxford University Certificate 
2017–July, Mektory, TalTech, Tech Innovation Startup 
2017–January, TalTech, 20-hours Course, Visual Components/Phyton Programming  
2010–July, Princeton University, Institute in Mathematics, Utah  
2005–2009, PhD Researcher, Optimization, Nottingham University 
1998–2001, MSc, Eastern Finland University, Physics/Applied Mathematics 
1997–2001, BSc, Eastern Finland University, Physics/Applied Mathematics 
1995–European Union License for Physician Practice in any EU and associated countries 
1985–MPhil in Medicine and Surgery, Medical Physics, Radioprotection 
1983–1985, Researcher, Radio-Dosimetry at Medical Physics Dept, Madrid University 
1976–1983, Graduate in Medicine and Surgery, Madrid University, 6 years career. 
Training in medical and surgical practice at Clinical Madrid Hospital (1979 1981) and 
Central Defence Madrid Hospital (1981 1983) 
1970–1976, Public High School ALVIMAR (today Public Gran Capitan Institute, with Honors) 

Language competence 

A2 Estonian Language Innove Examination, February 2018, 55 % 
A2 AtlasNet Diploma, January 2018, 60 % 
A1 Estonian Language and Culture course, TalTech, HLE0050, 2017, A Level 
A2 Estonian Language Academy, EU-Project, 2018, 51 % 
A1 Estonian Course 2017, Ministry of Education, 17/25 points 
English-Fluent, IELTS, International English language Testing System, Band 6.5, British 
Council Evaluation 2004, reading, writing, listening, and speaking 
Madrid Languages School, 1996, 4th English course 
Madrid Languages School, 1996, English language for bachelor (1st, 2nd, 3rd courses) 
Madrid Languages School, 1977–1979, English language for professors (1st, 2nd,3rd courses) 
5 years of American English as resident in USA, 2011–2016; British English as resident in 
UK, 2005–2011; 5 years basic Finnish, 1996–2001 
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Professional employment 

2016 September–2017 June, Researcher, Department of Mechanical and Industrial 
Engineering, TalTech 
2017 July, EIT European Union Innovation and Technology Program scholarship for 
medical devices engineering-computational design. Professional scholarship in Tartu 
University (European Union EIT-Health Technology)  
2007 spring, Assistant Teacher at Machine Dynamics Problems Dep., Nottingham 
University  
2006 autumn, Assistant teacher at Thermofluids Laboratory, Nottingham University. 
2005 October–2009 October, EPSRC-Award (Engineering and Physical Science Research 
Council UK), Scholarship, Post-graduate in Computational bioengineering optimization, 
Nottingham University 
2003–2005, Researcher-collaborator at Electromagnetism Department, Madrid 
University 
1995–1996, Researcher-collaborator at Experimental surgery unit at Gregorio Marañon 
Hospital, Madrid NHS 
1983–2005, Physician licensed at Madrid Medical Council working at NHS Madrid 
1984–1995, Medical practice at National Health System, Madrid community 

Membership of scientific societies: SIAM (Society for Industrial and Applied 
Mathematics), 2007–2008, 2019–2010. SIAG (SIAM Group Geometrical Design and 
Computing), 2010–2012). ASME (American Society of Mechanical Engineers), 2010–2013. 
IIIS, (International Institute of Informatics and Systemics), 2014–2015. IEEE (International 
Institute of Electronics and Electrical Engineers), 2013–2014, 2016–2017. 
IAAM (International Association of Advanced Materials), 2017– Permanent membership  
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Elulookirjeldus 

Isikuandmed 

Nimi: Francisco Jose Casesnoves Granado Lopez de Haro 
Sünniaeg: 4/4/1959 
Sünnikoht: Madrid 
Kodakondsus: Poliitiline varjupaigamenetlus USAs 

Kontaktandmed 

E-post: frcase@taltech.ee 

Hariduskäik 

2016–2018, Tallinna Tehnikaülikool, doktoriõpe 
2017–Okt , Mektory Kosmoseagentuuri Satelliitprogrammi kursus 
2017–Sept , TalTech, Küberjulgeoleku uuringud, ITC0004, Oxfordi Ülikooli sertifikaat 
2017–Juuli, Mektory, TalTech, Tech Innovation Startup 
2017–Jaan , TalTech, 20-tunniline kursus, Visual Components/Phyton Programmeerimine 
2010–Juuli, Princetoni Ülikool, Matemaatika Instituut, Utah  
2005–2009, PhD Teadlane, Optimeerimine, Nottinghami  Ülikool 
1998–2001, MSc, Ida-Soome Ülikool, füüsika / rakenduslik matemaatika 
1997–2001, BSc, Ida-Soome Ülikool, füüsika / rakenduslik matemaatika 
1995–Euroopa Liidu tegevusluba arstipraktikale kõikides ELi ja assotsieerunud riikides 
1985– MPhil meditsiinis ja kirurgias, meditsiiniline füüsika, kiirguskaitse 
1983–1985, Teadlane, Raadio-dosimeetria meditsiinifüüsika osakonnas, Madridi Ülikool 
1976–1983, Meditsiini ja kirurgia lõpetaja, Madridi Ülikool, 6-aastane karjäär. Koolitus 
Madridi kliinikus asuvas haiglas meditsiinis ja kirurgias (1979–1981) ja Madridi Sõjaväe 
Peahaiglas (1981–1983) 
1970–1976, Avalik keskkool ALVIMAR (praegu Avalik Gran Capitan Instituut, Autasuga) 

Keelteoskus 

A2 Innove Eesti keele eksam, veebruar 2018, 55 % 
A2 AtlasNet diplom, jaanuar 2018, 60 % 
A1 Eesti keele ja kultuuri kursus, TalTech, HLE0050, 2017, A tase 
A2 Eesti keele akadeemia, EU-projekt, 2018, 51 % 
A1 Eesti keele kursus, 2017, Haridus- ja Teadusministeerium, 17/25 punkti 
Inglise keel-suurepärane, IELTS tase 6.5, Briti Nõukogu hinnang, 2004, lugemine, 
kirjutamine, kuulamine ja rääkimine 
Madridi keeltekool, 1996, 4. inglise keele kursus 
Madridi keeltekool, 1996, 1.-3. inglise keele kursused (bakalaureus tase) 
Madridi keeltekool, 1977 1979, 1.-3. inglise keele kursused (professori tase) 
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Ameerika inglise keele praktika, 5 aastat, (elanik USA-s 2011–2016); Suurbritannia inglise 
keele praktika, (elanik Suurbritannias 2005–2011); soome keele praktika (elanik Soomes  
1996–2001) 

Teenistuskäik 
 
2016 september–2017 juuni, Teadlane, Mehaanika ja tööstustehnika instituut, TalTech 
2017 juuli, EIT Euroopa Liidu innovatsiooni- ja tehnoloogiaprogrammi stipendium 
meditsiiniseadmete insener-arvutusliku disaini jaoks. Tartu Ülikooli erialastipendium 
(Euroopa Liidu EIT-tervishoiutehnoloogia) 
2007 kevad, Õpetaja assistent, Masina dünaamika probleemide osakond, Nottinghami 
Ülikool 
2006 sügis, Õpetaja assistent, Termovedelikute laboratoorium, Nottinghami Ülikool 
2005 oktoober–2009 oktoober, EPSRC-auhind (Engineering and Physical Science Research 
Council, Suurbritannia), aspiranti stipendium, Arvutuslik bioinseneerne optimeerimine, 
Nottinghami Ülikool 
2003–2005, Teadur Elektromagnetismi osakonnas, Madridi Ülikool 
1995–1996, Teadur Eksperimentaalse kirurgia üksuses, Gregorio Marañon Hospital, 
Madrid NHS 
1983–2005, Madridi arstide nõukogus litsentseeritud arst, NHS Madrid 
1984–1995, Meditsiinipraktika riiklikus tervisesüsteemis, Madridi kogukond 

Teadusühiskonna liikmelisus: SIAM (Society for Industrial and Applied Mathematics), 
2007–2008, 2019–2010. SIAG (SIAM Group Geometrical Design and Computing),  
2010–2012. ASME (American Society of Mechanical Engineers), 2010–2013.  
IIIS, (International Institute of Informatics and Systemics), 2014–2015. IEEE (International 
Institute of Electronics and Electrical Engineers), 2013–2014, 2016–2017.  
IAAM (International Association of Advanced Materials), 2017– püsiv liikmelisus 
 
 
 

 
 
 




